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Abstract: A succesful series of papers devoted to various aspects of an idea of the Multiverse have
been gathered together and presented to the readers. In this post-editorial we briefly challenge the
content referring to the main issues dealt with by the Authors. We hope that this will inspire other
investigators for designing future tests which could make this very notion of the Multiverse falsifiable.

Keywords: philosophy of multiverse; categories of multiverses; different physics universes;
superstring multiverse; dark multiverse; multiverse entanglement; universe-antiuniverse pair
creation; multiverse habitability: stars, planets, life, consciousness; falsifiability of multiverses

Although the idea of the Multiverse as a collection of possible universes has entered the area of
physics long time ago, it is right now when it is taking viability and providing alternatives to confront
the current cosmological conundrums.

While one may consider the studies related to the concept of the Multiverse as a new revolution
that can change the current paradigm in cosmology, in fact, it can rather be understood as the next
step in the Copernican transit, where our habitat has gradually lost relevance as unique, special, and
also tiny as compared to early science ages thought. Nowadays, the notion of the multiverse emerges
naturally from some developments in cosmology and particle physics as a consequence of the same
physical theories which we experience on the Earth [1]. Since the multiverse is not a theory by itself,
then there is no closed scenario or definition of it. Firstly, it depends on the definition of what we
mean under the notion of the universe. Is it the Solar System, as it was thought at Copernicus age?
Is it a galaxy, as it was thought till the beginning of the 20th century? Next, is it the Hubble size
universe with its outer horizon bulk or something much larger and perhaps hardly achievable by
current observations? Depending on the range of it, one then allows for a great diversity of multiverse
theories and asks for a deeper debate about the nature of this entity even on the level of a single
universe [2].

Whatever the interpretation, it seems that operationally the consideration of an idea of the
multiverse could provide solutions to several open problems in physics. This is why we are
interested in different approaches and proposals regarding the multiverse in this issue. However, the
biggest challenge of the multiverse hypothesis is the possibility to falsify it by some observational or
experimental data. Without this most important point, we cannot make it a physical theory in the
sense of contemporary definition of the scientific paradigm.

Hoping it will serve as a basic and updated reference, this Special Issue covers all current research
avenues on the exciting track to the Multiverse starting from philosophical aspects, throughout the
theory, to its possible observational verification.

Universe 2020, 6, 17; doi:10.3390/universe6010017 www.mdpi.com/journal/universe1
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The area of philosophy and history of physics is where the debate about how to define the category
of the multiverse and the need (or not) to endow it with physical meaning exists [3]. In several papers
we cover the ideas that philosophy of science provide to falsify multiverse theories and describe the
scientific progress.

The diversity of possible physical shapes of a universe within the multiverse can be interpreted in
terms of diversity of possible ways to choose physical parameters and can be related to the issue of
varying physical constants and varying physical laws [4]. Another idea related to the Multiverse we
cover in the issue is the Anthropic Principle which, despite being in some sense tautological, it has
been argued how it could give some insight and possible constraints onto the nature of the physics we
experience here in ”Our Universe”, whatever it is.

One strongly studied approach is given by superstring theory which led physicists to an idea of
superstring landscape and the swampland, through many ways of choosing the physical vacua due to
the symmetry breaking mechanism [5]. This provides a theoretical framework for the multiverse and
may as well be related to the eternal inflation theory that constitutes one of the possible mechanisms
for the inflation of our universe. In the issue some of these ideas are analyzed, including the discussion
about their results and criticisms.

A more recent idea of the multiverse is constituted of the quantum multiverse, in which different
individual universes are classically causally separated, but quantum mechanically entangled [4]. This
approach has entered strongly in the scenario, because it gives possible predictions and an opportunity
to falsify the concept. Also, the problems related to the creation of the multiverse are tackled in the
similar sense as the debate of the imposed boundary conditions for the creation of a single universe [6].

Last but not least, the universe and surely the multiverse by its name are everything so it is no
wonder that some interesting convergence of topics in an interdisciplinary fashion should appear
which can provide some wiser view on the nature and a broader view of the effects under study.
For that reason, the issue also contains the investigation of the multiverse from the point of view of
astrobiology. This is in tight relation to the Anthropic selection of the three fundamental constants: the
fine structure constant α, the electron-to-proton mass ratio β, and the strength of gravity as expressed
by the ratio of proton mass to the Planck mass γ. The selection means various levels of habitability
criteria in the multiverse, beginning with the number of stars and their properties to host life [7],
through the number of habitable planets [8] and the fraction of planets having a chance to develop
life [9], and the fraction of that chance admitting the intelligent life [10]. All this is considered in terms
of the so-called typicality or the probability of observation of the values of the fundamental constants
which do not deviate from the values we know in our Universe. The habitability criterion is then
expected to be the useful observational test of the multiverse concept which is the main objective of
the whole story about it.

We then finally encourage the reader to dive into the ocean of all these problems since they might
be quite fascinating developments of the prospective 21st century physics.
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Abstract: The aim of this essay is to look at the idea of the multiverse—not so much from the
standpoint of physics or cosmology, but rather from a philosophical perspective. The modern story
of the multiverse began with Leibniz. Although he treated “other worlds” as mere possibilities,
they played an important role in his logic. In a somewhat similar manner, the practice of cosmology
presupposes a consideration of an infinite number of universes, each being represented by a solution
to Einstein’s equations. This approach prepared the way to the consideration of “other universes”
which actually exist, first as an auxiliary concept in discussing the so-called anthropic principle,
and then as real universes, the existence of which were supposed to solve some cosmological
conundrums. From the point of view of the philosophy of science, the question is: Could the
explanatory power of a multiverse ideology compensate for the relaxation of empirical control over
so many directly unobservable entities? It is no surprise that appealing to a possibly infinite number
of “other universes” in order to explain some regularities in our world would seem “too much” for a
self-disciplined philosopher. With no strict empirical control at our disposal, it is logic that must be
our guide. Also, what if logic changes from one world to another in the multiverse? Such a possibility
is suggested by the category theory. From this point of view, our present concepts of the multiverse
are certainly “not enough”. Should this be read as a warning that the learned imagination can lead us
too far into the realms of mere possibilities?

Keywords: multiverse; Leibniz; other worlds; multiverse levels

Or, had I not been such a commonsensical chap, I might be defending not only a plurality of possible
worlds, but also a plurality of impossible worlds, whereof you speak truly by contradicting yourself.
David Lewis

1. Introduction

The editor of the volume Universe or Multiverse? makes a funny, albeit fully justified, remark:
“The word ’multiverse’ is always spelt [in this volume] with a small ’m’, since . . . there could be more
than one of them”. How so? Because “the idea arises in different ways” ([1] p. XV). Indeed, ideas arise
in many ways. The origin of some of them almost goes back to prehistory, where some evolve slowly
through the ages, and some are brought to life by the sudden illumination of a genius. None of these
ways gave birth to the idea of a multiverse.1 It emerged long before it was named—first in poetry
and fairy tales, then in philosophy, and has only recently appeared on the fringes of science. This
was originally to dramatise the “extreme improbability” of some events, where it then emerged soon
after as a real possibility, founding itself at the heart of a heated discussion. Some see in this idea the
beginning of a new era in the philosophy of science, whereas others regard it as a serious danger to
well-established methods that have, so far, guaranteed the greatest success.

1 In this essay, all “multiverses” and “universes” will be democratically written with small letters.

Universe 2019, 5, 113; doi:10.3390/universe5050113 www.mdpi.com/journal/universe5
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In this essay (just an essay, not a systematic study), I want to look at the recent adventures (to use
Whitehead’s phrase) of the multiverse idea—though not so much from the standpoint of contemporary
physics or cosmology, but rather from a philosophical perspective. If there are problems with the
empirical control of the multiverse models, we should examine their explanatory power. In all these
questions, the philosophy of science has something to say. However, we should not forget that the
standard philosophy of science has never previously encountered postulated entities in physics which
are so distant from any empirical control.

Suppose we have decided to leave the secure region of scientific methodology; then why not
go even further into the domains suggested by the developments of mathematics? After all, if the
empirical criteria are relaxed, it is only mathematics that remains as our guide, and the mathematical
category theory says that even logic can change from one category to another. Should we not take into
account the variability of logic in creating “other universes”? From this point of view, our present
thinking about multiverses is certainly inadequate.

My way of thinking about these matters will be organised along the following lines. The modern
story of the multiverse began with Leibniz. Although he treated “other worlds” as mere possibilities,
they played an important role in both his theodicy and his logic (Section 2). In a similar manner,
doing cosmology presupposes the consideration of an infinite number of universes, each being
represented by a solution to Einstein’s equations. This is a non-controversial version of a multiverse,
also called an “ensemble of universes” (Section 3). This approach prepared the way to considering
“other universes” which actually exist—first as an auxiliary concept in discussing the so-called anthropic
principle, and then as real universes, the existence of which were supposed to solve some important
cosmological conundrums (Section 4). From the point of view of the philosophy of science, one should
ask the following question: Could the explanatory power of a multiverse ideology compensate for the
relaxation of the empirical control over so many directly unobservable entities? It is unsurprising that
an appeal to a great, perhaps infinite number of “other universes” in order to explain some regularities
in our world, must seem “too much” for the orderly philosopher (Section 5). One should agree that
without strict empirical control, it is logic and mathematics that must be our guide. And what if
logic changes from one world to another in the multiverse? Such a possibility is suggested by the
category theory, which is, today, unavoidable in any consideration of the foundations of mathematics,
and consequently of physics as well. From this point of view, our present concepts of the multiverse
are certainly “not enough” (Section 6). This is a challenge, but could also be read as a warning that the
imagination—even the learned imagination—can lead us too far into the realms of mere possibilities.

2. A Philosopher’s Paradise

The great story of the multiverse began with Leibniz. When he ordered his God to create the best
of possible worlds, he automatically urged him to make some calculations on the set of all possible
universes. However, the “all possible worlds” ideology is interesting, not only as far as Leibniz’s own
philosophical views are concerned. Only some minor intellectual gymnastics need be exercised to show
that his doctrine of possible worlds foreshadows the modal semantics of the twentieth century [2].

Modal logic is a chapter of logic in which, besides the usual connectives (implication, negation,
etc.) of classical propositional calculus, the functors “it is necessary that” and “it is possible that” are
considered. The point is that whereas propositional calculus is extensional, modal logic is intensional.
An extension of a term is the set of things to which the term applies; intension of a term involves its
meaning. There is a serious problem on how to define semantics for modal logic—that is, “a theory
that provides rigorous definitions of truth, validity, and logical consequence for the language” [3].
A solution was suggested by Carnap [4], and developed by Lewis [5] and others. The solution is
as follows:

• A sentence is necessarily true if, and only if, it is true in every possible world.
• A sentence is possibly true if, and only if, it is true in some possible worlds.

6
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In this way, modal logic did not become extensional, but it receives extensional semantics.
Lewis did not hesitate to write: “As the realm of sets is for mathematicians, so logical space is a
paradise for philosophers. We have only to believe in the vast realm of possibilia, and there we find
what we need to advance our endeavours” ([3] p. 4).

3. A Context for Cosmology

Something similar happened in a field of research very distant from logical semantics—that is,
cosmology. It turned out that the study of possibilities is essential for the study of the actual universe.
To see this, let us start with something that seems to indicate precisely the opposite.

It is commonplace to declare that the peculiarity of cosmology as a science stems from the fact
that the object of its study “is given to us in a single copy”. This was most eloquently expounded by
Bondi in his classic textbook ([6] pp. 9–10): “In physics we are accustomed to distinguish between
the accidental and the essential aspects of a phenomenon by comparing it with similar phenomena.
. . . The uniqueness of the actual universe makes it impossible to distinguish, on purely observational
grounds, between its general and its peculiar features, even if such a distinction were logically tenable.
. . . In either case, we select the important (as opposed to the ‘accidental’) features of the actual universe
by their relation to the theory chosen rather than by any independent criterion”. How do we do that?
By artificially multiplying the object of our study. Let us take a closer look at this strategy.

For the empirical method, it is essential to have many instances of objects under investigation.
The laws of physics are usually formulated in the form of differential equations, which describe general
dependencies between the properties of a given class of phenomena, whereas individual characteristics
of phenomena are accounted for by selecting initial or boundary conditions, and identifying a particular
solution. Also, the very idea of measurement presupposes many copies of the measured object.
Because of unavoidable measurement errors, we never refer to a single measurement result, but rather
to their class within the box of errors. In this way, we are not dealing with a single object, but rather
with a class of objects, only slightly differing from each other. This strategy in cosmology assumes
the following form. We (tacitly) assume that the actual universe is described (up to a reasonably
good approximation) by a solution to Einstein’s field equations, and that any other of its solutions
describes a possible universe. Our measurements never single out a unique solution, but rather a class
of “nearby” solutions. In this way, the actual universe is placed “in the context“ of other universes.

Moreover, in cosmology, this strategy has been exploited in a systematic manner and expanded to
the form of a specialized field of research. The space of all solutions to Einstein’s equation has even
merited a special name: the ensemble of universes (or the ensemble, for short). This space is extremely
rich—so rich that usually only some of its rather restricted subspaces are subject to investigation.
For instance, the space of solutions with no symmetries to vacuum Einstein’s equations is a smooth,
infinite-dimensional manifold, but in the neighbourhood of a solution with symmetries, the smoothness
breaks down and a conical singularity intervenes [7].2

As we have mentioned above, the very problem of measurement compelled us to consider
“nearby solutions”. This is also true as far as some not directly observable properties of solutions
are considered—for instance, initial conditions leading to inflation, the existence of singularities
or horizons. Claiming that the solution has such a property presupposes its structural stability.
Roughly speaking, a property is said to be structurally stable if it is shared by all “nearby” solutions.3

Structurally unstable properties are not considered to be realistic. The problem at stake is by no means

2 In general, the space of solutions to the vacuum Einstein equations is a smooth infinite-dimensional manifold. However, in
a neighbourhood of a solution with symmetries (it is enough for a solution to have a single Killing vector field) the solutions
cannot be parametrised in a smooth way by elements of a linear space. In other words, at such a solution there is no tangent
space to the space of solutions; just as there is no tangent space at the vertex of a cone.

3 Structural stability is, in principle, a property of a dynamical system. It says that small perturbations do not affect the
qualitative behaviour of nearby trajectories. In many cases, solutions to Einstein equations can be represented as trajectories
of a dynamical system.

7
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trivial. To meaningfully define structural stability (with respect to a given property), one should know
which solutions are to be regarded as equivalent (“identical”), and when the distance between two
non-equivalent solutions is to be regarded as “small”. To this end, the space of solutions must be
equipped with a suitable topology, and this is a tricky task which has been elaborated only with respect
to some properties (e.g., for space-times that are stably causal [8,9]4).

We can conclude that the ensemble of universes is a natural environment or a context for cosmology;
one could even claim that theoretical cosmology is but a theory of the ensemble ([10] pp. 70–76).

4. Multiverses (In Plural)

From what is natural to what exists is but a small step. Over recent decades, it has become
fashionable to look for answers to some deep questions, both from the fields of cosmology and
metaphysics, by claiming that a large, possibly even an infinite, number of universes exists. The name
“multiverse” was coined for such a huge collection of worlds. One of the first signals that such
a fashion was approaching was Brandon Carter’s idea of an “ensemble of universes”5, which he
referred to in the context of the so-called anthropic principles [11]. In Carter’s intention, it served
only as a means to dramatise the situation he was talking about. The drama consisted of the
fact that the subset of universes in which observers can exist is extremely small: “Any organism
describable as an observer will only be possible within a certain restricted combinations of parameters”,
and consequently, extremely “improbable” to be established by chance. What was a heuristic picture
for Carter, soon became a postulated reality—if any combination of cosmological parameters is
implemented somewhere within the ensemble of universes, then the observer permitted by such a
combination must also be implemented somewhere, and in this way, “small probability” and “chance”
are smoothly eliminated.

The contemporary defenders of the multiverse idea emphasize that this line of reasoning is now,
at most, an auxiliary argument on behalf of this idea6, and that the authentic arguments stem from the
fact that the concept of a multiverse emerges, as a kind of side effect, from several physical theories or
models. In this sense, it is almost unavoidable. As explained by George Ellis: “It has been claimed
that a multi-domain universe is the inevitable outcome of physical processes that generated our own
expanding region from a primordial quantum configuration; they would therefore have generated
many other such regions” ([12] pp. 387–388). Although he directly refers only to multi-domain
universes,7 the same remains valid, more or less, as far as other types of multiverses are concerned.

Brian Green organizes his best-selling book The Hidden Reality [13] around nine types of
multiverses (not limiting himself only to those that are implied by some physical theories or models).
They are:

1. The multi-domain multiverse: Alluded to by Ellis.8

2. The inflationary multiverse: Eternal cosmological inflation leading to innumerable generations of
bubble universes.

3. The brane multiverse: This is an outcome of the M-theory.
4. The cyclic multiverse: Collisions between branes producing big bangs separating subsequent

universes.
5. The landscape multiverse: A combination of inflationary cosmology with string theory.

4 Strictly speaking, in this context it is not the space of solutions of Einstein’s equations that is taken into account, but rather
the space of all Lorentz metrics, only some of them could be solutions to Einstein’s equations.

5 Not to be confused with the “ensemble of universes” as the space of solutions to Einstein’s equations.
6 This does not mean, however, that it disappears from cosmological texts; on the contrary, references and longer debates

abound.
7 By a multi-domain universe, Ellis understands an infinite universe in which very far-away space-time domains are regarded

as separate universes.
8 Green claims that in an infinite universe the same “local universe” must replicate itself across space.

8



Universe 2019, 5, 113

6. The quantum multiverse: This is implied by the realistically understood many-worlds
interpretation of quantum mechanics.

7. The holographic multiverse: Stems from the hypothesis that the entire universe can be viewed as
information on the two-dimensional cosmological horizon.

8. The simulated multiverse: That is, simulated by a supercomputer.
9. The ultimate multiverse: All mathematical structures are instantiated as real universes.

This catalogue can hardly be regarded as complete; for instance, it does not include Penrose’s
cyclic universe [14]. Such a proliferation of multiverses poses the question of the observational
verification of theories that claim their existence. The situation appears dramatic: “Cosmology will
only ever get one horizon-full of data. Our telescopes will see so far, and no further. At any particular
time, particle accelerators reach to the finite energy scale, and no higher” [15]. The problem is, therefore,
about the “inference beyond data” [16]. In their heroic attempts to solve this problem, people use
various strategies, frequently turning for help to Bayesian Probabilistic methods.

Although multiverse models are resistant with respect to verification, some of them could offer
some hope as far as falsification is concerned (at least in principle). For instance, suppose that a
multiverse model predicts that every member of the ensemble of possible universes should share a
certain feature (for example, a negative cosmological constant). If this was not observed, this particular
model would be falsified. However, in standard physics, falsification of theories is always made,
at least implicitly, in the hope that this could help in selecting the right theory, whereas in the case of
the multiverse, such a hope is practically non-existent.

5. It Is Too Much

The problem of the unobservable entities that are presupposed by physical theories (their linguistic
counterparts are called theoretical terms) is an old problem in the philosophy of science. The works of
Carnap [17] and Ramsey [18] (for a review, see [19]) are classic in this respect. However, the situation
with multiverses is somewhat different. In classic discussions on the topic, theoretical terms referred
to such entities like electrons and neutrons at that time were unobservable but had observable
consequences, whereas in the present debate, we have in mind parallel universes that are causally
totally disconnected from us. The number of such universes is usually assumed to be infinite, or at
least extremely large9. In this context, Tavakol and Gironi [20] speak about the infinite turn in
contemporary cosmology.

Today, nobody denies scientific theories the right to bring to life theoretical (not directly
observable) terms, although their ontological status is an object of highly divergent opinions.
Those who adhere to some kind of scientific realism are prone to agree that theoretical terms might
correspond to some really existing objects, “provided that theory under consideration is currently
complete, i.e., capable of unambiguously accounting for the current observations in its domain of
applicability, as well as making novel testable predictions” ([20] p. 786). No single theory invoked to
justify the existence of a multiverse is complete in this sense. Therefore, if we use the multiverse idea
to explain some puzzling data in cosmology, we are, in fact, using an “explanation by unexplained”
strategy. To quote the same authors: “The aim of a cosmological explanation should be that of
providing a deeper understanding of the Universe, but the Multiverse type scenario rather shifts the
target of the explanatory task from the finite observed Universe to a postulated relative or real infinite
‘Landscape”’ ([20] p. 793)10. This consequently opens up a new question about the explanatory power
of the multiverse idea.

9 Although a multiverse consisting of a finite number of universes is in principle possible, it seems rather artificial.
10 Capitalized by the quoted authors.
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Once again, the problem of explanation is a frequently discussed problem in the philosophy
of science (see, e.g., [21,22]). Very roughly, philosophers distinguish two main types (or models) of
explanations: deductive-nomological explanations and causal explanations.

According to the first type, also called Hempel’s model (or the Hempel-Oppenheim model,
or the Popper-Hempel model) of explanation, a phenomenon is explained if a sentence describing it
(explanandum) is deduced from a set of true sentences (explanans), among which there is at least one
law of nature. The first (deductive) part of this model could somehow be adapted to the multiverse
situation: some properties of our universe could be deduced from some properties of a multiverse
(not necessarily in the logico-linguistic manner, preferred by Hempel, but rather in the form of
probabilistic inferences). Whether the second (nomological) part of the explanation model refers to a
given multiverse depends on how it is conceived.

As far as the causal model of explanation is concerned, there exists tremendously rich literature
(see, for instance, the often-quoted [23–25]), and such a variety of approaches, that even a short
review of them would exceed the limits of this study. However, I feel free from this responsibility,
since causal explanations hardly apply to our case. I will mention only one proposal which could be
of some relevance at least to some versions of multiverse. I have in mind Wesley Salmon’s proposal,
which he calls the causal mechanical model of explanation [25]. He considers physical processes
and distinguishes “pseudo-processes from genuine causal processes”. The motion of a material
object or the propagation of a sound wave through space are genuine causal processes, whereas a
moving shadow is a pseudo-process, since it cannot transmit causal interactions. In his opinion,
“a process is causal if and only if it has the capacity to transmit a mark”. A mark or signature is a
local modification or perturbation in the process that can be transmitted further by this process [26].
In some versions of multiverses, such a signature is indeed claimed to be transmitted to our universe.
For instance, in the model of chaotic inflation, one considers the possibility that “baby universes”,
which nucleated from our universe and then collided with it, could have impressed a trace in the
microwave background radiation in our universe (see, e.g., [27]). With respect to all other multiverse
models, causal explanations simply do not work.

The standard answer to the above criticism usually given by defenders of the multiverse
philosophy is to say that all the above objections are based on the old-fashioned philosophy of
science, whereas the multiverse approach opens a new paradigm. If so, this new paradigm would
apply only to some unsolved problems of cosmology and fundamental physics, since any relaxation of
strict empirical constraints in all other branches of physics would be disastrous.

6. It is Not Enough

As we have remarked above, all theories giving rise to multiverses are incomplete. Therefore,
it cannot be excluded that the future complete (or at least, “more complete”) theory of fundamental
physics will compel us to introduce some changes into the very concept of the multiverse. It is
worthwhile asking to what extent the present concepts of multiverse are “stable” with respect to future
developments in physics. Of course, the full answer to this question can only be provided by what
will happen in the real future. Let us, however, permit ourselves the following thought experiment.

John Baez, a physicist of considerable renown, confesses that, motivated by the diversity of
approaches to the search for a “final theory”, he has decided, for now, to suspend his work on
loop quantum gravity and to “re-examine basic assumptions and seek fundamentally new ideas”.
This has led him to the program of the categorification of physics [28]. It follows the program of
the categorification of mathematics, which has been intensively pursued for some time. It seems
reasonable to ask how the categorification of physics could modify our views on the multiverse idea.
In trying to tackle this question, I shall not go into the details of the categorification program itself,
but rather focus on one, possibly unavoidable, consequence. To see the extent of this consequence, we
must first take a look at the connection between the category theory and logic.
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The crucial point is that any sufficiently rich category11 has its internal logic, in the sense that
any such category can be used to construct a model for a certain logical system and, vice versa, one
can extract a logical system out of any sufficiently rich category. The strongest such logical system
constitutes the internal logic of this category. These intuitions can be made precise (see [29] or for a
short review [30]). For instance, all of the axioms of intuitionistic logic are satisfied12 in any topos13;
however, the internal logic of a topos can be stronger than (first-order) intuitionistic logic (depending
on the internal architecture of a given topos). Analogously, any complementary topos (also called
cotopos) satisfies all of the axioms of paraconsistent logic14, and the axioms of classical logic are
satisfied in the category denoted by SET (which has sets as objects, maps between sets as morphisms,
and all set theoretic axioms are expressed in the language of morphisms).

This strict connection between category theory and logic gives a new insight into the role of
category theory as a unifying framework for the whole of mathematics. The fact that dependencies
between different mathematical theories can be presented with the help of functors15, and functors
between functors, is now common knowledge, but the consequences of the fact that logic is not a
sovereign ruling the entire affair from above, but rather a factor strongly involved in the game itself,
is something that only laboriously, but irrevocably, emerges. Moreover, the same mathematical theory
can be viewed from different “categorical frames”. This motivated John Bell to propose a “local
interpretation of mathematics”. In his words: “With the relinquishment of the absolute universe of
sets, mathematical concepts will in general no longer possess absolute meaning, nor mathematical
assertions absolute truth values, but will instead possess such meanings or truth values only locally,
i.e., relative to local frameworks”16 [33].

Can these developments have repercussions in physics? Obviously, the standard macroscopic
physics is conducted in the “framework” of SET, but the fact that quantum mechanics presupposes a
not-quite-classical logic (the so-called quantum logic) signals that logic could be a “physical variable”,
meaning it could change depending on a physical theory (in the spirit of Bell’s interpretation).
The categorical approach to physics, although it is, at present, on the introductory level, reveals
an intricate role that logic seems to play in physical theories. It is classical logic that has been abstracted
from our everyday experience, but there is no guarantee that the same logic is adequate for all levels of
reality. In this respect, the category theory offers entirely new possibilities. Logical tools of analysis are
not to be employed from outside, but rather, to work within the physical theory as an aspect of its own
structure.17 This possibility should be taken seriously, especially as far as the candidates for a ”final”
physical theory are concerned.

As far as I know, all concepts of the multiverse now in circulation are (tacitly) assumed to function
within the SET category (perhaps with the exception of Max Tegmark’s idea that all mathematical
structures are somewhere implemented as “other universes”, but to say this is not to say much)
and, in light of the above, this is an abject limitation. If we admit “all possibilities”, we should not

11 A quick reminder: A category consists of a collection of objects and a collection of morphisms (also called arrows) between
objects. Morphisms can be composed (provided the head of one arrow coincides with the tail of the other arrow), and the
composition of morphisms is associative. There exist identity morphisms satisfying the usual identity axioms. Richness of
categories is enormous: from simple ones (like the category consisting of a single object and a single identity morphism) to
categories covering large areas of mathematics.

12 Intuitionistic logic is the one in which the excluded middle law (p or not p) is not valid and the axiom of choice cannot be
used; see [31].

13 Topoi (or toposes) form a class of categories especially related to the theory of sets. Although a topos can contain objects
that are much richer and considerably different from sets, the abstract categorical properties of topoi are essentially the same
as those known from the theory of sets; see [31].

14 Paraconsistent logic is, in a sense, dual with respect to intuitionistic logic; in it the noncontradiction law (it is not true that p
and not p) is not valid; see [32].

15 A functor transforms one category into another category (objects into objects, morphisms into morphisms) in such a way
that all defining axioms are preserved.

16 By the term “local framework” Bell understands a topos with an object of natural numbers.
17 For the role of category theory in physics, see [34].

11



Universe 2019, 5, 113

impose arbitrary limits. Imagine a multiverse based on all of the consequences of the category theory,
with logic changing from one world to another! What a paradise for a gifted mathematician!

In the above remarks, I have taken into account only ordinary categories (1-categories), and what
about n-categories and their internal logic? And why exclude the category of all categories?
Who said that the logic—our poor classical logic—inscribed by evolution into our brains, is able of
comprehending everything that exists? Indeed, multiverses, as we consider them now, are not enough.

Would this idea somehow help us to practice physics, which is wretchedly restricted to the visible
horizon of our local universe? This is another story.
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Abstract: The current debate about a possible change of paradigm from a single universe to a
multiverse scenario could have deep implications on our view of cosmology and of science in
general. These implications therefore deserve to be analyzed from a fundamental conceptual level.
We briefly review the different multiverse ideas, both historically and within contemporary physics.
We then discuss several positions within philosophy of science with regard to scientific progress,
and apply these to the multiverse debate. Finally, we construct some key concepts for a physical
multiverse scenario and discuss the challenges this scenario has to deal with in order to provide a
solid, testable theory.

Keywords: multiverse; physical multiverse; philosophy of science; empirical testability; falsifiability;
Bayesian analysis; fine-tuning

1. Introduction

Ideas related to what we presently call “the multiverse” have historically always attracted both
supporters and detractors. The multiverse is not really a theory, but a scenario that arises in several
theories and can be defined in different ways depending on the underlying theory. This apparently
vague remark in fact has deep consequences on the discussion about the possible existence of other
universes and the associated change of the very definition of “the universe”, but also of what a scientific
theory is or should be, and how it should be assessed. As we will discuss later in detail, there is no
standard or commonly agreed upon definition of universe, and therefore not for the multiverse either.
What seems clear along history is that the universe has been defined as the (connected) region of space
accessible to us. However, this meaning has evolved depending upon the theory and observations at
our disposal.

In the past few years, the amount of papers and ideas about the multiverse have increased
tremendously. The sometimes heated discussion about the viability of the multiverse and related
ideas [1–3] show that we are far from reaching an agreement in the scientific community. At this stage
there are, on the one hand, strong claims about what “could be one of the most important revolutions
in the history of cosmogonies” [4], which “changes the way we think about our place in the world” [5]
and “if true - would force a profound change of our deep understanding of physics” [4]. On the other
hand, there is also a strong opposition to the very mention of the possibility of a multiverse scenario
and of the scientific significance of such mentions [6,7].

We therefore believe that it is relevant to examine the fundamental questions that emerge in
multiverse ideas, and to emphasize some criteria that the multiverse should meet before being more
widely acceptable as a viable scientific proposal. We therefore undertake an analysis based on concepts
from the philosophy of science related to the definition of the scientific method, an epistemological
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theory, and a scientific revolution implying a change of paradigm. This reflection will help us postulate
some constraints that should be imposed on multiverse theories and the conceptual challenges they
will need to confront.

2. The Multiverse: Nothing New under the Suns?

The idea that there might be other worlds or universes beyond our own has been a recurrent
concept throughout history [8,9]. It followed naturally from the desire of knowing whether we are
unique observers, and of the possibility of discovering worlds similar to ours. At the same time, it has
always been accompanied by skepticism about the possibility of actually answering these questions.

These issues are part of the most ancient and most essential philosophical and cosmological
questions. It should therefore come as no surprise that the first recorded notion of a multiverse in
occidental intellectual history dates back to the ancient Greeks. Anaximander, in the 6th Century BC,
speculated about a plurality of worlds such as our cosmos, appearing and disappearing in an eternal
movement of generation and destruction. A few centuries later, Epicurus described how an unlimited
number of worlds fills the infinite vacuum [10].

In medieval times, Robert Grosseteste described the condensation of different universes from an
initial big-bang-like explosion [11]. Giordano Bruno proposed an infinite “cosmic pluralism” filled
with many inhabitable worlds as an alternative to the Copernican heliocentric model [12]. In the
18th century, Emanuel Swedenborg conjectured a model of the evolution of our solar system and the
firmament we observe, based on theological and philosophical arguments. He postulated the possible
existence of other celestial spheres in the firmament and argued that every of those world-systems
would follow the same principles. This argument can be interpreted as the first idea of a nebular
hypothesis [13]. Thomas Wright was the first to interpret the astronomical observations of distant
faint nebulous structures as other galaxies, suggesting that they could have their own “external
creation” [14]. This idea was later elaborated by Immanuel Kant, who popularized the idea of the
possible existence of habitable worlds around stars other than the Sun [15]. This theory was baptized
“island universes” by von Humboldt a century later [16]. By 1920, as more observations became
available, the question led to the “Great Debate” between Shapley and Curtis about the scale of the
Universe. Shapley defended that our Milky Way constituted the entire universe and that the other
observed nebulae were small entities on its outskirts, while in Curtis’ opinion, at least some of them
were in fact separate, distant galaxies [17]. It was not until Hubble’s decisive observational evidence a
few years later that this battle of paradigms, originally started from purely philosophical principles,
was finally settled.

From a more metaphysical point of view, Leibniz argued that our universe was the best among
an infinity of possible universes [18]. According to Leibniz, logical constraints meant that (even) God
could not have made our universe any better. This argument was later turned around by Schopenhauer,
who argued that our world must be the worst of all possible worlds, because if it were even slightly
worse in any respect, life could not continue to exist [19]. This argument is curiously reminiscent
of recent fine-tuning arguments: a slight change in any of several basic constants would have made
complexity (and therefore life) impossible [20].

Before turning to contemporary theories of the multiverse, it might be interesting to mention
that there also exist (non-occidental) religious and mythological ideas related to the multiverse. Such
ideas are implicit in Buddhism, with its cyclical view on the continuous destruction and recreation of
the universe. They appear explicitly in Hinduism: “The golden egg that is this universe is wrapped
in seven sheaths: the earth and the other elements, each casing being ten times as great as the one
it encases. There are millions upon millions of these in each universe. There are millions of such
universes. Lord, all these together are like a single atom upon your head! So, we call you Ananta,
Infinite One.” [21].

In Christianity, the multiverse idea is controversial, as it seems opposite to the uniqueness idea
common to most monotheistic religions. However, Page has defended that the multiverse is not in
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conflict with Christianity [22]. In this context, Page mentions a serious challenge to the multiverse
concept, namely the question of whether sinning civilizations in other universes have also been
redeemed by the death of Christ. To our great relief, Page himself answers this question: “we could
just interpret the Bible to mean that Christ’s death here on earth is unique for our human civilization”,
and so with peace in mind we will focus here on cosmological approaches of the multiverse and its
conceptual challenges.

3. Definition and Classification of the Multiverse

The epistemological extension from the universe to a multiverse is often compared to the
Copernican revolution, as a further step in the gradual loss of importance of our own habitat (although
there seems to be some disagreement about whether this would be the fourth [4,23] or fifth [24]
Copernican revolution). However, from a physical point of view, the contemporary cosmological
concept of multiverse arises not so much as a direct theory in itself, but as an indirect consequence of
problems mainly related to the current cosmological paradigm of an acceleratedly expanding universe
governed by the laws of General Relativity 1. The multiverse is argued to be a natural extension of
developments within string theory or early-universe cosmology (in particular, chaotic eternal inflation),
and is invoked to solve a series of open problems in theoretical physics, such as the problem of the
beginning of the universe, the cosmic coincidence problem, or the smallness of the cosmological
constant, as well as the more general fine-tuning of physical constants [1]. In some of those cases, the
multiverse in itself only partially solves the problem, but mainly establishes a reformulation of the
question. For example, related to the fine-tuning problem, the multiverse suggests a distribution of
values of certain fundamental constants among the different possible universes. The question why
we live precisely in a universe with the observed values can then be answered by some form of the
anthropic principle.2 The new question which arises then is how likely the values of the physical
constants of our universe are across the probability distribution within the multiverse. In this context,
Vilenkin introduced the mediocrity principle [27], which defends that we should be “typical” observers,
and therefore a priori we are expected to live in one of the most probable universes among all those
which allow for the existence of life. Ideally, this principle will be testable by comparison with the
probability distribution. We will come back to this issue later in Section 4.2.5. Let us first look at
possible definitions of the multiverse.

In general terms, a first attempt to define the concept of multiverse could be that the multiverse
encompasses all the multiple possible universes predicted by an underlying theory insofar as they
are actually realized, i.e.: everything that physically exists, the totality of space and time and its
material-energetic content. However, this (intentionally vague) definition leads to an obvious question
from a semantic point of view. If we understand the Universe etymologically as the whole possible
entity, all of spacetime and its content, then there is no place for the multiverse. Perhaps one should
then redefine the universe itself, depending on concepts such as causal connection or variations of
physical laws. The situation is reminiscent of the atom, originally meaning “indivisible”. Eventually
the physical meaning was overcome even though the name stuck. In the case of the multiverse, this
apparently lexicological question bears a direct impact on physical issues. As is well-known, in the

1 Even though Everett’s many-worlds interpretation of quantum mechanics is presently considered a multiverse scenario (see
Tegmark’s classification below), it really stands a bit apart for a variety of reasons, the first one being its historical origin
purely within quantum mechanics. We will briefly mention this scenario again in Section 3.1 but otherwise focus mainly on
cosmological multiverse scenarios.

2 For the relationship between the anthropic principle and the multiverse, see e.g., [25]. We will not discuss the anthropic
principle here because, first, as paraphrased in [25], “many commentators have already thrown much darkness on this
subject, and it is probable that, if they continue, we shall soon know nothing at all about it”; and second because, although
the anthropic principle has undoubtedly contributed much to conceptual thinking about the multiverse, it is not clear
whether it can also make any real contribution when it comes to empirical predictions, let alone—despite common claims to
the contrary—whether it has done this so far [26].
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case of a single universe, the boundary conditions are crucial to determine the mathematically and
physically acceptable solutions (see the Hartle–Hawking no-boundary proposal [28] or Vilenkin’s
tunneling proposal [29]). Then in the case of a multiverse, the issue of the boundary conditions between
the various universes within the multiverse is probably equally important [30]. In fact, the issue is
even more general, since the overall nature of the multiverse depends on the particular definition
one uses of the constituent universes. It is possible to consider as universe, for instance, the habitable
region we live in (delimited by the Hubble sphere); a causal spacetime region; one of the quantum
branches in the Everett interpretation of quantum mechanics; or simply one of the particular solutions
to the cosmological equations that appear in string theory.

The best-known classification for the different multiverse hypotheses is due to Tegmark [31].
Tegmark establishes a hierarchical classification, where each higher level includes the lower ones.
The level I multiverse consists of a variety of Hubble volumes, causally disconnected but all with the
same physical laws and constants. Level II allows for a variation of the physical constants, for example
due to bubble-breaking during the inflationary phase. Level III corresponds to quantum many-world
branching. Finally, level IV is constituted by all the different possible mathematical structures, all of
which are assumed to represent physically real universes.

A point which might be worth mentioning is that different physical multiverse models are not
always straightforward to classify in Tegmark’s (or some other) scheme. More generally, both when
defending or criticizing the multiverse, or when trying to elaborate on “the multiverse”, it is not always
clearly stipulated which kind of multiverse one is dealing with, and this can seriously complicate the
assessment of the arguments.

In the following, we focus on the origin of the most common contemporary multiverse models.

3.1. Physically Motivated Multiverse Scenarios

The earliest multiverse model in modern physics comes from Everett’s many-worlds interpretation
of quantum mechanics [32]. This interpretation considers the multiverse as all the possible
histories from a quantum superposition, with one particular branch corresponding to our universe.
This configuration of the multiverse as a host of bifurcating quantum branches leads to a continuous
multiplication of parallel universes. Unsurprisingly, this interpretation has historically been quite
controversial.

Inflation theory has led to a different multiverse notion. As a consequence of the quantum
effects in the early universe, it could be possible to create new universes by a mechanism of eternal
chaotic inflation [33–35], in which the different regions of space can transform into macroscopic bubble
universes, which split off from a preceding universe and create a new one. In these multiverse models,
the fundamental laws of physics are the same in each universe, due to the fact that they were originated
in a common inflationary universe. The constants of nature, however, are allowed to have different
values, depending on the specific inflationary process of each particular universe.

In the context of string theory, the idea of a multiverse stems from the pocket universes associated
with the colossal number of false vacua predicted by the theory, which conform the so-called
landscape [35,36]. Each of the universes could have different dimensions, elementary particles or
fundamental constants of nature. In this scenario, our universe emerges by a selection procedure,
following an anthropic reasoning [36], or arguments from quantum cosmology [37]. This approach can
be related with the idea of bubble universes in the sense of the possibility of tunneling among different
vacua, giving rise to an eternal inflation that populates the landscape.

Recently, the idea that the landscape should be constrained by consistency conditions has gained
momentum. The argument is that the vast range of solutions coming from the landscape are physically
restricted to those that give rise to effective field theories, surrounded by a swampland of inconsistent
solutions [38]. In this scenario, the huge amount of possible vacua from the string landscape is strongly
restricted, possibly leading to a unique vacuum state and hence without room for a string multiverse,
except perhaps in the form of a cyclic universe [39]. This idea is closely related with other proposals
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about cyclic universes, where each end of a universe poses the initial conditions for a next one, thus
leading to a conformal cyclic cosmology [40].

There exists a larger variety of multiverse scenarios originating from other physical ideas and
proposing different concrete schemes. We should stress that the different multiverse scenarios, although
conceptually akin, are so far only vaguely related in terms of physical formulation. So an obvious
challenge on the road to the multiverse is to clarify the physical and mathematical relation between the
different multiverse scenarios. For example, the relation between inflation and string theory is a subject
of ongoing research, and is in fact considered one of the major challenges within string theory research,
see e.g., [41] and references therein. According to the present status of research, it seems that only
certain very specific string theory scenarios might actually allow for inflation, and the concrete details
of the mechanism are only starting to be understood quantitatively. To illustrate this point, ref. [41]
states that “At present, we are led to inflation in string theory by a web of inference” and that a better
understanding of “non-supersymmetric solutions of string theory, particularly de Sitter solutions (. . . )
continues to be a zeroth-order challenge for deriving inflation from string theory”. Curiously, the fact
that this embryonic understanding of the relation between inflation and string theory poses a major
challenge for the multiverse idea and especially for the interpretation that a common view should exist
between string and inflationary multiverse scenarios is a question that (to the best of our knowledge)
is barely being addressed in current research. With respect to Everett’s many-worlds interpretation,
the question is perhaps even less clear. In [42], an argument was made for a relation between the
many-worlds interpretation and the (inflationary) multiverse. However, it is probably only fair to say
that the argument is mainly qualitative and much further work is required in this area to show whether
the conjectured connections between the different types of multiverse can actually be described in a
concrete and convincing way.

A related point is that all of these multiverse scenarios currently face a series of unsolved issues
and require much more detailing before they can be considered mature physical theories. This,
in combination with the simple fact that the multiverse can be argued to constitute a change of
paradigm, makes the multiverse subject to criticism. The strongest argument against the multiverse
probably lies in the fact that the multiverse is considered a speculative idea that cannot be falsified,
perhaps not even in principle. Indeed, one could wonder what physical sense it makes to consider
other different universes if these have no detectable effect whatsoever on our universe, possibly not
even in principle. Some scientists argue that, if this is indeed the case, then the multiverse cannot be
considered a scientific theory, but should at most be included in the field of metaphysics [1]. Regardless
of the defense that some authors have made of “non-empirical theory assessment” [43] and related
concepts (see also our discussion in Section 4), it bears little doubt that multiverse scenarios would
gain strength if they would lead to new and preferably concrete predictions about the properties of our
universe [44]. Interesting examples are the prediction that some features of the CMB spectrum, such as
the cold spot, could be due to entanglement with another universe in string theory [37,45,46], collisions
with other bubble universes in the context of eternal inflation [47–49] or recently topological defect
nucleation in bubble universes [50]. From a philosophical point of view, as stressed by Popper [51], it is
better to have concrete conjectures that can be tested and possibly refuted, rather than a very general
scenario which cannot be confirmed nor refuted.

Before discussing this philosophical question in more detail, let us already mention a lesser-known
multiverse scenario, which could alleviate some of the mentioned criticisms. In the proposal of a
quantum multiverse [52–55], a quantum cosmology program is developed for the multiverse as a set
of entangled universes. Two relevant characteristics of this scenario are the following. First, it does not
pre-suppose a specific model for the different universes to pop up. Second, the entanglement between
universes could give rise to dynamical and observable effects on each universe due to its interaction
with other universes [56–58]. We will come back to this idea in Section 6.

As we have just argued, a question that naturally emerges when dealing with such physical
theories that explore the limits of our knowledge concerns their scientific viability. In this context, let
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us take a look at the descriptions of scientific method, change of paradigm and related issues in the
philosophy of science.

4. Philosophical Aspects

There are various reasons why it is relevant to look at philosophical aspects of the multiverse
question. Let us just mention two. First, as we already mentioned in the introduction, the generic
idea of a multiverse is not really new, and so it might be interesting to look at what philosophers and
historians of science have to say about this.

Second, theories about the multiverse almost automatically lead to questions about how to assess
these theories. Notions such as theory confirmation, verification and viability then become important.
These notions are rarely defined explicitly, but have acquired relatively well-developed meanings
in the philosophy of science. The following (basic) definitions might be useful to set the vocabulary.
“Theory assessment” consists of submitting a given hypothesis to empirical data. As possible outcomes,
“theory confirmation” consists of empirical evidence which supports a given hypothesis, in particular
by being in agreement with a prediction from the hypothesis. “Falsification” obviously is the opposite
case: empirical evidence which contradicts a given hypothesis. “Verification” is the ideal case in which
supporting evidence is so strong that the hypothesis can be considered to be conclusively confirmed.
Finally, the “viability” of a theory could be paraphrased as its compatibility with already existing data,
irrespectively of whether it has produced any new predictions which could be submitted to additional
testing. We will not further discuss these concepts explicitly, but the remainder of this section will
make clear that their understanding has evolved over time, and that they are much more involved
than the naive definitions just given might suggest, see e.g., [59].

Our third, and most important argument, is that the idea of a multiverse clearly challenges
the epistemological boundaries of science, and so enters into the grey zone where physics meets
philosophy. In fact, the multiverse is often presented as a change of paradigm which completely
alters our understanding of cosmology, and perhaps even more: some physicists claim that the
multiverse revolutionizes the way in which we should look at science itself, and the way in which
we assess scientific theories. However, these terms, “paradigm” and “scientific revolution” stem
from the philosophy of science, where they were studied in great detail. Claims about the character
of science and its methodology transcend science itself, and would thus benefit from a broader
philosophical context.

The philosophical dispute about the multiverse has so far taken place almost exclusively between
physicists, with professional philosophers largely staying safely out of the ring. The argument has
centered on (naive interpretations of) Popper’s falsificationism criterion, with some recent attempts
to reframe the question in terms of Bayesianism. In the light of the philosophy of science of the past
century, this is a bit curious. To explain why, it might be useful to go through a crash course which will
lead us from Popper to Bayesianism, and then see how these ideas can be interpreted in the context of
the multiverse.

4.1. Philosophy of Science and the Description of Scientific Progress

We will limit ourselves to the key elements of Popper’s, Kuhn’s, Lakatos’ and Feyerabend’s ideas
with relation to the demarcation problem and the formal description of scientific progress, and how
Bayesianism can be situated in this context. The interested reader is referred to, e.g., [60] or [61] for
good introductions.

Let us start by sketching the historical context in which Popper came to prominence. In the
early 20th Century, there was a generalized expectation that all of mathematics could be framed on
solid logical foundations. This expectation was epitomized by Russell and Whitehead’s “Principia
Mathematica” [62–64] and Hilbert’s programme [65,66]. A related feeling existed in the philosophy of
science: science should obey firm laws of logic, and scientific progress should be formally expressible
in terms of logical laws related to deduction and induction. The main discussion in the philosophy
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of science of the epoch was between proponents and opponents of logical positivism: the idea that
(both in science and in philosophy) only verifiable claims about the empirically observable reality are
meaningful. However, even the opponents (including Popper) of logical positivism opposed only its
positivist part but had no doubt that scientific progress could be described as a cumulative logical
process. The Russell–Whitehead–Hilbert ambition was blown to pieces by Gödel’s incompleteness
theorems [67]. The demise of logic as the foundation of scientific knowledge took a bit longer, starting
with Kuhn. However, we are running ahead of our argument.

Karl Popper’s landmark “Logik der Forschung” [68] was an attempt to circumvent the problem
of induction while retaining the logical mould into which the description of scientific process should
be cast. The problem of induction, in its simplest version, is the fact that inference from (no matter
how many) concrete observations or experiments can never lead to certain knowledge about a general
theory. Popper’s replacement of induction as a scientific criterion by falsification, and by a process of
conjectures and refutations, is logically water-tight: in principle, a single counter-example suffices to
demonstrate the falsity of a general conjecture. However, Popper’s programme failed in two senses.
First, it failed as a demarcation criterion to distinguish science (which makes falsifiable conjectures)
from non-science (which does not). Second, it failed as a description of how scientific progress really
works in practice. Enter Thomas Kuhn.

Kuhn held a historical view of science, as opposed to Popper’s normative view. In [69], Kuhn
defended that the advance of scientific knowledge is not linear and continuous, but proceeds by
alternation between normal science and paradigm shifts or scientific revolutions. The paradigm
is the basic set of concepts, beliefs and practices shared by a community of scientists. During
the normal science phase, scientists attempt to articulate this paradigm in more detail, make
empirical interpretations and predictions, but do not question the paradigm itself. The observational
interpretations are always framed within the paradigm, and in particular: the further they are distant
from direct sensory experiences, the more they depend on theoretical concepts characteristic of the
paradigm, an issue called the “theory-ladenness of observations”.

Through accumulation of anomalies, i.e.: conceptual or observational challenges that resist easy
solution within the paradigm, this paradigm can enter into a state of crisis, thus opening the possibility
for a paradigm shift or scientific revolution. Some scientists will swap allegiance to a new paradigm,
others will stick to the old paradigm until they retire (or die). However, generally speaking, scientists
usually adhere quite strongly to the fundamental assumptions of their own paradigm, which are
often not even formulated very explicitly, and use these to judge other paradigms. This lack of an
explicit formulation of criteria within each paradigm makes it very hard for scientists belonging to
different paradigms to converse rationally about the pros and cons of each approach, a problem called
“incommensurability”. This is related to the well-known problem of underdetermination of theory
by evidence: the idea that the experimental and observational evidence available within a particular
branch of science is (even in principle) insufficient to pick out a single “true” theory in a uniquely
determined way.3 Kuhn’s response to the problem of underdetermination is that “scientific truth” is
not solely determined by objective facts but also by consensus within the scientific community. In this
sense, Kuhn was probably the first to emphasize the social aspect of science, an aspect which was
later worked out in detail by authors such as Pickering [73]. This, in combination with the lack of
a clear criterion for paradigm change, has led to criticisms on Kuhn as proposing a relativist, even
irrational view on the progress of science. Kuhn defended himself by pointing out that rational criteria
for paradigm choice can indeed be identified, such as empirical accuracy, consistency, broad scope,
simplicity, and fruitfulness. However, these criteria are not sufficient, in Kuhn’s view: two scientists
might agree on the criteria but nevertheless make different paradigm choices.

3 This issue becomes ever more acute in high-energy physics and cosmology, and is related to the question of non-empirical
theory assessment that we have mentioned earlier [43]. See also [70–72] for contemporary views on this problem.

21



Universe 2019, 5, 212

So who was right between Popper and Kuhn? There have been arguments in both directions.
The two most influential reactions to the Popper versus Kuhn debate were embodied by Lakatos and
Feyerabend, which we will briefly discuss in turn.

Imre Lakatos [74] tried to reconcile Popper’s and Kuhn’s views. He replaced Kuhn’s “paradigm”
by the concept of “research programme”, which consists of a hard core of fundamental assumptions,
and a series of auxiliary hypotheses. These auxiliary hypotheses can serve to increase the predictability
of the research programme, or to save it from threats. If most auxiliary hypotheses belong to the
first category, and most of the novel predictions are confirmed, then the research programme is in a
progressive state. If most predictions of the theory are refuted, and auxiliary hypotheses are invoked
to save the research programme, then the latter is degenerative. Research programmes are thus not
falsified in Popper’s naive sense, but they should be abandoned if they have entered a degenerative
state, and a progressive alternative is available which has a stronger empirical content. In this way,
Lakatos tried to reframe Kuhn’s revolutions on a rational basis, by giving concrete criteria for switching
allegiance between research programmes, while updating the essence of Popper’s falsification idea.

Feyerabend, on the other hand, dismissed both Popper and Kuhn’s views on science (and therefore
also Lakatos’ attempt at a compromise) [75]. According to Feyerabend’s “epistemological anarchism,”
any standard of rationality or universal methodological rule would be too restrictive and, if really
applied, in fact hinder science. Feyerabend concludes, based on a historical analysis, that all commonly
accepted rules of science are frequently violated, and that new theories are accepted not because
of accord with some universal “scientific method”, but because its supporters made use of any
“trickery”—apart from rational argumentation, Feyerabend mentions propaganda, psychological
tricks, and rhetoric, including jokes and non sequiturs—to advance their cause. Illustratively,
Feyerabend disagreed with the commonly held negative attitude towards ad hoc hypotheses.
In Feyerabend’s opinion, ad hoc hypotheses are often required to temporarily make things work
until a better understanding is achieved. Furthermore, Feyerabend rejected consistency as a criterion
for theory-building, since new theories cannot be expected to be as consistent as the old theory they
purport to replace. Feyerabend also made controversial claims about the ideological totalitarianism
of science, and its negative impact on (western) society. Few scientists and philosophers of science
would probably agree with Feyerabend’s most radically relativist claims. Nevertheless, the essence
of Feyerabend’s analysis has withstood criticisms. As a consequence of Feyerabend’s work, together
with a more general shift of focus within the philosophy of science, the goal of formulating a universal
logical-methodological framework for science, or a single and absolute demarcation criterion between
science and non-science, has been mostly abandoned.

However, one further attempt at formalizing the progress of science should be mentioned,
namely Bayesian epistemology, or simply Bayesianism. Bayesianism relies on Bayesian inference,
and especially its so-called “subjective” interpretation. This is historically prior to the
Popper–Kuhn–Lakatos–Feyerabend discussion, but has become widely popular as an approach to
scientific progress more recently, and in particular is often mentioned in the context of theoretical
physics. Bayes’ famous formula which relates conditional probabilities can be written as

P (H | E) =
P (E | H) · P (H)

P (E)
(1)

where, in this context, H represents a hypothesis and E the evidence, and probabilities are taken as
expressing a priori (P(H)) and a posteriori (P (H | E)) degrees of belief, and P(E) = ∑ P(E | Hi)P(Hi)

the overall probability for the evidence E to actually occur. In practice, only a limited range of
hypotheses are summed over, and P(E) becomes a somewhat subjective assessment. The Bayesianists’
claim is that Bayes’ formula provides a useful model for scientific progress in general [76]. This is
certainly true within Kuhnian phases of “normal science”. Bayesian inference is commonly and
successfully used to assess, for instance, the significance level of the outcomes of particle detector
experiments or of cosmological observations. When it comes to paradigm shifts, there is a certain
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debate about Bayesianism [77]. The right-hand side in (1) contains the a priori or subjective belief P (H)

in the hypothesis H. Then, no matter how rigorously one defines P (E | H), and thus no matter how
rationally the belief in H is updated, the left-hand side will still be a subjective belief, not a proof for
the validity or degree of probability for the truth of hypothesis H. However, two key points stressed
by Bayesianists are the following. First, the subjectivity of the prior beliefs can be avoided by working

with Bayesian likelihood factors B12 =
P(H1 | E)

P(H1)

(
P(H2 | E)

P(H2)

)−1

, representing the relative support of

evidence E for H1 with respect to H2. These do indeed not depend on the prior beliefs P(Hi), although
they still depend on the P (E | Hi), for which an agreement among defenders of different paradigms
might be equally hard to achieve. Second, when there is a sufficient accumulation of evidence in favour
of a particular hypothesis H, all rational observers will eventually agree on a high probability for H,
regardless of their original degree of belief.

4.2. Application to the Multiverse

Let us now see how all these general philosophical arguments relate to the multiverse.

4.2.1. Popper

From a Popperian point of view, “the multiverse” as a generic theory cannot be falsified, and
this probably forms the most frequently heard criticism on the multiverse. However, two nuances are
immediately in order.

First, as indicated before, Popper’s falsificationist programme is no longer seriously upheld
within the philosophy of science, certainly not in its naive form: falsification by itself is not the motor
of scientific progress. This indicates that, within theoretical physics, we should overcome the very
popular discussions about the multiverse and the anthropic principles centred on falsificationism, with
one side defending it [78] and the other side claiming that it is about time to throw it overboard [79].
However, the question of falsifiability is not just about “scientific methodology”. Popper’s insistence
on the testing of theories is still as relevant as it was a hundred years ago. You can formulate theories
about reality, but if reality disagrees, the only way for nature to “kick back” and tell us whether
our theories are tentatively right or wrong is through empirical confrontation with experiment and
observation. Said in other words, a scientific theory should be able to make predictions which are
testable: it must be possible to formulate what should be the case empirically (at least in principle) if
the theory is true, and in which empirical case the theory should be considered as being in trouble.
The idea that this combination of verification and falsification is an essential element in the “scientific
method” is still largely uncontroversial among the immense majority of scientists and philosophers
of science alike. Even [43], which advocates strongly for “non-empirical theory assessment” based
on the alleged success of string theory, admits that such non-empirical assessment should ideally be
temporary and that “empirical testing must be the ultimate goal of natural science”.

A second nuance is that, although the multiverse in general cannot be falsified, this does not mean
that concrete multiverse scenarios cannot be falsified. In fact, in our opinion this is perhaps the most
crucial challenge for the multiverse in the near future: to work out concrete scenarios with concrete
predictions that could be tested, at least in principle. We will discuss this in more detail in Section 6.

4.2.2. Kuhn

Does the multiverse really represent a “paradigm change” or a “scientific revolution”, in Kuhn’s
vocabulary? This question is hard to answer for several reasons. One is that, historically speaking,
such paradigm changes are usually not identified as and when they occur, but only a posteriori. Also,
despite Kuhn’s insistence on the revolutionary character of such paradigm changes, the moment when
this revolution has taken place is very hard to pinpoint exactly. The revolutionary process depends on a
confluence of several factors. That a single event and/or a single scientist is afterwards highlighted has
often more to do with good story-telling than with the real complicated process that has taken place.

23



Universe 2019, 5, 212

Special Relativity is a good example. While often presented as Einstein’s first stroke of genius out of
the blue, Einstein’s treatment was in fact the culmination of a long process with crucial contributions
from Lorentz and Poincaré.

These observations are in stark contrast with some messages in the multiverse literature which
prophesy a revolution in our understanding of reality (see the examples [4,5,23,24] given earlier). In our
opinion, one should be careful with this kind of claims. Announcing a scientific revolution while it is
supposedly taking place runs a serious risk of sounding hollow. We are not aware of any research on
the frequency of such claims in physics, but it might be interesting to note what is happening in other
areas of research. In medical research, for instance, it was found that the frequency of announcements
of “unprecedently innovative groundbreaking” ideas has increased up to 15,000% over the past four
decades [80]. The authors dryly remark that “whether this perception fits reality should be questioned”.
The editorial [81] concludes that “it is time to acknowledge that the misrepresentation of research
findings through exaggeration or hype is a grave matter for scientific integrity”. Despite Kuhn’s
insistence on the social character of scientific truth-building, for a scientific revolution to take place,
it is not sufficient that a particular scientific community claims that it is taking place. Similar feelings
have often existed, even in the relatively recent past, and were proven to be wrong much more often
than they were right. The development of quantum mechanics is an interesting exception; Chew’s
bootstrap model, early versions of supergravity and geometrodynamics, and Euclidean quantum
gravity are just a few confirming examples.

A related question is: which paradigm is the multiverse supposed to be replacing? The paradigm
of “the universe”? Or merely the standard ΛCDM model of cosmology? In the first case, it certainly
seems a bit early to argue that “the universe” is in a state of crisis. In the second case: it is true
that there are serious puzzles in cosmology, from the nature of dark matter and dark energy to the
connection between primordial fluctuations and large-scale structure formation, to name but a few.
However, these are challenges for any cosmological model rather than clear-cut problems with the
current ΛCDM paradigm. ΛCDM can be interpreted as the simplest cosmological model based on
General Relativity which is in agreement with the firmly established bulk of current observations, i.e.:
a concordance model with much room for further modifications and extensions. There is at present
not a single observation that points towards the assumption of a single universe as the crucial cause of
these puzzles. Also, let us not forget that observational cosmology has grown in only a few decades
from a phenomenon almost on the margin of science to a blooming area of research, but is still in
its infancy. Depending on how one wishes to look at it, one might therefore argue that the ΛCDM
model is suffering from serious anomalies, or that it has so far been of an unprecedented success in the
history of cosmology. Either way, ΛCDM will undoubtedly require corrections, perhaps even major
revisions [82,83]. However, from a purely observational point of view, the case for giving up trying to
explain cosmology within a single universe is currently rather thin.

4.2.3. Lakatos

According to Lakatos’ criterion, a research programme should be abandoned when it enters into
a degenerative state, and at the same time a progressive alternative is available. Recall that a research
programme consists of a hard core, which is maintained unaltered until the research programme is
completely abandoned, and a series of auxiliary hypotheses. A degenerative research programme is
characterized by the formulation of auxiliary hypotheses in order to save it from failures to predict or
explain empirical observations, while a progressive one uses auxiliary hypotheses to strengthen its
empirical content.

From this point of view, most approaches to the multiverse should probably not (yet) really be
classified as a research programme. Rather, in Lakatosian terms, the multiverse is in fact an auxiliary
hypothesis which has arisen within various existing research programmes (such as string theory and
inflation theory) to justify their lack of empirical success, and more in general: the lack of empirical
success of any approach to quantum gravity and/or Planckian physics. We do not wish here to jump
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to the conclusion that these are all degenerative research programmes. However, it might be relevant
to realize that “the multiverse” in its current state does not fit the Lakatosian description of a (mature)
research programme.

Moreover, as we already indicated in the Kuhnian discussion above, there is no degenerative
research programme in need of replacement (yet). It is certainly true that there are many challenges for
the standard ΛCDM model of cosmology, in particular the cosmological constant problem. However,
concluding that ΛCDM is in a degenerative state would be a bit overhasty, and at present there is not a
progressive alternative with a stronger and more successful empirical record available. With regard to
the cosmological constant problem (see also Section 5), the multiverse offers one type of solution, but
there also exist several other categories of interesting ideas that do not require positing a multiverse [84],
and it is probably fair to say that none of these proposals, neither universe nor multiverse-related, are
currently generally accepted as satisfactory.

4.2.4. Feyerabend

Within Feyerabend’s vision, it is tempting to highlight that some scientists make use not only
of rational argumentation, but also of the various types of “trickery” mentioned by Feyerabend to
reinforce the impact of their model. There is a certain truth to this: the multiverse cause is omnipresent,
especially in the popular scientific press, but also in the academic literature (with a high publication
rate of scientific articles). On the positive side, this illustrates that theoretical physicists are no longer
isolated in their academic ivory towers, but make an effort to reach out to the general public and
present current ideas about fundamental issues to a wider audience. On the negative side, in the
absence of empirical testing, despite the robustness of the underlying theories, criticists might argue
that the truth-claims of the multiverse rely mainly on a social consensus.

There is a related point for which we will return to Lakatos’ terminology: research programmes
define which paths to pursue (positive heuristic) but also which paths to avoid (negative heuristic).
Is there a real risk that the increasing influence of multiverse ideas might lead to a gradual decline in
explorations of alternative approaches in cosmology and high-energy physics as was argued in related
contexts [85–87]? The current situation in cosmology does not seem so alarming. In addition, in order
to raise a new issue it is necessary to explore its possibilities. We will therefore not further examine
this question here. It should be clear that we agree on the importance of empirical testing, and will
therefore insist that this should be crucial also within multiverse approaches.

4.2.5. Bayesianism

The main weakness, in our opinion, of a Bayesian defense of the multiverse, is the following.
Bayesianism is very well-suited to formulate logically how the probability for the true occurrence of a
certain event should be updated in the light of observational evidence, but is more questionable when
it comes to formalizing paradigm changes.

We pointed out earlier—see Equation (1)—that a sufficient accumulation of evidence in favour of
a particular hypothesis H will “force” all rational observers to assign a high degree of probability for
H. However, it is equally true that anybody who is strongly unconvinced a priori of the hypothesis
H will (and, rationally speaking: should) refuse to admit a strong probability for the truth of H until
there really is overwhelming evidence. In addition, such overwhelming evidence, in the opinion
of the large majority of scientists, should still come from the confrontation of the hypothesis with
observation. Once such “traditional” scientific proof in the form of empirical verification becomes
available, then it is largely irrelevant whether one abides by Bayesian principles or not. It is therefore
hard to see how Bayesian inference could formalize scientific progress across the kind of paradigm shift
which is currently being defended by some proponents of the multiverse, namely one based largely
on theoretical arguments. More generally, despite the unquestionable value of Bayesian inference,
the Bayesian view on scientific progress in general (including theoretical paradigm shifts) is a bit
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curious, because it represents a return to an attempt at a logical formulation of the progress of science,
disregarding the historical evolution from Popper to Feyerabend that we have tried to outline earlier.

We will here briefly sketch three further problems related to Bayesianism.
(1) The first problem is well known as the measure problem. Our universe provides us with a

sample of fixed size n = 1. This means that almost all statistical properties of the alleged multiverse
population are ill-defined, unless one somehow defines a concept of measure across the multiverse
population. This can be done essentially in two (interrelated) ways. The first way is to assume some
simple distribution, such as a uniform distribution of the possible cosmological constants [88] (or of
a small set of variables, for example the cosmological and gravitational constants). However, apart
from the fact that it is hard to justify a priori why precisely these variables should characterize the
distribution, one should also realize that, with a uniform distribution, many statistical characteristics
are essentially determined by the limiting values. Just like in the famous German tank problem,
estimating these limiting values based on a single observation entails a very high degree of uncertainty.
A second method to define a measure is to assume some fundamental theory, typically string
theory [36], and use the theoretical knowledge obtained from this theory to derive a measure. However,
this has various associated risks. As pointed out by Ellis [87], “the statistical argument only applies if
a multiverse exists; it is simply inapplicable if there is no multiverse: we cannot apply a probability
argument if there is no multiverse to apply the concept of probability to.” Even if the multiverse really
does exist, there is still a risk of circularity: to construct a measure from an empirically unverified
theory based on an n = 1 sample needs some auxiliary hypothesis, the most obvious possibility being
related to what has become known as Vilenkin’s mediocrity principle [27], namely that the sample
lies in the densest part of the probability distribution. If such a measure can then be constructed,
it should obviously show that the n = 1 sample indeed lies in the densest part of the probability
distribution. However, apart from the almost tautological character of this construction, there is no
way of empirically contrasting the obtained measure, not even in principle, since we are by definition
limited to the n = 1 sample size. This does not deny the adequacy of a Bayesian treatment based
on relative likelihoods, which can be useful to compare different multiverse scenarios, for example
to determine whether certain parameters or observations favour one multiverse scenario over the
other, see e.g., [89]. However, there is no well-defined mechanism of correcting the original theoretical
assumptions themselves. So apart from the question of which measure is most adequate, there also
exists a challenge of understanding how such a construction based on an n = 1 sample could help us
in deciding whether a multiverse scenario is really needed, rather than a single universe.

(2) A second problem has to do not so much with Bayesianism in itself, but with naive applications
of it. Polchinski famously arrived at a 94% probability for the multiverse to exist [90,91]. Polchinski’s
estimate is based on four yes–no questions (e.g., is there a satisfactory understanding for the
cosmological constant value?). Since conventional (non-multiverse) physics answers four times
“no”, Polchinski arrives at a probability of 1 − (1/2)4 = 0.9375 in favour of the multiverse.4 Let us
play the devil’s advocate and, for the mere sake of the argument, defend the creationist view of
intelligent design in biology. State any four gaps in the evolutionary picture of life and humanity.
The Polchinski–Bayesian conclusion would be that there is a 93.75% probability that the universe was
literally created by God in seven days. If this argument sounds too far-fetched, let us insist on the key
point: the current lack of explanation for any scientific challenge within conventional single-universe
relativistic cosmology in itself is not a sufficient support for an anthropic or multiverse argument.
We will come back to this question in Section 4.3.

(3) The third problem is closely related to the previous one, namely the risk of accepting
Bayesianism in combination with purely theoretical arguments as a substitute for empirical testing.

4 In reality Polchinski’s four questions are not independent, so the numerical estimate is incorrect even from a purely
probabilistic point of view. However, since Polchinski himself states that the number itself is not important, we will not
further dissect this issue.
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This is best illustrated by an example. According to a Bayesian reasoning with purely theoretical
arguments, there should have been almost 100% certainty in favour of the Georgi–Glashow SU(5)
model [92]: this was closely based on some of the best physical theories that mankind has ever
produced, it was mathematically elegant and favoured by a large proportion of theoretical physicists,
and no alternatives even closely as appealing were available at the time. Yet, proton decay was not
observed and so the Georgi–Glashow SU(5) unification model turned out to be wrong. This again
illustrates our continuous insistence on empirical assessment.

4.3. Consistency and Uniqueness Claims

In the previous section, we have insisted on empirical theory assessment. Within the multiverse
context, some authors propose to diminish the importance thereof, and to replace it (partially) by
purely theoretical criteria. This is another line of thought where the philosophy and history of science
can be relevant.

The idea that theoretical arguments, for example criteria of mathematical consistency and elegance,
can illuminate the path towards a correct “fundamental” theory, is not new. On the contrary, this
is closely related to Platonism, one of the oldest branches of western philosophy. It has resurged in
theoretical physics repeatedly, especially in the past century or so [93]. The common pattern is striking:
a scientist or group of scientists believes in the fundamentality and finality of the theory they are
working on, based on the past success of the building blocks of this theory and the elegance of their
construction. Empirical predictivity is either looked down upon, or the lack of empirical success is
simply disregarded. Eventually, so far at least, the theory turns out to be either completely wrong or,
in the best of cases, simply void of empirical content. The best-known example is perhaps Descartes’
vortex theory, abandoned in favour of Newton’s empirically much more successful laws of motion.
However, more recent examples also abound. A ring-vortex theory, highly popular in late 19th century
Britain, was developed in quite some mathematical detail by such famous contributors as William
“Lord Kelvin” Thomson and FitzGerald. Although it never managed any level of empirical success,
it continued to be defended by many scientists for several decades because of its elegance. As another
example, Eddington developed a fundamental “Relativity Theory of Protons and Electrons” based
on the construction of a series of fundamental constants which were supposed to relate microphysics
and cosmology. In Eddington’s view, the truth of his theory followed from purely epistemological
considerations. Empirical confirmation was completely secondary, and even though he did in fact
make quite a few observational predictions, he would simply disregard any disagreement with actual
observations rather than let them ruin his beautiful theory. Many more historic and contemporary
examples are discussed in detail in the excellent [93].

While [93] cautiously avoids extracting any explicit conclusions with regard to the current
situation, authors such as [94,95] have argued that a blind quest for mathematical beauty has indeed
led contemporary fundamental physics astray. So does history simply repeat itself? Let us examine
some reasons to believe that the case of the multiverse might be different. From a social point of
view, the current state with respect to various approaches in quantum gravity represents the first time
that a large and international scientific community defend a common idea based on such theoretical
criteria. The previous occurrences were mainly of single scientists (including such prestigious ones
as Eddington and his “Fundamental Theory” or even Einstein and his “Unified Field Theory”),
or had at most “national” success (the late 19th-century vortex theory, which was called a “Victorian
theory of everything” by Kragh [96], was very popular in the UK but had limited resonance in the
rest of the world). With respect to scientific content, the key argument in string theory and some
multiverse-related approaches is that the theoretical “gap” to be bridged is shallow, in other words:
that the multiverse is a natural continuation of our best theories, general relativity and quantum
field theory; that we are indeed close to finding such a “final theory”, and that consistency, elegance
and uniqueness should therefore be sufficient arguments to solve the remaining problems (until the
solution is eventually confirmed empirically). In this context, there is a statement by Popper that comes
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to mind: “Whenever a theory appears to you as the only possible one, take this as a sign that you have
neither understood the theory nor the problem which it was intended to solve.” [97].

Let us try to make a more precise counter-argument.
First of all, it is true of course that unification has been an important motor in the history of

science. However, unification and uniqueness are two different concepts. Their apparent relation finds
its origin in the reductionist idea that gradual unification will lead to a unique theory of everything,
at the top of a pyramid of theories. This idea was strongly criticized by some physicists [98] and
philosophers [99] alike, see also [100], who argue that the major advances in fundamental physics in
the recent past have relied on a combination of unification and emergence.

Second, it is an interesting question whether the current state of physics, and in particular general
relativity and quantum field theory (the precursors of the multiverse), could have been achieved
through arguments of consistency, elegance and uniqueness. For general relativity, such arguments
have certainly been crucial in Einstein’s reasoning, and so one might be tempted to answer “yes”.
However, for quantum field theory, and its application to particle physics, although we cannot repeat
history to answer the hypothetical question, the historical answer is a definite “no”, as described in
detail for the case of quarks in [73].

Third, the final unification is believed to take place at the Planck scale, and so the “dreams of a
final theory” [101] are related to the idea that we are close to uncovering Planckian physics. This third
point deserves a more detailed analysis, which we will undertake in the next section.

5. Fine-Tuning and the Multiverse... or Is It Really a Tale of Scales?

One of the strongest arguments in favour of the multiverse is the cosmological constant problem.
Since the observed value of Λ is some 120 orders of magnitude smaller than the straightforward
theoretical estimation5, and any value of Λ very different from the actually observed one would
probably make life in the universe impossible, it is argued that “the only known way to address
[this problem] without invoking incredible fine-tuning [is] related to the anthropic principle, and,
therefore, to the theory of the multiverse” [5].

Let us jump back to the Planck-scale unification argument of Section 4.3 for a moment. Some
scientists working in quantum gravity believe that we are close to uncovering Planck-scale physics,
and that consistency and perhaps uniqueness arguments should therefore be sufficient to bridge the
remaining gap towards a final theory [43,90,101], possibly a multiverse theory.

The highest-energy physics that we actively control is the energy produced at the LHC. This is
currently on the order of 10 TeV, i.e., 104 GeV. Compare this to the Planck scale, 1019 GeV, the scale
at which quantum gravity supposedly take place. There is a difference of 15 orders of magnitude.
Even high-energy cosmic ray detection rarely exceeds 104 TeV, still 13 orders of magnitude below the
Planck scale. This problem is of course well-known among high-energy physicists, but there seems
nevertheless to exist an optimistic view on bridging this gap [90]. However, two simple comparisons
might serve as a cold shower. The extrapolation from the highest-energy physics that we control
empirically to the physical theories which justify the idea of a multiverse is (literally) still several
orders of magnitude stronger than the extrapolation from a grain of salt (size 10−4 m) to the size
of the moon (diameter 106 m). To put another example: imagine that a biologist would claim that,

5 Just in case some reader might benefit from a reminder, the theoretical estimate comes essentially from assuming that
the cosmological constant represents the vacuum energy Evac, imposing a cut-off kc to the theory and calculating Evac by
integrating over all degrees of freedom up to kc, which gives Evac = h̄k4

c (a result which is consistent with a straightforward
dimensional analysis [102]). Assuming kc = EPlanck immediately leads to the undesired result, while even kc = EEW, with
EEW the electroweak scale, still leads to a discrepancy of some 50 orders of magnitude. It might be worth insisting that
it is essential to insert a cut-off in the calculation in order to avoid an even more unpleasant prediction for the vacuum
energy, namely infinity. Note that the observational energy scale associated with dark energy is in fact small, and might
therefore be due to quantum field effects potentially accessible to near-future observations. However, this would still leave
the cosmological coincidence problem unexplained, namely why the matter energy density and the dark energy density
have the same order of magnitude in the present epoch.
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by studying the macroscopic properties of the largest living beings on earth, blue whales, he could
infer the biological structure of the smallest known bacterial cells, with sizes 0.1 μm. The mere scale
difference of 108 is peanuts in comparison with the jump from the LHC to the Planck scale.

There are strong theoretical reasons to believe that the cosmological constant is related to
Planck-scale physics. In fact, the argument in favour of the landscape of string theory rests precisely on
Planck-scale arguments. Therefore, because of the energy gap just described, perhaps we should simply
admit that the “worst theoretical prediction in the history of physics” is due to our (unsurprising)
ignorance of physics at the Planck scale, that we are currently exploring many ideas, but that all of
these (including the multiverse) are so far still in an embryonic state.

It is tempting to put the blame on the lack of empirical data [43]. It is of course true that there is
no empirical data available for physics at the Planck scale. However, two interpretations are possible.
One could say that experimentalists have not been able to keep up with theorists. Perhaps a fairer
interpretation is that, after the enormous success of quantum field theory and the standard model of
particle physics, theorists have run ahead, jumping several scales and constructing theories well above
current experimental possibilities. As we have defended above, scientific progress typically rests on
a complex interplay between theory and observation, and this might be even more important as we
move further and further away from direct sensory experience. Bottom-up and top-down approaches
in fundamental physics should be complementary [103]. Presently the equilibrium in the search for
quantum gravity is a bit distorted.6 Near-future observational surveys with respect to the “dark sector”
of the universe such as DESI and EUCLID are promising. However, because of the scale problem that
we have just stressed, the key message should probably be one of patience and of anticipating slow
and indirect progress, rather than immediate spectacular advances.

6. Physical Multiverse and Testability

The previous discussion leads to the following general issue: How could the overall conceptual
challenge be met of converting the multiverse from a speculative (or even metaphysical) consideration
into a physical theory? The multiverse currently provides an interesting framework to understand
reality, but it should also be followed by testable predictions. To come back to the relation between the
multiverse idea as an epistemological extension of the Copernican revolution that we mentioned at
the beginning of Section 3: Humanity has gradually realized its loss of importance as the center of
existence when science has been able to look further and realize that those observed objects were in
fact other structures similar to ours: other planets, other stars, other galaxies. The possible extension
to the multiverse is not accompanied by any such direct observation, and is therefore of a different
speculative order. Ultimately, the multiverse question comes down to determining whether, in order to
confront the observational challenges and anomalies of cosmology, it is sufficient to consider a single
universe, or whether we need a multiverse scenario. The main element in the effort to answer this
question consists of setting up multiverse scenarios and looking for empirical predictions which can be
tested. Depending on the type of multiverse scenario, this can be very hard, perhaps even impossible.
For instance, in a multiverse scenario where the different universes possess different physical laws or
mathematical structures, it is hard to see how to look for interactions with our universe. Alternative
ways of assessment might then still lead to a certain degree of confidence, but always provided that
other parts of the theory can be tested empirically.

In this section, we want to sketch a possible way of approaching the empirical multiverse question,
i.e.: to establish empirical predictions in the traditional physical sense, limited to our universe but
nevertheless allowing us to find some hint of interactions with other universes. In order to describe

6 The only well-developed bottom-up approach to “quantum gravity phenomenology” is the ongoing search for Lorentz
Invariance Violations [104,105]. However, it might be useful to stress that neither string theory nor loop quantum gravity
make clear and unambiguous predictions about Lorentz Invariance, not even at a qualitative level.
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such “physical multiverse” scenarios, no specific multiverse model is required. It is sufficient to impose
certain minimal requirements on the multiverse scenario.

The first of these requirements is the classical independence of the spacetimes of each composing
universe, at the level of the standard phenomena in General Relativity. This degree of independence
is essential in order to consider each universe as a separate and differentiable entity. In the opposite
case, it would be possible to define the different components as different regions of a single universe.
If we understand as standard spacetime connections the ones allowed by General Relativity (without
introducing exotic issues such as closed timelike curves) we assume that such causally completely
determined relations do not exist between the spacetimes of the different universes that compose
the multiverse. Note that the existence of non-standard (classical or quantum) connections is not
prohibited by this definition. On the contrary, these are essential in order to have some possibility of
interaction among universes and therefore some empirical imprint to look for.

The second requirement is that each of the universes must be potentially observable, by direct or
indirect measures, from some other universe. In this way, physical predictions in our universe can be
established as a consequence of the physics of the whole multiverse. This shows that the independence
among universes works only at the (classical) level of the spacetimes per se, not of all its components.
There must exist some degree of interaction among them.

Finally, we also impose that, if the constants of nature are allowed to vary from one universe to
another, then the values of these constants must be linked through the physical laws governing the
overall multiverse. In other words, these physical constants cannot emerge independently but must be
correlated, for instance, through quantum entanglement effects between universes.

One could paraphrase these three conditions by saying that the different universes in the
multiverse should have causally independent spacetimes but with correlations among them. These
requirements do not impose any specific physical scenario, but are sufficient to define testable
consequences of any multiverse scenario which obeys them.

In order to clarify this concept one can consider a classification of these correlations in terms of
their classical or quantum nature. The classical correlations could be given, for instance, by considering
the multiverse as a multiply connected spacetime, where each universe is connected with other by
means of Lorentzian tunnels [106,107]. It is important to note that, from the first condition given
above, there cannot exist causal relations among the different universes. The existence of causal
relations would entail the existence of a common time between both universes which could then not
be considered independent. The connections could therefore be formed by wormholes converted into
time machines, providing closed timelike curves in the interior of the tunnel [108]. Potential observable
effects of wormholes were studied in several papers [109–114]. The current challenge in the multiverse
context is the search of an unequivocal observable effect of such a wormhole connection with another
universe [115].

Quantum correlations could come from the quantum entanglement between universes. According
to the first physical multiverse requirement, the spacetimes of each component universe must be
classically differentiable. However, in this scenario they would not be quantum separable, giving
rise to an entangled multiverse [52]. In this context, one could determine the effects on our universe
that show up as a consequence of these inter-universe quantum correlations. In the absence of a
classical channel, these correlations cannot be directly detected. However, the influence of such
correlations can be examined, for example on the value of the cosmological constant. It might be hard
to imagine such an indirect effect which could not equally be explained within a single-universe
scenario. However, the study of the different schemes of interaction among universes and the
development of a toy-model catalogue of observable effects and predictions allows an important
progress towards multiverse phenomenology and of the types of effects that could be expected in
more detailed scenarios [52,53,56–58]. The investigation of these quantum correlations is complicated
by the lack of a quantum theory describing our universe, and most current models therefore focus
on qualitative approximations to the collective phenomena that can arise in the consideration of a
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quantum multiverse. Alternatively, an exhaustive description of the spacetimes in the framework of
quantum mechanics could be attempted. This allows a more rigorous description of the interactions,
but at the cost of a great technical complexity which limits the conception of different universes [116].

We are still very far from having a complete theory that would allow us to settle the present
discussion, or a fully systematic way of deriving empirical consequences from concrete multiverse
scenarios. Nonetheless, the physical multiverse ideas just described show that, at least for certain
classes of multiverse models, it should be possible to extract empirical predictions based on relatively
general considerations. So it is interesting to keep them in mind when dealing with these issues. Also,
if such inter-universe correlations as just described really exist, then this would indicate the necessity
of considering the multiverse as an indivisible framework. This in itself should be sufficient motivation
to construct such generic physical multiverse models and study their possible empirical effects.

7. Conclusions

In our view, it is not so important to determine whether speculations about “the multiverse”
are part of science or not. Only time will tell. However, multiverse scenarios should certainly be
recognized for what they (still) are: an embryonic framework which can be useful to understand and
formulate certain problems related to cosmology, but which is still far away from being testable in any
general physical sense. Care should perhaps be taken with claims that “multiverse theories are utterly
conventionally scientific” [117], or that Bayesian arguments show that, by a “conservative” estimate,
“the likelihood that the multiverse exists [is] 94%” and that “those who find this calculation amusing
(...) should be a bit more humble” [90]. Such claims might be more counter-productive than anything
else. Indeed, they do not fairly reflect the current scientific status of the field, nor do they agree with
historical and philosophical analyses and in particular the importance of empirical content and of the
complex interplay between theory-building and observation required for scientific progress.

Vice versa, despite all the warnings that we have formulated, it is certainly not our intention to
dismiss the general idea of a multiverse as a developing physical theory. This would imply closing the
door to a whole range of ideas and techniques that are currently being developed, and some of which
could indeed turn out to be fundamental in our understanding of the nature of spacetime. However,
empirical testing should always remain the central aim of science, even (or perhaps: especially) in the
multiverse epoch. In that sense, the general framework for a physical multiverse that we have discussed
could be useful as a guide for the development of empirical multiverse scenarios, and more generally:
to discriminate emergent ideas and to look for the possible testability of different cosmological scenarios
involving either a single universe or a multiverse in any of the various multiverse definitions.
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Abstract: This paper evaluates some important aspects of the multiverse concept. Firstly, the most
realistic opportunity for it which is the spacetime variability of the physical constants and may
deliver worlds with different physics, hopefully fulfilling the conditions of the anthropic principles.
Then, more esoteric versions of the multiverse being the realisation of some abstract mathematics or
even logic (cf. paper by M. Heller in this volume). Finally, it evaluates the big challenge of getting
any signal from “other universes” using recent achievements of the quantum theory.

Keywords: varying constants; anthropic principle; multiverse levels; multiverse entanglement;
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1. Introduction

1.1. Scientific Method

According to the philosopher Karl Popper [1] “the scientific method assumes the existence of
a theory which is described by mathematical notions which, in order to be the scientific theory,
must fulfil the criterium of falsifiability i.e., it should contain a predictive result of an experiment or
an explanation of the phenomenon allowing to conclude if such a theory is wrong”. Remarks related
to such a definition are as follows: (1) a scientific theory does not necessarily have to be in agreement
with the experiment; (2) alternative theories can also be falsifiable though they either do not apply in
our reality or, for example, it is not possible to perform any proposed experiment to falsify them on
the current level of the human development. An experimental method is a scientific method which
allows a quantitative investigation of scientific theories by continuously repeating a certain process or
a phenomenon (i.e., one can actively modify this phenomenon). This method is applied commonly
in fundamental sciences such as physics, chemistry, and biology. In astronomy and cosmology
(and apparently also in economics) one applies the observational method which does not allow any
possibility of changing such a phenomenon (for example, a supernova explosion). In fact, within the
scientific community, the observational method is treated on the same footing as the experimental
method. It is worth saying that nowadays one commonly accepts Einstein’s view that “the only
criterion of validity of a theory is an experiment”.

The reason for mentioning the above is the fact that the rest of the article will be devoted to
cosmology, which is often not considered to be strongly supported by local experiments and further to
the multiverse, which is considered even worse in that respect.

The question about the multiverse also touches the question about the boundaries of our
knowledge of the universe and about the extrapolation of our known physics into the distant and the
unexplored regions of space and time.

Universe 2019, 5, 172; doi:10.3390/universe5070172 www.mdpi.com/journal/universe37
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1.2. Cosmology as an Experimental Science

The scientific method relies on the theories which are described by some specific laws expressed
in terms of mathematics—the physical laws. These laws, however, are verified in local experiments
i.e., the Earth experiments or Earth’s neighbourhood experiments. In fact, we do not know if these laws
also apply in the distant parts of the universe, but usually assume that they do so. In other words,
we extrapolate the local laws into the whole observable universe. Such an approach legitimises validity
of the most observational facts related to cosmology such as the universe expansion [2], its hot and
dense phase in the past [3,4], its current acceleration [5,6], etc. In that sense cosmology is a science and
so all its aspects which are based on the scientific method—including the multiverse concept—should
seriously be taken into account.

One interesting issue is that cosmology deals with a unique object—the universe—and it is
considered as all which surrounds us. There is a question as to whether cosmology deals with all
the possible mathematical structures and whether these structures are physical reality somewhere
in the universe, which is often called the multiverse. Another point is whether our physical theories
and the views given by physics as the fundamental science can easily be extended onto such fragile
phenomena as life (biology) and consciousness (psychology).

A more recent view of a theory to be scientific was presented by a cosmologist George Ellis [7,8]
who strongly differentiates between cosmology as the theory which is based on contemporary
achievements of physics and mathematics and verified by observations and “cosmologia” which adds
more aspects to the investigations which are related to philosophy, social sciences, biology, and even
metaphysics. One of his criterion of a scientific theory is the observational and experimental support
which composes firstly of ability to make a quantitative prediction to be tested and secondly of its
confirmation. His worry is if some theories which predict the multiverse are really scientific in the
observational and experimental sense. It seems that this concern is not so much a problem in view of
the Popper’s criterion.

1.3. Physical Laws and Constants

Physical laws are verified by measurements of the physical quantities entering these laws
including the physical constants which basically seem to be “constants” in the pure sense of their
merit. However, one asks a fundamental question: why are the laws of physics of the form they are, and why
are physical constants of the values they are? One may ask: why is Newton’s force of gravity inversely
proportional to the second power of the distance between the masses? Why not to the third power or
perhaps to some other fractional power? Surely, it is not forbidden to have any other power in any
way as a mathematical law, but not as it relates to the physical, since it does not explain our universe.
We may also ask why the interaction between electric charges and masses lowers with the distance,
while it grows with distance for quarks endowed with colour charges. Could gravitational force be
also growing with the distance? The mathematical answer is simply yes, but not in any kind of (at
least local) physical universe.

However, even if the laws have similar mathematical structure, they may still give different
quantitative output due to the different values of the physical constants. The Newton’s law and the
Coulomb’s law have the same mathematical structure, but the constants they contain: the gravitational
constant G and the electric constant k, are many orders of magnitude different. This very fact leads
to important consequences for living organisms since this is the electric force which guarantees their
integrity—gravity is too weak to do so. However, we may imagine a different world or a period of
evolution of our world in which constants G and k are of similar value. Then, one would perhaps
create a “gravitationally bound” life rather than an “electrically bound” one, though not in our
current universe.
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1.4. What Is the Multiverse?

Assuming that our universe is equipped with some specific set of physical constants,
we immediately come into a philosophical problem of potential existence of the whole set of universes
(or perhaps pieces of our universe) equipped with different sets of physical constants and/or physical
laws—the multiverse.

The very term “Multiverse” comes from the works of a philosopher, William James [9], in 1895
in which he defines Visible nature is all plasticity and indifference, a multiverse, as one may call it, and not
a universe. One of the problems with the above formulation, which we will discuss in more detail later,
is whether those universes evolve independently or whether there is some physical relation between
them. The latter would be the only option which could allow us to test their existence by our own
universe’s experiments.

Sticking to the scientific method of Popper [1] we may also ask the question of initial
conditions—i.e., ask if there was any freedom of the choice of physical constants and laws initially, and
why they have been chosen in a way they are now. In other words, we may investigate the problem of
how different our world would have been, if the laws and constants had had different values from
what they are now. This further can be extended into the existence and the type of life problems,
i.e., asking if there are any universes in which physical laws and physical constants do not allow life or
even better if they do not allow our type of life allowing or not some different type of life (provided we
know what this “different” type of life is).

The content of this paper is as follows. In Section 2 we briefly discuss an idea of varying constants
then formulate appropriate theories in Section 3. In Section 4 we discuss the relation between varying
constants theories and the anthropic principles. In Section 5 we concentrate on the definitions of the
multiverse and the multiverse hypothesis falsifiability. In Section 6 we give some afterword.

2. Some History and Remarks on Varying Constants

Physical laws do not exist without physical constants which at the first glance seem to be quite
numerous, though after a deeper insight only a few of them seem really fundamental. According to
the famous discussion between three eminent physicists, Duff, Okun, and Veneziano [10] based on the
famous Bronshtein-Zelmanov-Okun cube [11] (cf. Figure 1), at most three of the constants are necessary:
the gravitational constant G, the velocity of light c, and the Planck constant h. Clearly, speed of light is
for relativity, gravitational constant for gravity, and Planck constant for quantum mechanics. As it is
argued by string theorists, one needs even less: the speed of light c and the fundamental string length
λs [10].

These three constants can be considered to be of the so-called class C [12,13] because they build
bridges between quantities and allow new concepts to emerge: c connects space and time together;
h relates the concept of energy and frequency; while G appears in Einstein equations and creates links
between matter and geometry.

The gravitational constant, measured by Cavendish in 1798 [14], is historically the oldest known
one and occurs in Newton’s law of gravitation and its generalisation, the Einstein equations of
general relativity.

Already the 19th century physicists started thinking of a basic set of physical units (“natural”
units) of which all the other physical units could be derived. Johnstone-Stoney [15] introduced the
“natural” units of charge, mass, length, and time as the “electrine” unit e = 10−20 ampere-seconds
(ε0—permittivity of space in the Coulomb’s law), and the mass, length, time respectively
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MJ =

√
e2

4πε0G
= 10−7 g, (1)

LJ =

√
Ge2

4πε0c4 = 10−37 m, (2)

tJ =

√
Ge2

4πε0c6 = 3 × 10−46 s. (3)

Figure 1. Bronshtein-Zelmanov-Okun cube, or the cube of the physical theories [11]. Three orthonormal
axes are marked by 1/c, h and G. The vertex (0, 0, 0) corresponds to non-relativistic mechanics; (c, 0, , 0)
to special relativity; (0, h, 0) to non relativistic quantum mechanics; (c, , h, 0) to quantum field theory;
(c, 0, G) to general relativity, (c, h, G) to relativistic quantum gravity.

This was later modified by Planck in 1899, following the discovery of the electron charge
by Thompson in 1897 as e = 1.6 × 10−19 Coulombs, the introduction of the Planck constant
h = 6.6 × 10−34 J · s, and the Boltzmann constant k = 1.38 × 10−23 J/K into the Planck mass,
length, time, temperature, respectively:

Mpl =

√
hc
G

= 5.56 × 10−5g, (4)

Lpl =

√
Gh
c3 = 4.13 × 10−35m, (5)

tpl =

√
Gh
c5 = 1.38 × 10−43s, (6)

Tpl =

√
hc5

k2G
= 3.5 × 1032K. (7)

Nowadays, we use the International System of Units (SI) which contains seven units for the basic
physical quantities (meter, kilogram, second, ampere, kelvin, mole, candela) out of which all the other
units are supposed to be derived [16].
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At the beginning of the 20th century Weyl [17] found that the ratio of the electron radius to its
gravitational radius was about 1040. Further Eddington [18] found the proton-to-electron mass ratio
to be

1
β
=

mp

me
∼ 1840 (8)

and further took an inverse of the fine structure constant to be

1
α
= 4πε0

h̄c
e2 ∼ 137, (9)

then found the ratio of electromagnetic to gravitational force between a proton and an electron as

e2

4πε0memp
∼ 1040, (10)

which led him to the introduction of the then so-called Eddington number NE = 1080.
Eddington’s ideas were put into a deeper physical context in the Dirac’s Large Numbers

Hypothesis [19], who besides calculating static ratio of electromagnetic and gravitational forces
between proton and electron, also took into account the dynamics of cosmology calculating the ratio of
the observable universe to the classical radius of the electron

c/H0

e2/4πε0mec2 ∼ 1040, (11)

and the number of protons in the observable universe

N =
4
3

πρ(c/H0)
3

mp
∼ NE ∼ (1040)2, (12)

where the critical density ρ = (3H2
0)/(8πG) ∼ 10−29gcm−3, H0 is the Hubble parameter at

present. However, due to the evolution of the universe, the Hubble parameter changes with time
H(t) ≡ [da(t)/dt]/a(t), where a(t) is the scale factor which describes the expansion rate. So, in
order to keep ratios (11) and (12) the same as the ratio of the electromagnetic to gravitational force
throughout the whole evolution, some of the physical constants involved e, G, c, me, mp, must vary in
time. Since the changes of e, me, mp would need reformulation of the atomic and the nuclear physics
which is difficult to observe, the only option is that this is gravitational “constant” G which changes.
Dirac’s choice was just that

G ∼ H(t) =
(da/dt)

a
, (13)

so that the scale factor evolved as a(t) ∼ t1/3, and G(t) ∼ 1/t. This gave a simple answer to the
problem of gravity being so weak compared to electromagnetism because the ratio of the forces was
proportional to the age of the universe i.e.,

Fe

Fp
∼ e2

memp
t ∼ t. (14)

3. Theories Incorporating Varying Constants

3.1. Formulations

3.1.1. Varying Gravitational Constant G

The first physical theory which started from the proper Lagrangian was formulated by Jordan [20]
in his conformal gravity and further extended in Brans-Dicke scalar-tensor gravity [21]. Brans and
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Dicke assumed that the gravitational constant G should be associated with an average gravitational
potential represented by a scalar field surrounding a given particle, i.e.,

< φ >=
GM

c/H0
∼ 1/G, (15)

which is responsible for the gravitational force. In fact, this was an attempt to incorporate the
idea of Ernst Mach, who first suggested that the inertial mass of a given particle in the Universe is
a consequence of its interaction with the rest of the mass of the Universe.

In general relativity the gravitational constant is a constant, and so the Einstein equations
read as (gμν—metric tensor, Rμν—Ricci tensor, R—curvature scalar, Tμν—energy-momentum tensor,
μ, ν = 0, 1, 2, 3)

Rμν −
1
2

gμνR =
8πG

c4 Tμν, (16)

while in Brans-Dicke scalar-tensor gravity one uses the time-varying field φ instead of G which results
in generalised gravitational (Einstein) equations and the equation of motion for this scalar field:

Rμν −
1
2

gμνR =
8π

c4φ
Tμν +

1
φ

(
∇μ∇νφ − gμν�φ

)
+

ω

φ

(
∂μφ∂νφ − 1

2
gμν∂βφ∂βφ

)
(17)

�φ =
8π

c4(3 + 2ω)
T. (18)

where ω is the Brans-Dicke parameter, ∂μ - partial derivative, ∇μ - covariant derivative, and � ≡
∇μ∇μ—the d’Alambert operator. Einstein’s general relativity theory is recovered in the limit ω → ∞.
This idea of making a constant to be the field is used in theories of unification of fundamental
interactions such as the superstring theory, where the variability of the intensity of the interactions
is a rule. There, we have the dimensionless “running” coupling constants of electromagnetic (α),
weak (αw), strong (αs), and gravitational (αg) interactions. An example of such a unification is the
low-energy-effective superstring theory which is equivalent to Brans-Dicke theory for ω = −1. In such
a theory the running coupling constant gs = exp (ϕ/2) evolves in time with ϕ being the dilaton and the
Brans-Dicke field φ = exp (−ϕ) [22]. Besides, Jordan’s conformally invariant theory can be obtained
from Brans-Dicke action in the case when ω = −3/2.

In this superstring theory context some interesting examples of multiverses being considered
as universes cyclic in time appear. One of them is the pre-big-bang model in which the universe
evolution is split into the two phases in time: one “before” big-bang taking place at the moment t = 0
and another “after” big-bang [22]. Another is the ekpyrotic and cyclic model based on an extension
of the superstring theory onto the M-Theory (brane theory) [23]. In such models, the big-bang is
repeated many times as a collision of two lower-dimensional branes (treated as gravitating thin films)
in a higher-dimensional spacetime.

3.1.2. Varying Fine Structure Constant α or the Electric Charge e

In recent years, two other theories with varying constants have been intensively studied [24].
First is the varying fine structure constant [25] and the second is the varying speed of light (VSL) [26].
Phenomenologically, these constants are related by the definition of α ∼ 1/c. However, α is
dimensionless while c (as well as the electric charge e and the Planck constant h̄) is dimensionful so that
there is an equivalent formulation of varying α theory in terms of varying e theory in which a change
in the fine structure constant α was fully identified with a variation of the constant electric charge,
e0 developed as Bekenstein–Sandvik–Barrow–Magueijo (BSBM) model [27].

Let us first examine the varying fine structure constant α models. Such models were first proposed
by Teller [28], and later by Gamow [29], following the original path of the Large Number Hypothesis
by Dirac [30]. A fully quantitative framework was developed by Bekenstein [31]. The electric charge
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variability was introduced by defining a dimensionless scalar field, ε(xμ), and as a consequence, e0 was
replaced by e = e0ε(xμ). The electromagnetic tensor was then redefined to the form

Fμν = [(εAν)′μ − (εAμ)′ν]/ε ,

where the standard form of it can be restored for the constant ε. For simplicity, in [27] an auxiliary
gauge potential, aμ = εAμ, and the electromagnetic field strength tensor, fμν = εFμν, were introduced,
as well as a variable change: ε → ψ ≡ ln ε was performed. The field ψ in this model couples only
to the electromagnetic energy, disturbing neither the strong, nor the electroweak charges, nor the
particle masses.

The BSBM field equations are

Rμν −
1
2

gμνR =
8πG

c4

[
Ω∂νψ∂νψ − 1

2
Ωgμν

(
∂βψ∂βψ

)2
−

(
1
4

gμν fαβ f αβ − fσν f β
μ

)
e−2ψ

]
, (19)

and the equation of motion for the field ψ is:

�ψ =
2
Ω

e2ψLem., (20)

where Ω = h̄c/λ, is introduced for the dimensional reason, λ is considered to be the length scale of the
electromagnetic part of the theory, and the dimensionless field ψ is given by:

ψ =
1
2

ln
∣∣∣∣ α

α0

∣∣∣∣ . (21)

3.1.3. Varying Speed of Light c

As for varying c the best known (though not derived from the proper action) is the
Barrow-Magueijo (BM) [32] model which follows the formulation of Petit [33] and basically makes c
the function of time in the standard Einstein general relativistic field equations. A better formulation
is by Moffat [34,35] where Φ = c4 and it is the proper physical model with c being the field with
an appropriate kinetic term, i.e.,

Rμν −
1
2

gμνR =
8πG

Φ
Tμν +

1
Φ

(
∇μ∇ν − gμν∇α∇α

)
Φ +

κ

Φ2

(
∂μΦ∂μΦ − 1

2
gμν∂αΦ∂αΦ

)
, (22)

and κ = const. (it is different from Brans-Dicke parameter ω, though it is introduced analogically into
the kinetic term)

�Φ =
8πG

3 + 2κ
T . (23)

Some other varying c theories are the bimetric theory with different speeds of photons and
gravitons [36] and the theories with modified dispersion relation [37]. Other models being considered,
though not so strictly based on theoretical formulation, are the varying electron-to-proton mass
β = me/mp [38].

3.2. Bounds on Variability of Fundamental Constants

3.2.1. Varying G

The strongest limit comes from the lunar laser ranging (LLR), i.e., from the observations of the
light reflected by mirrors on the Moon left there by Apollo 11, 14, and 15 missions [39] and reads

| Ġ
G

|< (4 ± 9)× 10−13year−1. (24)
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On the other hand, by using the orbital period of binary pulsars PSRB1913 + 16 and
PSRB1855 + 05 [40], the limits are

Ġ
G

= (4 ± 5)× 10−12year−1 , (25)

and
Ġ
G

= (−9 ± 18)× 10−12year−1 . (26)

3.2.2. Varying α

The most spectacular bound comes from the Samarium 149 capture process in the natural nuclear
reactor Oklo in Gabon which took place about 2 billion years ago [41–43]. The process can be driven
by different interactions and the appropriate bounds in the electromagnetic case are

α̇

α
= 3.85 ± 5.65 × 10−18year−1, (27)

and
α̇

α
= (−0.65 ± 1.75)× 10−18year−1 . (28)

Another method is studying absorption lines of distant quasars. Among the most updated
constraint, from a sample of 23 absorption systems along the lines of sight towards 18 quasars,
we have [44]

α̇

α
= (0.22 ± 0.23)× 10−15year−1 , (29)

in the redshift range 0.4 ≤ z ≤ 2.3. The strongest constraint from a single quasar was given in [45]
and reads

α̇

α
= (−0.07 ± 0.84)× 10−17year−1 (30)

at z = 1.15.

3.2.3. Varying c

In fact, speed of light has been declared a constant by Bureau International Poids et Mesures
(BIPM) and officially has the value c = 299, 792.458 km/s [46] and its measurement is so far accurate up
to 10−9 [47]. However, we cannot tell Nature what is the value of c so still the measurement of it makes
sense. For example, from the definition of the fine structure constant and based on the measurements
of variability of α one finds the bound:

Δc
c

=
Δα

α
∼ 10−5. (31)

Measurement of c in particular is important on the cosmological distance scale since it may also be
a sign of an alternative scenario for the cosmological inflation. In fact, recently some new methods of
cosmological measurement of c have been introduced [48,49] by using Baryonic Acoustic Oscillations
(BAO) to the formula

DA(zm)H(zm) = c(zm), (32)

where DA is the angular diameter distance of an object in the sky, H—the Hubble parameter,
zm—redshift at maximum of angular diameter distance DA. The latter has a peculiar property of
being small for closer objects and then growing for farther objects (i.e., starts growing with redshift),
reaching a maximum and then finally decreasing. When measuring DA and H (the cosmic “ruler”
and the cosmic “clock”) for some sample of objects at zm, one can find the value of c from (32).
The method was actually applied to 613 ultra-compact radio quasars and has given the value
c = 3.039 ± 0.180 × 108 m/s [50] which is within the figure fixed by BIPM.
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3.3. Varying Constants as the Path to the Multiverse

The bounds presented above can be interpreted twilights—as the bounds or as the “evidence” for
the variability of constants of nature. Taking the second position, one can say at least that the constants
must vary very slowly to fulfil these current observational bounds. This statement is especially suitable
for the whole universe evolution, since even a very slow change of a constant, while multiplied by the
age of the universe, may give quite a significant result. Finally, the variability of physical constants at
least makes us aware of some other possibilities for the physical constants and physical laws being
different in some other universes forming the multiverse, which is the main objective of this paper.

Some issues related to the varying constants problem should also be mentioned. Above, we have
considered the theories in which just one of the set of the fundamental constants was varying.
However, the constants are mutually tightened by various relations so that varying one of them
may lead to a change of another. A simple example is the relation (9) which defines the fine structure
constant α which involves two (or even three) other fundamental constants and each of them may
vary if α is supposed to vary. Furthermore, there are theories which involve more than one constant
changing. These are varying both G and c models [51–53] and the justification for such theories is
obvious—these constants show up together in the Einstein-Hilbert action for gravity and in the Einstein
field equations. There are also models with varying both G and α [54]. The combination of varying
both α and c models would exactly refer to the constraint given by the definition of the fine structure
constant (9) and so would be hardly distinguishable, though not excluded.

In general, one may think of some “trajectory” of the universe in the “phase space” (in Ref. [55] it
is called a state space S) of the physical constants and ask how such a trajectory would be related to
the mutual changes of these constants. One may perhaps end up in the situation of some “structural
stability” of these trajectories. Of course not all of them would be stable in such a space, probably
giving tight constraints on a possibility that any of the fundamental constants can vary.

Another problem is whether the varying constants theories and so the multiverse are in conflict
with the principles of general covariance (independence of the physical laws of the coordinate
transformations) and with the principle of manifest covariance (tensorial nature of the physical
laws) [56]. For our set of constants which were investigated in Section 3: (G, α, c) or (G, e, c),
we should consider the problem of their possible invariance (covariance) with respect to the local point
transformations (LPT) of the form [57]

r = r′(r), (33)

where r and r′ are arbitrary sets of coordinates. In the standard case of general relativity the constants
(G, α, c) or (G, e, c) have the same values everywhere on spacetime manifold and so they can be
considered constant 4-scalars. However, once they start to vary with respect to the spacetime positions,
they obviously are different in different 4-positions and so cannot be considered constant scalars
globally on the manifold. However, as it can be seen from the presentations of the varying constants
theories of Section 3, now the constants (G, α, c) become (scalar) fields φ(x), ψ(x), Φ(x), and as such
they of course change their values with spacetime positions. At each point of the spacetime these values
should not depend on any particular choice of coordinates, so if xμ is an old system of coordinates and
x′μ is a new one, then according to a general definition of a scalar field, φ′ in new coordinates should
have the same value as in the old ones, i.e.,

φ′(x′μ(xν)) = φ(xμ). (34)

A problem appears when one considers some varying-c theories since in these theories c also
enters the definition of a time coordinate x0 = c(xμ)t and in such cases some special frame
(coordinates)—the light frame—has to be chosen [58]. This is definitely a preferred frame which
contradicts both general and manifest covariance which require the physical quantities are represented
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by invariant under general coordinate transformations objects such as tensors1. Besides, these theories
lead to the Lorentz symmetry violation and as we know Lorentz symmetry is the pillar of
contemporary physics.

However, even for the varying speed of light case, one can construct the theory which still allows
general covariance [60], by formulating it in terms of the x0 coordinate with the dimension of length
rather than time (not appealing to its definition as x0 = c(xμ)t. This allows the metric, Ricci and other
tensors to transform as tensors, as it should be. Besides, the local Lorentz symmetry is also preserved
since the theory uses the local value of c which is constant at any particular point of spacetime.

In the Moffat’s varying speed of light theory [34], Lorentz symmetry is broken spontaneously and
the full theory possesses exact Lorentz invariance while the vacuum fails to exhibit it.

Despite all that, it is commonly believed nowadays that Lorentz symmetry is violated in quantum
gravity regime [61]. Then, since we are talking about such an esoteric notion as the multiverse, it does
not seem that it may be formulated without any appeal to quantum gravity, so one may not necessarily
expect that the covariance and Lorentz invariance will have to be the property of the multiverse. It also
might be that the multiverse which would not take any quantum effects into account would perhaps
be still manifestly covariant and Lorentz invariant, but the multiverse in its fully quantum picture (see
Section 5) would not necessarily be so.

4. Varying Constants and Anthropic Principles

4.1. Coincidences

Let us now ask the fundamental question about the position of a human in the Universe.
The question is both of a physical and of a philosophical nature. Starting from the observation
of masses and sizes of physical objects in our Universe, one notices that they are not arbitrary—it
is rather that the mass is proportional to the size and so both quantities can be placed in linear
dependence. In other words, the space of values of masses and sizes is not filled in randomly and
only the structures which obey roughly the linear dependence can exist [62]. This linear law shows
some kind of coincidence which allows living organisms to evolve because they are subject to the
same fundamental interactions (gravitational, electromagnetic, nuclear strong, and nuclear weak with
appropriate dimensionless coupling constants α, αg, αs, and αw). Bearing in mind physics, we know
the reason—they exist due to stable equilibria between these fundamental interactions. For example,
common objects of our every day life (a table, a spoon) exist due to a balance between an attractive
force between the protons and electrons and a repulsive force (pressure) of degenerated electrons.

Actually, there are numerous facts both related to every day physics and to the universe’s physics
which can be called coincidences. Let us enumerate some of them. Practical life shows us the benefit of
the fact that water shrinks at 0–4 degrees Celsius which allows fish to survive the winter. The Earth
is accompanied by a comparable mass natural satellite—the Moon—which prevents the Earth from
wobbling chaotically. This does not happen for Mars, which has only tiny moons (presumably captured
asteroids) and its chaotic change of obliquity can be as large as 45 degrees [63], which can dramatically
influence the climate and so prevents a possibility for the life to survive. The next example is the
enormous variety of chemicals being the result of the fact that the electrons are light enough compared
to the nuclei and so atoms do not form any kind of “binary” systems, allowing chemical bonds to
develop. In fact, the ratio of the size of the nucleus and the size of an atom is about

αβ = (1/137)(1/1836) 	 1. (35)

1 A famous example of a quantity which is frame-dependent in general relativity is the gravitational energy represented by a
pseudotensor [59].
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Another issue is the influence of varying constants on chemical bonds. There are basically three types
of inter-atomic bonds: ionic, covalent, and metallic [62]. The ionic bonds are characterised by the
strong electric interaction between the positive and negative ions of two different atoms which either
take or donate electrons. Classic examples are the sodium chloride NaCl, the sodium fluoride NaF,
and the magnesium oxide MgO. In fact, the Coulomb electric force which makes the bond is different
for each of these molecules because of difference in the charge and also in the distance between the ions.
This results in different melting temperatures of these molecules in particular or in general in different
physical characteristics of them. In our case of varying constants the strength of Coulomb force would
also be varying with respect to a possible change of electric charge e or alternatively the fine structure
constant α and so would effect the chemical bonds resulting in different physical characteristics of the
molecules destroying some coincidences such as the anomalous properties of water at 0–4 degrees.
If one appealed to the relation (9) defining the fine structure constant α one could perhaps also find a
possibility that the varying speed of light c would equally be influencing the ionic Coulomb force, so
changing the chemical structures and physical properties of various molecules.

The covalent bonds are also due to the electric force though they are characteristic for the same
atoms exchanging the electrons. The metallic bonds are due to positive ions of metal interacting with
the free electron gas moving between these ions. Since they both are of the electric nature, they would
be sensitive to a change of the values of e, α, and c in the similar way as the ionic bonds.

The influence of varying G into the chemical bonds seems to be negligible since they are not
gravitational in nature. However, once considering the bonds in gravitational field, their strength may
be important in view of the macroscopic gravitational influence on larger structures in order to prevent
them from being fractured. One should also mention possible influence of the quantum interactions
on the molecular bonds which may also be the result of the change of the classical interactions.

Fine-tuned is also the nucleosynthesis (formation of atomic nuclei) in the early Universe which
only takes place in a fixed period of time after big-bang (0.04s < t < 500s) and is governed by the fine
structure constant α and the ratio β leading to the condition

α > β, (36)

which is really the case in our universe. It is interesting to note that the nucleosynthesis would not be
possible, if an electron was replaced by its heavier version—the muon.

On a more general level, one realises a very narrow range of physical parameters admissible in
our universe—something we can acknowledge as the fine-tuning to fit the conditions for life to exist.
Fine-tuned are the values of the fundamental constants α and αs (cf. Figure 2) [64].

In fact, a slight change of α would prevent the possibility of existence of life in the Universe. We can
see that the “inhabitable” zone for life is set respectively to α ≈ 1/137 and αs ≈ 0.1. These values
of α and αs are fine-tuned for our existence, which is indicated by the white cross in the red striped
region in the graph. In the orange region, deuteron is unstable and the main nuclear reaction in the
star cannot proceed. For αs � 0.3α1/2 (dark blue region) carbon and higher elements are unstable.
On the other hand, unless α 	 1 the electrons in atoms and molecules are unstable to pair creation
(top-left part of green region). The requirement that the typical energy of chemical reactions is
much smaller than the typical energy of nuclear reactions excludes bottom-right part of the green
region. Besides, the light-blue region is excluded because there proton and diproton are not stable,
affecting stellar burning and big bang nucleosynthesis. Finally, the electromagnetism is weaker than
gravity in the region to the very left.
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Figure 2. Fine-tuning of the parameters α and αs. Life-permitting parameter zone of these constants is
marked in red [65].

Last but not least, let us mention that the values of the fundamental interactions coupling constants
α, αg determine various “physical” conditions for life [62]. For example, if gravitational energy on the
surface of a planet is smaller than the energy required for fracture—any animal, including human,
can exist—the condition involves the values of both electromagnetic and gravitational coupling
constants α and αg.

Such kind of argumentation reflected by the above mentioned coincidences leads physicists to
create the notion of the anthropic principles, which expressed the fact that possibly the Universe is
extremely “fine-tuned” to host humans!

4.2. Anthropic Principles (AP)

What are the anthropic principles? Opponents say that they are just tautologies or some
self-explanatory statements with no practical meaning. Some physicists take them into account
seriously. Others consider trivial statements with no meaning for the contemporary scientific method
of physics. We take a position that they should be explored as kind of “boundary” options for
the evolution of the physical universe. In fact, these principles were first presented by Brandon
Carter [66,67] on the occasion of 500th anniversary of the birth of Copernicus during the IAU meeting
in Kraków, Poland in 1974 and further developed by Barrow and Tipler in their book about the
topic [62].

A fundamental problem raised by AP refers to the question about the reason that out of many
possible ways of the evolution of the Universe just one specific way was chosen—that one which led to
formation of galaxies, stars, planetary systems, and finally both the unconscious and the conscious life.
Of course, while using the term “many possible ways” we immediately touch the problem of “other”
worlds (at least hypothetically) potentially and in that sense we refer to the notion of the multiverse.
Let us then discuss some formulations of the anthropic principles in order to insight their relation to
the multiverse concept.

4.2.1. Weak Anthropic Principle (WAP)

The statement is as follows [62]: “the observed values of all physical and cosmological quantities
are not equally probable, but that they take on values restricted by the requirement that there exist
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sites where carbon-based life can evolve and by the requirement that the Universe be old enough for it
to have already done so”. In other words, life may have evolved in the Universe. In terms of statistics,
WAP is usually expressed by the application of the famous Bayes theorem [68].

The Bayes theorem is based on the notion of the conditional probability P(B | A), i.e., the
probability of proposition B assuming that proposition A is true. The conditional probability fulfils
the multiplication rule P(A ∧ B) = P(A)P(B | A) which due to symmetry leads to the formulation of
the theorem

P(A | B) =
P(B | A)P(A)

P(B)
, (37)

where P(A | B) is the probability of proposition A assuming that proposition B is true. In Bayesian
inference one considers set of models {Mi}, i = 1, 2, . . . , n and using (37) one constructs the so-called
posterior probability in view of some data set D [69]:

P(Mi | D) =
P(D | Mi)P(Mi)

P(D)
. (38)

The best model based on set D is the one with the largest value of posterior probability. Before
applying the data set D the so-called prior probability for each model Mi is usually assumed to be
equal, i.e., that P(Mi) = 1/n. The probability P(D | Mi) is called the evidence of model likelihood Ei.

The relative plausibility of any model Mi compared to some base model M0, also called the
posterior odds is

Oi0 =
P(Mi | D)

P(M0 | D)
=

P(D | Mi)P(Mi)

P(D | M0)P(M0)
. (39)

In view of the equality of prior probabilities P(Mi) = P(M0), one gets the so-called Bayes factor

Bi0 =
P(D | Mi)

P(D | M0
=

Ei
E0

, (40)

which for Bi0 = 1 says that both models are equally good in view of the data, while for Bi0 < 1 model
M0 is preferred.

An example of the application of the Bayes theorem is when one considers the large size of the
Universe as related to the origin of life on Earth [70]. If M1 is the model which says that the large size
of the Universe is superfluous for life, then P(M1) = P(M1 | D) 	 1, while for M0 saying that the
large size is necessary for life to appear, then P(M0) 	 1, while P(M0 | D) ≈ 1, so Bi0 < 1 and it
prefers model M0.

4.2.2. Strong Anthropic Principle (SAP)

It says that “the Universe must have the properties which allow life to develop within it at some
stage of its history” [62]. In other words (or more physically) it says that the constants of Nature
(e.g., gravitational constant) and laws of Nature (e.g., Newton’s law of gravity) must be such that life
has to appear. It is interesting to look into various interpretations of the SAP because some of them are
quite extreme.

• Interpretation A says that “there exists only one possible Universe designed with the goal of
generating and sustaining observers” [62]. In fact, it is very teleological, and this is why it
sometimes is also called “An Intelligent Project” interpretation.

• Interpretation B is very radical and says that “observers are necessary to bring the Universe into
being” [62]. Such a statement is based on the philosophical ideas of Berkeley and developed by
John Archibald Wheeler as the Participatory Anthropic Principle [62].

• Interpretation C says that “the whole ensemble of other and different universes is necessary for
the existence of our Universe” [62]. The best-known, though most controversial version of this
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interpretation is the many-worlds theory of Everett [71,72] having recently some strong support
from superstring theory [73].

4.2.3. Final Anthropic Principle (FAP)

It says that “the intelligent information-processing must come into existence in the Universe, and,
once it comes into existence, it will never die out” with an alternative statement that “no moral values
of any sort can exist in a lifeless cosmology” [62]. As it is easily noticed, it has some broader than
physical meaning.

4.2.4. Minimalistic Anthropic Principle (MAP)

This is the most reserved of anthropic principles saying that “ignoring selection effects
while testing fundamental theories of physics using observational data may lead to incorrect
conclusions” [67].

4.2.5. Going Beyond

The most challenging for the Author is the interpretation C, since it has some strong support
from the most advanced and avant-garde theories of contemporary physics such as the many-world
interpretation [71] and the superstring theory [73]. The former says that each time one makes
a measurement of a physical observable in the quantum world in one of the universes, one also
has infinitely many other universes which are equally real and instantaneous in which the result of
the measurement is different. In other words, we have a completely different world history in all
the other universes (e.g., in one of them, one is married, and in another one, one is single)—called
parallel universes.

As for the latter concept, there is the so-called superstring landscape [74] (nowadays even extended
into the so-called swampland [75]) which allows to generate

(10100)5 = (1googol)5 = 10500 (41)

different vacua (being the properties of individual universes) which determine different sets of physical
laws governing the evolution. It is worth noticing that this number is much larger then even the
Eddington number NE = 1080.

The number 10500 comes because in superstring theory there are many ways of the symmetry
breaking and the choices of quantum mechanical vacua. Since the basic space-time of the superstring
theory is 10-dimensional, then a 9-dimensional space (plus time) is compactified into a 3-dimensional
world in a couple of hundreds (500) ways (called topological cycles). There are about 10 fluxes which
can wrap on these topological cycles giving 10500 options [74,76] (see also the discussion of M. Douglas
in this volume [77]).

It is worth emphasizing that the Interpretation C somehow moves back SAP to WAP because in
some rough interpretation both suggest that our Universe is one of many other options and the other
options do not necessarily show any (specific to our Universe) coincidences and fine-tuning.

5. The Multiverse and Its Testability

Once we raised the concept of the multiverse as a collection of the universes with one of them
inhabited by us—humans—we need to have a discussion on whether there is any practical way to
falsify the existence of the “other universes”. Before that let us first say what can be meant by the
multiverse as an entity—something we can call the hierarchy of multiverses.

5.1. Multiverse Hierarchy

The many-worlds interpretation of quantum mechanics by Everett [71] is very philosophical
and it was contested strongly by founders of quantum mechanics (especially those who believed in
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statistical interpretation and in Copenhagen interpretation). However, as we have mentioned already,
the contemporary superstring theory seems to give firm framework for considering different scenarios
of evolution of the fundamental sets of constants of nature and the laws of nature (or “different
worlds”) fitting perhaps an idea of Everett—the multiverse. Such an idea has, among others, its own
practical realisation in cosmology throughout the idea of eternal inflation—each emerging vacuum
bubble has its own vacuum with different laws of nature [78].

Max Tegmark [64,65] has differentiated four levels of the multiverse which are characterised
as follows:

• Level I obeys the pieces of our universe which are outside the cosmic horizon (behind our reach
due to finite speed of information transmission by the speed of light), it presumably allows the
same laws of physics, though different initial conditions.

• Level II are the other bubbles (universes) created during the process of eternal cosmic inflation
which allows the same laws of physics but the different values of physical constants and different
dimensionality of space. Our universe (set of constants) is likely as one of the many options.

• Level III is what is essentially the many-wolds of quantum physics proposed by Everett. It is the
same as the level II but with some quantum curiosities such as superpositions of “alive” and
“dead” cats, etc. The main issue is that there is no collapse of the total wave function of the
Universe so that the decoherence (appearance of a classical world) happens only for a branching
piece of the whole multiverse.

• Level IV is very extreme since it contains “any mathematical structure which is realised somewhere
in the multiverse and it is fully materialisable”. Within this multiverse, one can have different
physical constants, different laws of physics, dimensionality, etc. Since on this level we can make
an equality between “mathematical existence” and “physical existence”, then we can answer the
famous Wheeler and Hawking question: “why these equations (laws of physics), and not others?

For the Author, the most fascinating is the level IV since the universe which is understood as
“all which exists” is quite natural to accept, though here by “all” one understands “all which can be
thought of in terms of the mathematics” and not necessarily real in our every day life “common sense
reasoning” which refers to something which exists as a physical object. However, the meaning of
the term “all”, after a deeper though about it, can easily be extended into not only “all” which exists
in a material world, but also “something” which can exist as an idea a human can think of, and so
something which just exists “hypothetically” (like fairy tail giants much larger than dinosaurs being in
contradiction to our physical laws applied on Earth [62]).

An interesting and perhaps even further going idea which perhaps rises the level IV onto the
“level V” is due to Heller [79] who considers the universes with different logic (reasoning comes from
the category theory) rather than just different mathematics.

Despite level IV seeming esoteric, for physicists still probably the most difficult to accept
conceptually is the level III which is the many-world interpretation of Everett. This is because Tegmark
classifies level III as a generalisation of the level I, so all the phenomena related to branching of the
(never collapsing) wave function of the universe happen at the same place in space, which sounds
really obscure.

5.2. Multiverse and Our Vision of Life

We suggest a new anthropic hierarchy of the universes in the multiverse, i.e., the hierarchy which
can be defined in the context of having observers (or life) in those universes. We can start with the
biological and psychological (related to the consciousness) meaning of life defining first the universes
which can be inhabitable (I) in the sense of our life (OUL) or in the sense of other life (OTL) as in Table 1.
Then, we define the universes which are uninhabitable (UI) both in the sense of OUL or of OTL.
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Table 1. Hierarchy of multiverses in view of our definition of life.

Inhabitable Uninhabitable

our life I, OUL UI, OUL
other life I, OTL UI, OTL

If one sticks to the physical merit, one can differentiate the universes which possess our set of
physical laws (OUS) and those which possess other set of physical laws (OTS) as in Table 2.

Table 2. Hierarchy of multiverses in view of the hierarchy of physical laws.

Inhabitable Uninhabitable

our set of laws I, OUS UI, OUS
other set of laws I, OTS UI, OTS

5.3. Falsifying the Multiverse

There is a question as to which level of the multiverse can really be falsifiable in the Popper’s
sense. If one believes in inflationary picture [80,81] and the generation of the quantum fluctuations
during this epoch, one can surely appeal to the problem of quantum entanglement [82] which together
with the above mentioned problem of variability of constants seems to allow to test the levels I and
II. As for the level III it is perhaps also possible to study the entanglement within the branching of
the total wave function of the universe and its decoherence within individual branches. However,
the level IV (and perhaps “level V” [79]) does not seem to be testable, though one would attempt to
formulate an idea of some “signals” of different mathematics or even logics (what?) in the multiverse,
but they seem to be much behind the reach of “observable quantities” in the regular sense of physics
though still can perhaps be falsifiable in the sense of Popper.

From the practical point of view of contemporary physics we may define the multiverse as: (1)
The set of pieces of our universe each of them having different physical laws; (2) The set of completely
independent entities each of them having different physical laws. While the possibility (1) could
possibly be testable, the possibility (2) does not seem to be easily testable.

In that context one would think of some interesting research challenges:
Challenge I: Inventing an alternative to ours scenario of the evolution of the universe which

would be consistent and would allow for life though not necessarily of OUL.
Challenge II: Constructing a consistent scenario of the evolution of the universe which would not

allow for life of OUL, i.e., being OTL. This seems to be much harder because we simply do not know
what OTL is.

By constructing an alternative scenario we mean the construction of all important physical
processes which presumably took place in the universe such as: big-bang, inflation, nucleosynthesis,
galaxy formation, etc. (an interesting example of such universes can be the ones which do not exhibit
weak interactions [83]).

5.4. How Many Universes?

There is an issue of how large the sets are (or ensembles [55]) of universes and whether these sets
are finite or infinite and if the latter is the case, then whether they are at least countable perhaps in the
sense of cardinal numbers or uncountable [84]? The question is also what would be the measure of the
set of universes like OUL in the space of all universes in the multiverse? These issues have already been
discussed by Ellis and collaborators [55]. First of all, appealing to the views of Hilbert [85], the really
existing infinite set of anything—including the universes—is just impossible. This is because infinity
is not an actual number one can ever specify or reach and in fact it only replaces our statement that
“something continues without end”. Even a prove of infinity of Euclidean geometry is an untestable
concept and so its infiniteness is likely not to be realised in practice. Based on this argument one can
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say [55] that bearing in mind the properties of infinity, even if the number of really existing models are
infinite (or just finite), they form a set of measure zero in the set of all possible universes, which makes
a big problem.

Contrary to this infinitude, Paul Davies [86] considers only four (and each finite) numbers
which are unique among all the possible numbers of universes in the multiverse. These are:
0, 1, 2, or 10500. Zero is distinguished, but not experimentally verified, 1 is obviously our every day
experience, and 10500 is just the number which comes from superstring landscape considerations.
However, the number 2 needs more attention, since this is exactly the number of universes being
created if one considers the process of universe creation in analogy to a quantum field theoretical
process of pair creation. In such a case, the universes can be created as a single universe—antiuniverse
pair or 5 × 10499 pairs within the superstring framework [87].

5.5. Falsifying due to Quantum Entanglement

Quantum entanglement is an intensively studied problem in contemporary physics which is
related to quantum information, quantum cryptography, quantum algorithms, atoms and particles
quantum physics [82] and can also be applied to cosmology on the same footing as applying classical
general relativity to cosmology or quantum mechanics to quantum cosmology. In our cosmological
context, for the universes which are not fully independent (i.e., quantum mechanically entangled),
the underlying idea is to investigate the signal from quantum entanglement of the classically
disconnected (causally) pieces of space.

Quantum entanglement effect of the multiverse can be observed due to an appropriate term of
quantum interaction in any universe of the multiverse i.e., also in our universe. Practical realisation is
by an extra term in the basic cosmological (and classical) Friedmann equation

H2(t) =
8πG
3c4 ρ(t) + “quantum entanglement′′, (42)

where the H is the Hubble parameter, ρ is the mass density, and there is an extra term coming from
quantum entanglement to this classical equation. If such a term is non-zero, then the entanglement
signal is imprinted in the spectrum of the cosmic microwave background (CMB) in the form of
an extra dipole which is a cause of dark matter flow [88]. Besides, the entanglement influences the
potential of a scalar field which drives cosmological inflation and so it induces a change of the CMB
temperature [89,90].

In fact, the entanglement can weaken the power spectrum of density perturbations in the universe
in large angular scales [91]. It can also lead to a change of the spectral index of density perturbations
and so can influence galaxy formation process. It may also create an extra “entanglement temperature”
which is added to the CMB temperature [92]. The whole quantum field theoretical approach relies on
the option that there is a creation of the pairs of universes in an analogical way as creating the pairs of
particles in the second quantisation description (here it is called third quantisation [92]).

It is worth mentioning that the idea of testing the multiverse due to quantum entanglement
above relies on the assumption of validity of the quantum laws throughout the whole multiverse (or
“meta-laws” which all universes in the multiverse have in common [55]). Otherwise, we would
not be able to say what physical phenomenon we could measure, in this particular case—the
inter-universal quantum entanglement in the multiverse—a phenomenon known to hold in our
universe, too. However, in general we can imagine the situation of the multiverse which allows some
different physical phenomena which may or may not be present in our universe which could allow us
to test the concept. In the former case we would have to define them from the phenomena we know
from our universe physics, while for the latter case they could probably only be showing up in the
cosmological equations like (42) as some extra terms which cannot be identified (and not overlap) with
anything else we know. In other words, there exists a series of multiverses which still are falsifiable
and scientific, but they must be falsified by different methods than quantum entanglement.
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5.6. Redundant or Necessary?

One may ask the question: do we really need the vast amount of universes in the form of the
multiverse? In order to answer this question let us notice that the classical cosmology (based on the
Einstein field equations) selects only one solution (our universe) out of an infinite number of solutions
(aleph-one number of solutions equal to the set of real numbers). On the other hand, quantum
cosmology needs all the classical solutions to be present in the quantum solution which is the wave
function of the universe in order to get the probability of creating one universe. Then, in classical
cosmology, one needs some initial conditions as a physical law to resolve the problem of choosing
“this” solution (our universe) and not “that” solution (other universe), while in quantum cosmology
all the initial points (classical solutions) are present in the quantum solution, and there is no need
for any initial conditions to be introduced as an extra law [62]. In that sense, in quantum approach
we enlarge ontology (all universes instead of one), but reduce the number of physical laws (no need
for initial conditions). It seems to be quite reasonable to do so, and what is more, this enlargement is
an analogue of the spatial enlargement of the universe by the Copernican system, which was once
criticised by the opponents of Copernicus based on the Occam’s razor (something which has proven
to be wrong after a couple of centuries). In the case of the multiverse, we enlarge whatever the size
of our universe is by adding extra universes which possess different physical laws and which are
real, though they may seem to be virtual once we look at them classically as one of the realisations of
our hypothetical opportunities reflected in mathematical formulation of some field equations with a
number of different solutions.

6. Afterword

It is very hard to say what “the multiverse” actually is. One can easily imagine the notion of the
“multi-world” being for example understood as “multi-Earth” in view of the fact that nowadays we
know that there exist extrasolar planets—some of them perhaps habitable. If one sticks to “the world”
being a solar system, then of course there are many “multi-world’ solar systems. Further, we may
define hierarchically “multi-galaxy”, “multi-cluster”, etc., reaching the Hubble horizon limited
observable universe. All this does not seem to be abstract and is easily reachable by the current
observational data. However, the real concept of the multiverse is something more than that. It could
be the entity still based on our known physics, but equally it could go beyond that possibility reaching
the level of our virtual imagination presented in terms of mathematics or even logic. Furthermore,
these abstract options are the strongest challenge for our observational reach since they require the
tools which allow the falsifiability at least understood as in the definition of the scientific method by
Popper. Without such tools most of our discussion about the multiverse will remain quite impractical,
though very attractive intellectually and philosophically.
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Abstract: String/M theory is formulated in 10 and 11 space-time dimensions; in order to describe our
universe, we must postulate that six or seven of the spatial dimensions form a small compact manifold.
In 1985, Candelas et al. showed that by taking the extra dimensions to be a Calabi–Yau manifold,
one could obtain the grand unified theories which had previously been postulated as extensions
of the Standard Model of particle physics. Over the years since, many more such compactifications
were found. In the early 2000s, progress in nonperturbative string theory enabled computing
the approximate effective potential for many compactifications, and it was found that they have
metastable local minima with small cosmological constant. Thus, string/M theory appears to have
many vacuum configurations which could describe our universe. By combining results on these vacua
with a measure factor derived using the theory of eternal inflation, one gets a theoretical framework
which realizes earlier ideas about the multiverse, including the anthropic solution to the cosmological
constant problem. We review these arguments and some of the criticisms, with their implications for
the prediction of low energy supersymmetry and hidden matter sectors, as well as recent work on
a variation on eternal inflation theory motivated by computational complexity considerations.

Keywords: string theory; quantum cosmology; string landscape

1. Introduction

Superstring theory and M theory are quantum theories of matter, gravity and gauge forces,
in which the fundamental degrees of freedom are not particles but extended objects: one-dimensional
strings and higher dimensional branes. This solves the problem of the nonrenormalizability of quantum
gravity, at the cost of requiring the dimension of space-time to be ten (for superstrings) or eleven
(for M theory). Nevertheless, by following the Kaluza–Klein approach of taking the extra dimensions
to be a small compact manifold, one can argue that the resulting four dimensional theory can reproduce
the Standard Model at low energies. This was first done by Candelas et al. in 1985 [1] and, ever since,
superstring theory has been considered a leading candidate for a fundamental theory describing all
physics in our universe.

In the years since, not only were the original arguments developed and sharpened, the most
attractive competing candidate theories were shown to be equivalent to other regimes of string
theory, obtained by taking the string coupling large or by taking the size of the extra dimensions
to be sub-Planckian. In particular, eleven-dimensional supergravity, arguably the most symmetric
extension of general relativity, turned out to be the strong coupling limit of type IIa superstring
theory [2]. Conversely, 11d supergravity contains a membrane solution, and one can obtain string
theory from it by compactifying on a sub-Planckian circle, so that a membrane wound around the
circle becomes a string. This larger picture containing both string theory and 11d supergravity is
sometimes called M theory; we will call it string/M theory to emphasize that all of the superstring
theories and 11d supergravity are contained within this single framework. At present, it is the only
theoretical framework that has been convincingly shown to quantize gravity in more than three
space-time dimensions.
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In this brief review, we explain how string/M theory realizes the concept of a multiverse.
The primary argument is to look at the construction of quasi-realistic four-dimensional
compactifications (by which we mean those which are similar to the Standard Model but not necessarily
agreeing with it in all detail) and enumerate the choices which enter this construction. This includes
the choice of topology and geometry of the compactification manifold, the choice of auxiliary physical
elements such as branes and generalized magnetic fluxes and how they are placed in the compact
dimensions, and the choice of metastable minimum of the resulting effective potential. One can roughly
estimate the number of choices at each step, and argue that they combine to produce a combinatorially
large number of metastable vacua. These arguments are still in their early days and there is as yet no
consensus on the number; estimates range from 10500 [3] which at the time it was made seemed large,
to the recent 10272,000 [4].

Any of these compactifications are a priori candidates to describe the observed universe.
Having chosen one, the next step in analyzing it is to compute or at least estimate the effective potential.
This is a function of the scalar fields or “moduli” which parameterize the Ricci flat metric and other
fields in the extra dimensions, including the overall volume of the extra dimensions, the string
coupling constant (or “dilaton”) and typically hundreds or even thousands of additional fields.
As in nongravitational physics, the effective potential has both classical contributions (for example,
see Equation (5) below) and quantum contributions (Casimir energies, instanton effects, etc.), and must
be computed by approximate methods. One then looks for its metastable minima and analyzes the
small fluctuations around it, to get the four-dimensional particle spectrum and interactions. To be clear,
the definition of “vacuum” in this review is a metastable minimum of the effective potential.1 This is
to be distinguished from “universe,” “pocket universe,” or “bubble,” terms which denote a causally
connected region of the multiverse in which the compactification takes a particular size and shape,
and which thus sits in a single vacuum. Many universes in a multiverse could sit in the same vacuum,
and this is why cosmology will predict a nontrivial probability distribution over vacua.

The effective potential of a string/M theory compactification, while mathematically just a single
real-valued function, is a very complex object that summarizes a vast range of possible physical
structures of the vacua and phase transitions between them. The set of effective potentials for all
the compactifications is clearly far more complex. While computing them is a tall order, the rich
mathematical structure of string/M theory compactification has led to amazing progress in this
endeavor. While this rapidly gets very technical, it is here that we see how important it is that solutions
of string/M theory are mathematically natural and—yes, beautiful—constructs. Although this beauty
is subjective and cannot be regarded as an argument for or against their relevance to nature, it is
what allows us to compute their properties and get objective information we can use to judge this
point. In addition, this study is in its early days; we can be confident that progress in classifying and
computing the ab initio predictions of string/M theory vacua will continue.

There are far too many vacua to study each one individually. In studying the string landscape,
the next step is to estimate the distribution of observables among the vacua, using statistical techniques
surveyed in [5]. A particularly important example is the distribution of values of the effective potential
at the minima, in other words the cosmological constant (or c.c.). This is an important input into
the arguments for the multiverse from cosmology and especially for the anthropic solution to the
cosmological constant problem, for which we refer to [6,7] and the article [8] in this issue. This argument
requires the existence of a large number of vacua such that the a priori probability that we will observe
a given vacuum is roughly uniform in the cosmological constant at small values.

The a priori probability for making a specified observation, say that the cosmological constant Λ
sits in a given range of values, is a central theoretical concept in quantum cosmology, usually called
the “measure factor.” At first, one might think to define it as a sum over each of the vacua Vi which

1 We might impose additional physical conditions if convenient, such as positive cosmological constant.
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realize the specified physical observable, weighted by the probability P(i) with which we as observers
believe we live in a universe described by Vi. However, it is better to break down these probabilities
further and write the measure as a product of three factors. The first is a sum over vacua, while the
second “cosmological” factor, call this U(i), is the expected number of universes in the multiverse
which realize the vacuum Vi. The third “anthropic” factor, which we call A(i), is the expected number
of observers in a universe of type i. We can then write the expectation value of an observable O as

E[O] =
∑i U(i) A(i)O(i)

∑i U(i) A(i)
, (1)

where O(i) is the value of the observable in the vacuum labelled i. Thus, the probabilities are

P(i) =
U(i) A(i)

∑i U(i) A(i)
. (2)

A reason to distinguish these three factors is that they are governed by different laws and
the problems of understanding them can to some extent be separated. The set of vacua {Vi} and
many of the corresponding observations O(i) are “static” questions for the fundamental theory
(say string/M theory) which could be answered without knowing how the vacua were created.
As an example, in a string compactification realizing the Standard Model, we can compute the
fine structure constant by combining ideas from Kaluza–Klein theory with quantum field theory
and the renormalization group, without knowing its cosmological origins. Crucially, to compute
O(i), we only need information about the vacuum Vi, making such problems relatively accessible to
present knowledge.2

By contrast, the factors U(i) summarize information about how vacua are created in quantum
cosmology. As we will discuss in Section 3, this subject depends on sweeping and difficult to justify
theoretical assumptions, and the analysis requires knowledge about all of the vacua. While we may be
at the point of beginning to ask meaningful questions here, it will be some time before we can have
any confidence in statements whose justification requires knowledge about all vacua.

Finally, the numbers A(i) depend on a vast panoply of scientific theories, ranging from topics in
cosmology such as baryogenesis and big bang nucleosynthesis, through the astrophysics of structure
formation at many scales, to some of the deepest questions in biology and philosophy (what is an
observer, anyways?). One would be tempted to dismiss the factor A(i) as totally intractable, were it not
that the anthropic solution to the cosmological constant problem requires us to discuss it. Fortunately,
the more physical determinants of A(i), such as the size of the universe, number of galaxies and stars
and the like, can be estimated, as discussed in the article [9] in this issue.

Given a particular observable O, we can identify two limiting possibilities. One is that P(i) is
highly correlated with the value O(i). In this case, clearly it is crucial to estimate P(i) to compute E[O].
The other extreme is when P(i) is totally uncorrelated with O(i), so that

∑
i

P(i)O(i) ∼ 1
Nvacua

∑
i

P(i)× ∑
i

O(i). (3)

Since ∑i P(i) = 1, this means that

E[O] ∼ 1
Nvacua

∑
i

O(i). (4)

2 Some observables, for example δρ/ρ, do depend on the early history of the universe. To discuss these we would need to
generalize Equation (1), but we can still work in terms of the four dimensional degrees of freedom visible in the vacuum Vi .
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In other words, the probability that we observe a given value for O will be proportional to the
number of vacua that realize it. This is the vacuum counting measure, whose study was formalized
in [10].

Almost all statistical studies of the string landscape to date study the vacuum counting measure.
For it to make sense, Nvacua must be finite. This was shown in [11] using ideas we review in Section 2.

One of the most important claims about the string vacuum counting measure is that it is roughly
uniform in the cosmological constant near zero. This was first argued in a toy model by Bousso and
Polchinski [12], and then in successively more realistic models [3,13]. Note, however, that it is not at
all obvious that the factor U(i) is uniform near Λ = 0, as we will discuss in Section 3.

One can also study the counting distribution of other observables. An example of great
interest is the distribution of the supersymmetry breaking scale, and the distribution of masses
of superpartners. One of the primary motivations for building the Large Hadron Collider was the hope
that supersymmetry will be discovered there, which is feasible if there are superpartners with mass
up to about 1 TeV. In addition, the discovery of supersymmetry was widely predicted, based on the
“naturalness” argument. This is the idea is that there should be an explanation within the fundamental
theory for the small number MHiggs/MPlanck ∼ 10−17. One might try to trace this to a small parameter
in the fundamental theory, but since renormalization in quantum field theory affects the masses of
scalars additively, M2 → M2 + cΛ2 in terms of the cutoff energy Λ and some order one c, achieving
the small observed Higgs mass requires not a small bare mass but rather a bare mass finely tuned to
cancel the effects of renormalization. By the same arguments made for the cosmological constant [6,7],
this is implausible, posing the “hierarchy problem.” By showing that the bare Higgs mass squared
is uniformly distributed in quasi-realistic vacua, one can quantify this implausibility: the fraction of
vacua in which fine-tuning is needed to obtain the observed Higgs mass is about 10−34.

During the 1970s and 1980s, a major search was made for mechanisms to produce small MHiggs
without fine-tuning, with the leading candidates being technicolor and dynamical supersymmetry
breaking. Technicolor made other predictions, such as flavor changing neutral currents, which were
falsified during the 1990s by precision experiments. This left low energy supersymmetry as the
favored explanation. To realize small MHiggs without fine-tuning in this framework, one postulates
an additional matter sector with an asymptotically free gauge group, such that supersymmetry is
spontaneously broken at the energy scale where its gauge coupling is strong. One then arranges
the total theory to mediate this supersymmetry breaking to the Standard Model, either through
additional matter (gauge mediated supersymmetry breaking) or through gravitational couplings
(gravity mediated). This mediation will generically give mass to all of the superpartners of the observed
Standard Model particles, and can give mass to the Higgs boson(s) as well. In this way, one can get
natural classes of models in which a large fraction of vacua have small MHiggs. String compactifications
in which all of these ingredients appear were constructed in many works—see, for example, [14–17]
and the review [18].

Upon formulating the problem of the distribution of supersymmetry breaking scales
systematically in a multiverse theory, one realizes that there are major loopholes in the naturalness
argument. The main loophole is that it completely ignores the measure factor. Considering each of the
three factors in Equation (1), it is reasonable to expect A(i) to be independent of the supersymmetry
breaking scale as long as this is well above the scales (atomic, nuclear, etc.) which enter anthropic
arguments. As for the cosmological factor U(i), it is true that some of the ingredients in the eternal
inflation discussion of Section 3 depend on the supersymmetry breaking scale, but not in a direct way
and as yet there is no clear argument either way about such dependence.

However, let’s grant for the sake of argument that U(i) is not correlated with the supersymmetry
breaking scale. Even so, if we cannot estimate the vacuum counting measure, we still cannot say
whether string theory predicts low energy supersymmetry. To see this, suppose there are two classes
of vacua, class A with a mechanism such as supersymmetry which leads to low Higgs mass in a large
fraction of vacua, and class B in which this can only come from fine-tuning, so that one expects a fraction
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10−34 of class B vacua to realize a low Higgs mass. Nevertheless. if the counting measure Equation (4)
favored class B by a factor greater than 1034, then string theory would predict we live in a class B
vacuum. Thus, one can envisage a scenario in which the discovery of low energy supersymmetry
would be evidence against string theory! This was realized around 2004 [19,20] and efforts were then
made to estimate the counting part of this measure, reviewed in [5]. Although this discussion was not
conclusive, my own opinion at present [21] is that the suggestions made at that time for a large number
of vacua with high scale supersymmetry breaking were not confirmed, and that vacuum counting will
prefer low energy supersymmetry, though this is by no means proven.

In any case, the scenario in which low energy supersymmetry provides a natural solution to
the hierarchy problem meets another fatal difficulty in string theory, the moduli problem [22,23].
This starts with the observation that scalars with gravitational strength couplings to the Standard
Model with mass M � 30 TeV lead to an overabundance of dark matter which is incompatible with
the theory of big bang nucleosynthesis. Then, one can show on very general grounds [13,24] that
string compactifications always contain at least one scalar with M � Msusy, placing a lower bound
Msusy � 30 TeV. While solutions to the moduli problem have been suggested, they are unnatural in
other ways. Since taking Msusy ∼ 30 TeV brings the fine-tuning required to reproduce the observed
Higgs mass down to a modest 10−3 or so, this relatively straightforward scenario seems plausible.
Thus, if we accept all this, a combination of phenomenological and landscape arguments favor low
energy supersymmetry around the scale 30–100 TeV. If so, while supersymmetry may be out of reach
at LHC, a next generation accelerator could discover it.

After the supersymmetry breaking scale, arguably the next most important “axis” along which
string vacua differ in a potentially testable way is the number of hidden sectors, meaning matter sectors
whose couplings to the Standard Model are comparable to that of gravity. This could be because the
couplings are suppressed by powers of large energy scales MPlanck or MGUT , or it could be because the
couplings violate an approximate symmetry. An example of the former might be an additional x sector,
perhaps similar to the Standard Model. An important example of the latter is the axion, a scalar field
whose interactions respect a shift symmetry φ → φ + a to all orders in perturbation theory, but which
is violated nonperturbatively. Such axions are generic in string theory [25].

An attractive feature of the heterotic models of [1] was that, not only did they naturally lead to
grand unified theories, they also led to a simple hidden sector (the extra E8). However, this simplicity
did not survive the second superstring revolution, and the models which solve the cosmological
constant problem have many hidden sectors as well as hundreds or more axions. These are all dark
matter candidates, and can lead to many other testable predictions. A very striking example is the
superradiance of rotating black holes discussed in [26], which can rule out axions in certain mass
windows without any other assumptions. In fact, it seems likely that generic string vacua with
hundreds of axions whose masses are uniformly distributed on a log scale will be ruled out this way.

This axis of variation can be referred to as the “simplicity–complexity” axis. Is the typical string
vacuum simple, having few matter fields, or complex, having many? One would expect on general
grounds that there will be many more complex configurations than simple ones because they have
more parameters to vary, so that the complex vacua will dominate the vacuum counting measure.
Indeed, this is what has come out so far from the arguments we will discuss in Section 2.

Even if the vacuum counting measure leads to definite predictions, we still need to estimate the
cosmological factor U(i), for which we need to study the quantum cosmology of string/M theory.
A satisfactory discussion of this would start from a precise definition of string/M theory which includes
both the quasi-realistic vacua and the other regimes that are important in quantum cosmology, such as
eternally inflating solutions and possible non-geometric solutions. Since at present we have no such
definition, this discussion is also in its infancy. What has mostly been done is to make contact with the
analysis based on eternal inflation and vacuum tunneling, developed in many works of which [27,28]
have particularly influenced the string theory work. It seems clear to most researchers that string/M
theory satisfies the general conditions required to realize eternal inflation, and thus, by the arguments
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of that literature, one expects the measure to be dominated by that part of the multiverse, which is
described by eternal inflation. Granting this, one can try to use the master equation developed in that
work to determine the measure factor. This was studied in the works [28,29], with general results we
outline in Section 3.

2. String Compactification and the Effective Potential

There are many good reviews of string compactification such as [30], and the general picture of
the subject has been stable for about a decade now, so we refer readers who want the basics to the
reviews and here give a very brief overview with comments on the current situation.

Most work on compactification of string/M theory follows the general approach initiated in the
1970s for higher dimensional supergravity theories. One starts with the low energy limiting effective
field theory, a ten- or eleven-dimensional supergravity, and adds various terms to the action which
describe important stringy and quantum effects. One then assumes that space-time takes the form
M4 × K, where M4 is a maximally symmetric four-dimensional space-time and K is a compact six- or
seven-dimensional manifold, and looks for solutions of the quantum corrected equations of motion.

To get started on this, almost always one takes a manifold K with a Killing spinor, in other words
which preserves some supersymmetry in M4. This would seem to be a very restrictive assumption
which rules out de Sitter M4 from the start. Since the simplest way to model the observed dark energy
is as a positive c.c., and we also want to find solutions which describe inflation, it is important to
construct de Sitter vacua; indeed, when we talk about quasi-realistic vacua in this survey, we will
include the condition of a small positive cosmological constant. Thus, this starting point should be
examined critically.

Could there be other solutions not based on supersymmetry and Killing spinors? A heuristic
argument for supersymmetry at and near the compactification scale is that instabilities are very
generic—this is one of the main lessons of the literature on string compactification. One wants
mechanisms to stabilize the solution, and supersymmetry tends to do this because the potential is a sum
of squares (we will talk about the negative term in supergravity below). Nevertheless, constructions
not relying on special holonomy and Killing spinors have been suggested—see particularly [31] and
references there. How can we evaluate them?

Mathematically, one expects K to fall into a “trichotomy” of positive, zero or negative Ricci
curvature [32]. For nonzero curvature, one needs internal stress-energy, and for negative curvature
this has to violate positive energy conditions, leading to a restrictive no-go theorem [33]. Of course,
there are many positive curvature solutions—these naturally have negative c.c. proportional to the
curvature of K, and furthermore the diameter of K is related to its curvature as R ∼ c/d2 for some
order one c, so realizing small negative c.c. generally makes the diameter large, eventually running
into the phenomenological bounds from non-observation of “Kaluza–Klein particles” or even from the
validity of the inverse square law of gravity down to the few micron scales. Considerations along these
lines also lead to arguments that only a finite number of vacua satisfy the diameter constraint [11].
This leaves the case of Ricci flat K, which is accessible to mathematical analysis. All known Ricci flat
manifolds in fact have special holonomy and Killing spinors, and proving this for four-dimensional K
is an active research topic. If this is always so, then there is a strong argument for supersymmetry at
some energy scale. Then, although the scale might be high, one can estimate the dependence of the
vacuum counting measure on this scale, and make a clear argument for whether low or high scale
is favored.

Once we assume supersymmetry, there is a short list of constructions. Probably, the most general is
F theory compactified on a Calabi–Yau fourfold, and the others are M theory compactified on a manifold
of G2 holonomy, and the five superstrings compactified on Calabi–Yau threefolds. By “most general”,
we mean the construction which realizes the most choices and makes the physics clearest from a
purely geometric analysis, based on supergravity plus corrections. The conjecture is that, once we
take all stringy and quantum effects into account, all the constructions lead to the same landscape,
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but the simplicity of a geometric analysis is a great advantage. Having said this, it should also be
said that working with F theory requires going beyond perturbative string theory and many physical
computations are still only possible in the superstring/CY3 constructions.

In the Calabi–Yau constructions, one is relying on the famous theorem of Yau which guarantees
a Ricci-flat metric, which is uniquely determined given a finite number of parameters or “moduli”
which include the overall volume and the complete list of integrals of two preferred differential forms
(the Kähler form and the holomorphic three-form or four-form) over respective bases of homology
classes. One then must make many additional discrete and continuous choices—higher dimensional
branes can fill M4 and wrap cycles of K; these can carry holomorphic vector bundles; one can postulate
generalized magnetic fields or “flux.” While all of these choices are classified topologically, the observed
fact that they are finite in number—indeed, one can find Calabi–Yau compactifications with arguably
“the largest gauge group” [34] or “the largest number of flux vacua” [4]—does not follow from topology
but rather from still somewhat mysterious algebraic geometric arguments.

At first sight, the most striking thing about these compactifications is how many fields they
have compared to the Standard Model. While the particle physicists of the 1930s were surprised
by the muon, asking “Who ordered that?”, string theorists should be even more surprised by the
thousands or even hundreds of thousands of fields in the most complex compactifications. Still, this
is not in contradiction with observation as these fields will be light only in the most symmetric
compactifications; symmetry breaking can give large masses to almost all of these fields. Others could
be in hidden sectors, coupling only gravitationally to the Standard Model and to the inflaton, so that
they are not produced in reheating. While there are also compactifications with relatively few fields,
certainly we should look for evidence of many fields in our universe. One interesting possibility is
that compactifications often contain many axions, supersymmetry partners of the moduli, which only
get masses nonperturbatively and could realize a log uniform mass spectrum. This leads to many
potential signatures, as first discussed at length in [26].

Another approach to making predictions is to argue that no string theory compactification,
or perhaps even no quantum theory of gravity, can have a particular low energy property. Some of
the first examples were the argument that global symmetries must be broken in quantum gravity [35],
and the weak gravity conjecture [36], which requires the existence of light charged particles. A recent
survey of these “swampland” arguments is [37].

To more deeply understand the physics of a string compactification, one needs to derive the
low energy effective theory. One can push this very far using powerful methods of algebraic
geometry, especially the theory of variation of Hodge structure which allows for computing the
periods of the holomorphic three and four-form as a function of the moduli. This determines the
flux superpotential [38], which is a major part of the complete effective superpotential, and which by
string dualities encodes a great deal of nonperturbative four-dimensional physics, in particular the
nonperturbative effects which were called upon in work on dynamical supersymmetry breaking in
beyond the Standard Model physics.

A central property of the string landscape, as discovered by Bousso and Polchinski [12], is that
it contains the large set of vacua with different values of the vacuum energy required by the
anthropic solution to the cosmological constant problem. They showed this by looking at vacua
with nonzero values of higher form gauge fields, constant on M4 and consistent with its maximal
symmetry, but contributing to the vacuum energy by the usual Maxwell-type magnetic terms, in IIb
compactification schematically

V =
∫

K
d6y

√
gF ∧ ∗F + e−2φ H ∧ ∗H, (5)

where F and H are three-forms. This expression depends on the metric on K, the “dilaton” scalar field
φ, and many other fields which we have suppressed. Now, it is not possible to explicitly solve the
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equations for these fields and directly evaluate V. However, what matters for their argument is that
configuration space breaks up into sectors with fixed values of the quantized “fluxes”

Ni
RR ≡

∫
Σi

F; Ni
NS =

∫
Σi

H, (6)

and that within each sector there is a solution. In this case, one can model the dependence of the
vacuum energy on the flux quanta N as a quadratic function

V ∼ M4 ∑
i,j

Gi,jNi Nj − Λ0, (7)

where M is an energy scale set by the quantization condition Equation (6), and Gi,j is determined
by the weak dependence of the other fields on the N’s. Neglecting this and assuming that the Gi,j
take generic fixed values, one finds a “discretuum” of possible values of V which will be uniformly
distributed near V ∼ 0 with average spacings M4/N̄2b3 . Here, b3 = dim H3(K;Z) is the third Betti
number of K, which ranges from 4 up to 984. The maximal flux N̄ is set by string theoretic details
(the “tadpole condition”) but typically ranges from 10 to 100, so, even with M ∼ MPlanck (it is smaller),
this construction can easily achieve the required spacing.

While this is a good qualitative argument, to go any further and especially to say anything about
the distribution of supersymmetry breaking scales, one needs to put in more about string theory. Thus,
let us write out the flux superpotential for IIb string compactified on CY3; it is

W = ∑
1≤i≤b3

(
Ni

RR + τNi
NS

)
Πi(�z). (8)

The flux numbers Ni
RR, Ni

NS are integers, τ and�z are the moduli, and the Πi are the periods of
the holomorphic three-form, which can be written explicitly as generalized hypergeometric functions,
using methods of mirror symmetry [39]. Following the rules of 4d, N = 1 supergravity, this determines
the effective potential, as a sum of terms quadratic in W. This can be shown to be equal to the minimum
of the potential terms for higher form gauge fields F and H, schematically with F and H satisfying the
Dirac quantization conditions at the solutions of the equations of motion. Thus, we can compute the
exact effective potential due to flux, despite our inability to explicitly solve for the Ricci flat metric or
the other fields on K.

Besides its computability, the main point we want to make about the flux superpotential here
is that it provides a large number of independent contributions to the vacuum energy that preserve
supersymmetry. This has the important consequence that, as explained in [5], the distribution of
cosmological constants is independent of the supersymmetry breaking scale. One might have thought
a priori that this distribution was uniform only for |Λ| < M4

susy, in which case the need to get small
cosmological constant would favor low energy supersymmetry. Because Λ also gets supersymmetry
preserving contributions, this is not the case.

By itself, the physics of fluxes stabilizes many but not all of the moduli. In particular, one finds that
the overall volume of K is not fixed. While it must eventually be fixed when supersymmetry is broken,
having this happen at observable scales is very problematic and it is much easier to get a metastable
vacuum with reasonable cosmology if all of the moduli are stabilized before supersymmetry breaking.
Such models have been constructed, but they rely on partially understood stringy and quantum
corrections to the effective potential. Thus, the further discussion is not yet based on exact results but
on expansions around controlled limits and physical intuition.
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There are two popular classes of moduli stabilizing potentials, the KKLT3 construction [40]
and the large volume construction [41,42]. Both are most often applied to type IIb and F theory
compactifications. In KKLT, one relies on nonperturbative effects in the superpotential. These include
the very well understood nonperturbative superpotentials of supersymmetric four-dimensional gauge
theory, as well as stringy instanton effects (in some cases, these are two dual descriptions of the
same thing). These depend on the Kähler moduli and thus a fairly generic superpotential will have
supersymmetric minima at which these are stabilized (which are necessarily anti de Sitter (AdS)).
Because the new terms are nonperturbative, they can be very small even if the compactification
manifold is string scale, and these constructions can make contact with the original picture of dynamical
supersymmetry breaking as envisioned in [1]. The analysis also benefits from the protected nature of
the superpotential, which makes computations tractable and holds out the possibility of exact results.

In the large volume construction, one relies on a particular correction to the Kähler potential,
which appears in world-sheet perturbation theory [43], to find an effective potential with
a nonsupersymmetric AdS minimum. While this may sound a bit arbitrary, this correction is believed to
be protected as well. Then, because the terms which are balanced to find a minimum are perturbative,
one finds a universal structure of the potential near the minimum, and energy scales which are simple
powers of the volume of the internal dimensions. This leads to rather different predictions from the
KKLT and dynamical supersymmetry breaking models.

Once one has stabilized the moduli, the next step in the analysis is to argue that the vacuum
exhibits supersymmetry breaking and has a positive cosmological constant (we refer to these as de
Sitter or dS vacua). From a conceptual point of view, once one has accepted that the main point is
to show that the effective potential has these properties, such vacua are expected to be generic as
there are many candidate supersymmetry breaking effects which make positive contributions to the
vacuum energy, while there is nothing special about the value zero for the sum of all of these effects.
However, what is special about the value zero is that the controlled limits of the problem (large volume
and classical limits) about which we must expand around to do our computations have zero vacuum
energy. Furthermore, these limits can be reached by varying moduli (the overall volume modulus
and the dilaton). Thus, one needs not only positive energy for the candidate vacuum, but an even
larger energy for all the nearby configurations, so that it will be a local minimum. Even if we have this,
there will inevitably be an instability to tunneling back to large volume. One of the main points of the
original KKLT work was to argue that this decay is usually highly suppressed.

The original KKLT work also argued that one could start with a supersymmetric AdS
compactification, which is an easier theoretical problem, and then obtain a dS compactification by
inserting an anti D3-brane into the compactification. Since one has combined branes and antibranes
which can annihilate, this will always break supersymmetry, while one can show that this annihilation
process is also very slow [44]. This mechanism was also called upon in [42].

The anti D3-brane has the advantage of simplicity, but any additional source of positive energy,
such as one would get from sufficiently many distinct fluxes or nonperturbative effects, could play the
same role. Indeed, in [13], it was argued that generic flux potentials depending on a single modulus
would have metastable supersymmetry breaking critical points. If such were the case in models with
large numbers of moduli, one might find a vast number of high scale supersymmetry breaking vacua.
This point was considered in [45] who introduced a toy random matrix model of the flux superpotential,
and showed in their model that such critical points are almost always unstable unless almost all the
moduli have masses well above the supersymmetry breaking scale. This is good news for hopes of
observing low energy supersymmetry; however, the assumptions behind the toy model are not beyond
criticism [46,47]. Still, since one can get metastable minima even with a potential depending on a
single field, and there is no way for local physics to distinguish between small positive and negative

3 Kachru, Kallosh, Linde and Trivedi.
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values of the c.c. (this was one of the central points of [6,7]), it would require a vast and mysterious
conspiracy to eliminate all metastable de Sitter compactifications.

Problems with the String Compactification Analysis

At present, these analyses go beyond the controlled computations and not all string theorists are
convinced, see [48–52] for some of the criticisms and [53–55] for a few of the many rebuttals. I cannot
do justice to this controversy here but will only comment that to my mind; the criticisms fall into three
classes. One class is to my mind superficial and is largely based on properties of the large volume
limit and the difficulty of the extrapolation we must do to get to the regime where metastable de Sitter
vacua can exist, which as was known for a long time must involve significant stringy and quantum
corrections [56–59]. Arguments such as that of [51] which postulate simple constraints on all possible
vacua without a mechanism which enforces them on all vacua are not persuasive.

Another class of criticisms [60–62] tries to construct explicit solutions with quantum corrections
and meets specific difficulties. For example, after inserting an antibrane to uplift to positive vacuum
energy, one must check that the backreaction of the metric and other fields does not make the total
vacuum energy negative. While technical, it is crucial to settle such points as these explicit constructions
are the foundation for the entire discussion. It is very possible that, on properly understanding
them, the statistics of vacua will look rather different. For example, it might turn out that complex
vacua (on the simplicity–complexity axis of Section 1) are much harder to stabilize than simple ones,
disfavoring them.4

The third class of criticism [48] is deep and starts from the postulate that the holographic
dual, whose nature depends crucially on the large scale structure of space-time and thus on the
sign of the cosmological constant, is more fundamental than the approximate descriptions of string
compactification which we work with now. In this view, because the duals of AdS and dS vacua are so
different, trying to relate the two types of construction is misguided. This idea, which contradicts very
basic tenets of nongravitational physics, can only be properly judged when we have a more complete
understanding of string/M theory.

In my opinion, a convincing construction of metastable supersymmetry breaking de Sitter vacua
and a good understanding of their physics must be founded on a controlled computation of the
effective potential. Although major advances will be required, there is no known obstacle to someday
computing the exact superpotential for a wide range of supersymmetric string compactifcations.
The same cannot be said (yet) for the Kähler potential, the other necessary ingredient to determine
the effective potential (the final ingredient, the D terms, are determined by the symmetries of the
Kähler potential). Most work, both in string compactification and in the study of four-dimensional
gauge theory, uses perturbative approximations to the Kähler potential. This often can be justified by
other physical arguments, but it is a weak point. For some gauge theories in the large N limit, one can
get the effective potential using gauge–gravity duality. This at least points the way to other techniques,
and I believe there will be progress on controlled calculations of the Kähler potential and thus the full
effective potential, though perhaps not soon.

3. Eternal Inflation and Measure Factor

We will assume that the reader is familiar with the theory of eternal inflation, if not he or she is
directed to one of the many reviews such as [64,65]. Although there is controversy about the predictions
of this theory, I generally follow the analysis given in [27] and Section 2 of [66] has a brief review from
this point of view. To summarize the results of this theory, if we assume that cosmological dynamics is
dominated by eternal inflation and semiclassical tunneling between metastable vacua with positive c.c.,

4 There are several arguments that complex vacua might be disfavored; see [63].
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we can show that the stochastic evolution of the multiverse is governed by a linear master equation for
Ni(t), the number of pocket universes of type i at time t. This equation takes the form

d
dt

Ni(t) = γi Ni(t) + ∑
j

Γj→i Nj(t)− ∑
j

Γi→jNi(t), (9)

where γi represents the exponential growth due to inflation, and Γi→j is the tunneling rate from
universe type i to type j. Usually, one uses the Coleman–DeLuccia (CDL) formula for these rates [67],
calculated by describing the tunneling in terms of a domain wall solution and applying semiclassical
quantum gravity. We will not quote this formula except to comment that the rates are typically
exponentially small (as usual for tunneling rates) and even doubly exponentially small (as we
explain below).

The right-hand side of Equation (9) can be rewritten as a matrix acting on Ni(t), so that the
equation can be solved by diagonalizing this matrix. In the large t limit, except for a set of initial
conditions of measure zero, the solution will approach the dominant eigenvector; in other words,
the eigenvector of the matrix with the largest eigenvalue. The i’th component of this eigenvector is
then the factor U(i) in Equation (1). Note, however, that the time required to reach this limit can be
extremely long, a point we will return to below.

The structure of this dominant eigenvector depends very much on the tunneling rates Γ. We can
illustrate this by considering two extreme cases. In the first, each rate Γi→j is either zero (tunneling is
forbidden) or a constant rate ε. In this case, the landscape is completely described by an undirected
graph (the rates are expected to be symmetric), and techniques of graph/network theory can be useful.
A simplified landscape of this type of F theory vacua was studied in [29], and it was found that the
high dimensionality of the landscape led to exponentially large ratios between the limiting U(i)’s.

The other extreme case is when one of the metastable vacua is far longer lived than the others,
as then the dominant eigenvector will be highly concentrated on this vacuum. This leads to the
following prescription for the measure factor: one must find the longest-lived metastable vacuum,
call this V0. Then (up to subleading factors depending on γi and an irrelevant overall factor), we have

U(i) ∼ Γ0→i ∀i �= 0. (10)

Now, it is very plausible that V0 is not anthropically acceptable (A(0) = 0), so the upshot is that
the favored vacua are “close to V0” in the sense that they can be easily reached from it by tunneling.

An analysis of the cosmology of a Bousso–Polchinski landscape along these lines was made in [28].
They argued that the hypothesis of a single longest-lived metastable vacuum will be generic under
the following assumptions. First, we only consider vacua with Λ > 0; all tunnelings to vacua with
Λ ≤ 0 are ignored as they do not lead to inflating bubbles. Second, we use the Coleman–DeLuccia
tunneling rates for Γi→j. These include a factor of exp−

(
M4

Planck/Λi − M4
Planck/Λj

)
, so “uptunnelings”

with Λj > Λi ≈ 0 are highly suppressed. Indeed, a realistic landscape must contain vacua with
Λi ∼ 10−120M4

Planck and, in this sense, these tunnelings are doubly exponentially suppressed.
How does one find the longest-lived metastable vacuum? From the above, it might sound

like it is the vacuum with the smallest positive Λ, which would be bad news as finding this one is
computationally intractable [68]. Fortunately, there are other equally important factors in the tunneling
rate. In fact, one can make suggestive arguments that the longest lived metastable vacuum is the one
with the smallest scale of supersymmetry breaking [69], and that this comes from the compactification
with the most complex topology [21]. If so, this would narrow down the search tremendously and
might well lead to testable predictions—for example, that we should expect many hidden sectors
associated with the complex topology of the extra dimensions.

Actually deriving Equation (9) from semiclassical gravity and making these arguments precise
requires defining a time coordinate t and understanding the long time limit, which is quite ambiguous
and this leads to paradoxes. By now, many definitions of the time coordinate as well as variations on
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the argument have been studied (a review is in [65]). Although the topic is by no means settled, many
of the definitions and alternate arguments (for example, that of [70]) do seem to lead to the claim that
the term U(i) in the measure factor is as we just discussed, the tunneling rate from the longest-lived
metastable vacuum.

Problems with the Eternal Inflation Analysis

Let us summarize the claim of the previous subsection. Starting with very general assumptions,
namely that the dynamics of the multiverse is dominated by the process of eternal inflation, and that
this process runs long enough to reach an equilibrium, one can derive a well-defined cosmological
measure factor U(i) expressed in terms of quantities we can actually hope to compute, namely the set
of metastable dS vacua, their cosmological constants and the tunneling rates between them. This would
be very impressive were it not for some crucial gaps in the argument. These gaps are known and
discussed in the literature, and we suggest [70] as a good reference.

A very serious gap is that the analysis leading to Equation (9) was all done in four-dimensional
semiclassical gravity. While it should also hold for the string/M theory solutions we are discussing,
with four large dimensions and the other spatial dimensions stabilized to a fixed small manifold,
of course, this is a tiny part of the full configuration space, in which any subset of the dimensions could
be large. The only excuse I know of for ignoring this major omission is that it is plausible that having
four large dimensions is the only way to get eternal inflation. The physics called upon in the dS vacuum
constructions we cited does not generalize to higher dimensions, while general relativity behaves very
differently in fewer dimensions. Of course, this argument is not entirely convincing. Even if we grant
it, it might be that the dominant tunneling processes between the four-dimensional vacua pass through
the larger configuration space of higher dimensional or even non-geometric configurations.

Another important gap is in the treatment of AdS vacua. Now, in Section 2, we stressed that,
from the point of view of local physics, there can be no essential difference between dS, AdS and
Minkowski vacua; indeed, the uncertainty principle makes it impossible to distinguish between them
without making measurements at lengths L � |Λ|−1/4. On the other hand, the global structures of
these different space-times are very different, and they enter into the arguments for Equation (9) very
differently. We know there are many supersymmetric AdS and Minkowski vacua of string theory, as we
discussed in Section 2. According to CDL and other general arguments, supersymmetric vacua are
absolutely stable to tunneling, so their decay rates are Γ = 0 (they are “terminal vacua”). Granting this,
it is straightforward to take them into account, and the claim for the measure factor remains true.
However, while solutions describing tunneling from dS to Minkowski vacua are non-singular and
this treatment seems sensible, the solutions describing tunneling from dS to AdS vacua are singular,
ending in a “big crunch” [67]. While these transitions are usually left out, it could be that AdS vacua
do somehow tunnel back to dS and must be taken into account to properly define Equation (9).

Another potential problem with the whole picture arises from the double exponentially
suppressed nature of tunneling rates. It is that the ratios between probabilities P(i) in Equation (1) can
be so large that vacua with very small values of A(i) become important. This was pointed out in [28]
which studied Equation (9) in an explicit Bousso–Polchinski flux landscape (Equation (7)). They found
that, because of the wide variation of tunneling rates, the factor U(i) was very irregular, in a way
one can model as a roughly uniform constant plus a much larger fluctuating random variable. Now,
because in inflationary cosmology observables such as δρ/ρ have quantum fluctuations, a vacuum
with Λ violating the anthropic bound of [6] does not have A = 0. Rather, there is an exponentially
small probability for a density enhancement to allow structure formation in a small part of the universe.
If this suppression were overwhelmed by a double exponential, it could turn out that most observers
live in small overdense regions of an otherwise empty universe. Even worse, to decide whether this is
the case and make any predictions at all, one must compute the A(i) to the same accuracy as the U(i).
Given the difficulty of understanding A(i), this is problematic.
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Universes with very small but nonzero A(i) were referred to as “marginally hospitable” in [66]
and lead to problems for mulitverse cosmology. The most extreme is the famous “Boltzmann brain”
paradox [71,72], which points out that there is a nonzero (though doubly exponentially small)
probability to create a local region of space-time containing any specified matter distribution—say,
a disembodied brain imagining our universe—as a random thermodynamic fluctuation. Granting the
advances in biology and artificial intelligence since Boltzmann’s time, we can imagine more likely ways
that this could happen, through fluctuations which create a local region in which evolution and/or
engineering produces observers. Although very far-fetched from any point of view, if the space-time
volume of the multiverse is doubly exponentially large, these could be the most numerous observers.

The main point is that double exponential probabilities are very small and even the most
unlikely-seeming scenarios could be more likely. I would go so far as to advocate the principle that
any theory which is complex enough to describe universal computing devices and whose predictions
depend on differences between probabilities less than 10−1010

and zero cannot be believed because the
analysis needed to rule out other comparably rare events is computationally intractable (and perhaps
even undecidable). However, I do not know how to make this argument precise.

What is clear is that the relevance of these double exponentially small rates to quantum cosmology
depends on the assumption that the dynamics of multiverse cosmology runs to equilibrium. This is
another way of stating the assumption of the large time limit made in the paragraph following
Equation (9). The time taken to reach equilibrium can be estimated as the spectral gap of the matrix in
Equation (9), which is more or less the second longest lifetime of a metastable vacuum. This will also
be a double exponential, at least 1010120

Planck times and probably much longer. This is the context in
which I invite the reader to reflect on the above doubts about double exponentials.

This observation brings us to what I consider to be the main philosophical objection to the
multiverse.5 It is that, in postulating a multiverse, we are postulating a far larger and more complex
structure than any model of what we can actually observe. This does not make the multiverse idea
wrong, but it does motivate looking for a formulation of a multiverse theory without this property, or at
least one that minimizes the complexity of the multiverse. Clearly, a good first step in this direction
would be to have some way to quantify the complexity of the multiverse.

This question was first raised in [66], which also proposed a way to answer it. The conceit
suggested there is to imagine that the multiverse is being simulated by a powerful quantum
supercomputer, which is searching for vacua that satisfy the conditions required for the emergence of
structure and observers, or at least those conditions which can be tested within a fixed amount of time
(we refer to these as “hospitable” vacua).6 Following this idea leads to a definition of the complexity
of the multiverse in terms of the computational resources (number of quantum gate operations)
required to do the simulation, analyzing the intermediate results and controlling the search. At least
in semiclassical quantum gravity, one can use the freedom to choose a time coordinate to express
the choice of which parts of the multiverse to simulate. Given an algorithm for making this choice,
the corresponding measure factor U(i) is simply the probability with which the vacuum Vi will be the
first hospitable vacuum found by the supercomputer. One can even argue that there is a preferred time
coordinate, “action time,” which (following a conjecture in [73]) counts the number of gate operations
required for a simulation. According to this conjecture, and consistent with the earlier analysis of [74],
the observable universe could be simulated with ∼ 10120 operations. An “economical” multiverse
proposal would be one which does not require too many more operations than this.

5 See also the article [8] in this issue.
6 Our point was not to claim that the multiverse is a simulation, in fact we explicitly postulate that no local observer can

tell that the multiverse is being simulated. Rather, in the spirit of computational complexity theory, the point is to define
the complexity of the multiverse in terms of a “reduction” to another problem whose complexity we know how to define,
namely that of running a specified quantum computer program.
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On thinking about this, it is clear that the standard eternal inflation treatment based on
Equation (9), with its double exponential time to reach equilibrium, is very far from an economical
multiverse. One can easily improve its efficiency by making simple changes to the search algorithm.
For example, after simulating a given vacuum for 10100 years, if no interesting tunneling or other
events have been detected, the computer simply abandons simulating that branch of the multiverse
and switches to another. This particular variation can be analyzed as a modification of Equation (9) and
one finds drastically different dynamics, which arguably lead to a measure factor concentrated on
the vacua which are close to (in the sense of tunneling rates) whatever preferred initial conditions
string/M theory might provide for the multiverse. If the initial conditions are simple, this would
favor the “simple” side of the simplicity–complexity axis of Section 1. Further analysis of the resulting
predictions will have to wait until we know something about these initial conditions, which may
require finding a new formulation of string/M theory. However, this is to be expected of any approach
which abandons the assumption that the dynamics of the multiverse is at equilibrium.

One sees that our understanding of the string landscape is still in its early exploratory days.
Let me conclude by repeating what I think is the most important question about the multiverse:

Is the multiverse in equilibrium or not?
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Abstract: The classical evolution of the universe can be seen as a parametrised worldline of the
minisuperspace, with the time variable t being the parameter that parametrises the worldline.
The time reversal symmetry of the field equations implies that for any positive oriented solution
there can be a symmetric negative oriented one that, in terms of the same time variable, respectively
represent an expanding and a contracting universe. However, the choice of the time variable induced
by the correct value of the Schrödinger equation in the two universes makes it so that their physical
time variables can be reversely related. In that case, the two universes would both be expanding
universes from the perspective of their internal inhabitants, who identify matter with the particles
that move in their spacetimes and antimatter with the particles that move in the time reversely
symmetric universe. If the assumptions considered are consistent with a realistic scenario of our
universe, the creation of a universe–antiuniverse pair might explain two main and related problems
in cosmology: the time asymmetry and the primordial matter–antimatter asymmetry of our universe.

Keywords: quantum cosmology; origin of the universe; time reversal symmetry
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1. Introduction

There is a formal analogy between the evolution of the universe in the minisuperspace and the
trajectory of a test particle in a curved spacetime. The former is given, for a homogeneous and isotropic
universe, by the solutions of the field equation a(t) and �ϕ(t) = (ϕ1(t), . . . , ϕn(t)), where a is the scale
factor and ϕi are n scalar fields that represent the matter content of the universe. The evolution of the
universe can then be seen as a parametrised trajectory in the n + 1 dimensional space formed by the
coordinates a and �ϕ, which is called the minisuperspace. The trajectory is the worldline that extremizes
the Einstein–Hilbert action, the time variable t is the parameter that parametrises the worldline, and the
parametric coordinates along the worldline are the classical solutions, (a(t), �ϕ(t)) .

From that point of view, the time reversal invariance of the laws of physics translates in the
minisuperspace into the invariance that we have in running the worldline in the two possible directions,
forward and backward, along the worldline. It is similar to what happens with the trajectory of
a test particle in the spacetime. In particle physics, Feynman interpreted the time-forward and the
time-backward solutions of the trajectory of a test particle as the trajectories of the particles and
antiparticles of the Dirac’s theory [1]. In cosmology, we can also assume that the two symmetric
solutions may form a universe–antiuniverse pair. In the universe, however, a forward oriented
trajectory with respect to the scale factor component, ȧ > 0, means an increasing value of the scale
factor, so it represents an expanding universe. Similarly, a backward solution (ȧ < 0) represents

Universe 2019, 5, 150; doi:10.3390/universe5060150 www.mdpi.com/journal/universe75
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a contracting universe. Therefore, the created pair contains, in terms of the same time variable,
a contracting universe and an expanding universe.

However, the analysis of the emergence of the classical spacetime in quantum cosmology suggests
that the time variables of the two universes should be reversely related [2,3], t1 = −t2. In that
case, the matter that propagates in one of the universes can naturally be identified from the point
of view of the symmetric universe with antimatter, and vice versa. Note that from the quantum
cosmology perspective, the semiclassical picture of quantum matter fields propagating in a classical
background spacetime is an emergent feature that appears, after some decoherence process, in the
semiclassical regime [4,5]. In that case, we shall see in this paper that in order to obtain the correct
value of the Schrödinger equation in the two universes their time variables would be reversely related.
Then, the time variables measured by the internal observers in their particle physics experiments
(i.e., the time variables that appear in the Schrödinger equation of their physical experiments) would
be reversely related and, from that point of view, the matter that propagates in a hypothetical partner
universe could naturally be identified with the primordial antimatter that is absent in the observer’s
universe. From the global perspective of the composite state, then, the apparent asymmetry between
matter and antimatter would be restored.

However, a caveat should be made on the assumptions of homogeneity and isotropy for the
initial spacetime manifold, which is in the basis of the time reversal symmetry of the cosmological
field equations, and is therefore a condition for the creation of universes in pairs with reversely
related time variables. From the point of view of a full quantum theory of gravity, the creation of all
kinds of universes with all kinds of (even exotic) spacetime geometries is expected, so the creation of
a homogeneous and isotropic universe should be considered as a particular case, and the consequent
scenario of the creation of a universe–antiuniverse pair only as a plausible one. This is said even
though the scenario might be rather realistic provided that we assume that the fluctuations of the
spacetime are relatively small from the very onset of the universe. The observational data suggest
that at least from a very remote past our universe essentially looks homogeneous and isotropic,
with relatively small inhomogeneities and anisotropies compared with the energy of the homogeneous
and isotropic background. Accordingly, we shall assume in this paper that the universe left the
Euclidean gravitational vacuum and started inflating from an initial spatial hypersurface, Σ(ai), that is
small but large enough to assume that the fluctuations of the spacetime are subdominant (i.e., ai � lP).
This is not an unrealistic scenario. For instance, in the Higgs inflation scenario [6], ai ∼ V−1/2 ∝ ξ lP,
where V is the potential of the Higgs in the initial slow roll regime and ξ � 1 is the strong coupling
between the Higgs and gravity. We shall later on comment on the effect that the fluctuations of the
spacetime would have on the breaking of the time reversal symmetry.

In this paper we review and gather the main results of previous works [2,3,7–9] and extend the
hypothesis presented in [10] for the restoration of the primordial matter–antimatter asymmetry to the
more general scenario of two homogeneous and isotropic pieces of the spacetime whose time variables,
according to the time reversal symmetry of the Einstein–Hilbert action, are reversely related. This will
prepare the arena for more detailed future developments on the subject. In Section 2, we present
the analogy between the classical evolution of the universe in the minisuperspace and the trajectory
of a test particle in a curved spacetime. It is shown that the time reversal symmetry of the action
and the conservation of the total momentum in the process of creation of the universe would imply
that the universes should be created in pairs with opposite values of their momenta so that the total
momentum is zero. Section 3 analyses the correlations between the spacetimes that emerge from the
two wave functions that are associated to the opposite values of the momenta conjugated to the scale
factor. It is determined that in order to obtain the correct value of the Schrödinger equation in the two
universes, their physical time variables must be reversely related. Thus, the particles that propagate in
one of the universes are naturally identified with the antiparticles that are left in the partner universe.
In Section 4, we summarise and make some conclusions.
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2. Time Reversal Symmetry in Classical Cosmology

Let us consider a homogeneous and isotropic spacetime and a scalar field ϕ, which represents the
matter content of the universe, that propagates minimally coupled to gravity under the action of the
potential, V(ϕ). The spacetime is then foliated in homogeneous and isotropic slices, with a total line
element given by

ds2 = −N2(t)dt2 + a2(t)dΩ2
3, (1)

where a(t) is the scale factor and N(t) is the lapse function that parametrises the time
variable (N = 1 corresponds to cosmic time), and the homogeneous mode of the scalar field
is ϕ(t). Small inhomogeneities around this homogeneous and isotropic background can also be
considered [11,12], but as far as the inhomogeneities remain small, the dynamics of the background
essentially depends on the values of the scale factor and the homogeneous mode of the scalar field, a(t)
and ϕ(t). From this point of view, the evolution of the universe is determined by the functions a(t)
and ϕ(t) that extremise the Hilbert–Einstein action, which for the present case can be written as [13]:

S =
∫

dtN
(

1
2N2 GAB

dqA

dt
dqB

dt
− V(q)

)
, (2)

where qA = {a, ϕ} are the coordinates of the configuration space1, GAB is given by

GAB = diag(−a, a3), (3)

and V(q) contains all the potential terms of the spacetime and the scalar field

V(q) = 1
2

(
−κa + a3V(ϕ)

)
, (4)

where κ = 0,±1 for flat, closed and open spatial slices of the whole spacetime. An explicit term for
a cosmological constant is implicitly included in the case of a constant value of the potential, V(ϕ) = Λ

3 .
The Euler–Lagrange equations derived from the variation of the action (2) are [13]:

ä
a
+

ȧ2

2a2 +
1

2a2 = −3
(

1
2

ϕ̇2 − V
)

, ϕ̈ + 3
ȧ
a

ϕ̇ +
∂V
∂ϕ

= 0. (5)

The Friedmann equation [14]

(
ȧ
a

)2
+

k
a2 =

1
2

ϕ̇2 + V(ϕ) (6)

turns out to be the Hamiltonian constraint that appears in quantum cosmology from the invariance of
the Hilbert–Einstein action (2) under time reparametrisation, δS

δN = 0. The field Equations (5) and (6)
can generally be difficult to solve analytically, but the exact or the approximate solutions of the field
equations basically give the evolution of the universe. It is easy to see that these equations are invariant
under the reversal change in the time variable, t → −t. This means that for any given solution a(t)
and ϕ(t) one may also consider the symmetric solution, a(−t) and ϕ(−t).

The action (2) and the minisupermetric (3) clearly reveal the geometric character of the
configuration space, which is called the minisuperspace2, where the scale factor would formally

1 For convenience, the initial scalar field ϕ was rescaled according to ϕ → 1√
2

ϕ.
2 Generally speaking, we call superspace the space of all possible geometries, modulo diffeomorphisms, and all the matter

field configurations that can be fitted in those spacetime [13,15]. However, when we restrict the degrees of freedom by
the assumption of some symmetries, like the homogeneity and isotropy that we are considering here, then it is called
a minisuperspace.

77



Universe 2019, 5, 150

play the role of the time-like variable and the scalar field would formally play the role of the space-like
variable3. Therefore, an alternative but equivalent point of view for the evolution of the universe
considers that the time-dependent solutions of the scale factor and the scalar field, a(t) and ϕ(t),
are the parametric equations of a trajectory in the minisuperspace, where the time variable t acts as
the (non-affine) parameter in terms of which the trajectory of a “test universe” is described (Figure 1).
The Euler–Lagrange equations associated with the action (2), given by (5), can be rewritten as the
equations of the non-geodesic curves

q̈A + ΓA
BCq̇Bq̇C = −GAB ∂V(q)

∂qB , (7)

where GAB is the inverse of the minisupermetric GAB. The momentum conjugated to the
minisuperspace variables can be directly obtained from (2),

pa = − aȧ
N

, pϕ =
a3 ϕ̇

N
, (8)

and the Hamiltonian constraint, δH
δN = 0, then reads

GAB pA pB + m2
eff(q) = 0, (9)

where for convenience we have defined4 m2
eff(q) = 2V(q). In the present case, it yields

− 1
a

p2
a +

1
a3 p2

ϕ + m2
eff(q) = 0, (10)

which is the Friedmann Equation (6) expressed in terms of the momenta instead of in terms of the
time derivatives of the minisuperspace variables. As pointed out above, the geodesic Equation (7)
and the momentum constraint (9) and (10) are invariant under a reversal change of the time variable.
This means that the solutions may come in pairs with opposite values of the associated momenta (note
that the momenta given in (8) are not invariant under the same change). From (8) and (10), it is easy to
see that in terms of the cosmological time (N = 1), the two symmetric solutions are

a
da
dt

= −pa = ±
√

1
a2 p2

ϕ + am2
eff(q). (11)

This is clearly reminiscent of the solutions of the trajectory of a test particle moving in
spacetime [16]. For instance, in Minkowski spacetime5, the time component of the geodesics satisfies

dt
dτ

= −pt = ±
√
�p2 + m2, (12)

where τ is an affine parameter and pt = ±E is the energy of the test particle. In the spacetime,
the two signs in (12) represent the opposite values of the time component of the tangent vector to the
geodesic—that is, the two ways in which the geodesic can be run: forward in time and backward in

3 Let us recall, however, that this is just a formal analogy, and let us also notice that in the case of considering n scalar field
minimally coupled to gravity, the line element of the minisuperspace would be

ds2 = −ada2 + a3δijdϕidϕj,

so the scalar fields would parallel the role of n spatial variables in a n + 1 dimensional spacetime.
4 Written in this way, the resemblance between the description of the trajectory in the minisuperspace and the description of

a trajectory in the spacetime is quite evident.
5 A similar procedure can be followed in a curved spacetime.
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time. This was used by Feynman [1] to interpret the trajectories of an electron and a positron as the
trajectory of one single electron bouncing from backwards to forwards in time (Figure 2 Top).

Figure 1. The evolution of the universe can be seen as a parametrised trajectory in the minisuperspace,
whose parametric coordinates are given by the solutions of the field equation, a(t) and ϕ(t).

In the case of the universe, the two solutions given in (11) also represent two universes:
one universe moving forward in the scale factor component and the other moving backward in
the scale factor component. In the minisuperspace, however, moving forward in the scale factor
component entails an increasing value of the scale factor, so the associated solution represents an
expanding universe; and moving backward in the scale factor component entails a decreasing value
of the scale factor, so the symmetric solution represents a contracting universe. Therefore, the two
symmetric solutions form an expanding–contracting pair of universes (Figure 2 Bottom-Left). The total
momentum conjugated to minisuperspace variables is conserved because the values of the momenta
associated to the two symmetric solutions are reversely related. However, let us notice that the field
Equation (5) and the Friedmann Equation (6) are invariant under a reversal change in the time variable,
t → −t, so from a theoretical point of view we could have chosen −t as the time variable and then
the solutions that represent an expanding and a contracting universe would have been interchanged.
In this paper we are interested in the creation of the universe from the spacetime foam [17], so we shall
interpret a contracting–expanding pair of symmetric solutions as the trajectories in the minisuperspace
of two newborn universes, both expanding in terms of their reversely related time variables, t1 = −t2

(Figure 2 Bottom-Right).
Therefore, we shall assume that the universes are created in pairs, both expanding in terms of

their internal, reversely related time variables. In terms of the same time variable, however, one of
the universes is an expanding universe and the other is a contracting universe. For instance, for an
inhabitant of one of the universes, say Alice, her universe is the expanding one and the partner
universe (that she does not see) would be the contracting one. However, it is not contracting for Bob,
an inhabitant of the partner universe, for whom things are the other way around, it is his universe the
one that is expanding (in terms of his time variable) and Alice’s universe, from his point of view, the one
that is contracting. Thus, the particles that move in the two universes look like they were propagating
backward and forward in time, depending on the observer’s point of view. Assuming the CPT theorem,
the particles that propagate in the disconnected pieces of the spacetime have consequently opposite
values of their charge and parity, so they can be identified in the quantum theory of the composite
system with particles and antiparticles. The inhabitants of the two universes can only see the particles
that propagate in their own spacetimes, but if they would find any signature of the existence of a time
reversely related universe, then they could infer that at the onset primordial antimatter was mainly
created in the partner universe, and thus they could conclude that the matter–antimatter asymmetry
that they observe in their universes is only an apparent asymmetry that becomes restored in the
composite picture of the two symmetric universes.
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Figure 2. Top: the creation of an electron-positron pair (Right) can equivalently be seen as the
trajectory of an electron bouncing from backwards to forwards in time (Left). Bottom: two symmetric
cosmological solutions can represent, in terms of the same time variable t, a contracting and
an expanding universe (Left). In terms of the reversely related time variables, t1 = −t2, the two
symmetric solutions can represent a universe-antiuniverse pair (Right).

3. Quantum Cosmology and the Creation of Universes

One would expect that the creation of the universe should have a quantum origin. Therefore, let us
analyse the creation of a pair of time reversely related universes in quantum cosmology. The quantum
state of the universe is described by a wave function that depends on the metric components of
the spacetime as well as on the degrees of freedom of the matter fields. It is the solution of the
Wheeler–DeWitt equation, which is essentially the canonically quantised version of the classical
Hamiltonian constraint. This is generally a very complicated function. However, as was pointed
out in Section 1, we are assuming that the universe emerges from the gravitational vacuum and
starts inflating from an initial spatial hypersurface Σ(ai) that is small but large enough to consider
that the fluctuations of the spacetime are subdominant. In that case, we can model the universe as
weakly coupled fields propagating in an essentially homogeneous and isotropic background spacetime.
Then, the Hamiltonian of the whole universe can be split into the Hamiltonian of the background and
the Hamiltonian of the matter fields [11,12]

(Ĥbg + Ĥm)φ = 0, (13)

where the Hamiltonian of the background spacetime, Hbg, is given by the quantum version of the
classical Hamiltonian (10)

Ĥbg =
1
2a

(
h̄2 ∂2

∂a2 +
h̄2

a
∂

∂a
− h̄2

a2
∂2

∂φ2 + a4V(ϕ)− a2

)
, (14)
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and Hm contains the Hamiltonian of all the matter fields and their interactions. The wave function,
φ = φ(a, ϕ; xm), where xm are the variables of the local matter fields, can then be expressed in the
semiclassical regime as a linear combination of WKB solutions, that is [4,5]:

φ = ∑ φ+ + φ− =∑ Ce
i
h̄ Sψ+ + Ce−

i
h̄ Sψ−, (15)

where C = C(a, ϕ) is a real slow-varying function of the background variables, S = S(a, ϕ) is the
action of the background spacetime, ψ = ψ(a, ϕ; xm) is a complex wave function that contains all
the dependence on the matter degrees of freedom, with ψ− = ψ∗

+, and the sum in (15) extends to all
possible classical configurations. A relevant feature to be noticed here is that, because of the Hermitian
character of the Hamiltonian (13)—which in turn is rooted in the time reversal symmetry of the classical
Hamiltonian constraint (10)—the general solution of the Wheeler–DeWitt equation can always be
expressed in terms of the two complex conjugated, independent solutions that correspond to the two
possible signs in the exponentials of (15). We shall now see that these two wave functions represent
similar universes with essentially the same evolution of their spacetimes and similar matter fields
propagating therein. However, because the momenta conjugated to the scale factor associated to the
two complex conjugated solutions in (15) are reversely related, the time variables of their spacetimes
are also reversely related.

In order to see how the wave functions φ+ and φ− of (15) represent a particular universe, one can
insert them into the Wheeler–DeWitt Equation (13). After some decoherence process between the
two wave functions, which is a guarantee for the smallness of the fluctuations of the spacetime [5,18],
one can expect that the Wheeler–DeWitt equation must be satisfied order by order in an expansion in
h̄. At order h̄0 one obtains the following Hamilton–Jacobi equation [3,12]:

−
(

∂S
∂a

)2
+

1
a2

(
∂S
∂ϕ

)2
+ a4V(ϕ)− a2 = 0. (16)

This equation contains the dynamics of the background spacetime. It can be converted into the
Friedmann equation by defining the WKB time variable given by [12]

∂

∂t
= ±∇S · ∇ ≡ ±

(
−1

a
∂S
∂a

∂

∂a
+

1
a3

∂S
∂ϕ

∂

∂ϕ

)
, (17)

where ∇ is the gradient of the minisuperspace [12]. In terms of the WKB time variable,

ȧ2 =
1
a2

(
∂S
∂a

)2
, ϕ̇2 =

1
a6

(
∂S
∂ϕ

)2
, (18)

so that the Hamilton–Jacobi Equation (16) turns out to be the Friedmann Equation (6). It thus describes
the evolution of the background spacetime. Furthermore, let us notice that at order h̄0 the momentum
conjugated to the scale factor associated to the wave functions φ+ and φ− is given by

pa = −ih̄
∂φ±
∂a

= ±∂S
∂a

, (19)

where the plus sign corresponds to φ+ and the minus sign to φ−. They are thus reversely related and
the total momentum associated to the creation of the two universes represented by φ+ and φ− is zero.

Furthermore, at first order in h̄ in the expansion of the Wheeler–DeWitt equation, one obtains [3,12]:

∓ ih̄
(
−1

a
∂S
∂a

∂

∂a
+

1
a3

∂S
∂ϕ

∂

∂ϕ

)
ψ = Hmψ, (20)

where the positive and negative signs correspond to φ− and φ+ (15), respectively. The term in brackets
in (20) is actually the WKB time variable defined in the background spacetime, given by (17), meaning
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that (20) is essentially the Schrödinger equation for the matter fields that propagate in the classical
background spacetime represented by φ+ and φ−. We then recover the semiclassical picture of quantum
matter fields propagating in a classical background. However, in order to have the proper sign in the
Schrödinger equation in each single universe, we need to choose the positive sign in the definition of
the time variable t in (17) for the wave function φ− and the negative sign of the time variable for the
wave function φ+. If we assume that the time variable involved in the Schrödinger equation is the
physical time variable in the sense that it is the time measured by the observers in their particle physics
experiments (so it is the time variable measured by actual clocks, which are eventually made of matter),
then the physical time variables of the two universes are reversely related. Note that the eventual
inhabitants of the universes will only see the matter of their respective universes and therefore cannot
observe the antimatter (from their point of view) that propagates in the symmetric universe. There is
also a Euclidean gap between the two universes that prevents matter and antimatter from collapse
(Figure 3). Therefore, from the point of view of an individual observer there is nothing in principle that
makes him suspect the existence of a time reversely symmetric universe except perhaps the occurrence
of an asymmetry that is hard to explain within the single universe scenario. In principle, it is only from
a symmetry consideration that the observer can pose the existence of another universe that justifies the
apparent primordial asymmetry between matter and antimatter6.

Figure 3. The creation of universes in entangled pairs [3]. The time variables of the two symmetric
universes are reversely related. This provides us with the correct value of the Schrödinger equation in
the two universes. At the onset, primordial matter would be created in the observer’s universe and
antimatter in the symmetric one. Particles and antiparticles do not collapse because of the Euclidean
gap that exists between the two newborn universes [3,10].

The creation of particles and antiparticles would follow a similar procedure to that customary
considered in the context of a single universe (e.g., [19]). After the slow roll regime the inflaton
field eventually approaches a minimum of the potential and starts oscillating. In each oscillation it
decays through different channels and in subsequent stages into the particles of the standard model.
The interaction with the inflaton field produces a series of consecutive, non-adiabatic changes of
the vacuum of the matter fields. The associated particle production can then be derived from the

6 That does not exclude the possibility that other mechanisms of matter–antimatter asymmetry given in the context of a
single universe can also contribute to the total asymmetry observed, but it does assume that the main mechanism would
be the creation of matter and antimatter in two separated symmetric universes, provided that the former are not yet fully
satisfactory within the Standard Model of particle physics.
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Bogolyubov transformation that relates the vacuum states before and after the non-adiabatic change,
with a particle production given by

|00̄〉 = ∏
k

1

|αk|
1
2

(
∑
n

(
βk

2αk

)n
|nk, n̄−k〉

)
, (21)

where |00̄〉 is the vacuum state of the corresponding matter field before the oscillation and |nk, n̄−k〉 is
the state representing the number of particles and antiparticles created with momentum k after the
interaction. The functions αk and βk are the coefficients of the Bogolyubov transformation that relates
the wave functions of the modes before and after the interaction, and they contain the effect of the
interaction between the inflaton and the matter fields. In the single-universe scenario, because the
symmetries of the background, particles and antiparticles are created in perfectly correlated pairs
|nk, n̄−k〉 so the number of them is exactly balanced, at least in principle. Different mechanisms that
would produce some asymmetry in the creation of matter and antimatter are invoked [19]. However,
they usually consider some modification or extension of the standard model of particle physics.

In the scenario of the twin universes with reversely related time variables presented here, the state
of the matter field would still be given by (21). However, matter and antimatter would be created in
different universes, so (21) should be rewritten as:

|0(1)0(2)〉 = ∏
k

1

|αk|
1
2

(
∑
n

(
βk

2αk

)n
|n(1)

k , n(2)
−k〉

)
, (22)

where n(1)
k are the particles in the mode k created in one of the universes, labeled as 1, and n(2)

k are
the particles in the mode k created in the other universe, labeled as 2. For the inhabitants of the
two universes, the primordial antimatter is essentially created in the partner universe, that is, for an
observer in universe 1, n(2)

k are the antiparticles that she misses in her universe and, analogously, n(1)
k

are the antiparticles in mode k that are left from the point of view of an observer of universe 2. Particles
and antiparticles cannot interact, and therefore cannot annihilate each other, because of the Euclidean
gap (a quantum barrier) that separates the universes (see Figure 3 and Refs. [3,10]).

Let us now make a comment about the influence that the fluctuations of the spacetime could have
in the global picture of the creation of the universes in symmetric pairs and the subsequent creation of
matter and antimatter separately. The assumption of homogeneity and isotropy made from the very
beginning is determining for the time reversal symmetry of the field equations, and eventually for the
creation of the universes in symmetric pairs. This means that the scenario presented here is at most a
plausible scenario. However, one would expect that as long as the deviation from the homogeneous
and isotropic background is relatively small, the picture would essentially be rather similar. The small
fluctuations of the spacetime would cause the symmetry to stop being an exact symmetry to become
an approximate symmetry. It would be expected that the creation of particles and antiparticles would
cease to occur in perfectly correlated pairs and that (22) would only be approximate, with corrections
at different levels. However, one might expect that this mechanism of creating matter and antimatter
separately could still be dominant, as long as the deviations from the homogeneous and isotropic
spacetime were small. In addition, other mechanisms that produce matter and antimatter asymmetry
can still be considered, and they could work jointly to produce the observed amount of asymmetry.
Perhaps the creation of universes in (imperfectly) symmetric pairs could relax the tensions or the
anomalous fine tuning that might exist between the theoretical models and the observational data.
It might also entail other observable effects [20]. Therefore, we believe that it is an appealing scenario
that deserves further analysis and a deeper understanding.
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4. Conclusions

The evolution of the universe can be seen as a worldline of the minisuperspace formed by the
scale factor, which formally plays the role of a time-like variable, and the scalar fields, which formally
play the role of the spatial components. From that point of view, the time reversal symmetry of the
field equations becomes equivalent to the invariance of the geodesics of the minisuperspace under a
reversal parametrisation of their non-affine parameter.

Positively oriented paths with respect to the scale factor component in the minisuperspace
entail an increasing value of the scale factor, so they represent expanding universes. On the contrary,
negatively oriented worldlines with respect to the scale factor component represent contracting
universes. However, because of the time reversal invariance of the Lagrangian of a homogeneous and
isotropic spacetime, the terms “expansion” and “contraction” can be interchanged so we end up with
four symmetric solutions—two oriented forward and two oriented backwards. The former represent
two expanding universes with their time variables reversely related and the latter represent two virtual
universes that rapidly return to the gravitational vacuum from which they emerged.

Quantum mechanically, the solutions of the Wheeler–DeWitt equation can always be given
in complex conjugated pairs because of the Hermitian character of the Hamiltonian constraint.
Two complex conjugated solutions entail opposite values of the momentum conjugated to their
scale factors, so the creation of universes in pairs whose wave functions are complex conjugated has
an associated total zero momentum. Furthermore, the analysis of the emergence of the semiclassical
spacetime in the universes that they represent suggests that the physical time variables of their
spacetimes should be reversely related. Then, the inhabitants of the two universes would naturally
identify matter with the particles that propagate in their spacetimes and the unobserved primordial
antimatter with the particles that would propagate in the symmetric universe.

The consideration of a homogeneous and isotropic spacetime makes the scenario presented here
at most a plausible one. However, it might be realistic if our universe was created and started inflating
from an initial hypersurface that is small but large enough to assume that the fluctuations of the
spacetime are subdominant. In that case, small deviations from the homogeneous and isotropy of the
spacetime would transform the exact time reversal symmetry into an approximate one. Nevertheless,
as long as the deviations are relatively small, one would expect that the global picture would not differ
very much from the one depicted here. The creation of matter and antimatter in separated universes
might still be the dominant one, or at least it could help or enhance other mechanisms that are already
considered in the context of a single scenario.

Finally, this work sets the arena for a deeper and more detailed study, which might eventually
unveil whether the universe is actually part of a universe–antiuniverse pair.
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Abstract: The model of a multiverse is advanced, which endows subuniverses like ours with space
and time and imparts to their matter all information about the physical laws. It expands driven
by dark energy (DE), which is felt in our Universe (U) by mass input and expansion–acceleration.
This dark multiverse (DM) owes its origin to a creatio ex nihilo, described in previous work by a
tunneling process in quasi-classical approximation. Here, this origin is treated again in the context
of quantum gravity (QG) by solving a Wheeler de Witt (WdW) equation. Different than usual,
the minisuperspace employed is not spanned by the expansion parameter a but by the volume
2π2a3. This not only modifies the WdW-equation, but also probabilities and solution properties.
A “soft entry” can serve the same purpose as a tunneling process. Sections of solutions are identified,
which show qualitative features of a volume-quantisation, albeit without a stringent quantitative
definition. A timeless, spatially four-dimensional primordial state is also treated, modifying a state
proposed by Hartle and Hawking (HH). For the later classical evolution, elaborated in earlier papers,
a wave function is calculated and linked to the solutions for the quantum regime (QR). It is interpreted
to mean that the expansion of the DM proceeds in submicroscopic leaps. Further results are also
derived for the classical solutions.

Keywords: multiverse; dark energy; creation from nothing; soft entry; quantum gravity; Wheeler-de
Witt-equation; Bohm-like interpretation; volume-quantisation; space atoms; information storage
and transfer

1. Introduction

The multiverse conception is currently in a state which is comparable to that of black holes before
the proof of their existence. Because one does not know for sure if something like a multiverse exists,
and since all the more nothing is known about its properties, the occupation with multiverses has the
touch of the exotic. In addition, it is not foreseeable that one comes to solid conclusions about their
existence and characteristics as fast as with black holes. It is therefore not surprising that there are very
different concepts for them. It is certainly advantageous, if a concept sticks to proven equations: it
has often turned out that previously unknown phenomena are actually realized in nature, if they are
in harmony with approved physics. In addition, it would speak for a specific concept if detectable
influences on U would result from it. However, it cannot be ruled out that a concept, based on modified
basic equations, will finally prevail. If some day a particular concept comes out on top, the others
become more or less obsolete, which could of course also happen to the current concept. However,
that does not necessarily mean that the others were completely worthless because they could have
paved the way for the ultimate winner.

The present concept was initiated in Ref. [1], refined in Ref. [2] and is further developed in this
paper. The most important results of the earlier work are briefly summarized in Section 2. Section 3
deals with two scenarios for the origin of the DM, the first with a tunneling process as proposed by
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Universe 2019, 5, 178

Vilenkin [3,4] and Linde [5] (VL), and the second with a modification of a timeless primordial state
proposed by Hartle and Hawking [6]. Both scenarios are dealt with by using two methods, 1. relatively
short with a quasi-classical, approximate treatment of the QR, and 2. much more detailed in the
context of QG by solving an unusual WdW-equation, which we consider appropriate and deduce in
the Appendix. Furthermore, an equation for the classical regime (CR) is derived, whose solution is
smoothly connected to that for the QR and interpreted in a special way. In doing so, we encounter a
solution that represents an alternative to the tunneling solution and can be called a “soft entry”. In
Section 4.1, we critically reflect on the basic idea of our DM-concept, the storage and transmission of
information about the laws of physics. In this context, we point to difficulties arising from loop theory
of QG (LQG) and suggest ways in which they may be overcome. The identification of solution sections
exhibiting properties of a spatial volume quantisation provides this subsection with a particular
significance. In Section 5, properties of the classic solution are elaborated, which were only hinted at or
not dealt with in Ref. [2]. At first, the conditions are calculated, which, allowing for primordial matter,
enable an (unstable) equilibrium between this and the DE at the beginning of the DM-expansion.

Then, the minimal the age of the DM is calculated, which is compatible with the maximum
curvature allowed by corresponding measurements in U. It is also clarified how it comes about that
the irreversible solution of the cosmological equations with a friction term in the equation for the
expansion acceleration, ä(t), solves as well the reversible equations for a scalar field driven expansion.
Finally, it is investigated how the DM-expansion behaves in comparison to the expansion of U.

For the readers’ convenience, all abbreviations are listed before Appendix A.

2. Summary of Previous Work on the DM-Concept

Essence and determination of the considered DM are that the latter provides space and time for
subuniverses with ours among them, i.e., the latter arise in an already prefabricated space. Thus,
it was not generated along with them but long before. Thus far, we assumed that it originated at a
finite time in the past by a creation from nothing, emerging continuously from nothingness through
quantum mechanical tunneling. For this, it must be a closed and expanding multiverse of positive
curvature, if topologically more complex situations (three-torus) are excluded, and its expansion must
start at zero velocity immediately after the tunneling. The maximum spatial curvature that would be
compatible with relevant measurements of negative result is so small that the space, in which U lives,
extends far beyond its particle horizon. As a consequence, large areas exist outside that are causally
not connected with the interior, are thus structurally quite different, and can be considered as parts of
a multiverse embracing U.

The ingredient forming the backbone of the DM or the space-time spanned by it, respectively,
is assumed to be dark energy (DE). It is no additional extra, but the medium which is generating
space and time. Subuniverses like ours are assumed to originate from fluctuations of independent
inflation fields. Since the DE of the DM also fills U, it can be considered as a fingerprint of the DM
on U. It causes not only a continuously accelerated expansion of the DM but is also responsible for
the accelerated expansion presently observed in U, if its mass density �Λ is properly adjusted. If, as in
inflation theories, its initial value is chosen close to the Planck density, then �Λ must decay by a factor
of about 10−120 so it can be identified with the DE observed in U. The decay factor 10−120 agrees
approximately with the factor, by which the presently observed mass density �0 of the cosmological
constant differs from the value predicted by elementary particle theory. This suggested the assumption
of a mechanism, by which, in the course of the increasing expansion of the DM, the effect of a huge
and unchangeable cosmological constant is continuously reduced down to its present much lower
efficiency. It turned out that this mechanism can be intimately linked to a proposed solution for another,
so far largely ignored conundrum of physics, namely the question of how it comes about that in each
point of space-time the physical laws are obeyed.

For this purpose, going far beyond what was set out above, we assumed that the space-time of
the DM is of a very special kind in that it is encoded with all the information about the physical laws,
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to which all material components occurring in the subuniverses must obey. This could be achieved in
a geometric way, as is the case with the laws of gravitation according to the general theory of relativity,
or with the laws of electrodynamics, using an additional spatial dimension as in the Kaluza–Klein
theory. Alternatively, the physical laws could as well be stored in subatomic structures of a granular
space-time in a similar way as the laws of biological growth are encoded in the DNA. According to our
former assumptions, the information about all physical laws, and the physical agents to whom they
relate, is transmitted through the creational tunneling process to the subsequent initial state of the DM.
This means that the primordial nothingness is understood as a state of pure information without space
and time.

As stated above, we assume that �Λ keeps its large initial value during the whole evolution of
the DM. Without reduction it would cause an extremely accelerated expansion. The space added by this
must be equipped with all information listed above via transfer from already existing space. This will
take time that is not available, if the spatial expansion proceeds too fast. Therefore, we assumed
that this transfer impedes the spatial expansion, and that this can be cumulatively represented by a
friction term in the cosmological equations. Without it, the Friedman–Lemaître (FL) equation would be
ȧ2(t) = (8πG/3) �Λa2−c2 with the immediate consequence ä(t)=(8πG/3)�Λa. Introducing a linear
friction term, the latter equation becomes

ä(t) = − f ȧ(t) +
8πG

3
�Λa, (1)

where f > 0 is a constant. Multiplication with ȧ(t) and integration with respect to t yields

ȧ2(t) =
8πG

3
�(t) a2 − c2 with � = �Λ + � f � f = − 3 f

4πG a2

∫ t

0
ȧ2(t′) dt′ . (2)

The integration constant was chosen such that, at t=0, the time immediately after the tunneling process,
the DM starts with ẋ(t)t=0 = 0 and � = �Λ, where

�Λ =
�∗
x2

i
with �∗ =

3
8π

�P =
3 c2

8πG l2
P

(3)

(ai = a(0) and xi = ai/lP with lP =
√

h̄G/c3 = Planck length, �P = Planck density), and evolves
according to the usual FL-Equation (2). It is therefore possible to say that our model leads to solutions
of the standard theory which are only re-interpreted in an unusual way. In Ref. [2], it was shown that
even the cosmological equations for a scalar field Φ, driven by a potential V(Φ), are satisfied. As a
result, the interaction of the huge cosmological constant with energy density �Λc2 and the friction
force − f ȧ(t) of Equation (1) has exactly the same effect as a dark energy (exerting an anti-gravitational
force and providing mass in our universe), which is represented by a scalar field Φ with energy
density �c2 = (�Λ+� f )c2, and is therefore also referred to as DE. Its origin is inseparably linked to
the emergence of space-time because, according to the above, the latter is generated by it. Because of
the associated information about properties like mass or charge, in principle, particles should also be
incorporated in the FL-equation at least in the form of a cumulative mass density. Since this would not
disclose anything new as compared to the results of Ref [1], as in Ref [2], this is relinquished here.

In the dimensionless quantities,

x =
a
lP

τ =
t

tP
ρ =

�

�Λ
(4)
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(tP =
√

h̄G/c5 = Planck time), Equations (1) and (2) become1

ẍ(τ) + 2σẋ(τ)− x/x2
i = 0 with σ =

f tP
2

(5)

and
ẋ2(τ) = ρ (x/xi)

2 − 1. (6)

The solution of the last equation for the initial conditions x = xi and ẋ(τ) = 0 at τ = 0 is

x(τ) =
eγτ+γ2 x2

i e−τ/(γx2
i )

1 + γ2 x2
i

xi with γ =
√

1/x2
i + σ2 − σ . (7)

Employing the Wick rotation τ = −iu for τ < 0, Equation (6) is converted into

ẋ2(u) = 1−ρ x2/x2
i . (8)

For ρ ≡ 1 and x = 1 plus ẋ(u) = 0 at u = 0, the solution x(u) = cos u, shown in Figure 1, is
obtained. Since γ and γ xi are both extremely small,

x(τ) = xi eγτ for all τ ≥ 0 (9)

is an excellent approximation. Equation (6) is satisfied by calculating from it the mass density

ρ(τ) =
(
1 + ẋ2(τ)

)
x2

i /x2 . (10)

Inserting in it solution (9), using Equation (4) and the last of Equations (3), and cutting out x2
i , we obtain

for the present state x = x0 by solving for γ

γ =

√
�0

�∗
− 1

x2
0
≈

√
�0

�∗
≈ 10−61, (11)

where �0 is the value of the DE-density measured at present in U, and τ0 � 175 τu0 (with τu0 = present
age of U) is the condition that allows the neglect of 1/x2

0 according to Ref. [2]. Because γ is so small,
ρ = x2

i /x2 holds according to Equation (10), and the volume v = V/(2π2l3
P) is given by v = x3

according to Equation (A10) of the Appendix. The total energy of M is therefore E = �c2V ∼ x2
i x,

so it grows with increasing expansion x(t). Consequently, the friction force − f ȧ(t) does not, as
usual, convert potential energy into heat; instead, it only slows down the energy increase of M and,
simultaneously, the decrease of (negative) gravitational energy.
Annotation: We consider the case xi �= 1 only in Section 4.1, everywhere else we assume xi = 1.

1 For later purposes (Section 4.1), we consider here a slightly more general case. Unfortunately, when Ref. [2] was written
down for printing, in the derivation of Equation (26) there (Equation (7) here), two different types of calculation were
mixed up, which resulted in two sign errors. For correction, the following substitutions must be made there: eγ2 →
e−γ2 in Equation (22), and αγ1 + βγ2 → αγ1 − βγ2 in the unnumbered equation immediately thereafter. The resulting
Equation (26) is, however, correct.
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Figure 1. Approximate solutions for the QR, discussed from the bottom up. 1. dashed curve:
u = arccos x, 2. full curve: solution (13) continued by straight lines, 3. dotted curve: semicircle,
4. curve with gray filling: HH-like solution.

3. Two Scenarios for the Origin of the Dark Multiverse

In Refs. [1,2], it was assumed that the DM comes about by a creation from nothing, conveyed by a
quantum mechanical tunneling process as introduced into cosmology by Vilenkin [3,4] and Linde [5].
At about the same time, Hartle and Hawking presented a quite different proposal, according to which
the primordial condition of the universe is a timeless quantum state in four spatial dimensions on equal
footing, filling essentially a 4D-sphere. The VL-approach employs four spatial coordinates as well;
however, one of them comes out by a Wick rotation of the time, a mathematical tool, by which the
effectively time-dependent tunneling process is described in a particularly easy, albeit approximate
manner. In the HH-approach, on the other hand, the positively curved space is truly four-dimensional;
due to symmetry requirements (no boundary condition), no point is distinguished from the others,
which in any way could be interpreted as a starting point. Nevertheless, time is still implicitly contained
in that the wave function of the timeless state is linked to a three-dimensional probability density
and depends on the metric coefficients of a 3D-space, while matter fields involve a 3D-mass-density.
No simple approximation of the quantum behavior is possible as in the VL-approach, rather a true
quantum theory of the gravitational field must be invoked. For this purpose, the WdW-equation is
chosen, according to which the states of the multiverse are generally timeless.

In this paper, two separate approaches are undertaken, the first modifying the VL-approach,
and the second the HH-approach.

3.1. Quasiclassical Approximation of the Quantum Regime

1. Creation from nothing through tunneling. It is interesting to look into the question of whether a
tunneling solution of Equation (8) is also possible when x(u), as in the HH-approach, forms a
semicircle (page 86 of Ref. [7]) so that no point is distinguished. Accordingly, we demand the
validity of the equation

x(u) = −
√

1 − u2 (12)

and determine ρ from Equation (8) in such a way that Equation (12) is satisfied. From the latter
follows ẋ2(u) = u2/(1− u2). Inserting this in Equation (8), eliminating u by use of Equation (12),
and resolving with respect to ρ yields

ρ(x) =
2x2 − 1

x4

⎧⎪⎨
⎪⎩

= 0 for x = 1/
√

2,
< 0 for x < 1/

√
2,

→ −∞ for x → 0 .
(13)

This treatment of the QR is an approximation which is getting worse the deeper one gets into it.
In that sense, the negative values of the density ρ may perhaps not be taken seriously. However,
for x→0, a singularity appears that is just what should be avoided in a quantum treatment.
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There are two ways to get out of this situation with a viable solution.
1. the solution (13), yielding ρ(x)≥0 in the range 1/

√
2 ≤ x ≤ 1, is continued into the range

1/
√

2 ≥ x ≥ 0 by a straight line with the slope ẋ(u)=± 1 following from Equation (8) for ρ = 0.
2. The solution (13) is cut off at x = 1/

√
2.

Both possibilities are shown in Figure 1. The truncated HH-like solution, supplemented by two
straight lines, has a peak which constitutes a distinguished point and must therefore be regarded
as a tunneling solution of the VL-type. It represents an alternative to the solution (45) of Ref. [2],
x(u) = cos u or u = arccos x, but does not comply with the HH-concept.

2. HH-like primordial state. In the case of the solution cut off at x = 1/
√

2 with ρ = 0, the situation
changes. If the two end points are connected by a horizontal straight line and the resulting corners
rounded, one arrives at a solution, whose boundary, although not having a constant curvature,
does not contain any point which could be interpreted as a temporal beginning. Although
this solution results from the effort to construct a VL-like tunneling solution, it makes sense to
accept it as a solution compatible with the HH-intention, so that the fourth spatial coordinate
(which resulted from time by a Wick Rotation) is on equal footing to the others. It is obvious
that the treatment of this model with the WdW-equation in the context of QG is much more
appropriate because of its time independence.

3.2. Employing Quantum Gravity with Use of a Wheeler-De Witt Equation

In this section, the solution of the WdW-equation [8,9], applied to a properly chosen
minisuperspace, is used to investigate the tunneling process considered in Ref. [2] (and ending up in a
modification of the latter), and a modified HH-concept. Despite the 50 years that have passed since the
introduction of this equation, and despite the many papers and book contributions in which it was
treated, it is still not as straightforward as in ordinary quantum mechanics to find the right solution for
a given concept and to interpret it appropriately (see e.g., [10], quoted in pages 206–207 of Ref. [11],
or page 135 of Ref. [12]). This is partly because there are two types of probability interpretation, either
by transition probabilities or by the square of the wave function. In addition, problems arise with
respect to the Hermiteness of operators, setting proper boundary conditions, and the role of time.
Considerable effort was made to find analytic solutions to the WdW-equation (see e.g., [13]) and study
such conditions with them.

The ambition of this paper goes in a different direction. We want to use the square of the
wave function for calculating probabilities. However, regarding its normalization and the associated
probability interpretation, we try a way that deviates from the usual. In doing so, we find it useful to
base the WdW-equation on a different minisuperspace for the following reason: in several places, the
three-dimensionality of space enters the relevant WdW-equation in a decisive way. This can be seen in
its derivation, which is therefore carried out in the Appendix A with reference to the critical points.
Furthermore, densities contained in it like � relate to three dimensions. Finally, the three-dimensionality
is also reflected in solutions. On the one hand, the wave function for the CR depends on a3, if it is
calculated in the usual way (see item 3 in Section 3.2.1). On the other hand, its square, the probability
density, decreases over time instead of increasing as expected. All of this has prompted us to choose
V = 2π2a3 instead of a as the variable spanning the minisuperspace. This leads not only to more
plausible probability densities, but also to a modified WdW-equation.
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3.2.1. Creation from Nothing

1. Solution in the QR. In finding the right solution for a creation from nothing, we restrict ourselves
to the option ρ ≡ 12, for which we must solve Equation (A9) (with vi = 1),

ψ′′(v) +
(π

2

)2 (
1 − v−2/3)ψ = 0 . (14)

According to pages 203–206 of Ref. [11], a solution is considered the best, for which ψ2(x) is largest
at x = 0 and decreases fast with increasing x because it roughly corresponds to the tunneling
through the potential barrier given by the factor ∼x4−x2 near ψ in Equation (A8). We take
the position that probability statements make sense only within an already existing multiverse,
while conclusions based on such statements about the start of the tunneling are external, that is,
they come from nowhere and must be regarded as meaningless. In the selection of a solution
for an equivalent process, being suggested as a viable alternative on page 204 of Ref. [11] with
reference to Ref. [10], we rely entirely on the probability interpretation of ψ2 and choose ψ(v) so
that with increasing v its square permanently increases. The solution shown in Figure 2 has this
property; in the place where it is linked with the wave function for the CR, it satisfies the further
constraint ψ′(v) = 0, which is explained further down. In the next paragraph, another argument
is developed which supports our selection. Although derived with the goal of a tunneling process,
this solution has nothing in common with the latter and therefore should be named differently,
e.g., “soft entry”. Equation (14) has, of course, also a genuine tunneling solution, which can be
treated in exactly the same way as our “soft entry” solution.

2. Interpretation. Contributions to the literature on QG such as [14–16] give the impression that too
little information is available for the assignment and interpretation of the WdW-equation.
In Ref. [16], the interesting suggestion is made to use the de Broglie–Bohm interpretation for
this purpose. According to this, from the representation Ψ(�x, t) = eiS(�x,t)/h̄ of the wave function,
particle trajectories satisfying �̇x(t) =∇S are derived. Unfortunately, this is not possible in our case
because the solutions of Equation (14) are real whence S ≡ 0. Therefore, we develop an alternative,
which, like the de Broglie–Bohm approach, leaves quantum mechanics completely unchanged
and concerns only its interpretation. Under application to the solutions of Equation (14),
it consists essentially in reversing the step pV→(h̄/i)∂/∂V that leads from the classical to the
quantum-mechanical description. Specifically, for the spatial density Ψ p̂VΨ of the quantum
mechanical momentum, we make the ansatz

i Ψ p̂VΨ =
pV
V

or h̄ ΨΨ′(V) =
c2 V̇(t)

12πG V2 (15)

(pV = ∂L/∂V̇ is obtained from Equations (A2)–(A4)) by which it is identified with the classical
momentum. The multiplication of the left side by i constitutes the return to classical values
and can be interpreted as reverse Wick rotation. With Equations (4), lP/tP = c, lP =

√
h̄G/c3,

ψ = ψ/l3/2
p and V = 2π2l3

P v going over to dimensionless quantities, and resolving with respect
to v̇(τ), the last equation becomes

v̇(τ) = 12π v2 ψ ψ′(v) = 6π v2 dψ2/dv . (16)

This means that the DM moves to larger values of ψ2 until it terminates the entry process,
if everywhere ψ′(v) ≥ 0. The velocity v̇(τ) and ψ2(v), up to a normalization factor the probability

2 Note that by this assumption or � ≡ �Λ resp. the term � f in Equation (2) drops out, i.e., the friction term plays a role only in
the CR.
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density of our “soft entry” solution, are depicted in Figure 2. From that, it becomes particularly
clear that our solution is suitable for describing a creation from nothing. Regarding the dynamics,
one could even say, at least for this solution that in the QR the role of time is taken over by the
probability density dP/dv ∼ ψ2(v).

0.0 0.5 1.0 1.5 2.0

0.2

0.4

0.6

0.8

1.0

�v

—ψ2(v)

—v̇(τ)/35

Figure 2. QR-solution of the WdW-equation Equation (14) to the square, and velocity v̇(τ) from
Equation (16) (divided by 35 for combinability with ψ2) for the VL-type “soft entry”.

3. Wave function of the the CR. We want to connect the wave function of the QR with that of the CR and
have to determine the latter. For this, it is advantageous to use the interpretation of the classical
solution based on Equations (5) and (6) with a friction term because then the minisuperspace
contains only the one variable v. Furthermore, we can use the fact that we already know the
classical solution (9), which satisfies the equation

ẋ2(τ)− γ2 x2 = 0 . (17)

We first consider the quantisation of the latter in the minisuperspace spanned by a or x resp. This
can be done in the same way as in the derivation of Equation (A7). With x = a/lP, Equation (17)
becomes ȧ2(t)−(γc/lP)

2 a2 = 0. The equation corresponding to Equation (A2) is obtained
by setting Φ̇(t) = 0, Ua = 0 and UΦ = 3γ2c4/(8πG l2

P). With this, one can go directly to
Equation (A6) and from there to dimensionless quantities, ending up at the WdW-equation

ψ′′(x) +
(

3πγ

2

)2
x4 ψ = 0 . (18)

Its general solution is

ψc(x) =
√

u
[
a Γ(5/6) J− 1

6
(u3/3) + b Γ(7/6) J 1

6
(u3/3)

]
with u =

(
3 π γ

2

)1/3
x, (19)

where J± 1
6
(u3/3) are Bessel functions, and a and b are integration constants. As mentioned in

the introduction to Section 3.2, the solution depends on the volume v = x3. Furthermore, for
u � 1, the envelope of the Bessel functions is u−3/2 whence, due to the factor

√
u in front of ψc,

the envelope of ψ2
c (x) decays with u as 1/u2. This solution would actually lead the DM-expansion

to ever smaller probabilities, so absolutely not what one would reasonably expect.
The situation turns for the better, if we employ the minisuperspace spanned by v.
The corresponding WdW-equation can be easily deduced from Equation (18) by replacing in it
dx2 by (dv2/9x4) according to Equation (A10). The resulting equation is

ψ′′(v) +
(πγ

2

)2
ψ = 0 (20)

and has the solution
ψc(v) = sin[ω(v−δ)] with ω =

πγ

2
, (21)
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where δ is an integration constant. This solution must be continuously and with continuous
derivative be connected to the solution for the QR, that of Equation (14). For the latter as well
as for Equation (20), it holds that together with ψ(v) also Cψ(v) is a solution, where C is a freely
selectable constant. This allows us to freely set the value of one of the two solutions at the
junction and to continuously join the other. Due to the extremely small value of γ, the derivative
ψ′

c(v) = ω cos[ω(v−δ) of the solution (21) for the CR is essentially equal to zero for all v. It
follows that the derivative of the solution for the QR must be virtually zero at the junction. For
the sake of simplicity, we therefore demand that the derivative of both solutions is exactly zero at
the junction. With the boundary condition ψ′(vi) = 0 for the QR-solution at the border to the
CR, it follows from Equation (16) that there also v̇(τ) = 0 and thus ẋ(τ) = 0 must apply. Thus,
QG requires the same boundary condition as the quasi-classical approximation.
Figure 3 shows the solutions thus obtained. The joining point is vi = 2.103 or xi = v1/3

i = 1.28 and
not xi = 1 as in Section 3.1. This is due to the requirement ψ′(vi) = 0 and the fact that Equation (14)
does not allow a solution with ψ(0) = 0 and ψ′(1) = 0. The classical solution (21) is entered twice
in the figure, once over ω(v−δ) (horizontal straight line), and once over (4/ω)ω(v−δ) (dashed
curve).
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Figure 3. The full curve is a joint representation of the “soft entry” solution ψ(v) for the QR (gray
filling) and ψc(v) for the CR. The dashed curve shows ψc(v) once again, but highly compressed in the
horizontal direction in order to visualize the oscillations.

4. Normalization of ψ(v) and corresponding probabilities. The freely selectable factor C in the solutions
C ψ(x) of Equations (14) and (20) allows a particularly simple fulfillment of the normalization
condition (A11), for which only

C =

(
2π2

∫
r

ψ2dv
)−1/2

must be chosen. The normalized solution is then Cψ(v). This does not only apply to the solution
for the QR, but also to combined solutions for the QR and the CR. For comparing states that
have been traversed up to a certain time τ (corresponding volume v(τ)), it appears reasonable
to extend the normalization range from v = 0 up to v(τ). Over time, the upper boundary
v(τ) becomes larger and larger, with the result that the probability density of fixed and duly
normalized intermediate states becomes ever smaller. Therefore, it is obviously useless to compare
intermediate states of different normalization. In other words, it only makes sense to compare
states with the same normalization, which amounts to determining the ratio of their probabilities.
However, this is just as well obtained from a wave function without normalization, which is
valid for the entire range. (This is the reason why our figures are not based on normalized wave
functions.)
For interpreting the dynamics of the system described by the wave function (21), the probability
density ψ2

c (v) can not be used as in the case of the “soft entry” solution. The reason is that it has
many local maxima, and the system would remain with one of them, once it has reached it. This
problem can be solved by considering the set of ψc values between two successive zeros as a single
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quantum state of the classical system. This range has the size Δv following from γπΔv/2 = π or
Δv = 2/γ and corresponds to the x-range Δx = (Δv)1/3 or

Δa = 2.71 · 1020 lp = 3.14 · 10−15 m = 5.94 · 10−5 rB, (22)

where rB = 5.29 · 10−11 m = Bohr radius. Regarding the dynamics, we assume that the system
jumps from one state to the next in leaps of the length Δa = 2.71 · 1020 lp. In this interpretation,
up to an uninteresting factor, the probability density of the various system states is given by the
average of the local density ψ2

c over a half period, that is, by

〈
dP
dv

〉
∼

〈
ψ2

c (v)
〉
=

〈
sin2 [γπ(v−δ)/2

]〉
=

1
2

.

With our solution, the probability of the different states does not decrease as with the solution (19)
based on the usual minisuperspace. However, it does not increase as desired either. This can,
however, be improved by taking advantage of the fact that the classical dynamic is an evolution
in time, and by relating the probability density not to volume but to time (using dP/dτ instead of
dP/dv). Setting 〈

dP
dτ

〉
=

〈
dP
dv

〉
v̇(τ) ∼ v̇(τ)/2

for v̇(τ) we employ the classical solution: from v=x3 and use of Equation (9), we get v̇(τ) =

3x2 ẋ(τ) = 3γx3 = 3γv and finally 〈
dP
dτ

〉
∼ 3γ

2
v, (23)

where v does the jumps of height Δv = 2/γ described above. Plotted above v, <dP/dτ> thus
follows a staircase-like curve of the slope 3γ/2. Once again, the incremental probability of the
individual quantum states can be considered as a substitute for time.

3.2.2. Modified HH-Approach

1. Depictive model. In this section, we investigate an alternative to the HH-approach which differs
comparatively more from the latter than the approach in Section 3.1. We now assume that the
timeless primordial state is a 4D-sphere of radius R ≈ lP in a 4D-space (coordinates x, y, z, u)
of constant positive curvature, uniformly filled with DE of the 3D-density � = �Λ. It can be
represented by the surface

x2 + y2 + z2 + u2 + v2 = R2 (24)

of a 5D-sphere in a Euclidean 5D-space. Assuming that the 3D-subspace spanned by x, y, z is
homogeneous and isotropic, its metric belongs to the class of metrics with line element

ds2 = −a2
(

χ2 + sin2χ dΩ
)

with dΩ = dϑ2 + sin2 ϑ dϕ2 and sin χ =
r
R

, (25)

where r =
√

x2 + y2 + z2 and −π ≤ χ ≤ π. For both 0 ≤ χ ≤ π and −π ≤ χ ≤ 0, a 3D-space
of the same metric is transversed, so one can say that, for given a, two identical homogeneous,
isotropic and closed 3D-spaces of Volume 3V(a) = 2π2a3 exist. Due to the factor a2, not present in
the representation (24) of the surface of the initial 5D-sphere, the metric of its homogeneous and
isotropic 3D-sub-spaces is a subclass of the metrics of Equation (24). We must therefore find out
which restrictions result for the expansion parameter a. According to Equation (24), x = y = z = 0
for u2 + v2 = R2, from which it follows that 3V = 2π2a3 = 0 and a = 0. A maximum value ā of a
follows from the fact that the total volume 2

∫ ā
0

3V(a) da = 4π2
∫ ā

0 a3 da = π2 ā4 of 3D-sub-spaces,
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belonging to the range 0 ≤ a ≤ ā of permissible a values, may not be larger than the surface
4S = (8/3)π2R4 of the initially given sphere in the Euclidean 5D-space, and is given by

ā = (8/3)1/4R ≈ 1.28 R . (26)

The surface of the Euclidean 5D-sphere is invariant under rotations x, y, z, u, v → x′, y′, z′, u′, v′,
each of which leads to another set of homogeneous and isotropic 3D-sub-spaces, which for given
a ≤ ā all have the same metric and shape. All in all, we get a number3 of similar 3D-sub-spaces,
which, based on their abundance, are equally probable. We assume that each of them can serve as
a timeless primordial state of the DM. (An important difference to the HH-model is that the latter
has only one coordinate which can turn from space-like to time-like; furthermore, the initial state
is represented only by the lower part of the 4D-sphere, while the upper part is reserved for the
evolution in time, see pages 80–83 of Ref. [7].)

2. Treatment in the framework of quantum gravity. For the above model, which is partly based on
classical ideas, a suitable solution of the WdW-equation for the QR is to be found. Because we
again want to have a continuous connection between the solutions for the QR and the CR,
once again we impose the boundary conditions ψ(vi) = ψc(vi) and ψ′(vi) = ψ′

c(vi). In order to
implement our concept from above as accurately as possible, we look for a solution in the QR
whose probability density dP/dv ∼ ψ2(v) is as constant as possible. This condition can only
roughly be satisfied (see Figure 4). Furthermore, it appears reasonable to require for this timeless
state that its total momentum disappears, i.e.,

∫
QR

ψ(v) p̂V ψ(v) dv =
h̄
i

∫
QR

ψ(v)ψ′(v) dv =
h̄
i
(
ψ2(vi)− ψ2(0)

)
= 0 . (27)

Therefore, ψ2(vi)=ψ2(0) must apply what can be easily satisfied. (Note that zero is the only value
for which the total momentum is not imaginary.) In Figure 4, a solution satisfying the above
requirements is entered together with the properly adapted classical solution ψc(v), Equation (21).
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Figure 4. Joint representation of the HH-like QR-solution ψ(v) and the CR-solution ψc(v), the latter
being shown a second time in dashed style and with strong horizontal compression.

Both in the HH-concept, used as a model, and in the present concept, the transition from the
time-independent primordial state in four spatial dimensions to a time-dependent evolution in
three spatial dimensions represents a critical point. (In the original version of the HH-concept [6],
it appears somewhat non-transparent [17] by being accomplished via transition probabilities. In a
later contribution—see pages 85–86 of Ref. [7]—the transition is explicitly performed by linking
the purely spatial solution for the QR with the time-dependent solution for the CR, the same as
done by us in this and in Section 3.2.1.)

3 Due to space-related quantum effects, this number could be quite small.
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A look at the averaged probability density in the CR does not reveal why the DM should make
this transition. In our case, it could slightly be favored by the fact that each of the four spatial
coordinates and, in addition, coordinates resulting from them by a rotation (if allowed by LQG)
are eligible for the transition to a time coordinate. However, another means can help: because a
transition from space to time is concerned, it offers itself to relate the probability density in the CR
to the time interval dτ as in Section 3.2.1. According to Equation (23), due to the prefactor γ, dP/dτ

starts with an extremely small value which is smaller than dP/dx by many orders of magnitude.
However, since it is a probability assessment of the same state, it must be considered as equivalent.
In this way, the transition from space to time is associated with a corresponding change in relating
the probability densities. Thus, the transition from purely spatial to time-dependent states finally
leads to an evolution with increasing probabilities.

4. Critical Comments on the Quantum Results

4.1. Notes on the Storage and Transmission of Information

In Ref. [2], different possibilities have been indicated regarding how the information about the
physical laws and their physical implementation could be stored in the DM. A storage in structured
arrangements of space grains as examined in the LQG would seem most attractive. Unfortunately, due
to the size of the smallest volume allowed by the LQG, i.e., the volume

VLQG =

√
(8πγ̃)3/(6

√
3) l3

P = 39.1 l3
P for γ̃ = 1 (28)

of the space atoms according to page 30 or Ref. [18], this does not seem possible. In addition,
the limits for the storage and transmission of information, determined by Bekenstein [19,20] and
Bremermann [21], would also be infringed, provided that they were valid in the QR. Our “soft entry”
process may serve as an example. The volume of the initial state after the entry is v ≈ 2 (see Figure 3)
or

V≈2π2 l3
P = 39.5 l3

P . (29)

This corresponds fairly closely to the smallest volume (28) of the LQG, and, in that, according to the
latter, substructures are not possible in which huge amounts of information could be stored. The mass
of the DE contained in this volume is approximately 2π2l3

P�Λ = 2.36 mP where mP = 2.18 · 10−8 kg is
the Planck mass. According to Bremermann, the upper limit for the information transmission speed is
≈1.36 · 1050 bits/(kg s). With an initial mass ≈2.4 mP of the DM (reached after the “soft entry”) and a
entry duration of ≈tP, the maximum transferable information is

I = 1.36 · 1050 2.36 mP tP
kg s

bits = 0.38 bits,

which is far too little.
Despite the limitations of the LQG, let us at this point tentatively have a look at the possibility

that, still undetected, much finer substructures below the LQG structures exist. (This is of course a
rather speculative assumption.) After all, at least the WdW-Equation (A9),

ψ′′(v) +
(π

2

)2(
v−2/3

i − v−2/3) ψ = 0 (30)

allows such solutions. (In order to stay within the scope of valid physics, one would have to assume
that the information concerned is not bound to matter. Otherwise, Bronstein’s black hole argument
would be violated, according to which anything smaller than lP is “hidden inside its own mini black
hole”, see pages 7–8 of Ref. [18]). A corresponding solution for the HH-like case with � ≡ �∗ and, once
again,

∫
QR ψ p̂vψ dv = 0 is shown in Figure 5. (The discontinuous transition from short to extremely
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long waves is due to the fact that, in the transition from the QR to the CR, ρ′(x) jumps from zero to
−2x2

i /x3, see Equation (10); it could be remedied by prescribing a continuous transition of ρ′(x).) Like
the solution for the CR, it contains many zeros of ψ(v), if vi 	 1. As for the CR-solution, we interpret
the regions between neighboring zeros as single states. Except for those with small v, the distance
between adjacent zeros is pretty much Δv = 2 v1/3

i or ΔV = 4xi π2 l3
P, which can be derived from

Equation (30): for v � vi, the latter reduces to

ψ′′(v) = −(π v−1/3
i /2)2 ψ, (31)

whence

ψ(v) = sin[(πv−1/3
i /2)(v−δ)] (32)

and Δv = 2 v1/3
i or

ΔV = 4xiπ
2 l3

P = 39.5 xi l3
P (33)

exactly. For xi = vi = 1, these are quanta of almost the same size as provided by the LQG according to
Equation (28) with γ̃ = 1. (A spectrum of quanta can not be deduced here.) Equations (28) and (33)
yield even the same volume quanta exactly, i.e., ΔV = VLQG, if xi is chosen according to

xi =
4 γ̃3/2

33/4
√

π
= 0.99 γ̃3/2 . (34)

Based on Equations (3) and (10), the same applies if ẋ(τ) = 0 for x = xi, while ρi and �i are chosen
according to

ρi = 1 and �i = �∗/x2
i . (35)

After Ref. [18], γ̃ is a quantity of O(1), from which it follows that �i = O(�∗). The latter is a conclusion
that does not emerge from our investigation.

Concerning our information problem, there are still other options to be considered. As already
suggested in Ref. [2], information might also be stored in hidden higher dimensions, which would be
an issue for string theory. Another possibility would be that both string and loop theory are involved.
In the Discussion, Section 6, the urgency of the information problem is emphasized once again.

Another way of solving this problem, perhaps even the best one, would be to allow a much larger
volume of the initial state. Even with an initial volume of the order Δv = 1/γ = 1061 (magnitude of
the volume jumps of the classical solution), one would still be far in the range of quantum physics,
albeit outside the range where QG is absolutely required. However, nothing seems to speak against
using it there. This case of a much larger initial volume is addressed more closely in Section 4.3.
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Figure 5. QR-solution of Equation (30) with
∫

QR ψ p̂vψ dv=0 and substructures obtained by choosing

vi � 1. For the reason of presentability, only a small value, vi = 10−4.5, was used. The short horizontal
line at the top right is the beginning of ψ2

c (v).
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4.2. Notes on the Primordial States

According to Figures 3 and 4, the width of the QR, resulting from solutions of Equation (14),
is Δv ≈ 2, essentially the same as found above for the volume quanta. This means that, in its primordial
state, the DM consists of nothing more than a single space atom. If so, then the question arises as to
whether it makes any sense to distinguish between solutions of different shape, e.g., a tunneling and a
“soft entry” solution. This could at best serve to characterize space atoms of different shapes, but then
should be done in a different way than usual. Furthermore, the question arises of whether the initial
state for the classical evolution would not have to be composed of many space atoms. This possibility
is discussed in the next subsection.

4.3. Primordial State with Large Volume

Figure 6 shows what the probability density of our “soft entry” process looks like when the QR
is much further extended. As already indicated above, the size Δv = 1/γ = 1061 of the volume
jumps performed by the classical solution appears to be a reasonable choice for the volume of the QR.
The latter is then made up of about 1060 space atoms, which could be enough to accommodate the
amount of information required by our DE model. For not having to choose a much smaller initial
density �Λ = �∗/x2

i (see Equation (3)) because of x2
i = v2/3

i � 1, we give up the condition ẋ(τ) = 0
for x = xi leading to the latter, and must replace the consequential boundary condition ψ′(vi) = 0.
This means that we can use Equation (14) and must only continue the “soft entry” solution underlying
Figure 3 to larger values of v. For Figure 6, the position of the upper QR-boundary was chosen so
that Equation (27) is satisfied. The transition from QR to CR would be best accomplished by passing
over ρ(x) with continuous derivative ρ′(x) to the decreasing density of the CR, and then looking for a
common solution for the transition region, a lengthy procedure not accomplished here.
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Figure 6. Square of our “soft entry” solution, extending from v = 0 to the dashed line, and at constant
ρ = 1 continued over a larger v-interval. The upper boundary value ≈ 50, selected for visualization,
should in reality be much larger.

As can be seen from Figure 6, our “soft entry” solution fits very well with our interpretation of
the ψ2-values between adjacent zeroes as quantum states. Obviously, the quantum states with small
v-values are somewhat higher and wider than the others. This can be explained by the fact that they
are subjected to a particularly strong spatial curvature. With the correspondingly continued HH-like
state of Figure 4, the fit is not nearly as good. However, the extended “soft entry” state of Figure 6 can
also be reinterpreted as HH-like. (For this purpose, Equation (27) was taken into account). For our
purposes, this interpretation appears even more appropriate because it is difficult to imagine how
large amounts of information will be accommodated, if the volume quanta, which are supposed to
store them, arise one after the other.

The rather large volume of the HH-like primordial state thus obtained may even settle a never
resolved discrepancy between the VL- and the HH-approach. According to Ref. [17], the VL-approach
favors a universe (multiverse in our case) with an initial state of the smallest possible size, whereas
the HH-approach favors one of the largest imaginable size. As a sort of compromise, our DM-model
favors an HH-like primordial state of medium size between the smallest and largest possible.
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5. Properties of the CR-Solution

5.1. Initial Equilibrium between DE and Matter

In Ref. [2], it was suggested that the initial state of the expansion phase could be an – albeit unstable
– equilibrium between DE and matter. Because of the importance of this, the related calculation is made
up here. For the sake of simplicity, it is limited to case ai = lP. The additional matter term ρm = ρmi /xn

converts Equation (6) for xi = 1 into

ẋ2(τ) = (ρ + ρmi /xn) x2 − 1 . (36)

With ẋ(τ) = 0 for xi = x(0) = 1, from this, we get

ρi + ρmi = 1 . (37)

With ρ̇(τ)/ẋ(τ) = ρ′(x), the time derivative of Equation (36) results in

ẍ(τ) =
(

ρ′(x)− nρmi

xn+1

) x2

2
+

(
ρ(x) +

ρmi

xn

)
x .

In the case of the friction-involving interpretation, for ρmi → 0 and ρ(x) → 1, this equation must reduce
to Equation (5), i.e., x2 ρ′(x)/2 + x ρ → −2σẋ + x. In consequence, in the last equation, x2 ρ′φ(x)/2
must be replaced by −2σẋ. With the equilibrium conditions ẍ(τ) = ẋ(τ) = 0 for x = xi = 1, we get
from the last equation

ρi + (2 − n)ρmi/2 = 0 . (38)

Resolving Equations (37) and (38) with respect to ρi and ρmi yields the results shown in Table 1.

Table 1. Equilibrium values of ρi and ρmi.

Generally n = 3 n = 4

ρmi 2/n 2/3 1/2
ρi (n−2)/n 1/3 1/2

Because in Ref. [1] the influence of an initial (unstable) equilibrium on the solutions x(τ) has
already been dealt with in detail, and because it is unlikely that, in the present case, significant
changes will occur (due to the extremely slow temporal change of x(τ), the situation is already very
equilibrium-like), and also for reasons of clarity, a correspondingly extended treatment is waved here.

5.2. Minimum Age of the Dark Multiverse

In Ref. [2], the age of the DM was evaluated on the simplifying assumption that its size exceeds
that of U by a factor ζ = 100 or more. This is far beyond the lower limit of ζ ≈ 8.4, posed by
measurements of the spatial curvature. Therefore, in the following, the age limit is determined.
For this purpose, the factor γ in the solution (9) for x(τ) must be taken from the full Equation (36)
of Ref. [2], �/�0 = γ2 �Λ/�0 + 0.522/(ζ2X2), where X = a/a0 with a0 = Rζ = presents a value of a
and R = 2.22 · 1026 m = metric radius of the observable boundary of U. Putting � = �0 and X = 1,
we obtain from this equation

γ =
√
(1 − 0.522/ζ2)�0/�Λ . (39)

Inserting this, x = RζX/lp, τ = tH0T /tP with T = t/tH0, and tH0 = 4.41 · 1017 s = present Hubble
time, in Equation (9) and resolving the latter with respect to T yields its present value

T0(ζ) =
170.4 + 1.21 ln ζ√

1 − 0.522/ζ2
. (40)
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In Figure 7, the function T0(ζ) is shown together with the aforementioned lower limit ζ ≈ 8.4.
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Figure 7. Age T0 of the DM as a function of ζ. Due to inadmissible curvature values, the shaded area
ζ < 8.4 must be excluded. The dashed curve represents the approximation 170.4 + 1.21 ln ζ.

5.3. Irreversibility of the Friction-Involving Interpretation

By including the friction term − f ȧ(t) in Equation (1), for particularized reasons (time savings for
the transmission of information), an irreversible element was deliberately introduced into the basic
cosmological equations derived from general relativity. It is surprising that the irreversible solutions
thus obtained are also solutions of the usual equations involving a scalar field Φ. It is worthwhile to
investigate how this comes about. For this, we first consider the equations with a scalar field Φ,

ȧ2(t) =
8πG

3
� a2 − c2 with � =

h̄2Φ̇2(t)
2μc4 +

V(Φ)

c2 , (41)

Φ̈(t) + 3H Φ̇(t) +
μc2

h̄2 V′(Φ) = 0 with H =
ȧ(t)

a
. (42)

All of them are invariant with respect to time reversal because dt appears in them only quadratically.
(3H Φ̇(t) ∼ ȧ Φ̇ is invariant because ȧ and Φ̇ change their sign simultaneously with t.)

Let us now turn to the irreversible interpretation involving friction. In this, the FL-Equation (2)
is only seemingly reversible, since � f → −� f for t → −t. What was shown in Ref. [2] is that the
solutions of this equation coincide with the solutions of the system of Equations (41) and (42) only
as time is moving forward; for t → −t, this is no longer true. (This does not immediately become
apparent from Ref. [2] because the solutions of the system (41) and (42) were only calculated forward in
time. For example, Equation (60) from there, ϕ̇(τ) =

√
−x �′(x)/(3 �Λ), used to calculate the solution,

would have to be replaced by ϕ̇(τ) = −
√
−x �′(x)/(3 �Λ) for t → −t.) The resolution of the seeming

contradiction is therefore that the fulfillment of both the reversible and the irreversible equations by
our solution applies only to advancing time.

5.4. Behavior of the DE in Our Universe

It was shown in Ref. [1] that the rest mass density of the DE, measured in M and U, matches for
t = t ∗+ϑ, where ϑ is the proper time in U, and t∗ is the time of the origin of U as judged from M.
Our model assumes that in M the DE is at rest with respect to the coordinates t, χ, etc. This does not
mean that it is at rest as well in U. It is shown below that it does so at least approximately.

In the following, we consider two states of U.
State 1: U contains only the DE of the DM, and, omitting the angular contributions, the square of the
line element is

ds2
M = c2dt2 − a2(t) dχ2 . (43)

State 2: is the real present state of U with

ds2
U = c2dϑ2 − a2

U(ϑ) dη2, (44)
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where the subscript U denotes the affiliation to U, η is the radial, and ϑ the time-coordinate. We assume
that the origins of the radial coordinates χ and η coincide, and search for a transformation t =

t(η, ϑ), χ = χ(η, ϑ) that converts ds2
M into a form commensurable with ds2

U . In order to keep an
unchanged rest mass density, we set

t = t∗ + ϑ χ = χ(η, ϑ) . (45)

With this (specifically dt = dϑ), from Equation (43), we get

ds2
M =

(
c2−a2(t) χ2

ϑ

)
dϑ2 − 2a2(t)χηχϑ dη dϑ − a2(t) χ2

η dη2,

where χη and χϑ are the partial derivatives of χ(η, ϑ) with respect to η and ϑ resp. To determine
how the position χ = const is judged in U, following from dχ = χηdη + χϑdϑ = 0, we insert in this
dη = −χϑ dϑ/χη whence 2a2(t)χηχϑ dη dϑ = −2a2(t)χ2

ϑ dϑ2, and obtain

ds2
M =

(
c2+a2(t) χ2

ϑ

)
dϑ2 − a2χ2

η dη2 . (46)

According to Equations (43) and (46), the differential contribution of an element dχ to the distance
d = a(t) χ of the position χ under consideration, expressed in terms of the radial coordinate η of state 2,
is a dχ = aχηdη. This is true because dt = 0 for length measurements, and dt = dϑ = 0 according to
Equation (45). With this, from Equations (44) and (46), we get aχηdη = aUdη or

χ = (aU/a) η and d(t) = a(t) χ = aU(ϑ) η = dU(ϑ), (47)

where d(t) or dU(ϑ) is the distance from the origin of the DE-element at χ in situation 1 or 2 resp.
According to this, the expansion velocity of the DE in U is

ḋU(ϑ) = ḋ(t) = ȧ(t)χ =
γ

tP
a χ =

γ

tP
dU , (48)

where ȧ(t) = lPẋ(τ)dτ/dt = lPγ x/tP = γ a/tP was used. The expansion velocity of the cosmic
substrate in U is

ḋUcs(ϑ) = ȧU(ϑ) η =
ȧU(ϑ)

aU
du =

dU
tH

, (49)

where ȧU(ϑ)/ȧU = H(ϑ) = 1/tH was used, with H and tH being the Hubble parameter and the
Hubble time resp. Inserting for tH the present value tH0 = 4.41·1017s, with use of Equations (11), (48)
and (49), and tP = 5.39 · 10−44 s, the ratio of the two expansion velocities becomes

ḋU(ϑ)

ḋUcs(ϑ)
=

γ tH0

tP
= 0.83. (50)

In view of uncertainties regarding the Hubble parameter and the huge numbers involved, it spoils
nothing to say that the two velocities are essentially the same. Even a slightly larger expansion velocity
of the DE cannot be excluded. In this case, the following scenario could come into effect: Since the
observed expansion-acceleration of the material components of U is attributed to the DE, according to
the principle actio = reactio, this should conversely delay the DE-expansion. The mass density of the
DE could then even be slightly below the usual value because some of the acceleration caused by it
would emanate from its kinetic energy. However, if the numerical values obtained above are correct,
just the opposite will happen: a decelerating effect on the matter must be compensated by a slightly
higher mass density of the DE.

103



Universe 2019, 5, 178

6. Discussion

The concept of a timeless, spatially four-dimensional HH-like state developed in Sections 3.1
and 3.2.2 as a primordial state represents one of the most important supplements to our model of the
DM. In contrast to the tunneling or the “soft entry” concept, the information about the physical laws
and the tools needed for their implementation are bound to matter from the very beginning. This can
certainly be regarded as an advantage over the other two concepts, in which the tunneling or entry is
preceded by a further state of pure information without integration into matter, a state that cannot be
described within the framework of valid physical laws. According to Hawking, the HH-state could
never have been created due to its timelessness because its creation would require a temporal before.
The same argument would apply as well to our HH-like state. However, we cannot agree with this
interpretation. It is certainly true that in many, perhaps most cases, cause and effect follow each other in
time, which is usually associated with the use of these words. However, there are counterexamples in
mathematics and logics, where, instead of cause and effect, the word pair precondition and consequence
is used. In this case, the first implicates the second and not vice versa, with time being irrelevant. This
is exactly what is also conceivable for the HH- or our HH-like state.

Because of its timelessness, like the HH-model, our HH-like model can only be treated within the
framework of a QG-theory. Our unusual choice of a minisuperspace, using the volume as basis of the
WdW-equation, was due to the fact that the usual procedure yields very implausible probabilities in
the CR. Our approach leads not only to more plausible probabilities, but also to the identification of
single states, which can be interpreted as spatial volume quanta.

With regard to the most important feature of our DM model, the storage and transmission of
information about the physical laws, the investigations in Section 4.1 have shown how difficult it
is to integrate deeper details beyond the friction term into common physics. On the other hand,
it seems to be an urgent demand to open up new ways in this respect because the problem is palpable:
elementary particles such as the electron have no receiving device and no brain, with which they could
receive commands and implement them into action, and the properties with which they are described
(e.g., rest mass, charge and spin) are not sufficient to act and react as required by physical laws. In this
respect, at present, questions and speculations are instead the order of the day. As seen in Section 4.1,
QG without loop theory would allow substructures below the LQG-structures. Would this be possible,
or are the limits posed by LQG too restrictive? What role does the DE play in this game? At least the
HH-like primordial state with large volume, treated in Section 4.3, seems to provide a useful approach.

Regarding newly identified properties of the solution for the CR, we point out the behavior of the
DE in U, examined in Section 5.4. It is understood that DE causes the acceleration of galaxy expansion,
and there must be a counteraction to this action. We suggested that the latter might consist in slowing
down a somewhat higher expansion velocity of the DE, but this could not be conclusively demonstrated
in consideration of very narrow numerical relationships and possible inaccuracies. Thus, after all, that
too has to be ranked as a speculation. On the other hand, another, potentially disturbing problem
with the friction term introduced into the equation for the DM-expansion-acceleration ä(t) could be
adequately solved.

As indicated at the beginning of the Introduction, it is currently a huge problem to prove beyond
doubt that there is a multiverse at all and, even more so, to verify the validity of assumptions that
enter into a multiverse concept. In our case, one possibility would be to examine more closely the
footprint of the multiverse in our universe, specifically the time dependence of the DE density �(t) c2

given by Equations (9) and (10). It would be even more difficult, but also more interesting, to unveil
their decomposition into the two opposing components �Λ(t)c2 and � f (t)c2 given by Equation (2).
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Abbreviations

The following abbreviations are used in this manuscript:

M multiverse
U our universe
DE dark energy
DM dark multiverse
QR quantum regime
CR classical regime
VL Vilenkin–Linde
HH Hartle–Hawking
QG quantum gravity
LQG loop quantum gravity
WdW Wheeler–de Witt
FL Friedmann–Lemaître

Appendix A

Inserting

�Φ =
h̄2Φ̇2(t)

2μc4 +
Uφ(Φ)

c2 (A1)

in Equation (2) and multiplying the latter with 3c2/(8πGa2) yields

H :=
3c2

8πGa2 ȧ2(t)− h̄2Φ̇2(t)
2μc2 + Ua(a)− UΦ(Φ) = 0 with Ua =

3c4

8πGa2 . (A2)

The case of constant density �Φ ≡ �Λ, examined closer in the main body, is included by setting Φ̇(t)→ 0
and UΦ/c2→ �Λ. Having the same dimension as �Φc2, H can be interpreted as an energy density.
Integrating it at given a over the total volume V of the DM yields the quantity

H = HV with V = 2π2 a3 . (A3)

Note that, by way of the multiplication by V ∼ a3, the three-dimensionality of space enters decisively
into the derivation. This is also expressed by the fact that �Φ and H are 3D-densities. Interpreting H as
the Hamiltonian of the system,

L = U (H− 2U) with U = Ua(a)− UΦ(Φ) (A4)

is the corresponding Lagrangian. The associated momenta are

pa =
∂L
∂ȧ

=
3πc2a ȧ

2G
pΦ =

∂L
∂Φ̇

= −2π2h̄2a3Φ̇
μc2 . (A5)

(Since ṗa(t)=∂L/∂a and ṗΦ(t)=∂L/∂Φ result in Equations (41) and (42), our above interpretations of
H and L are justified.) Resolving the last two equations with respect to ȧ and φ̇ resp. and inserting the
results into Equation (A3) with (A2) yields

H =
G

3πc2a
p2

a −
μc2

4π2h̄2a3
p2

Φ + 2π2a3(Ua(a)− UΦ(Φ)
)
= 0 .

Now, employing the quantisation rules pa→ (h̄/i)∂/∂a and pΦ→ (h̄/i)∂/∂Φ, after multiplication
with 3πc2a/(Gh̄2), we obtain the equation

ĤΨ =

(
− ∂2

∂a2 +
3μc4

4πGh̄2a2

∂2

∂Φ2 +
9π2c6

4G2h̄2 a2 − 6π3c2a4

Gh̄2 Uφ

)
Ψ = 0, (A6)
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where Ψ(a, Φ) is the wave function of the DM in the so-called minisuperspace spanned by the variables
a and Φ. Inserting a=xlp with lp=

√
h̄G/c3, Ψ = ψ/l3/2

p with dimensionless ψ, UΦ(Φ) = �Λc2uϕ(ϕ),
ϕ = (h̄/c2)

√
8πG/(3μ)Φ, and Equation (3) yields

(
− ∂2

∂x2 +
2
x2

∂2

∂φ2 +
9π2

4

[
x2 − x4uφ(φ)

x2
i

])
ψ = 0 . (A7)

In the case �Φ ≡ �Λ or ρ ≡ 1, the substitutions Φ̇(t)→ 0 and UΦ/c2→ �Λ translate into ∂2/∂φ2→ 0
and uφ(φ)→ 1 by what Equation (A7) reduces to the particularly simple and for xi = 1 frequently
studied case

ψ′′(x) +
(

3π

2

)2 (
x4/x2

i − x2
)

ψ = 0 . (A8)

For the reasons depicted in Section 3.2, we do not employ this equation. Instead, we apply the equation
which is obtained, if, in the above derivation, from Equation (A5) onward, a is eliminated by using
V = 2π2a3, pV = ∂L/∂V in place of pa, and a dimensionless volume v = V/(2π2l3

P). (The initial
volume is Vi = 2π2a3

i = 2π2l3
Px3

i , and the corresponding dimensionless volume is vi = Vi/(2π2 l3
P) =

x3
i .) The result of this procedure is

ψ′′(v) +
(π

2

)2(
v−2/3

i − v−2/3) ψ = 0 . (A9)

It can be read directly from Equation (A8) by eliminating x through use of

v = x3 and dv = 3x2dx (A10)

and by replacing ψ′′(x) with 9x4ψ′′(v). Note that Equation (A9) does not result from Equation (A8)
simply through transformation and therefore has different solutions.

We are only dealing with real solutions Ψ in this paper, and for them the (also real) Hamiltonian
Ĥ is obviously Hermitian, no matter how the scalar product (Ψ, Ĥψ) is defined. Ψ2 is the 3D-density
of the probability P, i.e., Ψ2 = dP/dV so that its volume integral over the full range R of possible V
values yields 1, i.e., we have

dP
dV

= Ψ2
∫

R
dP =

∫
R

Ψ2 dV = 2π2
∫

r
ψ2 dv = 1 . (A11)
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Abstract: In a multiverse setting, we expect to be situated in a universe that is exceptionally good at
producing life. Though the conditions for what life needs to arise and thrive are currently unknown,
many will be tested in the coming decades. Here we investigate several different habitability
criteria, and their influence on multiverse expectations: Does complex life need photosynthesis?
Is there a minimum timescale necessary for development? Can life arise on tidally locked planets?
Are convective stars habitable? Variously adopting different stances on each of these criteria can alter
whether our observed values of the fine structure constant, the electron to proton mass ratio, and the
strength of gravity are typical to high significance. This serves as a way of generating predictions for
the requirements of life that can be tested with future observations, any of which could falsify the
multiverse scenario.

Keywords: multiverse; habitability; stars

1. Introduction

Science is beginning to embrace the idea of a multiverse—that is, that the laws of physics have
the potential of being different elsewhere. In this framework, some of the parameters in our standard
models of particle physics and cosmology vary from universe to universe, and are not capable of
being explained mechanistically. This does not necessarily mean that there is no explanatory power
of these theories; however, One of the requirements for a physical theory becomes that it allows
sufficient complexity to give rise to what are termed observers, of which we as humans are presumably
representative. These privileged, information processing-rich arrangements of matter are fragile,
and so are extremely sensitive to the types of environments the underlying physics is capable of
producing. A universe without our panoply of atomic states, for example, is expected to be devoid of
sufficient complexity to give rise to these observers.

The mode of explanation we can hope for in such a scenario is to determine the chances of
observing the laws of physics to be what they are, subject to the condition that we are typical observers.
This style of reasoning usually goes by the name ‘the principle of mediocrity’ [1]. In order to employ it,
it becomes necessary to try to quantify how many observers a universe with a given set of physical
parameters is likely to host. Traditionally, cosmologists have shied away from the detailed criteria
necessary for life and then intelligent life to emerge, largely because the specifics of the requirements
are very uncertain at our current state of knowledge. Thus, attention has focused on the predictions
for cosmological observables like the cosmological constant and density contrast [2–5], as opposed to
quantities that may affect mesoscopic properties of observers.

In this context, a useful proxy for this complicated task has been to simply take the fraction of
baryons that ended up in galaxies above a certain threshold mass, with the understanding that this
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is necessary in order for heavy elements to be synthesized and recycled into another generation of
stars and planets. However, this crude method, while useful for determining preferred values of
cosmological parameters, has really only resulted in a rather limited number of mostly postdictions,
such as the need to live in a universe which is big, old, empty, and cold.

While many anthropic boundaries regarding microscopic physical parameters such as the proton
mass, electron mass, fine structure constant, and strength of gravity have been delineated [6–8] (for
a recent review see [9]), comparatively little attention has been paid to these in the context of the
principle of mediocrity. However, these largely determine many of the properties of our mesoscopic
world, and so the details of the microphysical parameters will ultimately dictate quite strongly
which universes will be capable of supporting observers. Placing this further level of realism on our
estimations, however, requires a refined understanding of habitability. While still a major open issue,
over the past few decades science has made amazing progress in understanding this question: We now
have a much clearer view of the architecture of other planetary systems [10], we have discovered
the ubiquity of preorganic chemical complexes throughout the galaxy [11], the outer reaches of our
own solar system have revealed remarkable complexity [12,13], we understand the formation of
planetary systems to unprecedented levels, and we now have atmospheric spectroscopy of nearly
a dozen extrasolar planets (albeit mostly hot Jupiters) [14]. As amazing as this progress has been,
the coming decades are slated to exhibit an even more immense growth of knowledge of the galaxy
and its components: Projects like TESS and CHEOPS will find a slew of new exoplanets [15,16], with
sensitivity pushing into the Earthlike regime. Experiments like the James Webb Space Telescope [17] are
expected to directly characterize the atmospheres of several Earth-sized planets [18], the disequilibrium
of which will make it possible to infer the presence or absence of biospheres [19]. In addition, further
afield, when the next generation of telescopes such as TMT, PLATO, HabEx, and LUVOIR will be
able to deliver a large enough population to do meaningful statistics on atmospheric properties [20],
we will be able to characterize the ubiquity of microbial life, as well as which environmental factors its
presence correlates with [21].

Rather than wait for the findings of these missions to further our understanding of the conditions
for habitability, our position now represents a unique opportunity: We can test various habitability
criteria for their compatibility within the multiverse framework. If a certain criterion is incompatible
in the sense that it would make the values of the fundamental constants that we observe highly
improbable among typical observers, then we can make the prediction that this criterion does not
accurately reflect the habitability properties of our universe. When we are finally able to measure the
distribution of life in our galaxy, if we indeed confirm this habitability criterion, then we will have
strong evidence that the multiverse hypothesis is wrong. Likewise, if a criterion is necessary in order
for our observations to be typical, but is later found to be wrong, this would be evidence against the
multiverse as well. Put more succinctly, if our universe is good at something, we expect that to be
important for life, and if it is bad at it, we expect it to not be important for life. Here, by saying that ‘our
universe is good at something’, we really mean that by adopting the habitability criterion in question,
our presence in this universe is probable, and, equally importantly, by not adopting it, our presence in
this universe is improbable. Because it is easier to determine what our universe is good at than what
life needs, the former can be done first, and used as a prediction for the latter. This logic is displayed
in Figure 1.

A simple example will illustrate this approach: Suppose we take the hypothesis that the probability
of the emergence of intelligent life around a star is proportional to its total lifetime. Then, in the
multiverse setting, we would expect to live in a universe where the lifetime of stars is as long as
possible. This is not the case, as we will show in [22]; therefore, the multiverse necessarily predicts
that stellar lifetime cannot have a large impact on habitability. If, once we detect several biospheres,
we find a correlation between the age of the star and the presence of life, we will have falsified this
prediction the multiverse has made. Upcoming experiments aimed at characterizing the atmospheres
of exoplanets will make this task feasible.
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Figure 1. The underlying logic behind this task. We consider separate habitability hypotheses ‘H’, and
determine whether our universe is good at H, in the sense that adopting this notion of habitability
makes our presence in this universe probable (and equally importantly, that not adopting this notion
makes our presence in this universe improbable). This yields a prediction for whether or not H is
a good requirement for habitability that can then be tested against upcoming observations. There
are dozens of proposed habitability criteria in the literature, and though not all of them will have a
significant influence on our likelihood, many will. If we do live in a multiverse, we expect compatibility
with all of these tests; if just one yields incompatible results, we will be able to rule out the multiverse
hypothesis to a potentially very high degree of confidence.

This logic can be repeated for a number of different proposed habitability criteria: Estimates
for the habitability of our universe change drastically depending on whether life can or cannot exist:
On tidally locked planets; around dwarf stars; without the aid of photosynthesis; off of Earth-mass
planets; outside the temperate zone; without plate tectonics; and in the presence of dangers such as
comets, supernovae, and gamma ray bursts, among many others. Considering the impact of each of
these can yield a separate prediction for what life requires, and consequently where we should expect
to find it in upcoming surveys. Incorporating each will alter the distribution of observers throughout
the purported multiverse, to differing levels of importance. Considering the gamut will include dozens
of considerations for which should be crucial in the multiverse context, and promises to yield several
strong predictions for where life should be found, sometimes up to a statistical significance of 6σ. This
undertaking will take some effort, but it promises to elevate the multiverse hypothesis to standard,
falsifiable, scientific theory.

Let us further stress that each habitability criterion acts as a quasi-independent test, which can
greatly strengthen our conclusions of whether the multiverse exists or not. There are arguments both
for and against every criterion we consider here, and since the issue is not likely to be settled through
logical argument, in general it would pay to remain agnostic toward which are true. The multiverse,
however, makes specific predictions about which criteria are right. If even one of these predictions
fails to be in accord with observations, we will have strong evidence against the multiverse hypothesis.
Conversely, if all of the predictions we make are shown to be true, this would be strong evidence for
the multiverse.

We initiate this task in this paper by considering only the simplest criteria for habitability, based
off counting the number of potentially habitable stars. Section 2 is devoted to outlining the formalism
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and detailing the observational facts that need to be reconciled. Section 3 presents the simplest possible
estimate of habitability, where every star is taken as potentially life bearing with equal capability.
We improve upon this in Section 4, where we compare multiverse expectations with the following
proposed stellar habitability criteria: Is photosynthesis necessary for complex life? Is there a minimum
timescale for developing intelligence? Are tidally locked planets habitable? Are convective stars
habitable? Though most of the criteria we consider in isolation fail to yield a satisfactory account of our
observed values, we finally display one that does, based off the total entropy produced throughout a
star’s lifetime, which serves as a minimal working model in terms of habitability criteria. We conclude
in Section 5, and demonstrate that including multiple criteria simultaneously can lead to ‘epistatic’
effects in the probability of observing our parameters. Several concrete predictions for the distribution
of life throughout our universe are made based off the success of each hypothesis, and adding further
refinements to the scenarios considered here are capable of yielding multiple more.

2. Preliminaries

2.1. Properties and Probabilities of Our Universe

What are the properties of the world we are trying to explain with this approach? We focus here
on three dimensionless constants, the fine structure constant α “ e2{p4πq, where e is the charge of
the electron, the ratio of the electron mass to the proton mass β “ me{mp, and the strength of gravity
γ “ mp{Mpl , where Mpl is the reduced Planck mass. The values of these three quantities determine a
great deal of the macroscopic characteristics of the universe [23]. In this approach, it is necessary to ask
what values these parameters may take in order for the universe to be compatible with life, and where
our observed values are situated within this allowed region. The different positions of these three
variables will guide how sensitive we expect the criteria for habitability to be on these variables, which
in turn will translate into an expectation for the types of environments that life is capable of thriving in.

The electron to proton mass ratio can be a factor of 2.15 larger than its current value before
the processes involved in stellar fusion stop being operational [6], though detractors of this
requirement [24,25] state that other fusion processes would take place. A factor of 4.9 and hydrogen
would become unstable, creating a universe filled entirely with neutrons, incapable of complex
chemistry (though even this scenario has been argued to be capable of producing life [26], highlighting
the extreme degree of contention any speculative statements in this subject bring). Throughout this
work, we will take the first, more stringent bound, as the border of the anthropically viable region,
but relaxing this could readily be incorporated into our framework.

The fine structure constant also affects the stability of hydrogen, and will cause it to decay if it
were 2.07 times larger. (It was found in [27] that a few percent increase would also preclude sufficient
carbon production in stars, but this can be compensated by altering the pion mass). While this upper
limit depends on the value of the electron to proton mass ratio, this can be compensated by the
difference between the down and up quark masses, so that in effect the two limits are independent.
A lower bound on the fine structure constant of about 1/5 the observed value was found in [5,28],
based on the requirement for galactic cooling, which we will need to use as several scenarios we
encounter favor small α.

Unlike the other two quantities, the strength of gravity can be several orders of magnitude
stronger without any adverse effect toward life. As we will show in Section 4, it can be roughly
134 times stronger before the lifetime of stars becomes shorter than biological evolutionary timescales.
There are lower limits to this, as with all other quantities, as well, which we will delay discussing
until [29], but the relevant point here is that none of these quantities are very closely situated to their
minimum allowed values. Let us also comment on the bound found in [30], which appears to place
a stronger upper bound on the strength of gravity than the one we use. The quantity they consider
is Mpl{GeV, keeping particle physics fixed: As such, it relates to various cosmological processes that
depend on the Planck mass. They determine that the rate of close encounters between star systems
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is too frequent if this quantity is about ten times smaller, depending on the model for fluctuations,
baryogenesis, and dark matter. While this is an important anthropic boundary that we will return to in
the future, it can be alleviated by altering the other constants we consider, and turns out to be weaker
than the stellar lifetime bound if α and β are allowed to vary.

For a habitability criterion to be compatible with the multiverse, our measured values must be
compatible with what a typical observer would find. In particular, the fact that the bounds on α and β

are only a few times larger than their observed values indicates that a relatively weak dependence
on these quantities is preferred. In contrast, the habitability condition must impose a restriction that
strongly favors weak gravitational strength in order to counteract the preference for larger values of γ.

Before we continue on, let us make this notion of typicality more quantitative. For each observable
quantity x “ α, β, γ, we define the typicality Ppxobsq as the cumulative probability that a value more
extreme than ours is observed. Then, we have

Ppxobsq “ min
!

Ppx ą xobsq, Ppx ă xobsq
)

(1)

In this definition, we integrate over all other variables not under direct consideration, so that if
there is a large portion of universes that have a different value of multiple parameters simultaneously,
our observation is penalized. This combats the tendency for degeneracies in parameter space that
we will encounter, which lead to misleading statistics if the other variables were to be held fixed. In
addition, note that we take the minimum of the cumulative distribution function and its complement,
to disfavor the scenarios where our observed values are anomalously close to the boundary of a region,
though they may lie in a heavily favored location. With this definition, the maximal value of this
quantity is 1{2.

It is also possible to define a global typicality, which counts the fraction of observers that would
find themselves in universes less typical than ours: This is not quite reconstructible from the quantities
above, but in all cases considered it yields no additional insights, so is not put to use here. Then, our
statistic for whether a notion of habitability is compatible with the multiverse is the combination of the
probabilities for the three parameters parameters we consider, α, β, and γ.

2.2. Drake Parameters

Now that the expectations for the definition of habitability have been outlined, we must find
a way to estimate the relative number of observers within a universe, and then extract how this
quantity depends on the underlying physical parameters. Fortunately, the technology for doing this
has been developed some time ago, as the well known Drake equation. Here, we make use of a slight
modification of the ‘archaeological form’ of the Drake equation outlined in [31]: Our expression for
the habitability of a given universe is equal to the expected number of observers that are produced
throughout the course of its evolution. This can be broken down into the following product of factors:

H “ N‹ ˆ fp ˆ ne ˆ fbio ˆ fint ˆ Nobs (2)

where here N‹ is the number of habitable stars in the universe, fp is the fraction of star systems that
contain planets, ne is the average number of habitable planets in systems that do possess planets, fbio
is the fraction of habitable planets on which life emerges, fint is the fraction of life bearing planets that
ultimately develop intelligent organisms, and Nobs is the number of observers per intelligent species.
The first application of the Drake equation to multiverse reasoning was in [32].

As always, the point of this equation is meant to be organizational: It marshals the great variety
of factors that dictate the emergence of intelligence into largely factorizable subproblems, and allows
us to cleanly isolate the assumptions that go into each. While, as usual, the overall normalization
remains highly uncertain, use of this equation will allow us to directly compare the relative numbers of
observers for any two universes, given that we state our assumptions on how each of these parameters
depends on the laws of physics.
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Each factor in this equation deserves a fair amount of attention in its own right, and consequently,
rather than overload the reader with every consideration that goes into this analysis at once, we will
split this estimation into multiple separate papers. Our strategy will be to work our way through the
Drake factors one at a time, starting from the left and moving our way to the right. It is important
to note that although the final conclusions can only be made once all of these factors are considered
in a unified picture, care is taken to report only those results that carry through once this synthesis
takes place, and to explicitly state when conclusions will be altered in the full analysis. A completely
satisfactory account of all three of our observed values will only be achieved once fbio is taken into
the fold.

We begin, then, in this paper, by considering how the number of habitable stars depends on the
laws of physics, effectively taking the simplified ansatz that the number of observers will be directly
proportional to the number of stars, independent of any other properties of the universe. We will
first define precisely what is meant by this quantity in an infinite universe, then use straightforward
estimates for the average size of stars to arrive at our first, simplest potential definition of habitability.
This will be shown to be incompatible with the multiverse hypothesis, which motivates searching
for refinements to improve. Next, we discuss additional proposed criteria for stellar habitability,
and compare how these criteria fare.

Subsequent papers will deal with the other factors. In [29] we will discuss the two relating to
the formation of planets. We will confront which factors are necessary for a star to produce planets,
their resultant properties, and what the conditions on the parameters are required in order to achieve
this. We will find that these considerations do not alter the probability distributions themselves much,
but that they do place strong bounds on the allowed parameter space, many of which are the strongest
lower bounds that can be found in the literature.

Next, in [22] we discuss what planetary characteristics may possibly influence the advent of simple
life. We will consider a slew of possibilities here, and find that most of them are incompatible with the
multiverse hypothesis, leading to clear predictions for where life should be found in our universe.

In [33] we tackle the question of how often intelligence emerges from simple life. Our approach
will be to determine the rate of suppression of intelligent life, such as the mass extinctions that have
plagued our planet over the course of geological time, and how the rates of these depend on the
physical constants. Throughout, we will emphasize the testable predictions the multiverse hypothesis
offers, and suggest the quickest ways to falsify them.

Before we begin, we need to relate the habitability to the probability of measuring particular
values of the observables, because they need not be exactly equal: If there is an underlying prior
distribution of the space of variables, presumably set by the ultimate physical theory, this must be taken
into account as well, so that the probability of finding oneself in a given universe will be proportional
to the habitability of that universe multiplied by that universe’s chances of occurring:

P pα, β, γq 9H pα, β, γq pprior pα, β, γq (3)

While the precise form of the prior may need to await a fuller understanding of the ultimate theory of
nature, we can make a plausible ansatz for each of the variables we are concerned with here. As we
will find, the habitability often depends on the parameters much more strongly than the prior anyway,
and so adopting a mildly different one will not appreciably alter any of our results.

We expect the prior on the fine structure constant α to be nearly flat, without any strong features or
special values that would skew the distribution too much in their favor. Again, if the reader has reason
to believe in some other prior, the details will not change much. The ratio of proton mass to Planck
mass, on the other hand, is taken to be scale invariant, or flat in logarithmic space: ppriorpγq91{γ. The
reasoning behind this is that the proton mass is dictated by the scale at which the strong force becomes
confining, which through renormalization group analysis is given by mp „ MeC´2π{p9αsq, where M
is some large mass scale, αs is the strength of the strong force at high energies, and C is a coefficient
that depends on the heavy quark masses. If this is taken to be roughly uniform at that scale, then the
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distribution for γ will be scale invariant (up to unimportant logarithmic corrections, which anyway
depend on the precise distribution for the coupling). Similarly, the ratio of electron mass to proton
mass will also be taken to be scale invariant, since not only is the proton mass scale invariant, but there
is also reason to suspect that the Yukawa couplings of the standard model follow a scale invariant
distribution as well [34]. Then, our final result for the probability of measuring a particular value of
the parameters will be:

P pα, β, γq 9H pα, β, γq
β γ

(4)

Note that adopting this distribution, based off the plausibility of high energy physics priors,
assumes that these are uncorrelated with the properties which affect how likely a particular universe
is to arise, such as the reheating temperature, or the nucleation rate in the context of false vacuum
inflation. This is a plausible assumption, as these properties of the theory are presumably set by the
inflaton sector, that is insensitive to the masses and couplings of light states, but if the reader has
reason to suspect an alternative scenario they should feel free to adopt their own prior. In addition,
note that in this work we assume that the multiverse context accommodates all three of these quantities
as variable and uncorrelated. This also seems plausible, especially since two of them are composed
of multiple factors, but an alternative view could readily be incorporated in this formalism as well.
We do not consider universes that are radically different than our own, such as having different types
of particles, forces, or number of dimensions. We regard the comparison with potential habitats in
those universes as too speculative to make immediate progress, and anyway not amenable to the type
of reasoning we employ here.

With this, we are now ready to make our simplest appraisal of the overall habitability of
our universe.

3. Number of Stars in the Universe N‹

3.1. What Is Meant by this Quantity?

In this section we elaborate on what we mean by the number of stars in a given universe.
If universes are infinite, this is an ill-defined concept, and comparing the relative number of stars in
two different universes is ambiguous, which is a manifestation of the measure problem [35,36].

The fact that there is no obvious unique choice for this comparison has plagued cosmologists
since the early days of multiverse reasoning. Many proposals have been made for how to regulate
the infinities one must deal with, in order to be able to compare two finite numbers. Most proposals
immediately run into drastic conflict with observation, which helps to winnow down the possibilities
to a smaller subset. Encouragingly, of the few that remain, several have been shown to be equivalent to
each other, even though the starting points were radically different [37,38]. However, as it stands there
are multiple existing measures, with no obvious way of specifying which is correct. Thankfully for our
purposes, much of this ambiguity only affects the distribution of cosmological parameters, leaving the
microphysical parameters that we focus on relatively independent of the measure.

Here we make use of the scale factor cutoff measure [39], which states that the probability of an
observer arising in a particular universe should be simply proportional to the number of baryons that
have found their way into a suitably large galaxy cluster by the time the universe has reached a certain
size. This cutoff size is arbitrary, and will not affect probabilities as long as it is taken to be longer
than the time of peak galactic assembly. Additionally, the total number of baryons is infinite in an
infinite universe, motivating the need to regulate by truncating to a finite region of space: In practice
this can be accomplished by merely noting that the ratio of two probabilities is then equal to the
ratio of baryon densities, again independent of cutoff. (Here, care must be taken to regularize in an
unbiased way, since densities change in expanding universes, but as noted this will only have an affect
cosmological parameters).
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While the requirement on cluster mass is usually used to penalize universes that do not produce
large enough halos (for instance, if the cosmological constant is too large [2] or the density contrast too
small [3,5]), the reason for this has to do with the formation with planets, and so will not concern us
here. We will return to this subject in [29], where we investigate what sets the minimum mass of a halo
in terms of fundamental parameters. For now, we restrict our attention to universes where the majority
of baryons falls into star forming regions, and instead add a layer of sophistication to the criteria, that
the number of observers produced will be proportional to the number of stars.

To begin, we make the simplification that the efficiency of star formation, that is, the total amount
of matter that ultimately becomes stars, is independent of the halo mass, and equal to ε‹ “ 0.03 [40].
This is in fact not a good approximation, as this quantity is known to be affected by many feedback
processes that can lower the efficiency for both small mass and large mass halos [41]. We will refine
our prescription to take these effects into account in a future publication, but expect that they should
play more of a role for cosmological observables, rather than the ones we focus on here. Additionally,
the efficiency is not taken to be a strong function of microphysical parameters. (Though it does in
principle: For example, if the fine structure constant is too low, cooling will be so inefficient that gas
will never fragment into collapsing clouds [5].)

3.2. Is Habitability Simply Proportional to the Number of Stars?

We are now ready to make our simplest estimate of the habitability of a universe, that the number
of observers is proportional to the number of stars. This makes the quite unreasonable assumption that
every star is equally habitable, yet it will serve as the calculational substrate, on top of which further
refinements can be added. Modifications of this basic framework are the subject of the later sections of
this paper, as well as the forthcoming sequels. Then, it stands to reason that the number of stars will be
inversely proportional to how large they are: A universe where stars are smaller would ultimately be
able to make more of them with the same amount of initial material. If each star is an independent
opportunity to develop intelligent life, then universes that produce the smallest possible stars would
have the greatest number of observers.

How large are stars, then? As is well known, the typical stellar mass scale is given by the quantity
M0 “ p8πq3{2M3

pl{m2
p “ 1.8Md (e.g., [42]). However, the average stellar mass is considerably lighter

than this, and exhibits additional dependence on the physical constants. To estimate the average,
we need to know the distribution of stellar masses. This is given by the initial mass function (IMF);
for the majority of this paper we take this to be of the classic power law form, pIMFpλq9λ´βIMF [43],
which defines the dimensionless quantity λ “ M‹{M0. The quantity βIMF “ 2.35 is referred to as
the Salpeter slope, and, as usual with power law exponents, is set by universal processes that do
not depend on physical parameters [44]. More realistic treatments instead use a broken power law,
lognormal distribution, or some other form [45,46], which accurately reflects the details of the feedback
mechanisms accompanying star formation, but this is an unnecessary complication that obfuscates
but does not appreciably change our results. We will incorporate a more sophisticated IMF into this
formalism in Section 5. The most relevant feature of this distribution is that it is very steep, making the
vast majority of stars born rather close to the minimal possible mass, and larger stars extremely rare.
As such, the average stellar mass is simply proportional to the minimum, and so it will be essential to
estimate this quantity.

The minimum stellar mass can be determined based off the requirement that its central
temperature must be high enough to ignite hydrogen fusion. Particular attention was paid to the
dependence of this minimum mass on physical parameters in [42], where the central temperature of a
star was determined to be T « λ4{3me. This must be compared to the required temperature, which
in [47] was found to be given by the Gamow energy, the threshold above which thermal fluctuations
can routinely instigate tunneling through the repulsive barrier between two protons, TG „ α2mp.
Demanding the central temperature be greater than this gives λmin “ 0.22α3{2β´3{4. This same scaling
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was also found in [23], where they demanded the essentially equivalent requirement that the scattering
time is shorter than the Kelvin-Helmholtz time.

The average stellar mass can be computed from the initial mass function we employ as
xλy “ pβIMF ´ 1q{pβIMF ´ 2qλmin, but this actually underestimates the average stellar mass. The origin
of this discrepancy come from the fact that the initial mass function deviates from a power law for
small masses, reflecting feedback in the star formation process [44]. However, the normalization of
this value is not important for our analysis, since it will only enter into the probability multiplicatively,
and so we can simply take xλy 9 λmin. This relation holds in more realistic treatments as well.

A maximum stellar mass also exists, based on the criterion that a star must be gravitationally
stable. This was found to be λmax “ 56 in [42], independent of any constants. This cutoff may easily be
included in our analysis, but it would considerably complicate the final expressions for the probability.
Due to the extreme rarity of stars larger than this mass, we neglect this cutoff here, which does not
alter any of the numbers we find to the precision we report.

The expected habitability of a universe with given constants is then:

H‹ 9 N‹ 9 ε‹ mp

xλy M0
9 β3{4 γ3

α3{2
(5)

This, along with the measure from Equation (4), determines the probability distribution for
observing values of the three parameters under consideration. Bearing in mind the total range for
these values, we may calculate the probabilities of observing ours to be:1

Ppαobsq “ 0.20, Ppβobsq “ 0.44, Ppγobsq “ 4.2 ˆ 10´7 (6)

The number of habitable stars is plotted in three different subplanes of the parameter space in
Figure 22.

Figure 2. The distribution of stars throughout the multiverse. Each point represents a universe with
a given set of parameters; the black dot represents our values. A strong preference for large γ, weak
preference for small β, and a slightly stronger preference for small α value can be seen. Note that the γ

axes are logarithmic, as well as the color display for the probability, which spans 16 order of magnitude.

1 The code to compute all probabilities discussed in the text is made available at https://github.com/mccsandora/Multiverse-
Habitability-Handler.

2 The above used the log-uniform prior for β and γ, as discussed above. If instead we use a uniform prior, we find
Ppαobsq “ 0.20, Ppβobsq “ 0.26, and Ppγobsq “ 3.1 ˆ 10´9. We see that the probabilities for α and β are affected only slightly,
and the probability for γ is decreased by two orders of magnitude. This is a fairly typical result.
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As can be seen, there are allowed values of the parameters that contain many more stars than
in our universe. Most notable is the preferences for larger gravitational strength, which represents a
5.1σ deviation from typicality. Based off this consideration alone, we conclude that this habitability
criterion is incompatible with the premise that we are typical observers in a multiverse ensemble. This
allows us to make our first testable prediction, that not all stars in our universe should be equally
habitable. This should strike the reader as somewhat of an underwhelming prediction, since there are
few that would wager against this statement, but it demonstrates a first possible test of the multiverse
hypothesis. Including subsequent layers of realism will yield concomitantly sophisticated predictions.

4. Habitability Dependent on Stellar Properties

Up to this point, we have treated every stellar mass as potentially habitable, and postulated that
the universe should maximize the total number of stars, irrespective of their properties. This is not
justified, as there are a number of criteria that could render a star incapable of supporting life-bearing
planets, and so now we develop the tools to reflect that in our calculations. Here, we focus on stellar
characteristics that are a function of the mass only, though other aspects, such as metallicity, will
be dealt with in [29]. Even further aspects, such as rotation, composition, environment, etc. would
be interesting to investigate in the future. We first consider each additional criterion in isolation in
this section, and then in Section 5 we consider various combinations of criteria to investigate their
joint effects.

4.1. Is Photosynthesis Necessary for Complex Life?

Photosynthesis, the process by which photons are harvested by life for the purposes of creating
chemical energy, was one of the absolutely key innovations in the history of life on our planet. By using
the energy imparted on a specific molecule, this mechanism makes it possible to strip off electrons,
which can then be used to process carbon dioxide into sugar. While other sources of energy may
be exploited for this task [48], the sheer magnitude of available energy coming from the sun makes
the harvesting of this source unrivaled, 3 orders of magnitude above any other potential source [49].
Today, there are many different molecular bases for anoxygenic photochemical systems, suggesting
that it arose independently many times [50] and that it arose quite early in the history of the planet,
perhaps 3.5 Ga [51], or even 3.8 Ga [52]. Photosynthesis provides the basis for the organic material
for essentially the entire biosphere today (even at hydrothermal vents, who utilize organic material
precipitated from above [48]). It was argued in [48] to inevitably arise in any situation where organic
carbon is scarce and light energy is available.

Oxygenic photosynthesis is even more crucial for life on Earth. The ability to harvest the hydrogen
atoms from water molecules allowed the process to yield 18 times the amount of energy as anoxygenic
photosynthesis [53,54], provided a much more abundant supply chain, and, subsequently, oxidized
the entire atmosphere. The Cambrian explosion occurred only after this event, and many complex
organisms, including ourselves, require high levels of oxygen to perform the necessary level of
metabolic activity [55]. Additionally, the atmospheric oxygen content was essential for the development
of an ozone shield, which allowed subsequent colonization of the land surface.

Photosynthesis is by no means automatic, however. It relies on a coincidence where the energy
of photons produced by the sun is roughly coincident with the energy required to ionize common
molecules. This fact, that starlight is right at the molecular bond threshold, is one of the most
remarkable anthropic coincidences. Originally pointed out by [56] on the basis that the stellar
temperature be such that molecular bonds may form a partially convective outer layer, this bound
was reinterpreted by [23] by noting that the energy may be harvested for chemical purposes. The
requirements on the fundamental parameters can be found by equating the surface temperature of a
star with the Rydberg energy. Using formulas in the appendix, this can be seen to occur for sunlike
stars only if:

118



Universe 2019, 5, 149

.

α6
ˆ

me

mp

˙2
« mp?

8π Mpl
(7)

In [57] the precise details of the star were taken into account more carefully, altering the form of
this expression slightly depending on the type of scattering that occurs. It is striking how well this
equality holds in our universe, where the two are equal up to a factor of 1.7. Here, the temperature
dependence on the size of the star is not taken into account in this expression because the spread
in stellar temperatures is actually quite small. However, this makes the degree of tuning somewhat
obtuse, and so we improve upon this standard analysis in what follows. This motivates our second
ansatz for the habitability of a universe, that the number of observers is proportional to the number of
stars capable of eliciting photosynthesis.

This begs the question, of what the allowable range for photosynthesis actually is. Though
evidence across many different lineages suggests that photosystems have evolved to utilize the
wavelengths with the most number of photons, (subject to some additional considerations) [54], there
are hard physical limits for which wavelength photons are potentially photosynthetically useful.
A lower bound often quoted is 400 nm [58] as below this photodissociation of most molecules occurs
(though fluorescent pigments may potentially circumvent this bound [59]). An upper bound of 1100 nm
was deduced in [60] on the basis that below this energy photons are indistinguishable from vibrational
modes of molecules. A species of purple bacteria has been found that utilizes 1020 nm photons, though
to split electrons from ferrous iron, which requires less energy [54]. The longest wavelength used for
splitting water was recently found to be 750 nm [61]. In the following, we will refer to the maximally
optimistic wavelength range, between 400–1100 nm, as the ‘photosynthesis criterion’, and the range
600–750 nm as the ‘yellow criterion’. In this section we will stick to the former, and in the following
subsection vary these bounds, commenting on the implications for what locales photosynthesis should
be found around throughout our universe.

With this condition, the habitability of a universe becomes H “ N‹ fphoto, with:

fphoto “
ż λfry

λfizzle

dλ pIMFpλq (8)

Here λfizzle is the stellar mass with spectral temperature too weak for photosynthesis, and λfry
the mass which is too hot. These both depend on the values taken for the limiting wavelengths,
as illustrated in Figure 3. This should give the reader some idea of the width of allowed values of the
parameters, which was not reported in the original treatments of this coincidence.

This leads to the following estimate for the habitability of the universe:

Hphoto9 α´3{2 β3{4 γ3

˜
min

"
1, 0.45

Lfizzle
1100 nm

Y1{4
*2.84

´ min
"

1, 0.16
Lfry

400 nm
Y1{4

*2.84
¸

(9)

With Lfizzle and Lfry being the longest and shortest suitable wavelengths, respectively, and:

Y “ 3.19
γ

α63{20 β137{40
(10)

which is normalized to 1 for our observed values. As can be seen, this quantity, which controls the
fraction of photosynthetic stars, differs from the expectation given by Equation (7). This discrepancy
is due to the fact that the original analysis restricted attention to sunlike stars, whereas we have
considered the entire range of stars as potentially photosynthetic. This criterion leads to probabilities:

Ppαobsq “ 0.32, Ppβobsq “ 0.23, Ppγobsq “ 5.2 ˆ 10´7 (11)

119



Universe 2019, 5, 149

When compared with Equation (6), the typicality of our observed electron to proton mass ratio is worse
by about a factor of 1.9, the fine structure constant better by 1.6, and the strength of gravity better by
1.3. So far, this hypothesis does not seem to add much to the discussion. However, it is premature to
dismiss it: As can be seen from Figure 4, its main effect is to enforce a somewhat tight relationship
between the parameters α and β, but it retains the tendency to prefer large values of γ. When used in
conjunction with additional criteria to be discussed below, this will become an essential ingredient in
finding a definition of habitability that renders all three probabilities very likely.

Figure 3. The fraction of stars which are capable of supporting photosynthesis as a function of the
composite parameter Y defined in the text. The different curves correspond to taking the minimal
wavelength to be both 400 nm and 600 nm, and the maximal to be 750 and 1100 nm. The solid curves
use the estimate in Equation (8), and the dashed curves use the more refined initial mass function (IMF)
of Equation (26).

Figure 4. Distribution of observers from imposing the photosynthesis condition. A strong preference for
the parameters to be restricted to the photosynthetic range is introduced, but there is still a preference
for large γ.

Before moving on, there is also a lower limit on flux needed to support photosynthesis: This is
commonly taken to be 1% of the average surface flux on Earth. (Though an organism has been found
that subsists on 10´5 of this level, it would be incapable of sustaining the biosphere as we know it) [62].
The origin of this lower bound is that at least one photon should be incident on the photosystem
molecules per cycling time, which from the appendix gives Φmin „ T3

mol “ 5 ˆ 10´5α6m9{2
e {m3{2

p ,
in excellent accord with the actual value. Comparing this to the flux from sunlike stars gives the
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following bound on the physical constants: α3{2βγ´1{4 ą 1.4 ˆ 10´4. This is a rather mild criterion,
and will not be anthropically relevant. This would be useful in a more sophisticated analysis that
determines the potentially photosynthetic stars by considering when the useful part of their spectrum
falls below this threshold along the lines of [63], rather than our somewhat simplified prescription
of scaling based off the surface temperature. We do not expect this more elaborate treatment to
substantially alter our conclusions.

4.2. Is Photosynthesis Possible around Red Dwarfs?

Without understanding the extent of the range of wavelengths capable of giving rise to
photosynthesis, there is some ambiguity to the amount of tuning that is required for it to hold.
Additionally, we may wonder how our assumptions about the minimum or maximum wavelength
thresholds affect the probabilities of our observed quantities, and whether these considerations can be
used to inform our expectations of where photosynthesis can arise. We address these points here.

To split a hydrogen off a water molecule, it takes 1.23 eV [64]. In order to perform this splitting, it is
necessary for life to utilize two of the sun’s photons, at 680 nm and 700 nm (1.78 eV and 1.82 eV) [54],
to perform a concatenated cascade of excitations known as the Z process.

If we assume that the maximal efficiency of oxygenic photosynthesis is ε “ EH2O{Etot, which
is equal to ε “ 0.33 on Earth, and also that photosynthesis can occur by the collection of n photons
per molecular bond (2 on Earth, as per our counting), then the longest wavelength possible is
λfizzle “ ε n 1008 nm. The complicated nature of this two stage process likely delayed the evolution of
oxygenic photosynthesis considerably, despite its great advantages [65].

On this basis, it was argued in [53] that photosynthesis could in principle take place around red
dwarf stars, though it would take three photons per water splitting, and so may be proportionately
harder to evolve. Additionally, it was found in [66] that it may be less productive, depending on the
wavelength of light harvested. Ref. [58] argue that photosynthesis may take place around potentially
F, G, K, and M star types, and [67] argue that even brown dwarfs and black smokers may support
photosynthesis of some type.

In the above above analysis, we effectively assumed that photosynthesis will evolve in the entire
physically allowed wavelength range. We may consider how our analysis changes with different
assumptions, however. A few representative values are considered in Table 1, to illustrate the change
in the probabilities that is effected. We can see that there is not a large difference introduced, so that
the multiverse has little to say about whether we should expect photosynthesis around red dwarf stars
in this regard. However, it will be useful to keep such effects in mind for future purposes, when we
consider our location within this universe as well.

Table 1. Dependence of the probabilities of our observed quantities on the upper and lower limits of
the photosynthetic range.

Wavelength Range Ppαobsq Ppβobsq Ppγobsq
400–1100 nm 0.318 0.231 5.18e-07
400–750 nm 0.242 0.263 3.85e-07
600–1100 nm 0.444 0.175 7.35e-07
600–750 nm 0.334 0.221 5.40e-07

4.3. Is There a Minimum Timescale for Developing Intelligence?

Until this point, we have not specified any bound that places an upper limit on the strength of
gravity, and so the probabilities we have reported can be viewed as optimistic(!) estimates. However,
our treatment has disregarded any mention of the actual lifetimes of the stars considered, which should
surely influence the habitability properties of their surrounding planets. Here, we rectify this. The
purpose is not to fully investigate the influence of stellar lifetime on habitability, which will be treated
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more fully in [22], but rather to investigate the potential importance of this restriction. As a byproduct,
we will find a maximal value of γ for use throughout our calculations.

This can be done by noting that there is a maximum allowable mass for a habitable star, based
on the criterion that it last long enough for life to take hold. Here, we make the crude approximation
that all stars above this mass are inhospitable, and all below are equally habitable. How to define
the timescale necessary for life is very uncertain—here we simply take it to be tbio “ Nbio tmol, with
Nbio „ 1030 and, tmol is the molecular timescale given in the appendix. For our universe, this should
be on the gigayear timescale, an estimate suggested in [68]. This subscribes to the notion that this
amount of time is both necessary and sufficient for a biosphere to achieve the complexity we observe,
as advocated for example in such papers as [69]. Alternative viewpoints are certainly taken on this
matter, which makes the adoption of this criterion that of a personal preference at the moment. These
alternatives will be explored fully in [22].

Then, using the formula for stellar lifetime in the appendix, the maximal mass is:

λbio “ 1.8 ˆ 10´13 α8{5 β´1{5 γ´4{5 (12)

The normalization has been set to match that observed in our universe, λbio “ 1.2 [70],
corresponding to the largest stars that last 1 Gyr, around 2 solar masses.

Ensuring that this maximum mass is larger than the minimum stellar mass yields an upper
bound for γ and unimportant lower bounds for α and β. The global upper bound on γ is found to be
γmax “ 134, the value implicitly used in all calculations above.

The habitability can then be expressed as:

Hbio “ N‹ fbio 9 α´3{2 β3{4 γ3
ˆ

1 ´ min
!

1, 1.48 ˆ 1015 α´0.14 β´0.74 γ1.08
) ˙

(13)

This is displayed in Figure 5. The most interesting feature that this criterion entails is the fact that
the maximum value of γ is now dependent on α to some extent, and especially β. This gives rise to a
preference for larger values of the latter quantity by virtue of there being more observers for larger γ.
This effect serves to make the probability of our observed value of β less likely, as follows:

Ppαobsq “ 0.28, Ppβobsq “ 0.12, Ppγobsq “ 9.5 ˆ 10´6 (14)

Figure 5. Distribution of observers from imposing the biological timescale condition. Of note is the
secondary preference for large β the anthropic boundary induces.
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4.4. Are Tidally Locked Planets Habitable?

Traditionally, it has been argued that life would have a very hard time evolving on tidally
locked planets (for a review see [71]): One side is perpetually scorched by its host star, and the other
eternally shrouded in frigid darkness. Winds between the two hemispheres would tear over the
surface, and rotation would be too slow to generate a magnetic shield. However, some researchers
feel this dismissiveness may be unjustified: Recent climate modeling that suggests even a thin
atmosphere would serve to taper these extreme conditions [72]. Even still, a recent paper [73] argues
that stratospheric circulation may not be as clement on worlds like these after all. Clearly, it is
premature to think that we know enough about all the complex processes on these worlds to be able to
definitively conclude whether they may be potentially habitable or not, and new surprises are sure to
abound. In this section we investigate how the estimates for the number of observers in a universe
would change if we assume that tidally locked stars are not habitable.

If we adopt this, it will define a minimum allowable mass, as planets around smaller stars must
orbit much closer to remain inside the temperate zone3. For this we use the standard formula for the
time it takes a planet of mass M, radius R, and distance a away from its mass M‹ star to spin down
from initial angular frequency ω [74]:

tTL “ 40
3

ω a6 M
G M2‹ R3 (15)

The coefficient 40{3 assumes the planet is rocky and roughly spherical. When planets are formed,
they are nearly marginally bound: This sets the initial centrifugal force to be approximately equal to
the force of gravity at the planet’s surface, yielding ω „ a

Gρ. For the Earth this gives a period of
roughly 3 h, about twice as fast as our planet’s initial rotation speed.

Using these expressions, the tidal locking time can be expressed as:

tTL „ 566
λ17{2 m17{2

p

α51{2 m15{2
e M2

pl

(16)

Note however the high powers involved, indicating that tidal locking is extremely sensitive to
stellar mass.

We now have to compare this to the total habitable lifetime as a function of mass. Because stars
steadily increase in luminosity as they age, the habitable zone migrates outwards, eventually causing
even ideally situated planets to boil over. The habitable time of a star can then be defined as the
average amount of time its orbits stay within the habitable zone. This requires knowledge of how
quickly the star’s luminosity changes, but the end result is just an order one factor of the total stellar
lifetime, thab “ 0.4t‹, independent of mass, and, more importantly, independent (or only very weakly
dependent) on the physical parameters. The condition that tTL ą t‹ gives λ ą λTL, where:

λTL “ 0.89 α5{2 β1{2 γ´4{11 (17)

3 We entertain adopting a different stance as to whether planets must be in the temperate zone to be habitable in [29].
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Here, the coefficient is set to agree with the estimate λ ą 0.47 (0.85Md) [75] which was found to
be the threshold mass in our universe4. This can then be used in Equation (4) to yield:

HTL “ N‹ fTL 9 α´3{2 β3{4 γ3 min
!

1, 0.154 α´1.35 β´1.69 γ0.49
)

(18)

This gives probabilities of our observed values as:

Ppαobsq “ 0.12, Ppβobsq “ 0.30, Ppγobsq “ 1.8 ˆ 10´7, (19)

The distributions are visualized in Figure 6. Adding this consideration does not appreciably alter
these probabilities, amounting to a factor of 1{6 amongst all three. However, the distribution looks
markedly different: There is a much steeper dependence on α and β, favoring smaller values for each.

Figure 6. Distribution of observers from imposing the tidal locking condition.

4.5. Are Convective Stars Habitable?

In our universe, stars are divided into two broad classes, in accordance with the dominant mode
of energy transfer between layers [76]. Stars below a certain size 0.35Md are convective, in that stellar
material physically moves in order to attain local thermal equilibrium. Stars above 1.5Md are radiative,
in that heat is transfered with relatively little radial mixing. Evidently, our sun lies between these
two regimes, and accordingly it transfers heat using both methods. These two types of stars have a
markedly different behavior, which may affect the overall habitability of the system.

Given the paucity of direct evidence, it is currently unknown how the heat transport of a
star affects its habitability. Several reasons have been given to suspect that convective stars are
indeed uninhabitable, all stemming from their pronounced churning. This induces strong XUV
flux [77], flares [78] and space weather [79], all of which are capable of contributing to a severe level
of atmospheric erosion of a planet orbiting within the habitable zone. As a counterpoint, these flares
have been suggested to result in periods of potentially increased productivity in [80]. While there is
a considerable effort currently devoted to determining whether these convective processes preclude
life [81,82], here we may examine the consequences of adopting the viewpoint that convective stars are
uninhabitable, and determine whether this is consistent with the multiverse framework.

4 The reader may object that even if a star’s planets become tidally locked before it expires, they may remain tidally unlocked
for sufficient time for complex life to develop. We have adopted this more rough criterion to make this section self contained,
but one may instead compare it to the biological time discussed in the previous subsection, for example. If this is done, they
would find λTL “ 3556α47{17β12{17γ´4{17, which does not alter the conclusions by much.
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We take the threshold for stellar convection from [57], based off the dominance of Thomson
scattering, and updated to incorporate our radial and luminosity dependence:

λconv “ 0.57 α3 β γ´1{2 (20)

Note the resemblance of this quantity to that of the photosynthesis condition from Equation (7).
This striking fact traces its origins back to the original interpretation of this condition in [56], where
it was assumed that the existence of both types of star is essential to life. The apparent coincidence
of these two conditions is not as mysterious as it may first appear, either: Convection occurs in stars
when their surface temperature drops below the point where molecular bonds are able to form, and
so stars that exhibit marginal convection will have their surface temperatures automatically set by
molecular energies. Then, this dichotomy between the behavior of small and large stars is a generic
feature in any universe where photosynthesis is possible.

Using this condition gives:

Hconv “ N‹ fconv 9 α´3{2 β3{4 γ3 min
!

1, .285 α´2.03 β´2.36 γ0.68
)

(21)

The parameter dependence is very similar to the tidal locking case, with preference for small
values of α and β tamed by eventually entering a regime of parameter space where no stars are purely
convective. Due to the strong similarities between these two scenarios, we refrain from plotting the
probability distributions for this criterion. This gives probabilities of our observed values as:

Ppαobsq “ 0.16, Ppβobsq “ 0.41, Ppγobsq “ 2.6 ˆ 10´7, (22)

From here we see that this criterion performs about the same, though overall slightly better, than
the tidal locking criterion.

4.6. Is Habitability Dependent on Entropy Production?

Up until now, the various hypotheses we have considered have failed to account for the observed
values of our physical constants. This indicates that treating all stars that meet some threshold criteria
as equally habitable may be the wrong approach. Though extensions to this simplistic scheme fall
under the purview of the other factors in the Drake equation, which will be dealt with in subsequent
papers, we take this opportunity to report on a prescription which manages to bring all predicted
values into accord with observation.

The successful habitability criteria is that the presence of life should be proportional to the
total entropy processed by a planet over its lifetime. On Earth, this is predominantly given by the
downconversion of sunlight to lower frequencies, which in the process generates biologically useful
chemical energy. The amount available will then depend on the total number of photons generated
by the host star over its lifetime, as well as the solid angle subtended by the planet that collects them.
For this, we specify to terrestrial mass planets that orbit within the temperate zone, as outlined in
the Appendix A.

The reason one might consider this to play an important factor is that entropy production
play a key role in regulating biosphere size [83,84], as evidenced by the fact that Earth’s biosphere
operates close to the theoretical limit for how much information can be processed. There are a number
of subtleties in this argument that we do not address here, but will be dealt with in full in [22].
It suffices for the present purposes to merely introduce this criterion and demonstrate that it yields
the desired results. One point we do wish to make, however, is that it seems inextricably linked
with the necessity of photosynthesis: If the star only produced photons that could not be used for
chemical energy, they would all be instantly recycled as waste heat, rather than contributing to the
biosphere. Therefore, we do not consider this criterion in isolation ever, but only in conjunction with
the photosynthesis requirement.
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To this end, we estimate the total amount of entropy incident on a planet situated a temperate
distance from its host star as:

ΔStotpλq „ L‹
T‹

R2
terr

4 a2
hab

t‹ „ α17{2 β2

λ119{40 γ17{4
„ 1054 (23)

In this case, habitability will not simply be proportional to the fraction of stars meeting some
certain criteria, but instead each star must be weighted by its entropy production. This will yield:

HS 9 α203{80 β797{160

γ5{4

˜
min

"
1, 0.45

Lfizzle
1100 nm

Y1{4
*9.11

´ min
"

1, 0.16
Lfry

400 nm
Y1{4

*9.11
¸

(24)

With Y defined as before in Equation (10). This greatly ameliorates the smallness of γ by virtue
of the prefactor being very close to a scale invariant distribution. The distribution of observers is
displayed in Figure 7.

Figure 7. Distribution of observers from imposing the entropy condition.

Using the optimistic estimates for the photosynthetic range, the corresponding probabilities are:

Ppαobsq “ 0.19, Ppβobsq “ 0.45, Ppγobsq “ 0.32 (25)

This is the first fully satisfactory synthesis of habitability criteria that is consistent with the
multiverse hypothesis. It has implications for the distribution of observers that may be eventually
tested: We should expect to find complex life in those locales with the most amount of entropy
production. While fully determining the places this distinguishes will rely on an in-depth analysis, this
would include planets that orbit more active stars, for longer, and able to collect more incident radiation.

5. Discussion: Comparing 40 Hypotheses

Until this point, we have considered the number of observers throughout universes with different
microphysical constants and, weighing against the expected relative frequencies of such universes in
a generic multiverse context, have determined the probability of measuring the three values of our
constants as they are. Our findings show that these probabilities depend sensitively on the precise
requirements for habitability that are assumed, as we have demonstrated by separately considering
the expectations that complex life is proportional to the number of stars, that it is dependent on
photosynthesis, the absence of tidal locking, that it can only arise around tame stars, that it requires a
certain length of time to develop, and that its presence is proportional to the total amount of entropy
processed by the system.
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It is worth pausing to reflect on why this sensitivity should occur: Our estimates show that the
number of observers in a universe is much more sensitive to the parameters than the underlying
distributions we have taken. Due to this, our location in the multiverse will be dictated more by the
actual requirements of life, rather than the availability of universes with those particular features. This
may be contrasted with some of the cosmological parameters, where the underlying distribution can
be exponentially sensitive, so that the expectation is simply to be in the most abundant locale, rather
regardless of its habitability (recall that the volume fraction of our universe that is conventionally
habitable is perhaps 10´40). More poetically, for the microphysical parameters we expect to be in ‘the
best of all possible worlds’, whereas for the cosmological parameters, we expect to be in ‘the cheapest
of all possible worlds’.

However, being independent criteria, these may all also be considered in conjunction, yielding
at this stage 40 distinct potential criteria for habitability. Because the effect of each condition was to
restrict the range of habitable stellar masses, when taken together some effects will be more dominant
that others in certain regions of parameter space. The various stellar thresholds are displayed in
Figure 8.

Figure 8. Habitable range of stellar masses for various choices of requirements. The shaded regions are
treated as inhospitable for the various habitability assumptions.

We also take this opportunity to use a more realistic initial mass function, since including multiple
criteria quickly make it extremely difficult to present results in an analytic form anyway. This takes
into account the feedback that stars have on the collapsing protostellar dust cloud, which serves as a
regulating mechanism guaranteeing that stars which are formed are within an order of magnitude or
two of the scale M0 “ p8πq3{2M3

pl{m2
p. The resultant initial mass function from this process resembles

a broken power law with a transition scale of 0.2 Md set by the minimum stellar mass; an analytic
expression for this scale was presented in [85]. Various parameterizations of this distribution appear in
the literature, but here we use the one of [86], which can be simply implemented as:

pMaschpλq “ pIMFpλq 8.94ˆ
1 `

´
5.06λmin

λ

¯βIMF´1
˙1.4 (26)

Employing this usually alters the probabilities we find by Op10%q and occasionally by a factor of
Op2q, which is not enough to change any of our conclusions qualitatively.

In Table 2 we enumerate the full list of probabilities without including the entropy condition.
The most salient feature of this list is that the probability of measuring our strength of gravity is never
more that 0.0114 (2.5σ), universes with larger values being by our considerations more favorable than
ours. We remind the reader that at this stage, we have restricted our attention to only the first factor of
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the Drake equation, and so we may not find it surprising that we have not captured enough detail to
yield a coherent account of our observations.

Other features may be noted if one examines the chart for long enough. There is a high degree
of ‘epistasis’, to borrow a term from genetics: The inclusion of several requirements often does not
influence the final result in a naively multiplicative manner. This can be seen by the inclusion of the
biological timescale and tidal locking conditions, for instance: In isolation neither affect Ppαobsq to a
strong degree, whereas in conjunction Ppαobsq is decreased by an order of magnitude. Including any
additional habitability factors in isolation only decreases Ppβobsq, and yet when combined the effects
are not nearly as pronounced. However, we caution against interpreting from this observation, since
none of these criteria are fully satisfactory.

Table 2. Probabilities of observing our values of parameters for various habitability hypotheses. Here
the shorthands are photo: Photosynthesis criterion, TL: Tidal locking, conv: Convective stars, and bio:
The biological timescale criterion.

Criteria Ppαobsq Ppβobsq Ppγobsq
number of stars 0.198 0.437 4.15 ˆ 10´7

bio 0.281 0.116 2.52 ˆ 10´5

conv 0.183 0.426 3.1 ˆ 10´7

conv bio 0.0564 0.159 2.59 ˆ 10´5

TL 0.152 0.37 2.34 ˆ 10´7

TL bio 0.0101 0.413 8.27 ˆ 10´5

TL conv 0.152 0.37 2.34 ˆ 10´7

TL conv bio 0.0101 0.413 8.27 ˆ 10´5

photo 0.439 0.183 8.16 ˆ 10´7

photo bio 0.0631 0.103 1.7 ˆ 10´5

photo conv 0.439 0.183 8.06 ˆ 10´7

photo conv bio 0.0637 0.104 1.7 ˆ 10´5

photo TL 0.48 0.232 6.88 ˆ 10´7

photo TL bio 0.0352 0.281 0.000139
photo TL conv 0.48 0.232 6.88 ˆ 10´7

photo TL conv bio 0.0352 0.281 0.000139
yellow 0.486 0.162 8.78 ˆ 10´7

yellow bio 0.0351 0.102 1.72 ˆ 10´5

yellow conv 0.486 0.162 8.78 ˆ 10´7

yellow conv bio 0.0351 0.102 1.72 ˆ 10´5

yellow TL 0.0303 0.0308 1.63 ˆ 10´6

yellow TL bio 0.324 0.335 0.0114
yellow TL conv 0.0303 0.0308 1.63 ˆ 10´6

yellow TL conv bio 0.324 0.335 0.0114

Additionally of note is that the inclusion of the photosynthesis condition renders the convective
star condition almost completely superfluous, which makes sense in light of the fact that convective
stars are always slightly lighter than the minimal photosynthetic star. This addresses an otherwise
puzzling feature of our universe that arises if one believes convective stars are uninhabitable, which
is why so many stars have this property, seemingly wasting the majority of opportunities for life to
develop. If one simultaneously takes the viewpoint that photosynthesis is necessary for complex
life, however, this puzzle is resolved because convective stars are a generic byproduct of the fact that
photosynthetic light is just barely able to break chemical bonds.

Most importantly, however, is the observation that the criteria used change the probabilities by
several orders of magnitude. The biological timescale condition, in particular, increases Ppγobsq by up
to a factor of 353 by limiting the range of the strength of gravity. The spread in the probabilities of our
observed values are 48, 14, and 49,000 for α, β and γ, respectively. The overall spread of the product of
these values is 813,000. This gives the indication that the relative confidence that can be gained about
certain habitability conditions will be of the same order of magnitude.
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Table 3 incorporates the entropy condition as well. As can be seen, this brings all probabilities
well into agreement with observations, irrespective of the inclusion of the various other hypotheses.

Interestingly, the spread of values once the entropy condition is included is much narrower than
without, being 3.8, 1.3 and 1.5 for α, β, and γ respectively. The spread of the product of these values
is now 3.6. This tempering is due to the fact that the entropy and photosynthesis conditions place
such restrictive bounds on habitability, the effects of the other conditions (which primarily effect
other regions of parameter space) play little role. As of now, this may seem somewhat disappointing,
as the multiverse hypothesis has seemingly nothing to say about the role of tidal locking, stellar
lifetime, convective habitability, or range of photosynthetic wavelengths, as long as one imposes the
photosynthesis and entropy conditions as necessary for complex life. Indeed, one should not expect
to come away with strong expectations for every proposed requirement based off these arguments.
However, more information can in fact be gleaned about which hypotheses are viable based off a few
additional considerations regarding our actual location within our own universe: This will be explored
fully in [22].

Table 3. Probabilities of observing our values of parameters for various habitability hypotheses with
entropy condition (denoted by S) included. The other shorthands are the same as above.

Criteria Ppαobsq Ppβobsq Ppγobsq
photo S 0.24 0.386 0.376

photo bio S 0.178 0.414 0.426
photo conv S 0.256 0.401 0.368

photo conv bio S 0.191 0.433 0.421
photo TL S 0.394 0.446 0.356

photo TL bio S 0.278 0.465 0.453
photo TL conv S 0.394 0.446 0.356

photo TL conv bio S 0.278 0.465 0.453
yellow S 0.191 0.45 0.317

yellow bio S 0.125 0.486 0.38
yellow conv S 0.191 0.45 0.317

yellow conv bio S 0.125 0.486 0.38
yellow TL S 0.481 0.396 0.44

yellow TL bio S 0.343 0.476 0.31
yellow TL conv S 0.481 0.396 0.44

yellow TL conv bio S 0.343 0.476 0.31

Remember that, of the 40 possible conditions we started with, less than half have turned
out to be compatible with the multiverse hypothesis. Considering additional habitability criteria
will yield similarly strong predictions for multiple other leading schools of thought about what
conditions are necessary for complex life. This demonstrates the power of this method of reasoning:
We have utilized this method to uncover readily discoverable facts about the world that are currently
unknown. The true conditions for habitability will eventually be found, and sooner than one might be
prepared for: Upcoming experiments probing the solar system and galaxy promise to shed light on
these issues, and inform our understanding of life’s place in the universe, and, depending on their
findings, multiverse.
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Appendix A. Stellar Properties

Throughout, we have made use of how the main features of stars scale with mass. These are well
known, as can be found in [23,42], for example, who take a particular emphasis on dependence on
physical constants. We restrict our summary to main sequence stars.

One of the most important stellar characteristics is its luminosity, which is given by:

L‹ “ 9.7 ˆ 10´4λqL
m2

e Mpl

α2 mp
(A1)

The dependence on mass is sometimes given as a broken power law, which reflects the fact that
the opacity inside the star is set by different scattering processes depending on the temperature and
pressure. Here, we neglect this subtlety, as it does not greatly affect our analysis other than making
it far less amenable to analytic study, and take the value qL “ 3.5 from [76]. This most accurately
characterizes smaller stars, which dominate the population, and so are most important to consider.

Equally important is the lifetime of a star, which can be found through the approximate scaling
relation t‹ « εnucM‹{L‹, where εnuc is the energy yield per nucleon:

t‹ “ 85.6
α2

λ5{2

M2
pl

mp m2
e

(A2)

where we can see the characteristic scaling that massive stars live for a shorter duration than less
massive stars.

The radius of a star is observed to scale as:

R‹ “ 108.6 λqξ
Mpl

α2 mp
(A3)

Here, qξ “ 4{5 [87]. Using this result, we can derive the star’s surface temperature to be:

T‹ “ 0.014 λ
qL´2qξ

4
α1{2 m1{2

e m3{4
p

M1{4
pl

(A4)

For this, the expression for interior temperature of a star given in [23] was used. This estimates
the interior temperature of the star by imposing the condition

a
T{mp „ α in order for thermal effects

to balance out the energetic suppression that comes from the Coulomb barrier in reactions. As can be
seen, the dependence of temperature on stellar mass is actually quite weak, T9λ19{40, signifying that
all stars emit light in approximately the same wavelength regime. This lends credence to the claim that
a star’s suitability for photosynthesis is largely independent of mass, but rather only contingent on the
relation imposed on physical constants.

The stellar temperature can be compared to the temperature needed for life: This is commonly
defined as the value for which liquid water is possible, but more generically, it can be identified as the
temperature that matches the energy levels of typical molecular bonds, so that life is free to manipulate
and store energy by subtly rearranging local chemical conditions. This requirement was identified
in [23] to give:

Tmol “ 0.037
α2 m3{2

e

m1{2
p

(A5)

This is a factor pme{mpq1{2 smaller than the Rydberg temperature that governs atomic ionization
due to the lower energy vibrational modes of the molecules. Additionally, we include the factor
εT „ 0.037, which encodes “the abhorrent details of chemistry that are omitted” from [23].
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This defines the typical timescale for molecular processes as tmol “ 1{Tmol. This definition is
based off the rotational frequencies of molecules—it can be viewed as the time it takes energy to
redistribute throughout a molecule. This can be compared with the timescale set by the mean free path
over the sound speed, Lmfp{cs, the typical time between molecular interactions. For room temperature
solutions, these scales differ only by a factor of β´1{2, and so the distinction will be unimportant in
this setting, but crucial for other purposes. These can also be compared with the atomic timescale used
in [88] to set an upper bound on γ, which nevertheless produces similar results.

The traditional habitable orbital distance from the star can be found by demanding that the planet
be at the habitable temperature. Though this depends on many planetary factors, these will be dealt
with more properly in [29]. For now we content ourselves with a simple blackbody estimate, which
yields a “ pT‹{Tq2R‹{2. Then:

atemp “ 7.6 λqL{2
m1{2

p M1{2
pl

α5 m2
e

(A6)

Finally, the radius of a terrestrial planet can be found by the condition that the escape velocity is
of the same order as the thermal velocity for the molecular temperature, which yields:

Rterr “ 3.6
Mpl

α1{2 m3{4
e m5{4

p

(A7)
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Abstract: How good is our universe at making habitable planets? The answer to this depends on
which factors are important for life: Does a planet need to be Earth mass? Does it need to be inside
the temperate zone? are systems with hot Jupiters habitable? Here, we adopt different stances on
the importance of each of these criteria to determine their effects on the probabilities of measuring
the observed values of several physical constants. We find that the presence of planets is a generic
feature throughout the multiverse, and for the most part conditioning on their particular properties
does not alter our conclusions much. We find conflict with multiverse expectations if planetary size
is important and it is found to be uncorrelated with stellar mass, or the mass distribution is too
steep. The existence of a temperate circumstellar zone places tight lower bounds on the fine structure
constant and electron to proton mass ratio.

Keywords: multiverse; habitability; planets

1. Introduction

This paper is a continuation of [1], which aims to use our current understanding from a variety of
disciplines to estimate the number of observers in a universe Nobs, and track how this depends on the
most important microphysical quantities such as the fine structure constant α “ e2{p4πq, the ratio of the
electron to proton mass β “ me{mp, and the ratio of the proton mass to the Planck mass γ “ mp{Mpl .
Determining these dependences as accurately as possible allows us to compare the measured values of
these constants with the multiverse expectation that we are typical observers within the ensemble of
allowable universes [2]. In doing so, there remain key uncertainties that reflect our ignorance of what
precise conditions must be met in order for intelligent life to arise. Rather than treating this obstacle as
a reason to delay this endeavor until we have reached a more mature understanding of all the complex
processes involved, we instead view this as a golden opportunity: since the assumptions we make
alter how habitability depends on parameters, sometimes drastically, several of the leading schools
of thought for what is required for life are incompatible with the multiverse hypothesis. Generically,
if we find that our universe is no good at a particular thing, then it should not be necessary for
life because, if it were, we would most likely have been born in a universe which is better at that
thing. Conversely, if our universe is preternaturally good at something, we expect it to play a role
in the development of complex intelligent life, otherwise there would be no reason we would be in
this universe. The requirements for habitability are in the process of being determined with much
greater rigor through advances in astronomy, exoplanet research, climate modeling, and solar system
exploration, so we expect that in the not too distant future our understanding of the requirements
for intelligent life will be much more complete. At this stage of affairs, then, we are able to use the
multiverse hypothesis to generate predictions for which of these habitability criteria will end up
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being true. These will either be vindicated, lending credence to the multiverse hypothesis, or not,
thereby falsifying it.

In this work, we define the habitability of a universe H as the total number of observers it produces.
In estimating the number of observers the universe contains, a great many factors must be taken into
consideration. Thankfully, there has long been a useful way of organizing these factors: the Drake
equation, which in a slightly modified form along the lines of [3] reads

H “
ż 8

λmin

dλ pIMFpλq ˆ N‹ ˆ fppλq ˆ nepλq ˆ fbiopλq ˆ fintpλq ˆ Nobspλq. (1)

Here, N‹ is the number of stars in the universe, fp is the fraction of stars containing planets, ne is the
average number of habitable planets around planet-bearing stars, fbio is the fraction of planets that
develop life, fint is the fraction of life bearing worlds that develop intelligence, and Nobs is the number
of intelligent observers per civilization. We have included dependence of the size of the host star
λ “ M‹{pp8πq3{2M3

pl{m2
pq, in order to more accurately reflect the fact that these quantities may depend

on this. We then integrate over the stellar initial mass function given in [4], which approximates a
broken power law with turnover at 0.2Md. This can be related to the probability of being in our
universe by incorporating the relative occurrence rates of different universes as P9ppriorH. It was
argued in [1] that a reasonable choice of prior is given by pprior91{pβγq. However, this is ultimately
set by physics at high energies, and so may in principle be something else.

Previously, the fact that the strength of gravity γ can be two orders of magnitude higher caused
the biggest problems with finding a successful criterion, since most stars are in universes with stronger
gravity. Though we had set out to focus solely on the properties of stars, it was only when we weighted
the habitability of a system by the total entropy processed by its planets over its entire lifetime that we
hit upon a fully satisfactory criterion. This was also reliant on the condition that starlight be in the
photosynthetic range, colloquially referred to as ‘yellow’ light here: conservatively, this corresponds
to the 600–750 nm range. Relaxing this range to be from 400–1100 nm will not qualitatively affect
our results. The other factors we considered may be freely included at will without hindering this
conclusion. For the majority of this paper, we take the entropy and yellow light conditions as our
baseline minimal working model, and incorporate factors that influence the availability and properties
of planets to determine how these alter our estimates for habitability. While our previous analysis was
not heavily reliant on cutting edge results from the field of astronomy, our understanding of planets,
from their population statistics to their formation pathways, has undergone rapid expansion in the
past decade, and a state-of-the-art analysis needs to reflect that.

To this end, we begin by estimating the fraction of stars with planets in Section 2. Most notable is
the recent determination of a threshold metallicity below which rocky planets are not found [5], as well
as the understanding of the origin of this threshold. We also find the conditions for the lifetime of
massive stars to be shorter than the star formation time and the fraction of galaxies able to retain metals
to be sizable, but find that these only impose mild constraints. Using these allows us to determine the
dependence of fp on the underlying physical parameters. Additionally, we incorporate the fraction of
systems that host hot Jupiters into our analysis, and find conditions for this process to not wreck all
planetary systems.

In Section 3, we turn to the average number of habitable planets ne. Two commonly used
requirements for a planet to be habitable are that it needs to be both terrestrial and temperate, and so
we optionally include both of these when estimating habitability. Recent results indicate that the
distribution of rocky planets peaks at 1.3RC [6–9], which is rather close to the terrestrial radius
capable of supporting an Earthlike atmosphere. We track how this quantity changes in alternate
universes, and what implications this effect has on the number of habitable planets in these universes.
Additionally, we track the location and width of the temperate zone and compare this to the typical
inter-planet spacing that results from the dynamical evolution of stellar systems, which provides a
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rough estimate for the probability that a planet will end up in the temperate zone. Finally, we discuss
the importance of planet migration and how this changes in other universes.

An appendix is provided to collect the relevant formulas for the dependence on the physical
constants on the variety of processes and quantities that are needed, in order to avoid distraction from
the main text.

The overarching message we derive from this analysis is that the presence of planets is not
that important in determining our location in this universe, a direct consequence of the fact that the
presence of planets is a nearly universal phenomenon throughout the multiverse. Including these
effects barely alters the probabilities we derived before. We find that most effects act as thresholds,
serving to limit the allowed parameter range rather than alter the probability distribution of observing
any particular value. We find several new anthropic bounds, including the most stringent lower
bound on the electron to proton mass ratio in the literature. We find that these results are relatively
insensitive to the exact models of planet formation and occurrence rate used, and so are robust to these
current uncertainties.

This is not the first work to address the question of whether planets are still present for alternative
values of the physical parameters. Limitations on the strength of gravity and electromagnetism
imposed by the existence of habitable planets was investigated in [10], where it was found that
long lived, temperate, terrestrial planets can exist over a wide range of parameter space. This was
continued in [11] with the investigation of the influence of the density of galaxies on planetary stability,
again finding a broad allowable parameter region. Our current work is novel in not just examining
the possibility of the existence of planets with desirable properties, but also taking care to incorporate
modern theories of planet formation into determining whether planets with these properties are
indeed produced.

Taken together, we analyze 12 distinct possible criteria for habitability in this paper (not counting
migration or the different views in the planetary size distribution we consider). Coupled to the 40 we
considered in [1], this represents a total of 480 different hypotheses to compare. The quantities used to
compute these are displayed in Table 1 for convenience.

Table 1. The quantities computed in this work. Here, Q is the amplitude of perturbations, κ

parameterizes the density of galaxies, λ parameterizes stellar size, GI stands for giant impact formation
mechanism, and iso stands for isolation production mechanism.

Quantity Description Expression

fgal fraction of stars in galaxies that retain supernova ejecta erfcp4.1Q´1α2β5{3q
f2nd gen fraction of stars born after supernova enrichment expp´0.24κ3{2α´7{4β´1{8γ´1q

fZ fraction of stars with high enough Z for planets θp1 ´ 0.038λ3{4α´3β´1{2γ1{2q
fhj fraction of stars without hot Jupiters 1 ´ 2.3 ˆ 108 κ2 λ2 α´13{8 β´3

np average number of planets around a star GI: Equation (25), iso: Equation (31)

fterr fraction of terrestrial planets GI: Equation (27), iso: Equation (30)

ftemp fraction of temperate planets 0.0053κ´1{2λ´1.77α11{2β7{4γ´5{8

2. Fraction of Stars with Planets fp

Two of the factors in the Drake equation regard the existence of planets, which will be considered
in turn in this paper. The first quantity to determine is fp, the fraction of stars that form planets. Here,
we represent this as a product of factors:

fp “ fgal ˆ f2nd gen ˆ fZ ˆ p fhjqphj . (2)
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In succession, we have: fgal, the fraction of stars in galaxies large enough to retain supernova ejecta,
f2nd gen, the fraction of stars born after supernova enrichment, fZ, the fraction of stars born with high
enough metallicity for planets to form, and an optional fhj, the fraction of stars that do not produce
hot Jupiters. Here, the exponent phj P t0, 1u is introduced as a choice of whether to include this last
criterion or not. The other two are not treated as optional.

2.1. What Sets the Size of the Smallest Metal-Retaining Galaxy?

The requirement for a galaxy to be habitable is that it must retain its supernova ejecta in order
to reprocess it into another round of metal-rich stars [12]. This sets a minimum galactic mass by the
condition that the velocity of supernova ejecta is less than the escape velocity,

v2
SN „ G Mret

Rret
. (3)

This is the asymptotic speed the supernova ejecta attains, and, to find this, a bit of the ejecta dynamics
must be used. The initial speed can be found from energy balance [13]: this can be written in the form

v0
SN „

d
TSN

A mp
, (4)

where the temperature of the supernova is set by the Gamow energy, which is the amount required to
overcome the repulsive nuclear barrier and force fusion, TSN „ α2mp. The mass of a typical particle in
the ejecta is related to the atomic number A „ 50, which cannot conceivably vary by much. We find
that v0

SN „ 0.03. However, as the ejecta moves through the intergalactic medium, it cools and slows
until it merges completely. The asymptotic speed is that at which the temperature becomes equal
to (about an order of magnitude less than) the hydrogen binding energy TH2 „ α2me{32 „ 104 K,
below which Hydrogen becomes predominantly neutral and no more cooling takes place [14].

How far does the ejecta of a supernova spread before it completely merges with the interstellar
medium, and, more importantly for our purposes, why? The observed value is around 100 pc [15],
and this is after the blast has gone through several successive phases. The first is known as the blast
wave phase, where the ejecta spread out at their initial velocity for roughly 100 yr, traveling a total
of a few pc. After the amount of interstellar material encountered rivals the initial mass of the ejecta,
which occurs at dST „ pMej{ρgalq1{3, the blast enters the self-similar Sedov–Taylor phase, where the
blast slows and expands considerably. According to standard theory [15], the self-similarity of the
dynamics dictates that the temperature of the blast falls off as T9d´3. During this phase, the velocity
will decrease with distance as vpdq “ 2{5pdST{dq5{2 until the snowplow phase begins, at which point
the speed essentially does not decrease any further. The snowplow phase occurs after the temperature
reaches the molecular cooling threshold, where it expands by a factor of a few until the density of the
material falls to that of the surrounding medium, at which point it is completely merged. Since the
bulk of the expansion takes place in the Sedov–Taylor phase, the size of the blast will be dictated by
the dynamics that take place there, and so the ultimate speed is given by

vSN “ v0
SN

ˆ
TSN

TH2

˙5{6
. (5)

Using the above relations, the asymptotic speed of supernova ejecta is found to be

vSN “ 2.4 α β5{6. (6)
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Now, we can find an expression for the minimum mass by using Mmin „ ρgalR3. Using the
density of galaxies given in the appendix, this gives

Mret „
M3

pl v3
SN

ρ
1{2
gal

“ 90.1
α3 m5{2

e M3
pl

κ3{2 m9{2
p

, (7)

where the coefficient in the last expression has been chosen to reproduce the observed minimal mass of
Mret “ 109.5Md [16]. As explained in the appendix, the quantity κ determines the density of galaxies
in terms of cosmological parameters.

While this critical mass is important conceptually, it is not as relevant to the retention of ejecta as
the gravitational potential itself, which directly sets the escape velocity of the overdensity. The fraction
of initial overdensities that exceed a potential of a given strength Φ is given by the Press–Schechter
formalism as f “ erfcpΦ{p?

2Qqq [17], where Q is the primordial amplitude of perturbations. Usually,
this expression is immediately expressed in terms of mass and density, but this more primitive form
will suffice for our purposes. With this, we can derive the fraction of matter that resides in potential
wells deep enough to produce a second generation of stars as

fgal “ erfc

˜
4.1

α2 β5{3

Q

¸
. (8)

Perhaps somewhat interestingly, this does not depend on the strength of gravity γ at all. This effectively
acts as a step function, severely diminishing the habitability of universes where Mret ą Mtyp. Note that
this is a pessimistic estimate, as it ignores the potential for subsequent evolution that causes potential
wells to deepen with time. Nevertheless, it is a very mild bound, and so a more thorough treatment is
not called for.

2.2. Is Massive Star Lifetime Always Shorter Than Star Formation Time?

Since the formation of metal-rich systems is reliant on the evolution of the first stars through
to their completion, if the lifetime of massive stars exceeds the duration of star formation, then no
systems will form with any substantial metallicity. The second generation stars are not necessarily
enriched enough to produce planets, but this serves as a sufficient condition for planets to be formed at
all. Then, the fraction of stars with planets can be estimated as those that are born after a few massive
stellar lifetimes have elapsed. It is worth considering how these two timescales compare for general
values of the physical constants.

The star formation rate, averaged throughout the universe, is found to decline exponentially,
as gas is depleted from the initial reservoir [18]. The most naive treatment one can perform is to
relate the timescale of this depletion to the free fall time of a galaxy, tdep “ 1{pεSFR

a
Gρq, where for

simplicity the efficiency coefficient is taken to not vary with parameters. Then, the fraction of stars
born after a time t is f‹ptq “ e´t{tdep .

This needs to be compared to the lifetime of massive stars, where massive here is taken to mean
large enough to become a type II supernova. This threshold is eight solar masses in our universe,
and is set by the inner core having a high enough temperature to undergo carbon fusion [19]. As such,
this threshold is parametrically similar to the minimum stellar mass, which was shown in [20] to scale
as λ9α3{2β´3{4, which equated the Gamow energy of fusion with the internal temperature of the star.
The resultant mass is about two orders of magnitude larger than the minimal mass, stemming from
the larger repulsive barrier for large nuclei. Then, using the stellar lifetime from [1], we find

tSN

tdep
“ 0.24

κ3{2

α7{4 β1{8 γ
. (9)
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The normalization has been set to the value of 0.01. This has been a bit loose on several counts,
namely the assumption that the second stars are always metallic enough to form planets, and the
neglect of even higher mass stars, which have correspondingly shorter lifetimes. However, in practice,
these worries are of no consequence, precisely because the scales are separated by such a large amount.
We find that, for all practical values of the parameters, the star formation timescale exceeds the lifetime
of massive stars, so that f2nd gen „ f‹ptSNq is always close to 1.

2.3. What Is the Metallicity Needed to Form Planets?

Terrestrial planets must be formed out of heavy elements, and though even a minuscule
amount would suffice in terms of actual planetary mass, the planet formation processes within
the protoplanetary accretion disk can only occur after a high enough metallicity is reached. A recent
analysis [5] has done a nice job characterizing the metallicity needed (as a function of stellar mass,
and distance to the host star) in order for planets to form out of the initial protoplanetary disk.

The underlying physical picture is that there are two timescales, the lifetime of the disk tdisk and
the dust settling time tdust. If the second exceeds the first, the disk will dissipate before sufficient
dust may settle into the midplane, and will disperse without forming planets. Both of these depend
on metallicity monotonically, and so only above some critical value will the conditions for planetary
formation hold. We detail the scaling of each in turn.

The physics of accretion disks was first laid out in [21]. An initially uncollapsed cloud first
condenses, and then through angular momentum transfer begins to form a disk. The disk remains
around the star until either UV light from the star photoevaporates the gas or it escapes thermally,
and the disk evaporates. This phase of evolution occurs on the viscous timescale of the disk, which is
much smaller than the total disk lifetime [22].

Though the precise time at which this crossover occurs depends on the exact mechanism of
photoevaporation (X-ray versus extreme ultraviolet, other stellar sources in clusters, presence of high
activity tau phase) the drop-off of accretion is set by the disk’s secular evolution time [23], with
crossover occurring on the order of this time. Therefore, the only relevant physics that needs to be
kept track of is the free fall time. Since this is given by a cloud that has approximately virialized after
Jeans collapse, it is simply set by the condition that the gravitational energy is equal to the thermal
energy. Then, the accretion rate is given by 9M “ c3

s {G „ 10´6Md{yr, and the timescale is given
by tdisk “ M‹{ 9M „ Myr. The sound speed and the temperature are given by bremsstrahlung from
molecular line cooling, as found in the appendix. Then,

tdisk “ 5.5 ˆ 105 λ m1{4
p Mpl

α3 m9{4
e

ˆ
Z

Zd

˙p
. (10)

In [24], the metallicity dependence was studied, where it was found that cooling quickens with
metallicity Z. The exact process was open to interpretation, with a handful of viable candidate
mechanisms, but the overarching explanation is that the less shielding there is, the faster the disk will
dissipate. Observationally and theoretically, it was found that the scaling with metallicity is consistent
with p “ 1{2, and so we will adopt this for our analysis.

The dust settling timescale is dictated by the rate at which dust grains sink into the midplane
from their initial positions in the protoplanetary disk. It is given in terms of the Keplerian timescale
of the disk, tdust “ 0.72tKepler{Z, as derived in [5]. There it was related to the growth rate of grains,
and found to depend inversely on the metallicity, since only dust can participate in the accretion
process. This is a function of orbital distance, but specifying to planets that form within what will
become a temperate orbit for simplicity, we have

tdust “ 3.0 ˆ 105
λ17{8 m7{4

p M1{4
pl

α15{2 m3
e

Zd
Z

. (11)
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Here, we are explicitly assuming that significant migration does not occur, which would alter the
metallicity needed for planet formation, given its dependence on orbit.

Equating these two timescales yields the critical metallicity

Zmin “ 4.2 ˆ 10´4 λ3{4 γ1{2

α3 β1{2
. (12)

The critical value is found to be Zmin “ 6.3 ˆ 10´4. As compared to the solar value Zd “ 0.02, we find
Zmin “ 0.03Zd [5].

This may be used to determine the fraction of stars that host planets by considering the amount
of stars that are formed above this metallicity. This requires a model for how metallicity builds up
inside a galaxy (of a given mass, as well as the distribution of galaxy masses). A full calculation of
this sort would take us too far afield here so we will return to it in a later publication. However,
a very reasonable approximation is to compare this threshold metallicity to the asymptotic metallicity
a galaxy attains—this usually affords percent-level accuracy. In our universe, this is found to be
Z8 “ 0.011 [16,25], which is actually a factor of two below solar due to the intrinsic scatter in
metallicities. This asymptotic value is set by the fraction of stellar mass that is transformed into heavy
elements during stellar fusion, and is not expected to depend sensitively on the fundamental constants
over the ranges considered.

If attention is restricted to solar mass stars, the requirement that the threshold metallicity be lower
than the asymptotic value equates to α3β1{2γ´1{2 ą 0.80, which is most sensitive to the fine structure
constant. Leaving the other parameters fixed, this gives α ą 1{361, which is stronger than the bound
α ą 1{685 based on galactic cooling found in [26,27]. A more forgiving bound is found using the
smallest stellar mass, which is α5{2β17{12γ´2{3 ą 0.32. This latter boundary is displayed in Figure 1,
where the distribution of observers is plotted as a function of the three variables α, β and γ.

Figure 1. The distribution of observers when taking metallicity effects into account, in the α–γ, α–β,
and β–γ subplanes. What is plotted is the logarithm of the probability of measuring any value of the
coupling constants, with red being more probable than blue, and the black dot corresponding to our
observed values. Included thresholds are an upper bound on α for hydrogen stability, as well as a
lower bound for galactic cooling, and an upper bound on β for proton–proton fusion. The teal and
brown curves correspond to the metallicity and supernova lifetime thresholds, respectively, and the
supernova retention threshold is not relevant in this range.

Incorporating the above effects determining the fraction of stars that host planets, and again
using the entropy and yellow light conditions, we can find that the probability of observing our
particular values of each constant. These are defined as Ppxobsq “ mintPpx ą xobsq, Ppx ă xobsqu for
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any observable quantity x, the others being integrated over, and the probability of measuring any
value given by Equation (1). With this, we have

Ppαobsq “ 0.19, Ppβobsq “ 0.45, Ppγobsq “ 0.32. (13)

These values are indistinguishable from those that were found in [1] without including these effects.
We conclude that the presence of planets is a generic feature throughout most of the multiverse, and it
does not alter where we expect to be situated in the slightest1.

2.4. Are Hot Jupiter Systems Habitable?

The constraints above were all quite mild, indicating that the presence of planets is a fairly generic
feature of the multiverse. However, we can make a further refinement by incorporating one of the most
famous statistical correlations in the field of exoplanets, the hot Jupiter–metallicity correlation [28].
This finds that the fraction of stars that possess hot Jupiters, that is, Jupiter sized planets on orbits
extremely close to the star increase with metallicity as Z2. The general (though not universal— [29])
consensus is that these planets must have formed in the outer system before moving inward, to avoid
the necessity of a disk that would be so massive as to be unstable [30]. In this scenario, the migration
of the planet through the inner solar system would have certainly ejected any preexisting planets from
their orbits (or worse), precluding them from sustaining life. However, the authors in [31] hypothesize
that this entire process could happen early enough that the main stage of planet formation could
occur after this migration had already taken place. If this turns out to be the case, then there may in
fact be no correlation between hot Jupiters and habitability (barring other factors that may impact
habitability [32]). If one wishes to include this effect, however, then the fraction of stars that host Earths
and not Hot Jupiters is given by

fhj “ 1 ´ Z̄2

Z2
max

. (14)

Here, we have used the mean metallicity rather than averaging this fraction over the metallicity
distribution, but this approximation is sufficient for a first analysis. The normalization Zmax is the
threshold above which the stellar system is almost assured to possess a hot Jupiter. It is set to
reproduce the observed abundance of hot Jupiter systems of 3% as Zmax “ 5.77Zd. In a multiverse
setting, we would expect to inhabit a universe where Zmax is safely above the average metallicity,
beyond which any further increase would result in little increase in habitability. Somewhat in line with
this expectation, then, is the fact that in our universe hot Jupiters exist in only a few percent of systems,
and mainly in those that are highly metal-rich.

To investigate whether this is the result of some selection effect, we must know what determines
this metallicity. The functional dependence is a clue: as the effect becomes more pronounced with the
square of the nongaseous material present, this is indicative of an interaction process. What remains,
however, is the question of whether this migration is a result of planet–planet or planet–disk
interactions. In fact, both explanations have been considered in the literature: references may be
found in [33] 2. The planet–planet hypothesis is supported by the fact that the eccentricities of observed
hot Jupiters are correlated with metallicity as well, indicating a more chaotic, violent origin, rather
than the steady, deterministic process indicative of planet–disk interaction. Additionally, [35] note
a substantial misalignment between the orbits of known hot Jupiters and the spins of their host
stars, which is most easily explained through a violent migration scenario. However, systems like
WASP-47 [36], which possess both a hot Jupiter and smaller companions, demonstrate that more

1 The code to compute all probabilities discussed in the text is made available at https://github.com/mccsandora/Multiverse-
Habitability-Handler.

2 A third explanation was additionally given in [34] that the disk dispersal timescale increases with metallicity, allowing a
longer period of accretion onto seed cores.
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dynamically quiet migration pathways are possible, if not necessarily the norm. Here, we only
expound upon the planet–planet scenario, though the others could just as readily be incorporated into
our analysis.

We start by determining the value of Zmax due to planet–planet interactions, as proposed in [37].
As noted in [38], the coexistence of hot Jupiters and low mass planets is impossible in this paradigm,
as migration occurs after the disk has dissipated. From [33], this is set by the expected number of
Jupiter mass planets initially formed in the outer system. They provide a framework for estimating
this by determining the probability that a core will attain Jupiter mass as a result of planetesimal
accretion as p9ΔM{Mcrit, where Mcrit „ 10MC is the mass above which runaway gas accretion is
possible and ΔM is the typical total accreted mass. For this, we use the analytic expression for the
accretion rate from [39],

9M « p18πq1{3 G Mcrit M1{3‹ Σplanetesimals

ρ1{3 a
. (15)

This employs the strong gravitational focusing limit, and treats the typical relative velocities of
planetesimals as roughly given by the Hill velocity. This can be used to determine the total mass
accreted by simply multiplying by the disk lifetime given in Equation (10) (making use of the
simplifications that the nonlinear oligarchic regime is not quite reached, and the initial isolation
timescale is small compared to the disk lifetime). The probability that there will be at least two gas
giants to trigger the instability will scale as ppě 2q „ N2

jup p2, where Njup is the typical number of
planets in the outer system, and we have assumed that p is small. The quantity N can be found by
dividing the total mass of the planetary disk by the typical mass of a planet at the typical location of
formation. Here, we use the initial seed being set by the isolation mass, have fixed the orbital radius to
be given by the snow line, and have taken the disk temperature to be given by viscous accretion, all of
which are discussed in the appendix. This gives

Njup „ Mdisk
Mcrit

„ 2.2 ˆ 10´5 λ

α3{2 β3{4
. (16)

This scales linearly with stellar mass, in agreement with the observations in [40]. The maximal value of
metallicity is found to be

Zmax „ 1
Njup

Mcrit
9M tdisk

“ 2.3 ˆ 10´8 α13{6 β3{2

κ λ
. (17)

This quantity is somewhat sensitive to both α and β, but not at all to γ. This also defines a stellar
mass λhj “ 2.3 ˆ 10´6α13{6β3{2{κ: stars above this mass, equal to 11 Md for our values, will always
host hot Jupiters. This will be below the smallest stellar mass if 789α8{27β ă 1, which will occur when
the electron to proton mass ratio is about 10 times smaller. However, this criteria does not alter the
probabilities much:

Ppαobsq “ 0.18, Ppβobsq “ 0.44, Ppγobsq “ 0.31. (18)

With this, notice that the probabilities are only changed from Equation (13) by a few percent. Thus,
even when including the demand that hot Jupiter systems are uninhabitable, the fraction of systems
with planets seems to be relatively insensitive to the physical constants.

We now turn to the next factor in the Drake equation, which deals with the characteristics of
planets, rather than just their presence.

3. Number of Habitable Planets per Star ne

Next, we focus on the number of habitable planets per star, ne. The determination of habitability
may depend on many factors, such as amount of water, eccentricity, presence of any moons, magnetic
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field, distance from its star, atmosphere, composition, etc. Here, we focus on two: temperature and
size, and determine the fraction of stars that have planets with each of these characteristics.

As usual, it is possible that habitability is completely independent from these properties;
which viewpoint one adopts depends on how habitable one expects environments without liquid
surface water and thin atmospheres can be. In this work, we remain agnostic to either expectation and
report the number of observers for all combinations of choices, where a planet will only be habitable if
it is approximately Earthlike, and where the size and/or temperature of the planet have no effect on
its habitability.

It should be noted that we are restricting our attention here to surface dwelling life on planets
orbiting their star. Thus, life in subsurface oceans and/or on icy moons like Enceladus [41], or even
more exotic types of life (e.g., [42,43]), are not considered. It is our plan to consider these alternative
environments in future work.

The number of habitable planets can be broken down as

ne “ np ˆ p fterrqpterr ˆ p ftempqptemp . (19)

Here, the average total number of planets around a star is np. The fraction of terrestrial mass
planets is denoted fterr, and ftemp is the fraction of planets that reside within the temperate zone.
The exponents pi P t0, 1u parameterize the choice of whether to include these conditions in the
definition of habitability or not. These quantities all depend on stellar mass, giving preference to large
stars because they make larger planets, and small stars in that their temperate zone is wider compared
to the interplanetary spacing.

Estimating these quantities is somewhat muddled by the current uncertainties in planet formation
theory. Not only is the distribution of planet masses contested in the literature, but the exact formation
pathways, as well as the physics that dictates the results, is not completely settled. Where we come
across disagreement, we separately try each proposal, in order to understand the sensitivity of our
analysis to present uncertainties. While the results for the overall probabilities can vary by a factor of
2, the upshot is that our estimates are relatively robustx.

3.1. Why Does Our Universe Naturally Make Terrestrial Planets?

The size of a planet is of crucial importance because it dictates what kind of atmosphere it can
retain. If it is too small, all atmospheric gases will eventually escape, whereas if it is too large, it will
retain a thick hydrogen and helium envelope, leading to a runaway growth process. Terrestrial
planets must have a very specific size in order that the escape velocity exceeds the thermal velocity
for heavy gases such as H2O, CO2 and N2, but not that of the lightest gas H and He. In our universe,
and for temperatures within the range where liquid surface water is possible, this restricts the range
of planetary radii to be within 0.7 and 1.6 that of Earth’s [44]. This is a narrow sliver compared to the
eight orders of magnitude mass range of spherical, non-fusing bodies, ranging from the potato radius
of 200 km to 10 Jupiter masses. In terms of fundamental parameters, this requirement gives the mass
to be

Mterr “ 92
α3{2 M3

pl m3{4
e

m11{4
p

. (20)

The coefficient has been set to reproduce Earth’s mass, but the allowed spread in masses is taken to be
between 0.3–4 MC.

There are compelling arguments that complex may only be possible on terrestrial planets,
with atmospheres composed of only heavy gases [45]. Any smaller, and the planet would be
Marslike, an apparently barren wasteland incapable of sustaining any appreciable liquid ar atmosphere.
The other extreme would be Neptunelike, with its hellish surface temperatures, pressures and wind
speeds. Of course, these arguments may be misguided, but here we explore the consequences of
adopting them for the multiverse computations we perform.
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It is important to note that the conditions that set the presence of atmospheres are completely
separate from the physics that dictates the size of planets, which is set by the clumping of the initial
circumstellar disk3. Nonetheless, the observed population of rocky planets is thought to peak at only
slightly super-Earth mass, making the production of terrestrial planets the norm for stars throughout
the universe. To be fair, the current exoplanet samples are biased towards large mass planets and
become very incomplete below Earth mass [48], but a number of different groups have concluded
that a detectable turnover is present near Earth masses: the authors of Ref. [9] find a good fit to a
log-normal distribution that peaks at 1.3RC. In Ref. [7] a Rayleigh distribution with width 3MC is used.
The authors of Ref. [8] advocate for a broken power law with turnover at 5MC. It was noted in Ref. [6]
that the distribution appears to be flat below 2.8RC. Use of these differing proposed distributions
make very little difference to our final outcome.

However, not everyone is convinced that the mass distribution exhibits a peak, and even if
there is one, it is just as reasonable to assume that there are many more smaller mass planets for
every planet of Earth size, as the plethora of small asteroids and comets in our system indicates.
Because of the incompleteness of current exoplanet surveys for small mass planets, there is room
for such disagreement at the current moment. Additionally, even if the mass peak is real, it is only
observed for close in exoplanets, and so requires an extrapolation to Earthlike orbits, where different
dynamics may be at play. One possibility is that the peak at super-Earth mass may be due to their
enhanced migration capability [49]. We will consider each scenario in turn.

3.1.1. What Sets the Size of Planets?

Why is the turnover so nearly equal to Earth mass planets, out of the potentially eight orders
of magnitude that could have been selected instead? Simulations provide a means to address this
question: it was found in Ref. [50] that the mass of planets is directly proportional to the amount of
initial material present in the disk, so that increasing disk mass makes larger, rather than more, planets.
In this scenario, nearly all the material initially present in the disk eventually gets constituted into
planets, with negligible (perhaps a factor of two, but not an order of magnitude) losses throughout the
evolution of the system. Determining the final planet mass in this setup requires knowledge of the
initial disk mass, as well as the fraction of material within the inner solar system. This boundary is set
by the snow line, the difference in composition interior and exterior to which dictates the formation
of rocky versus icy planets. In the following, we adopt the conventional view that little migration
takes place during planet formation, and comment further on alternative pathways when migration
is discussed.

Current observations indicate that the initial mass of heavy elements in protoplanetary disks
is roughly proportional to disk mass, Mdisk “ 0.01M‹ [51]. In Ref. [52], a stronger dependence was
found, but the scatter of 0.5 dex is larger than the trend, and the observed trend was suggested to
possibly be due to a selection effect arising from processing into undetectably large grains, so we
omit this stronger scaling for now. For solar mass stars, this works out to be roughly 10MJupiter, or
3300MC. This mass is distributed out to a radius of „100 AU, which is set by the conservation of
angular momentum, and the initial size of the collapsing cloud. From the appendix, we arrive at the
following expression for disk size:

rdisk “ 3.6 ˆ 10´6 λ1{3

κ

Mpl

m2
p

. (21)

3 This is not entirely true: there is known to be some feedback between the irradiation of initial atmospheres from the host
star that favors both small and large atmospheres [46]. While this leads to the interesting bimodal distribution of observed
radii [47], this is driven by atmospheric size, and is certainly not enough to affect the terrestrial core.
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This may be significantly altered if the young star is in a dense environment [53], but this scaling will
suffice for our purposes.

To determine the amount of material present within the snow line, one must take the surface
density profile into account. For this, we use the expression for Σpaq found in the appendix, which is
inversely proportional to a. Using these, the typical mass of an interior planet becomes

Minner „ ηă
asnow

Rdisk
Mdisk, (22)

where we have included the quantity ηă „ 0.25 to account for the difference in composition interior to
the snow line [54].

The location of the snow line is the point in the disk beyond which water condenses, equal to
2.7 AU in our solar system [55]. In order to determine its location, the temperature as a function of
radius must be used, which will depend on the dominant source of heating. For most of the present
paper, we use the temperature given by viscous accretion, and find

asnow “ 30.4
λ Mpl

α5{3 m5{4
e m3{4

p

. (23)

Note that, perhaps unsurprisingly, the snow line is situated outside the temperate zone for all relevant
parameter values. The dependence on stellar mass was found taking 9M9λ2, but is generically found
to scale as asnow9λ2{3´2 [56]. This is now enough to determine the parameter dependence of Minner,
which will ultimately be used to derive the expected number of planets per star as a function of
these parameters.

Though we tend to favor accretion dominated disks throughout this work, irradiation from the
central star can actually play a significant role as well [22]. If this is the dominant mode of heating,
then the snow line will instead be given by the expression asnow “ 297λ43{30α´4m´4{3

e m´1{3
p M2{3

pl .
Though this is functionally quite similar to the accretion dominated case from above, in Table 2,
we investigate the effect of assuming this form instead. Actually, both are almost equally relevant in
determining the position of the snow line, which helps to greatly complicate the disk structure (as well
as enhance the variability between different star systems [57]). Additionally, irradiation from other
neighboring stars may be important as well, especially in clusters [58], but we do not consider this
contribution in this work.

Table 2. Display of the insensitivity of the probabilities of our observables to the choices made regarding
planet formation. In addition to the options displayed, they may have been combined, but this would
belabor the point.

Choices Ppαobsq Ppβobsq Ppγobsq
standard 0.229 0.260 0.409

Rayleigh distribution 0.229 0.251 0.411
irradiation 0.255 0.320 0.426

with no λ dependence 0.380 0.254 0.007
shot noise 0.232 0.260 0.306

Determining the average planet mass is somewhat involved, given the many distinct stages of
growth that occur as microscopic dust grains agglomerate to the size of planets. For reviews of this
multi-stage process, see [59–61]. In brief, planetesimals form characteristic masses as the final outcome
of pebble (or dust) accretion. This arrangement is unstable, and ultimately leads to a phase of giant
impacts, wherein planetesimals collide together to form full planets.

An estimate for the maximum mass a planet can attain after a phase of growth through chaotic
giant impacts was found in [62]. There, they assumed no migration, small eccentricity, and determined
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the width of the ‘feeding zone’ to be Δa “ 2vesc{Ω by noting that within this region planet–planet
interactions result in collisions rather than velocity exchange. This yields

Mplanet „
˜

4π Σ a5{2 ρ1{6

M1{2‹

¸3{2

, (24)

where ρ is the average density of the planet and Σ is the disk density. With this, we can use the
appendix to reinstate parameter dependence into the expressions for the average number of planets
(normalized to 3 for the solar system) as well as the typical planet mass:

np “ 0.0061
α4{3 β13{16

κ1{2 λ5{6
, (25)

Mplanet

Mterr
“ 1.6 ˆ 106 κ3{2 λ5{2

α9{2 β45{16
. (26)

The latter has quite a steep dependence on stellar size. This is expected from the simulations [50],
with a dependence closer to linear, but is not particularly observed in exoplanet catalogs due to
large scatter [63]. In our calculations, we explore the effect of ignoring this dependence altogether,
displayed in Table 2. A full treatment would take the dependence on semimajor axis into account,
rather than simply evaluating at the snow line: in fact, this would be somewhat unnecessary, as the
scatter observed in exoplanet surveys, simulations, and indeed within the solar system masks any
dependence that may exist.

For the fraction of planets that are terrestrial, we use the log-normal distribution of [9] since this
is what is expected of the core accretion process, though we check that the actual distribution used
does not alter the outcome much. Under these assumptions, we can find the probability that a planet
will be terrestrial as

fterr “ 1
2

erf

¨
˝ log

´
4 Mterr
Mplanet

¯
` 1

2 σ2
M?

2 σM

˛
‚´ 1

2
erf

¨
˝ log

´
.3 Mterr
Mplanet

¯
` 1

2 σ2
M?

2 σM

˛
‚. (27)

This function peaks at Mplanet „ Mterr, and approaches are when Mplanet is very different from Mterr.
Being a two-parameter distribution, this requires not just the mean, but also the variance. As it is not
currently known what sets this quantity, here we explore two options: the first uses maximization
of entropy production to set σM “ 1{?

6, which is fairly widely observed in natural processes [64].
This estimate should occur for large systems, but for small systems one would expect the variance to
be set by shot noise instead, σ „ a

Miso{Minner, making use of the isolation mass defined in the next
section. The dependence on the various parameters is displayed in Figure 2.

The probabilities of observing the observed values of our constants are computed for the various
choices we made in Table 2. These can be compared with Equation (13) that only considered the
fraction of stars with planets. The most significant change for our most favored prescription is the
probability of observing our electron to proton mass ratio, which is decreased by less than a factor of 2.
Such insensitivity hardly constitutes any evidence for whether life should only appear on terrestrial
planets. More interestingly, if the dependence on stellar mass is neglected, our strength of gravity
becomes quite uncommon to observe. This gives us strong reason to suppose that, if life requires
terrestrial planets, we will begin to see a correlation between the two soon, and, if we don’t, then life
requiring Earth mass planets is incompatible with the multiverse at the 2.7σ level.
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Figure 2. The distribution of observers if life can only arise on a terrestrial planet in the α–γ, α–β,
and β–γ subplanes, size being dictated by a giant impact phase. Here, we have used a log-normal
distribution with σ “ 1{?

6, excluded λ dependence on the average planet mass, and assumed accretion
dominated disks.

Aside from this, though, the choices we made to come up with these estimates do not affect the
outcome very much at all. On the one hand, this is disappointing, as the stronger the dependence
these probabilities have on the assumptions of planet formation, the stronger our predictions can
be about which to expect to be dominant. However, this is also heartening: because the current
uncertainties about planet formation do not affect the outcome all that much, we are able to trust the
broad conclusions we have reached a bit better.

3.1.2. Is Life Possible on Planetesimals?

The mass discussed above really refers to the maximal planet mass of a system, which form
as a result of the secondary stage of collisions after the isolated planetesimals form. However,
this agglomeration will likely not completely deplete the system of its primordial planetesimals,
and so there are also expected to be numerous smaller planets accompanying each large one, as is the
case in and around the solar system’s asteroid belt. If these smaller bodies are considered as potential
abodes for life as well, the distribution continues past Earth masses, rather than having a peak there.

As a planet is condensing out of the protoplanetary disk, it eventually reaches what is termed as
the pebble isolation mass, which from the appendix is given by

Miso “ 2.0 ˆ 108
κ3{2 λ2 M3

pl

α5{2 m15{8
e m1{8

p

. (28)

The isolation mass is a function of the semi-major axis, but if we evaluate it at the edge of the
inner system given by Equation (23), we find, using the value for the disk surface density from the
Appendix A,

Miso

Mterr
“ 2.2 ˆ 106 κ3{2 λ2

α4 β21{8
. (29)

Here, the density of the galaxy comes into play in setting the outer edge of the disk. The dependence
on stellar mass in this expression is quite close to that found in [55], Miso9λ7{4.

It remains to specify the distribution of planetary masses in order to find the fraction that are
terrestrial in this picture. It is generically expected to take a power law form that continues to the small
mass cutoff, so that NpMq “ pMiso{Mqq. However, different authors prefer different values for the
slope: Ref. [65] find q “ 0.31 ˘ 0.2. Ref. [66] find a nearly scale invariant distribution for the radius,
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which translates into q “ 0.30 ˘ 0.03 if we use M9r3. Refs. [39,67] find q “ 0.6 for simulations of
planetesimals, and Ref. [54] extrapolate from the known asteroid population to find q “ 1. Ref. [68]
favors a value of q “ 2 from population synthesis methods. Here, we report with various values of q
to investigate its influence on the probabilities. The fraction of terrestrial planets is then

fterr “ min
"

1,
ˆ

Miso

0.3 Mterr

˙q*
´ min

"
1,

ˆ
Miso

4 Mterr

˙q*
. (30)

This is an increasing function of stellar mass until Miso ą 0.3Mterr, reflecting the expectation [69] that
earthlike planets should be rare among low mass stars. With this prescription, stars above a certain
mass will not produce any earthlike planets because the isolation mass will exceed the largest terrestrial
planet size. This defines the largest viable stellar mass λiso “ 0.0013κ´3{4α2β21{16, which corresponds
to 6.3 Md in our universe. This will only exceed the minimal stellar mass if α1{2β33{16κ´3{4 ą 169.
This condition is most sensitive to the electron to proton mass ratio and, holding the other constants
fixed, will be violated if it drops to about 11% of its observed value.

For q ă 1, the average mass for this distribution is formally infinite, which presents a problem for
using our expression for the expected number of planets in a system as given by np “ Minner{xMpy.
However, the total mass in the inner disk introduces a large mass cutoff, for which we have

np “ q ´ 1
q

´
Minner
Miso

¯
´

´
Minner
Miso

¯1´q

1 ´
´

Minner
Miso

¯1´q . (31)

This interpolates between pq ´ 1q{qMinner{Miso for q ą 1 and pq ´ 1q{q for q ă 0. The ratio of masses is

Minner

Miso
“ 0.0017

α5{6 β5{8

κ1{2 λ1{3
, (32)

thus that this equates to 30 with our constants. With this viewpoint, the distribution of observers is
plotted in Figure 3.

Figure 3. The distribution of terrestrial planetesimals that result from isolated accretion in the α–γ, α–β,
and β–γ subplanes, without the subsequent phase of giant impacts. The slope here is q “ 1{3. The teal
line represents the region where the largest star capable of hosting terrestrial planets is smaller than the
smallest possible star.

The overall probabilities are calculated for different representative values of the power law in
Table 3. It can be seen that, for increasing q, the probability for α increases, while the other two decrease.
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In particular, for q “ 2, the probability of observing our value of the electron to proton mass ratio is
disfavored by 2σ.

Table 3. Display of the probabilities of our observables for different values of the power law slope.

Exponent Ppαobsq Ppβobsq Ppγobsq
q “ 1{3 0.234 0.419 0.436
q “ 2{3 0.302 0.260 0.424
q “ 1 0.362 0.157 0.333
q “ 2 0.469 0.044 0.228

3.2. Why Is the Interplanet Spacing Equal to the Width of the Temperate Zone?

Perhaps the most commonly employed habitability criteria is that a planet must be positioned a
suitable distance away from its host star to maintain liquid water on its surface. This assumption is
so pervasive that this region is usually referred to as the circumstellar habitable zone. In the spirit of
remaining agnostic toward the conditions required for life, we will adhere to the recently proposed
renaming as the ‘temperate zone’ [70]. If this is indeed essential for life, then the expected number of
habitable planets orbiting a star will depend both on the interplanetary spacing, as well as the width
and location of the temperate zone. A rather clement feature of our universe is that the width of the
temperate zone is comparable to the interplanetary spacing (for sunlike stars). Because of this, it is
relatively common that one of the planets in any stellar system is situated inside the temperate zone,
no matter its particular arrangement. This could be contrasted to the hypothetical case where the
temperate zone were much narrower than the interplanetary spacing, in which case the odds of a
planet being situated inside it would be quite low. However, this coincidence of distance scales is
not automatic: both these quantities are dependent on the underlying physical parameters, and so in
universes with different parameter values the expected number of potentially habitable planets per
star will be altered. We go through these length scales in turn, and then fold them into our estimate for
the overall habitability of the universe.

The boundaries of the temperate zone depend on the characteristics of the planet in question,
such as the atmospheric mass and composition [71], its orbital period [72], etc. However, these details
only alter the location of the temperate zone to subleading order, and do not affect the scaling with
fundamental parameters we are interested in. If the planet is assumed to be a simple blackbody,
then the temperature is set solely by the amount of incident flux. In this case, the location of the
temperate zone will be

atemp “ 1
2

T2‹
E2

H2O
R‹ “ 7.6

λ7{4 m1{2
p M1{2

pl

α5 m2
e

. (33)

Albedo and greenhouse effects will change the coefficient, but not the overall scaling. Determining
the width of the temperate zone entails finding the temperatures at which runaway climate processes
occur, but we will now argue that both the inner and outer edge are dictated by (broadly speaking) the
same underlying physical process of phase change, and so the width of the temperate zone will scale
in the same way as its location.

The inner edge of the temperate zone is set by the runaway greenhouse effect: this occurs when a
temperature threshold is crossed that allows an appreciable amount of water vapor to be sustained
in the atmosphere. Since this serves to trap infrared light from escaping to space, this will increase
the temperature further, in turn driving a further increase in atmospheric water vapor. Once the
atmosphere is comprised primarily of water, it will be photodissociated and/or escape to space,
leaving the Earth in a dry and Venus-like state [73]. Since there is always some level of outward flux,
the ocean will escape into space eventually if a long enough time has elapsed. Therefore, the exact
threshold for this process is defined as when the timescale for this process is of the order of one billion
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years, which in turn will depend on the mass of the planet’s ocean. However, key to our discussion is
that the change in the atmospheric water fraction occurs very abruptly when the temperature crosses
the latent heat of vaporization, going from equilibrium values of 10´5 ´ 1 in the span of 250–420 K.
Because of this, the exact mass of the planet, ocean or atmosphere will only play a subleading role
in determining this threshold, which instead is dictated solely by molecular processes. Since this
transition is set by what is essentially the intermolecular binding energy, this scales identically with
the condition for liquid water. For Earth, this occurs at a temperature of 330 K, which corresponds to
0.95 AU [74].

Similarly, the outer edge of the temperate zone is set by the runaway icehouse process.
The temperature of a planet is set not only by the incident flux, but also by the carbon dioxide
content content of the atmosphere and albedo. Carbonate weathering is an important regulatory
feedback mechanism that serves to stabilize the temperature of a planet to remain within the temperate
range by adjusting atmospheric carbon dioxide content to compensate for a change in stellar flux [75]
(it does this because liquid water is necessary for efficient weathering to occur). However, this only
works to an extent, since beyond a critical concentration atmospheric CO2 increases the albedo of a
planet, leading to a runaway icehouse effect [73]. Because the amount of atmospheric carbon dioxide
is also set by reactions due to intermolecular forces, it scales the same as above. Therefore, both the
inner and outer edges of the temperate zone are set by molecular binding energies, and so the width
will always be of the same order as the mean4.

The exact delineations are subject to the uncertainties of the atmospheric model used, but,
for definiteness, we take ΔRHZ “ 0.73 AU, from [71].

The next task is to determine how far apart planets typically reside from each other. It was
hypothesized in [77] that stellar systems are dynamically packed, in that they are filled to capacity,
and the insertion of any additional planet would render the system unstable. Though this may not
strictly hold all the time [78], this spacing is roughly observed in our solar system [79], in Kepler data
on multiplanetary systems [80], and found to occur naturally in simulations in [81]. The essential idea
is that planetary scattering either ejects or collides excess planets from an initially overpacked system
until the remainder are far enough apart to be stable on the timescale of the system. The stability
condition is that planets are further than a certain multiple of Hill radii away, nominally around 10,
and it was found in [80] that the distribution of separations was a shifted Rayleigh distribution with
usual separation 21.7 ˘ 9.5RHill.

As mentioned in [62], the typical multiple of mutual Hill radii is not universal, but can be shown
to depend on the width of a planet’s ‘feeding zone’ to be given by pρa3{M‹q1{4, where ρ is the density
of matter and a is the semimajor axis. Though above we were interested in the typical size of a planet
during this process, here we may use this condition to find the typical spacing as

aspacing „
˜

16π Σ a11{2 ρ1{2

M3{2‹

¸1{2

“ 1430
κ1{2 λ169{48 γ1{8

α21{2 β15{4
(34)

This was evaluated at the center of the temperate zone to give the ratio of these two length scales
in terms of fundamental constants. Since this ratio loosely sets the fraction of planets within the
temperate zone, we arrive at

ftemp „ Δatemp

aspacing
“ 0.0053

α11{2 β7{4

κ1{2 λ85{48 γ5{8
. (35)

4 This neglects other potential thresholds, such as the inner boundary set by the photosynthetic threshold of carbon dioxide
abundance, which is remarkably close to the inner boundary discussed here [76].
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Set this to the value of 1.6 in our solar system. Notice that, for α or β much smaller or γ much larger,
the fraction of temperate planets will be diminished. Additionally, this quantity is larger for smaller
mass stars, reflecting the comparatively broad temperate zones there.

This distribution is illustrated in Figure 4. The corresponding probabilities for observing our
values of the constants are

Ppαobsq “ 0.24, Ppβobsq “ 0.37, Ppγobsq “ 0.15. (36)

Though the probabilities shift around by a factor of a few, the inclusion of this criterion does not
actually affect the results very much. This is a generic conclusion, even when this is included with
other criteria. Whether or not this condition is essential for life, the multiverse hypothesis is relatively
insensitive to it.

Figure 4. Distribution of observers if life may only exist within the temperate zone, in the α–γ, α–β,
and β–γ subplanes. The teal line is the boundary for which planetary disks are smaller than the
temperate zone.

Let us also take this opportunity to determine what values of parameters would render disks
smaller than the habitable orbit, thereby precluding temperate planets from ever forming. Based off
the expressions above and in the appendix, we have

atemp

Rdisk
“ 4.0 ˆ 105 κ λ17{12 γ1{2

α5 β2 . (37)

Aside from the obvious condition that, if the mean free path of the galaxy were 100 times smaller,
the protoplanetary disk would be shrunk by the same amount, this also places restrictions on the
fundamental parameters. Though these introduce lower bounds for α and β, this is the region with very
few temperate observers anyway, and so this does not change the habitability estimate appreciably,
especially since these scales would have to shift by two orders of magnitude before the threshold is
reached. A more stringent boundary would require that disks be larger than the orbits of the gas giants.
If not, they would be precluded from forming in the first place, and, if these were essential for life on
Earth, universes like this would be altogether barren.

3.3. Planet Migration

Traditional models of planet formation assume that little orbital migration takes place during
planet formation. However, the large number of gas and ice giants found situated extremely close to
their host stars [82], the presence of orbital resonances found in some exoplanet systems [83], and icy
composition of planets within the snow line [84] all point to the presence of migration. Migration may
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strongly affect the habitability of planetary systems, as if it proceeds for too long, all inner planets
will drift toward the inner edge of the disk at around 0.014 AU [85], and giant planets migrating
across the temperate zone would destabilize the orbits of any existing planets. The vast diversity of
systems found, as well as analytic and numeric simulations of protoplanetary disks [86], point to an
exquisitely complex array of migration scenarios, which will be selectively operational depending
on the characteristics of the initial system such as disk mass, viscosity, and the size and locations
of the planets. Nevertheless, it is possible to perform rough estimates for when migration will be
present in a given system. In this section, we do not attempt to characterize all the complex features of
planet migration in universes with alternate physical constants, but rather wish to provide a useful
diagnostic for when migration will be important. We will find conditions that the physical constants
must satisfy so that all planets do not migrate into their host stars at an early stage of evolution, our
observed values being intermediate such that this scenario only afflicts some percentage of planetary
systems with unlucky characteristics. It should be noted that some amount of migration appears to
have occurred even in the outer solar system [87]. However, we evidently ended up with at least one
habitable location. In our particular instance, the particular positions of the giant planets ultimately
halted migration, preventing the obliteration of the inner solar system [88].

Migration occurs when a planet’s influence on the surrounding disk produces a net torque on the
planet itself, usually driving it inward. As such, migration halts after the time tdisk when the disk has
cleared out. This may be compared to the migration timescale

tmig „ a
9a

„ L
Γ

„ Ω a2 M
Γ

, (38)

where M is the planet’s mass, L its angular momentum and Γ the torque it experiences. A heuristic
condition for when migration will be significant was found in [89] as tmig À 10 tdisk. There are various
contributions to the torque, and which is dominant organizes migration into several different types,
which depend on the circumstances of the case at hand. These are classified into type I, which arises
when a trailing overdensity of dust behind a planet (and preceding in front) exerts a torque, and type II,
in which the planet is capable of opening up a gap in the disk, resulting in a torque imbalance from the
absence of material (for a recent review see [86]). The latter is more relevant for larger planets capable
of significantly altering the disk structure, and the former more relevant for smaller planets, which are
not. They will each be considered in turn, resulting in conditions on the fundamental constants that
must be satisfied in order for a system with given characteristics to retain its initially habitable planets.

For type I migration, the timescale is derived in [90]:

tI “ h2 M2‹
Σ Ω a4 M

, (39)

where h is the disk height, set by the sound speed. Then, when using the expressions from the
Appendix A and Equation (10), and specifying to terrestrial planets situated in the temperate zone,
we find

tI

tdisk
9 λ43{48 β9{16 γ3{8

κ α3{2
. (40)

If this quantity becomes too large, then Earthlike planets in all systems will migrate into their stars,
and the universe would be uninhabitable in the traditional sense. Note the dependence λ0.9, indicating
that this type of migration is more important for low mass stars.

This estimate would also be relevant for the production mechanism for Trappist-1 type planets
proposed in [91], whereby earthlike planets form behind the snow line before migrating inwards.
Such an unconventional pathway is needed to explain this system [92], which has multiple Earth
sized planets orbiting the temperate zone of a 0.08 solar mass star with planets near mean motion
resonances [93] and possessing icy compositions [84]. This will not be undertaken here, however.
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Even if we restrict our attention to parameter values where Earthlike planets do not undergo
substantial migration, we may still run into trouble if Jupiter-like planets routinely barrel through their
planetary systems. As this is governed by the physics of type II migration, the conditions that must
be satisfied for (the majority of) these planets to stay put are somewhat different. Here, we restrict
our attention to the case where a full gap is opened in the disk, and where the mass of the planet is
substantially smaller than the mass contained in the disk. In this case, the timescale of this migration
process is given by [86]:

tII “ 2
3

a2

ν
, (41)

where ν is the viscosity. Strictly speaking, these quantities are supposed to be evaluated not at the
position of the planet, but rather the place of maximum angular momentum deposition, which can be
approximated as a ` 2.5RHill. For our purposes, however, this correction is negligible for the scaling
arguments. Then, the ratio of this timescale to the disk lifetime is

tII

tdisk
9 λ15{16 γ5{8

αdisk α4 β13{16
. (42)

Here, αdisk is the standard parameterization of disk viscosity, discussed further in the appendix.
Since this is inversely proportional to disk mass, type II migration is more important for smaller
disks, opposite to the type I case. Additionally, since only the scaling with β is flipped from before,
the conjunction of these two migration scenarios is capable of putting an upper bound on α and
a lower bound on γ, if the other quantity is fixed. The thresholds for both types of migration are
displayed in Figure 5. However, the absolute normalization of each of these timescales is uncertain,
so we do not derive how the probabilities are altered due to these effects.

Figure 5. Display of when runaway migration takes hold, in the α–γ, α–β, and β–γ subplanes. The
teal line is for type I migration, the orange line is for type II, and the purple line is when the mass
of the fastest migrating body is equal to the terrestrial mass. All curves have been normalized so the
timescales in our universe are five times larger than the critical value.

4. Discussion: Comparing 480 Hypotheses

Having spent the last two sections detailing the physics behind a multitude of processes that may
influence the habitability of a system, we now synthesize these into an estimate of the probability of
observing our measured parameter values, for each combination of individual habitability hypotheses.
To summarize our results so far, we have firstly included several conditions necessary for planet
formation, namely that the majority of galaxies should be larger than the minimal retentive mass that
massive stars should have shorter lifetimes than the star formation timescale, and that the minimum
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metallicity needed to form planets should be smaller than the asymptotic value. Of these three,
the third was most constraining. These are also presumably not optional, as opposed to the rest of the
criteria that were considered: these were the absence of hot Jupiters, the production of terrestrial planets
both through giant impact and isolation formation pathways, and the fraction of planets that end up
in the temperate zone. Whether these are necessary for life are still intensely debated, and so each
provides a prime opportunity to determine its compatibility with the multiverse hypothesis. Because
they are all independent criteria, taken in conjunction they lead to a total of 2 ˆ 3 ˆ 2 “ 12 possibilities.
This does not include the 16 different choices we made in terms of planet formation, as well as the
potentially continuous parameter signifying the slope of the power law for smaller planets. We display
the probabilities of observing our measured values in Table 4 for the criteria mentioned in this paper.
Note that, though the spread in probabilities is around 2–3 for each, all choices are well within an
acceptable range to explain our observations within the multiverse context.

Table 4. Probabilities of different combinations of the habitability hypotheses discussed in the text.
Here, yellow stands for the photosynthesis criterion, S the entropy criterion (both explained below
Equation (1)), temp for the temperate zone, GI and iso for the terrestrial planet criterion with the giant
impact and isolation production mechanisms, and HJ the hot Jupiter condition.

Criteria Ppαobsq Ppβobsq Ppγobsq L

yellow S 0.189 0.437 0.318 2.57
yellow temp S 0.241 0.363 0.151 1.54

yellow GI S 0.229 0.26 0.409 6.72
yellow GI temp S 0.377 0.196 0.42 6.65

yellow iso S 0.234 0.419 0.436 5.02
yellow iso temp S 0.313 0.48 0.245 3.54

yellow HJ S 0.181 0.428 0.308 2.59
yellow HJ temp S 0.237 0.359 0.147 1.54

yellow HJ GI S 0.23 0.261 0.41 6.72
yellow HJ GI temp S 0.378 0.197 0.419 6.64

yellow HJ iso S 0.231 0.424 0.431 5.05
yellow HJ iso temp S 0.311 0.483 0.241 3.54

When combined with the 40 additional combinations from [1] (including combinations of the tidal
locking criterion, which posits that only planets that are not tidally locked are habitable, the biological
timescale criterion, positing that only stars that last several billion years are habitable, the convective
criterion, which states that only stars which are not purely convective are habitable, the photosynthesis
and yellow criteria, which state that photosynthesis is necessary for complex life, defined with an
optimistic and pessimistic wavelength range, respectively, and the entropy criterion, where habitability
is proportional to the total amount of entropy processed by a system), there are a total of 480 separate
habitability criteria that may be considered. Of these, only 43% of them give rise to probabilities of
observing all three constants we consider of greater than 1%. The full suite of criteria is displayed in
Table 5 at the end of this manuscript. For brevity, we omit the convective criteria of [1] because it only
ever marginally changes the numerical values, and in all instances its inclusion does not affect the
viability of the combination of other hypotheses one way or the other. Of the 190 habitability criteria
which give probabilities of over 10%, all make use of the entropy condition. A further 16 which do not
include the entropy condition have probabilities greater than 1%—all of them benefit from an interplay
between the yellow, tidal locking and biological timescale criteria, which place both upper and lower
bounds on the types of allowed stars. The rest of the habitability criteria can safely be regarded as
incompatible with the multiverse hypothesis.

The inclusion of multiple hypotheses leads to nonlinear effects, as the interplay between the
distribution of purported observers and the anthropic boundaries alter the overall probabilities in
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sometimes surprising ways. That being said, none of the criteria have that drastic of an effect on the
probabilities, especially when including the entropy condition.

Some criteria, namely the terrestrial and temperate conditions, introduce lower bounds to some
combination of α and β. In fact, lower bounds on these quantities are somewhat hard to come by in the
anthropics literature, though it has always been clear that they should exist, as a world with massless
electrons or no electromagnetism would certainly be very different from our own. The bounds we find
are stronger than those that exist in the literature.

We also introduce a new measure of our universe’s fitness, which we term the luxuriance. This
is defined as the expected number of observers in our universe divided by the average number of
observers per universe, restricting to universes that do have observers:

L “ Ppαobs, βobs, γobsq ş
d�α θpPpα, β, γqqş

d�α Ppα, β, γq . (43)

Here, the integration is over all three constants, and θpxq is the Heaviside step function: θp0q “ 0,
θpxq “ 1 for x ą 0. The rationale for including this is that, for most habitability criteria, the vast
majority of universes will be sterile, obfuscating comparisons between different criteria. Restricting
to universes that only contain life gives a better feeling for how good our universe is at satisfying
the chosen criteria. If our universe is better than typical at making life, then this quantity will be
greater than 1. While this is not actually the guiding principle for evaluating whether our observations
are consistent with the multiverse, it is a somewhat interesting quantity to consider. It gives some
indication of how strongly observers may cluster within the multiverse- and the strong dependence of
the properties we discuss on physical constants leads us to expect that they will, so that the majority of
observers do find themselves in overly productive universes. The luxuriance ranges by two orders of
magnitude for the different possibilities we consider, but the maximum is L “ 78.4 for the condition
that includes the yellow, tidal locking, biological timescale, hot Jupiter, isolation planet production
mechanism, temperate, and entropy criteria.

In addition, recall that certain choices for the physical processes involved in determining the
structure of planets greatly affected some of the probabilities: the absence of a dependence on the mass
of a planet with stellar mass, and too large a slope for the isolation mass, are both disfavored from
the multiverse perspective. These scenarios are not otherwise excluded, but it would count as strong
evidence against the multiverse if either of these were verified to be the case.

The one conclusion that should be drawn from this study is that planets are a rather generic
feature, and not especially atypical for our particular values of the fundamental constants. Metal
buildup is generic, massive stars burn out quickly, and disks tend to clump faster than they dissipate,
so the inclusion of these criteria barely influenced the numerical values of the probabilities at all,
apart from adding some mild anthropic boundaries. Furthermore, even specifying the characteristics
of the planets that are formed, or considering different scenarios of their formation, did not alter the
probabilities by more than a factor of few for the most part. This points to a reassuring robustness
of our predictions that they are not as highly sensitive to the vagaries of incompletely known planet
formation processes as one may have feared.

While it is simple to imagine a universe where planets are almost never made (and indeed
before the current plethora of exoplanets was discovered many wondered if our universe was of this
character), the parameter values needed to realize this possibility are quite extreme. Additionally,
there are several features of planets in our universe that are tantalizingly coincidental, seeming to
beckon for an anthropic explanation: the tendency to produce Earth mass planets, the similarity
of the interplanetary spacing around sunlike stars and the width of the habitable zone, and the
small but nonzero fraction of stars with hot Jupiters. Nevertheless, this reasoning was not borne out
when incorporating these criteria into our analysis. The multiverse hypothesis is consistent with the
expectation that life may only arise on temperate, terrestrial planets in systems without hot Jupiters,
but it is essentially as compatible with the complete converse. The existence of suitable planetary
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environments thus does not seem to be the most important factor in determining which of the potential
universes we find ourselves situated in. The other factors of the Drake equation which we will explore
in subsequent works [94,95] will uncover many additional predictions for the requirements of life.

5. Conclusions

We have demonstrated that there are plenty of habitability conditions that are completely
incompatible with the multiverse: what this illustrates is that, if any of the ones we have uncovered
so far are shown to be the correct condition for the emergence of intelligent life, then we will be
able to conclude to a very high degree of confidence (up to 5.2σ) that the multiverse must be wrong.
It should be stressed that there is a great deal more that these conditions omit: nothing at all is said
about how habitability is affected by things like planetary eccentricity, elemental composition, water
abundance, or a host of other potentially paramount aspects of a planetary system [96,97]. The de facto
stance on all omissions is that they have no bearing on habitability, and it will only be through future
work, including all possibly relevant aspects that a fully coherent list of predictions may be assembled.
Further still, placing a priority on the relative availability of each type of universe based on reasonably
generic arguments, the precise probabilities, and the conclusions that follow will tremendously benefit
from a way of being able to derive this prior with absolute surety. Since only a single one of the
myriad habitability criteria is ultimately true, and since we will eventually be able to determine which
one that is once we have a large enough sample of life-bearing planets, this demonstrates that the
multiverse is capable of generating strong experimentally testable predictions that are capable of being
verified or falsified on a reasonable timescale, the hallmark of a sensible scientific theory.

Table 5. Probabilities of various hypotheses, including those from [1] (continued on following pages).
In addition to the abbreviations from Table 4, the shorthand is: photo: photosynthesis (optimistic),
yellow: photosynthesis (conservative), TL: tidal locking, bio: biological timescale, S: entropy, temp:
temperate zone, GI and iso: terrestrial planet with giant impact and isolation production mechanisms,
resp. and HJ: hot Jupiter.

Criteria Ppαobsq Ppβobsq Ppγobsq L

number of stars 0.381 0.355 8.06 ˆ 10´7 0.000199
temp 0.175 0.0524 8.87 ˆ 10´6 0.000923

GI 0.424 0.281 1.16 ˆ 10´6 0.00021
GI temp 0.227 0.279 9.7 ˆ 10´6 0.00269

iso 0.422 0.493 8.69 ˆ 10´7 0.000239
iso temp 0.198 0.112 8.9 ˆ 10´6 0.00158

HJ 0.366 0.336 7.14 ˆ 10´7 0.000199
HJ temp 0.175 0.0523 8.87 ˆ 10´6 0.00092

HJ GI 0.425 0.282 1.15 ˆ 10´6 0.00021
HJ GI temp 0.227 0.279 9.7 ˆ 10´6 0.0027

HJ iso 0.419 0.499 8.53 ˆ 10´7 0.00024
HJ iso temp 0.198 0.112 8.9 ˆ 10´6 0.00158

bio 0.284 0.106 2.32 ˆ 10´5 0.00379
bio temp 0.145 0.0152 3.95 ˆ 10´5 0.00282

bio GI 0.211 0.0161 0.000405 0.0562
bio GI temp 0.282 0.0162 0.00153 0.324

bio iso 0.244 0.216 5.28 ˆ 10´5 0.00961
bio iso temp 0.167 0.0334 5.42 ˆ 10´5 0.00661

bio HJ 0.284 0.106 2.03 ˆ 10´5 0.00378
bio HJ temp 0.145 0.0152 3.95 ˆ 10´5 0.00281

bio HJ GI 0.211 0.0162 0.000405 0.0565
bio HJ GI temp 0.282 0.0163 0.00153 0.325

bio HJ iso 0.244 0.215 5.13 ˆ 10´5 0.00958
bio HJ iso temp 0.167 0.0334 5.41 ˆ 10´5 0.00661

TL 0.33 0.455 4.57 ˆ 10´7 3.39 ˆ 10´5

TL temp 0.455 0.257 1.93 ˆ 10´7 4.61 ˆ 10´5

157



Universe 2019, 5, 157

Table 5. Cont.

Criteria Ppαobsq Ppβobsq Ppγobsq L

TL GI 0.421 0.283 6.42 ˆ 10´7 3.09 ˆ 10´5

TL GI temp 0.237 0.29 8.16 ˆ 10´7 0.000146
TL iso 0.398 0.433 4.6 ˆ 10´7 5.6 ˆ 10´5

TL iso temp 0.454 0.356 3.63 ˆ 10´7 0.000107
TL HJ 0.306 0.433 3.11 ˆ 10´7 3.15 ˆ 10´5

TL HJ temp 0.454 0.256 1.8 ˆ 10´7 4.52 ˆ 10´5

TL HJ GI 0.422 0.284 6.38 ˆ 10´7 3.08 ˆ 10´5

TL HJ GI temp 0.236 0.291 8.12 ˆ 10´7 0.000146
TL HJ iso 0.393 0.439 4.39 ˆ 10´7 5.53 ˆ 10´5

TL HJ iso temp 0.455 0.355 3.55 ˆ 10´7 0.000106
TL bio 0.011 0.365 7.19 ˆ 10´5 0.00304

TL bio temp 0.0154 0.276 4.16 ˆ 10´5 0.00788
TL bio GI 0.0562 0.0184 0.000277 0.0109

TL bio GI temp 0.18 0.023 0.000429 0.0631
TL bio iso 0.0237 0.485 0.000107 0.0087

TL bio iso temp 0.0403 0.407 9.85 ˆ 10´5 0.0238
TL bio HJ 0.00968 0.362 4.84 ˆ 10´5 0.00301

TL bio HJ temp 0.0149 0.275 3.89 ˆ 10´5 0.00779
TL bio HJ GI 0.0561 0.0185 0.000276 0.0109

TL bio HJ GI temp 0.18 0.0231 0.000428 0.063
TL bio HJ iso 0.0228 0.488 0.000101 0.00861

TL bio HJ iso temp 0.0394 0.406 9.61 ˆ 10´5 0.0235
photo 0.439 0.183 8.43 ˆ 10´7 0.000127

photo S 0.241 0.382 0.381 8.95
photo temp 0.403 0.121 3.11 ˆ 10´7 7.34 ˆ 10´5

photo temp S 0.338 0.292 0.207 7.07
photo GI 0.016 0.296 8.09 ˆ 10´6 0.00169

photo GI S 0.335 0.142 0.33 34.8
photo GI temp 0.00942 0.276 8.96 ˆ 10´6 0.00513

photo GI temp S 0.497 0.113 0.424 45.7
photo iso 0.456 0.267 1.75 ˆ 10´6 0.000346

photo iso S 0.305 0.448 0.494 13.7
photo iso temp 0.329 0.18 6.74 ˆ 10´7 0.000207

photo iso temp S 0.403 0.458 0.321 12.7
photo HJ 0.439 0.183 8.22 ˆ 10´7 0.000126

photo HJ S 0.237 0.377 0.376 9.0
photo HJ temp 0.403 0.121 3.08 ˆ 10´7 7.31 ˆ 10´5

photo HJ temp S 0.337 0.291 0.205 7.08
photo HJ GI 0.016 0.297 8.04 ˆ 10´6 0.00168

photo HJ GI S 0.336 0.142 0.331 35.0
photo HJ GI temp 0.00942 0.276 8.92 ˆ 10´6 0.00513

photo HJ GI temp S 0.498 0.113 0.425 45.9
photo HJ iso 0.456 0.267 1.72 ˆ 10´6 0.000342

photo HJ iso S 0.302 0.452 0.497 13.8
photo HJ iso temp 0.329 0.18 6.68 ˆ 10´7 0.000206

photo HJ iso temp S 0.402 0.455 0.319 12.8
photo bio 0.0631 0.103 1.75 ˆ 10´5 0.00197

photo bio S 0.18 0.409 0.43 7.89
photo bio temp 0.123 0.0849 5.35 ˆ 10´6 0.000987

photo bio temp S 0.222 0.335 0.262 6.98
photo bio GI 0.353 0.0162 0.000924 0.166

photo bio GI S 0.316 0.131 0.308 30.9
photo bio GI temp 0.154 0.0141 0.000688 0.34

photo bio GI temp S 0.484 0.1 0.408 40.3
photo bio iso 0.104 0.188 5.14 ˆ 10´5 0.00757

photo bio iso S 0.262 0.42 0.448 11.6
photo bio iso temp 0.185 0.152 1.51 ˆ 10´5 0.00365

photo bio iso temp S 0.322 0.489 0.382 11.8
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Table 5. Cont.

Criteria Ppαobsq Ppβobsq Ppγobsq L

photo bio HJ 0.0631 0.103 1.71 ˆ 10´5 0.00195
photo bio HJ S 0.175 0.404 0.426 7.94

photo bio HJ temp 0.123 0.0848 5.31 ˆ 10´6 0.000983
photo bio HJ temp S 0.22 0.333 0.26 6.99

photo bio HJ GI 0.353 0.0162 0.000921 0.167
photo bio HJ GI S 0.317 0.132 0.309 31.0

photo bio HJ GI temp 0.154 0.0141 0.000687 0.34
photo bio HJ GI temp S 0.485 0.101 0.409 40.5

photo bio HJ iso 0.104 0.188 5.06 ˆ 10´5 0.0075
photo bio HJ iso S 0.259 0.424 0.451 11.7

photo bio HJ iso temp 0.185 0.151 1.5 ˆ 10´5 0.00363
photo bio HJ iso temp S 0.32 0.492 0.379 11.8

photo TL 0.478 0.232 7.36 ˆ 10´7 0.000102
photo TL S 0.376 0.423 0.382 10.8

photo TL temp 0.412 0.197 2.61 ˆ 10´7 6.01 ˆ 10´5

photo TL temp S 0.453 0.288 0.283 10.8
photo TL GI 0.016 0.312 4.34 ˆ 10´6 0.000271

photo TL GI S 0.312 0.431 0.447 13.9
photo TL GI temp 0.0096 0.306 1.93 ˆ 10´6 0.000332

photo TL GI temp S 0.485 0.317 0.345 16.7
photo TL iso 0.41 0.308 1.46 ˆ 10´6 0.000264

photo TL iso S 0.384 0.46 0.435 15.9
photo TL iso temp 0.323 0.26 5.48 ˆ 10´7 0.000154

photo TL iso temp S 0.447 0.331 0.365 15.5
photo TL HJ 0.478 0.232 6.94 ˆ 10´7 9.94 ˆ 10´5

photo TL HJ S 0.36 0.394 0.355 11.2
photo TL HJ temp 0.412 0.197 2.51 ˆ 10´7 5.92 ˆ 10´5

photo TL HJ temp S 0.458 0.276 0.272 10.9
photo TL HJ GI 0.016 0.312 4.31 ˆ 10´6 0.000269

photo TL HJ GI S 0.312 0.43 0.446 13.9
photo TL HJ GI temp 0.00959 0.306 1.92 ˆ 10´6 0.00033

photo TL HJ GI temp S 0.484 0.316 0.344 16.7
photo TL HJ iso 0.41 0.307 1.42 ˆ 10´6 0.000258

photo TL HJ iso S 0.382 0.452 0.43 16.0
photo TL HJ iso temp 0.323 0.26 5.37 ˆ 10´7 0.000151

photo TL HJ iso temp S 0.448 0.325 0.362 15.5
photo TL bio 0.0354 0.29 0.000149 0.017

photo TL bio S 0.252 0.495 0.423 14.9
photo TL bio temp 0.0406 0.291 0.000116 0.0252

photo TL bio temp S 0.33 0.376 0.413 20.9
photo TL bio GI 0.317 0.0329 0.00121 0.0717

photo TL bio GI S 0.104 0.413 0.385 17.9
photo TL bio GI temp 0.371 0.0357 0.00086 0.14

photo TL bio GI temp S 0.196 0.283 0.397 27.3
photo TL bio iso 0.087 0.43 0.000325 0.0495

photo TL bio iso S 0.249 0.5 0.393 20.4
photo TL bio iso temp 0.0982 0.432 0.00026 0.07

photo TL bio iso temp S 0.353 0.383 0.366 25.1
photo TL bio HJ 0.0347 0.289 0.000141 0.0167

photo TL bio HJ S 0.218 0.456 0.449 16.0
photo TL bio HJ temp 0.0399 0.29 0.000112 0.025

photo TL bio HJ temp S 0.311 0.354 0.424 21.6
photo TL bio HJ GI 0.316 0.033 0.00121 0.0715

photo TL bio HJ GI S 0.103 0.411 0.385 17.9
photo TL bio HJ GI temp 0.37 0.0359 0.000859 0.14

photo TL bio HJ GI temp S 0.196 0.282 0.398 27.2
photo TL bio HJ iso 0.0854 0.429 0.000318 0.0488
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Table 5. Cont.

Criteria Ppαobsq Ppβobsq Ppγobsq L

photo TL bio HJ iso S 0.243 0.49 0.397 20.7
photo TL bio HJ iso temp 0.0966 0.43 0.000255 0.0693

photo TL bio HJ iso temp S 0.348 0.375 0.367 25.3
yellow 0.486 0.162 8.78 ˆ 10´7 9.64 ˆ 10´5

yellow temp 0.492 0.161 2.31 ˆ 10´7 2.61 ˆ 10´5

yellow GI 0.00555 0.292 6.88 ˆ 10´5 0.0127
yellow GI temp 0.00329 0.272 2.81 ˆ 10´5 0.00588

yellow iso 0.391 0.219 2.03 ˆ 10´6 0.000336
yellow iso temp 0.387 0.218 5.35 ˆ 10´7 9.14 ˆ 10´5

yellow HJ 0.486 0.162 8.64 ˆ 10´7 9.55 ˆ 10´5

yellow HJ temp 0.492 0.161 2.27 ˆ 10´7 2.58 ˆ 10´5

yellow HJ GI 0.00554 0.292 6.83 ˆ 10´5 0.0126
yellow HJ GI temp 0.00329 0.272 2.79 ˆ 10´5 0.00584

yellow HJ iso 0.391 0.219 1.99 ˆ 10´6 0.000333
yellow HJ iso temp 0.387 0.218 5.26 ˆ 10´7 9.06 ˆ 10´5

yellow bio 0.0351 0.102 1.72 ˆ 10´5 0.00178
yellow bio S 0.123 0.47 0.38 2.88

yellow bio temp 0.0324 0.0912 5.21 ˆ 10´6 0.000555
yellow bio temp S 0.126 0.406 0.215 2.05

yellow bio GI 0.0503 0.0133 0.000736 0.13
yellow bio GI S 0.177 0.25 0.367 6.9

yellow bio GI temp 0.0316 0.00818 0.000315 0.0632
yellow bio GI temp S 0.299 0.177 0.474 7.21

yellow bio iso 0.081 0.187 5.23 ˆ 10´5 0.00821
yellow bio iso S 0.174 0.386 0.498 5.37

yellow bio iso temp 0.0741 0.168 1.62 ˆ 10´5 0.00262
yellow bio iso temp S 0.206 0.424 0.324 4.38

yellow bio HJ 0.0351 0.102 1.69 ˆ 10´5 0.00176
yellow bio HJ S 0.112 0.46 0.37 2.91

yellow bio HJ temp 0.0324 0.0912 5.14 ˆ 10´6 0.00055
yellow bio HJ temp S 0.12 0.4 0.209 2.05

yellow bio HJ GI 0.0503 0.0134 0.000732 0.13
yellow bio HJ GI S 0.177 0.251 0.368 6.9

yellow bio HJ GI temp 0.0316 0.00819 0.000313 0.0629
yellow bio HJ GI temp S 0.299 0.177 0.473 7.21

yellow bio HJ iso 0.0809 0.187 5.13 ˆ 10´5 0.00814
yellow bio HJ iso S 0.169 0.392 0.493 5.4

yellow bio HJ iso temp 0.074 0.168 1.59 ˆ 10´5 0.0026
yellow bio HJ iso temp S 0.202 0.428 0.319 4.39

yellow TL 0.0303 0.0308 1.63 ˆ 10´6 0.000763
yellow TL S 0.457 0.377 0.431 32.6

yellow TL temp 0.0229 0.0251 4.55 ˆ 10´7 0.000253
yellow TL temp S 0.328 0.281 0.242 26.5

yellow TL GI 0.00345 0.38 4.84 ˆ 10´5 0.0256
yellow TL GI S 0.35 0.299 0.496 43.7

yellow TL GI temp 0.00196 0.372 2.04 ˆ 10´5 0.0129
yellow TL GI temp S 0.481 0.311 0.326 44.9

yellow TL iso 0.0249 0.0412 3.78 ˆ 10´6 0.00193
yellow TL iso S 0.488 0.424 0.469 44.7

yellow TL iso temp 0.0186 0.0335 1.06 ˆ 10´6 0.000636
yellow TL iso temp S 0.353 0.353 0.294 39.2

yellow TL HJ 0.0303 0.0308 1.58 ˆ 10´6 0.000756
yellow TL HJ S 0.474 0.351 0.407 33.8

yellow TL HJ temp 0.0229 0.0251 4.43 ˆ 10´7 0.000251
yellow TL HJ temp S 0.334 0.266 0.227 26.9
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Table 5. Cont.

Criteria Ppαobsq Ppβobsq Ppγobsq L

yellow TL HJ GI 0.00345 0.38 4.82 ˆ 10´5 0.0254
yellow TL HJ GI S 0.35 0.298 0.495 43.6

yellow TL HJ GI temp 0.00196 0.372 2.03 ˆ 10´5 0.0128
yellow TL HJ GI temp S 0.481 0.31 0.325 44.7

yellow TL HJ iso 0.0249 0.0412 3.69 ˆ 10´6 0.00191
yellow TL HJ iso S 0.493 0.416 0.463 45.1

yellow TL HJ iso temp 0.0186 0.0335 1.04 ˆ 10´6 0.00063
yellow TL HJ iso temp S 0.355 0.346 0.289 39.4

yellow TL bio 0.324 0.335 0.0114 5.54
yellow TL bio S 0.373 0.496 0.323 51.3

yellow TL bio temp 0.332 0.335 0.00786 4.56
yellow TL bio temp S 0.399 0.474 0.425 63.1

yellow TL bio GI 0.472 0.446 0.0126 6.64
yellow TL bio GI S 0.126 0.278 0.323 59.4

yellow TL bio GI temp 0.452 0.444 0.0093 5.88
yellow TL bio GI temp S 0.183 0.283 0.433 77.6

yellow TL bio iso 0.435 0.446 0.0158 8.4
yellow TL bio iso S 0.349 0.492 0.326 64.5

yellow TL bio iso temp 0.444 0.445 0.0108 6.82
yellow TL bio iso temp S 0.404 0.499 0.423 77.2

yellow TL bio HJ 0.322 0.333 0.0111 5.5
yellow TL bio HJ S 0.332 0.461 0.343 54.5

yellow TL bio HJ temp 0.331 0.333 0.00769 4.53
yellow TL bio HJ temp S 0.369 0.447 0.444 66.0

yellow TL bio HJ GI 0.472 0.446 0.0126 6.61
yellow TL bio HJ GI S 0.126 0.277 0.323 59.3

yellow TL bio HJ GI temp 0.453 0.445 0.00928 5.85
yellow TL bio HJ GI temp S 0.183 0.281 0.434 77.4

yellow TL bio HJ iso 0.433 0.444 0.0155 8.36
yellow TL bio HJ iso S 0.339 0.499 0.33 65.5

yellow TL bio HJ iso temp 0.442 0.443 0.0106 6.8
yellow TL bio HJ iso temp S 0.395 0.492 0.428 78.4
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Appendix A. Planetary Parameters

In this appendix, we collect results on how various quantities relevant to our estimates in this
work depend on orbital parameters of the stellar system, as well as fundamental quantities. To begin,
we display the typical molecular binding energy:

Tmol “
d

α

mmol r3
mol

“ 0.037
α2 m3{2

e

m1{2
p

. (A1)

This also defines the temperature required for liquid water.
Planets: The mass of a terrestrial planet, based on the criteria that carbon dioxide but not helium

is gravitationally bound to the surface at these temperatures, is

Mterr “ 9.2 ´ 202.2
α3{2 m3{4

e M3
pl

m11{4
p

. (A2)
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Next, we display the range of habitable orbits from the host star, using estimates from [1,98]:

atemp “ 7.2 ´ 12.3 λ7{4
m1{2

p M1{2
pl

α5 m2
e

, (A3)

which is based off of the temperature of a perfect blackbody located at that position,

Tpaq “ T‹
c

R‹
2a

. (A4)

The speed of a circularly orbiting planet at a given location is

v “
c

GM‹
a

“ Ω a (A5)

and Ω is the angular frequency. This also defines the orbital period as tKepler “ 2π{Ω.
The region of influence of a planet of mass M and orbiting a star at semimajor axis a is known as

the Hill sphere, and has the radius

RHill “
ˆ

M
3 M‹

˙1{3
a. (A6)

Galaxies: the average galactic density is set by the galaxy at time of virialization, with a
subsequent era of contraction due to equilibration [11,99]:

ρgal “ 5.6 ˆ 107 κ3 m4
p (A7)

corresponding to 10´23 g/cm3. Here, κ “ Qpηωq4{3 “ 10´16 is a composite of the primordial amplitude
of perturbations Q “ 1.8 ˆ 10´5, the baryon to photon ratio η “ 6 ˆ 10´10, and the total matter to
baryon ratio ω “ 6.4. This defines the typical freefall timescale as

tff “ 1b
G ρgal

“ 6.7 ˆ 10´4 Mpl

κ3{2 m2
p

, (A8)

which equates to 3 ˆ 107 yr. In addition, the typical temperature of the interstellar gas is relevant,
which is set by the threshold for H2 cooling, at roughly 104 K:

TH2 “ 0.032 α2 me. (A9)

This also sets the velocity dispersion in the galaxy as v „ a
5TH2 {mp „ 20 km/s.

Disks: We take the disk mass to be set by

Mdisk “ 0.01 M‹. (A10)

The size of the disk is set by the conservation of angular momentum of the initial collapsing cloud. If it
has a typical angular momentum of L „ 0.01Mvr, with v given by the dispersion velocity of molecular
clouds, we find

rdisk „
˜

M‹
ρgal

¸1{3

“ 3.6 ˆ 10´6 λ1{3 Mpl

κ m2
p

(A11)

set to be 100 AU for sunlike stars.
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For infalling dust, the accretion rate 9M is just given in terms of the typical free fall timescale
as [100]

9M “ c3
s

GN
“ 7.2 ˆ 10´4

λ2 α3 m9{4
e M2

pl

m9{4
p

. (A12)

In evaluating this quantity, the molecular energy has been used, reflecting that star formation
exclusively forms within molecular clouds, where increased levels of cooling facilitate collapse. A disk
whose dominant form of heating is given by accretion will have a temperature set by [55]

T4
accr “ 3

8π

G M‹ 9M
a3 . (A13)

The speed of sound in the disk is given by cs „ a
Tpaq{mp. This sets the height of the disk as the

typical sound dispersion during one oscillation period. Using the accretion temperature,

h „ cs

Ω
“ .34

α3{8 m9{32
e a9{8

λ1{8 m1{32
p M1{8

pl

. (A14)

This is normalized to 0.08 AU for earthlike orbits around sunlike stars. The viscosity of the disk is
usually parameterized as

ν “ αdisk c2
s

Ω
. (A15)

Typical values for the coefficient of proportionality are αdisk „ 10´3 ´ 10´2. In equilibrium, the surface
density of the disk can be found to be given by

Σ “ 9M
3π ν

. (A16)

The mass loss is usually taken to be independent of position [60], so that the surface density profile
is dictated by the temperature. Early models took Σ9a´3{2, but this is now considered unlikely for
equilibrium disks. The now standard dependence is Σ91{a [51], which is both observed in simulations
and understood from a theoretical perspective [54]. We will take our profile to be

Σpaq “ Mdisk
2 rdisk a

θprdisk ´ aq. (A17)

The snow line is the distance beyond which the disk is cool enough for water to condense into
a solid phase, which is found by setting the temperature equal to the vibrational energy of water
molecules,

asnow “ 30.4
λ Mpl

α5{3 m5{4
e m3{4

p

. (A18)

The size a planetesimal attains is given by the isolation mass, Miso „ 10 ˆ 2πΣ a RHill, [60].
The rationale behind this quantity is that, once a planet is above this mass, it will have already
depleted all the material within its Hill radius, and so it will no longer have a supply to continue its
growth. Note that the Hill radius is itself a function of the planet mass, so that solving this equation
for the mass yields the expression:

Miso „ p2π Σ a2q3{2

M1{2‹
“ 1.2 ˆ 106 κ3{2 λ1{2 mp M3{2

pl a3{2. (A19)

The coefficient is set by noting that the isolation mass is about Mars sized for the solar system.
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Abstract: In a multiverse context, determining the probability of being in our particular universe
depends on estimating its overall habitability compared to other universes with different values of the
fundamental constants. One of the most important factors in determining this is the fraction of planets
that actually develop life, and how this depends on planetary conditions. Many proposed possibilities
for this are incompatible with the multiverse: if the emergence of life depends on the lifetime of its
host star, the size of the habitable planet, or the amount of material processed, the chances of being
in our universe would be very low. If the emergence of life depends on the entropy absorbed by
the planet, however, our position in this universe is very natural. Several proposed models for the
subsequent development of life, including the hard step model and several planetary oxygenation
models, are also shown to be incompatible with the multiverse. If any of these are observed to play a
large role in determining the distribution of life throughout our universe, the multiverse hypothesis
will be ruled out to high significance.

Keywords: multiverse; habitability; life

1. The Fraction of Habitable Planets that Develop Life

In this paper, we continue our investigation from References [1,2] into the probabilities of
measuring our observed values of the fundamental physical constants α “ e2{4π, β “ me{mp and
γ “ mp{Mpl within a multiverse framework. Focusing on these three quantities supplements the
traditional treatment of the cosmological parameters, and, as we will show, has the potential to go
much further in terms of predictive power. The overarching goal of this investigation is to elevate the
status of the multiverse to a traditional scientific theory, capable of making testable predictions that are
verifiable on reasonable timescales.

The framework has been to use the principle of mediocrity [3,4], wherein the probability of
measuring a given set of constants is directly proportional to the number of observers in universes
with those constants. Since this is often a strong function of these physical constants, we expect to
be in a universe that nearly optimally reflects what life needs. It is usually easier to tell what types
of environments our universe is good at producing rather than determining the exact requirements
for life, since the former relies only on physics, while the latter involves extrapolating from biology.
This approach relies on a notion of habitability: that is, the precise conditions required for the emergence
of observers, here identified with life that is ‘complex enough’. Herein lies the predictive nature of this
enterprise: as there is no strong consensus on the conditions for life to arise and survive long enough to
develop intelligence, we investigate a multitude of possibilities. We then tabulate which are compatible
with our existence in this universe, and which would imply the existence of much more fecund
universes that host the majority of observers. In the latter case, our universe would be a backwater, so
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much so that the probability of being one of those few observers here is low, sometimes to an extreme
degree. This provides a test of these notions of habitability themselves: once we accrue large amounts
of exoatmoshperic measurements from a diverse array of planetary environments, which is poised to
happen in the coming decades, we will be able to correlate which, if any, are capable of hosting life.
This will allow us to finally determine whether the true habitability condition matches the multiverse
predictions. Because there are dozens of potentially important planetary and stellar characteristics,
and the multiverse would be falsified if just one of them were deemed to be incompatible, this will
serve as a very efficient method for putting this overarching framework to a rigorous test.

To estimate the number of observers in the universe, we use the Drake equation [5], which factors
this question into subcomponents that are more or less capable of functioning in isolation. If this
prescription is taken, then the probability of observing our values of the physical constants is

Ppα, β, γq 9 ppriorpα, β, γq N‹pα, β, γq
ż

dλ pIMFpλ, α, β, γq hpλ, α, β, γq
h “ fp ˆ ne ˆ fbio ˆ fint ˆ Nobs (1)

Here, N‹ is the number of stars in the universe, pIMF is the initial mass function, and h defines
the notion of habitability of a given environment, defined as the likelihood that it gives rise to the
emergence of observers. It may be worth bearing in mind that this differs from the definition that
astrobiologists typically use, who are more focused on the occurrence of unicellular life. This quantity
naturally factorizes into a product of separate factors, which are: the fraction of stars that have planets
fp, the number of habitable planets per planet-hosting star ne, the fraction of planets that develop
life fbio, the fraction of life-bearing worlds that develop intelligence fint, and the total number of
observers on intelligence-bearing worlds Nobs. In addition the factor pprior „ 1{pβγq is used to account
for the relative frequency of occurrence of each type of universe, derived from high energy physics
considerations. All of these quantities may depend on the fundamental constants, as well as the
local environment, which in our analysis is restricted to the stellar mass λ (made dimensionless
by comparing to the natural scale p8πq3{2M3

pl{m2
p). Our strategy has been to estimate the overall

probability by working our way through these factors from left to right, incorporating our previous
findings for various habitability proposals into a cohesive analysis.

In Reference [1] we considered the number of habitable stars in a universe as a function of our
physical constants, for various definitions of habitability. The main stumbling block is the strength of
gravity, which is capable of being 2 orders of magnitude larger without affecting habitability in any
obviously adverse way. If gravity were stronger, stars would be smaller, and so there would be more
of them, and if each represents an independent opportunity for life to evolve, there would be more
observers in those universes. We also incorporated various other potential habitability criteria, such as
the requirement that planets not be tidally locked, that stars be not fully convective, that starlight
be photosynthetic, and that stars last for biological timescales. While none of these were capable of
rescuing the multiverse hypothesis, the tidally locked and photosynthesis conditions will be crucial
components of our discussions here.

This was extended to the study of planets in Reference [2]. There are two separate terms related
to this in the Drake equation, the first of which being the fraction of stars with planets. While recent
results indicate that a minimum metallicity is required for protoplanetary disks to form planets,
the constraints on parameters from this condition are quite mild, indicating that planets themselves
are generic features throughout a range of alternate universes.

The second planet-related factor is the average number of habitable planets found around stars
that do possess them. Here, we address various planetary habitability criteria. It is pointed out that
our universe seems to preferentially produce roughly Earth mass planets, out of the eight orders of
magnitude it could have chosen. If we take the assumption that Earthlike planets are necessary to
host life, this fits in quite well with the multiverse hypothesis, almost regardless of the specific planet
formation scenario one employs. Also of note is that the width of the temperate zone is roughly
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equivalent to the interplanetary spacing (around sunlike stars), ensuring that some planet will be
capable of supporting liquid water on its surface in essentially every planetary system.

In this work, we extend our previous analysis to the fraction of planets that develop simple life.
This is of course unknown at the moment, and many of the guesses we make about this will be utterly
incompatible with the multiverse hypothesis. However, we demonstrate one that is fully capable of
making our values typical, and discuss the associated distribution of life that we expect based off this.
We first consider that the emergence of life depends on the amount of time, the planetary size, and the
entropy production of the host star, and find that only the last is compatible with the multiverse,
and further that it is fully able to bring the predictions into alignment with observation. In other words,
we have discovered what our universe is truly good at: producing lots of entropy.

An important aspect of our analysis in this paper is not just the probability of observing our
constants, but also our particular position within our universe. Many environmental parameters
should be assessed, including planetary mass, orbit, metallicity, amount of water, carbon to oxygen
ratio, and so forth, but we restrict our analysis to stellar size here. This becomes especially important
when considering that habitability is proportional to entropy production: taken blindly, this leaves
unanswered why we do not live around a much smaller star at a much later point in the future.
This may be used to argue that the cutoff mass for stellar habitability is not too much below the solar
value. This consideration favors several of our previously proposed habitability criteria, including
the tidal locking and yellow light conditions. Synthesizing this with the analysis we perform on the
physical constants is able to more powerfully constrain the viable habitability criteria.

After this, we consider a few more geologically inspired conditions: the notion that the size of
the biosphere is limited by the amount of nutrient flux on a planet is investigated, and shown to fare
worse than the entropy limited case. The question of whether radiogenic plate tectonics is necessary
for life is addressed, and this condition is shown to also do worse than the case where it is ignored,
though in some cases not terribly so.

We extend our analysis to more sophisticated accounts of the emergence of complex life to
determine which of these are compatible with the multiverse. Chiefly, we examine the hard step
model, the bated breath model, and the easy stroll model. We find reason to strongly disfavor the hard
step model, both within the multiverse context and also on a biological basis. Multiple scenarios for
atmospheric oxygenation are investigated, all sufficiently explaining our appearance toward the end
of our planet’s habitable phase within our universe, but all failing to explain this coincidence in the
multiverse context. We determine that only the last is fully compatible with the multiverse.

2. What Factors Influence the Emergence of Life?

As explicitly incorporated into the Drake equation, we specialize our discussion of the emergence
of life to planets orbiting stars. We now wish to estimate the fraction of habitable planets which
develop life. This is likely to depend, at least to some extent, on the properties of the planet under
consideration, and the distinction between factors is not always as clear cut as it may first appear.
For instance, in Reference [2] we investigated different notions of the definition of habitability, such as
the size and temperature of a planet, which could just as easily have been classified as affecting fbio.
Here we specify to temperate, terrestrial planets, and ask what may further influence the emergence of
primitive, that is, microscopic, life. There are a number of conceivable factors that may influence this
rate: the time in the temperate zone, planetary size, the amount of entropy and nutrients processed,
the presence or absence of plate tectonics, and so forth. These will in turn be considered here, but this
is far from an exhaustive list. We will succeed in showing that many of the reasonable expectations
for the factors dictating where life can emerge will turn out to be incompatible with the multiverse
hypothesis. In turn, this will lead us to some definite predictions for where life should be found in
our universe.
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2.1. Is Habitability Proportional to Stellar Lifetime?

As a first trial, we assign a habitability that is linearly proportional to the lifetime of the star,
hpλq 9 t‹pλq. The reasoning behind this is that if life typically takes very long to develop, then
the chance of it arising around any given star will be small, but will grow with the star’s total
lifetime. This stands in contrast to our naive treatment in Reference [1], where we treated all stars as
equihabitable, hpλq91. (We also crudely accommodated stellar lifetime in this setup by optionally
considering h to be a simple step function of the lifetime of the star: here, a star was deemed habitable if
its lifespan exceeded a certain number of ‘ticks of the molecular clock’, which we took to be Nbio „ 1030

to equate to several billion years, and uninhabitable otherwise. This allowed us to place an absolute
upper limit on the strength of gravity, γ ă 134γobs, as above this value no star would have a suitable
lifetime.) Let us also note that a more general time dependence, along the lines of Reference [6],
may be expected: our analysis in this section can represent a first order Taylor expansion, valid when
probabilities are always small. Generalizations to this are considered below.

We use that the stellar lifetime is t‹pλq “ 110α2M2
pl{pm2

e mpλ5{2q ” t̂‹{λ5{2 [7]. To make a
comparison to other universes, this needs to be divided by another timescale to define a dimensionless
ratio: here we use the molecular timescale given by the expression tmol “ 27m1{2

p {pα2m3{2
e q. This ratio

counts the total number of interactions any given molecule experiences throughout the star’s lifetime.
Then, using the fact that

ş
dλ pIMFpλqλq „ λ

q
min because λmin is the only scale in the initial mass

function, we arrive at

Pt‹ 9 pprior N‹
t̂‹

Nbio tmol

1

λ
5{2
min

9 β9{8

α5{4
(2)

One interesting aspect of this expression is that the dependence on γ entirely drops out.
This indicates that the total habitable time in a universe is independent of this quantity, as although
there are more stars in universes with stronger gravity, they last longer in universes with weaker
gravity, and there are more of these universes to exactly compensate any preference. What does
change is the number of stars this total time is divided among, but because of the simple linear
relationship, life would be indifferent to this partitioning. Clearly, this indifference must break down
at extreme values of this parameter, that would either create a small number of nearly indefinite stars,
or else a cornucopia of exceedingly briefly shining objects. However, with this criterion we would not
expect to be situated as we are, more than two orders of magnitude away from the upper boundary
used in Reference [1]. The distribution of observers throughout the multiverse is plotted in Figure 1.
The probabilities for this habitability criterion, defined as the smaller of P and 1 ´ P, are1:

Ppαobsq “ 0.251, Ppβobsq “ 0.196, Ppγobsq “ 0.007 (3)

These can be compared to the values Ppαobsq “ 0.20, Ppβobsq “ 0.44, and Ppγobsq “ 4.2 ˆ 10´7 that were
found by simply taking hpλq “ 1. Though the probability for observing our γ in particular is orders of
magnitude better than what we had found without weighting by stellar lifetime, it is still disquietingly
small. We conclude that habitability can not be a simple linear function of stellar lifetime, otherwise
we would be in a universe where gravity was stronger.

This conclusion has an important corollary: if habitability cannot depend on stellar lifetime,
we can conclude that older stars should not be more likely to host biospheres. This expectation makes
explicit use of the multiverse hypothesis, and so if a future catalog of biospheres displays a correlation
with stellar age, it will constitute evidence against the multiverse, at the level of 2.7σ.

1 The code to compute all probabilities discussed in the text is made available at https://github.com/mccsandora/Multiverse-
Habitability-Handler.
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Figure 1. Distribution of observers from imposing the stellar lifetime condition. The black dot denotes
the values in our universe, and the orange, blue, and purple lines are the hydrogen stability, stellar
fusion, and galactic cooling thresholds, respectively, discussed in Reference [1].

2.2. Does Habitability Depend on Planetary Size?

The previous treatment of habitability was indifferent to the aspects of the planet in question.
In general the habitability will depend on a great variety of factors, including size, mineral and volatile
composition, amount of atmosphere and ocean, irradiance, source of internal heat, spin, orbit, obliquity,
eccentricity, presence of any moons, possible secular resonances, and overall solar system architecture.
Here we neglect all of these potentially important factors aside from size: the others constitute
habitability hypotheses in their own right which can be incorporated into this analysis in the future.
For the moment we restrict our attention to terrestrial worlds: that is, worlds capable of retaining
a marginal atmosphere. In Reference [2] we discussed how this selects a relatively narrow range
of planetary masses, characterized in terms of physical constants as Rterr “ 3.6Mpl{pα1{2m3{4

e m5{4
p q.

For the present purposes we assert that the fraction of stars that will have a planet of this size as
independent of both the underlying parameters and stellar mass (evidence supporting this assumption
can be found in, for example, Reference [8]). This will be paired with the more sophisticated treatment
we undertook in Reference [2] in Section 4, but this will not affect our qualitative results.

Changing the physical constants will change the size of terrestrial planets. It is not difficult to
imagine that the larger a planet, the greater the chances life will arise, essentially because of the greater
number of experiments its chemical soup would be able to carry out [9]. This is bolstered by the
observation that Earth, the one planet we know of that possesses life, is the largest terrestrial planet in
our solar system [10]. For this, we define the habitability of a planet to be h9Ninteractions “ Nsitest‹{tmol,
the number of chemical interactions that occur over the planet’s lifetime. This weights the previous
estimates based solely off lifetime by the number of active sites a planet contains.

Of course, this is a highly simplistic method of taking size into account. Much work has been done
on what are termed superhabitable worlds recently [10], which asks the question of how the habitability
properties may scale with, among other things, planetary size. There it was pointed out that larger
worlds may very well be less habitable, because plate tectonics may not be operational, or because
continents may be larger, yielding proportionally more desert regions, and so forth. Likewise, smaller
planets may be expected to be less habitable because they cannot retain their atmospheres, cool more
quickly, and may not possess a protective magnetic field. How planetary properties scale with size
in our universe is a different question than how they scale with values of fundamental parameters,
however, though the one may potentially inform the other.
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The number of sites will not scale as simply as pRterr{Lmolq2, however; a more nuanced analysis
must be carried out. To estimate the total number of reaction sites we follow Reference [11], where the
number of sites is estimated as

Nsites „ Vclay ρA

L2
mol

„ α3{2 β3{4 γ´3 (4)

Here, several quantities were used: the total amount of clay upon which chemical reactions can take
place is given roughly by the average depth of clay times the surface area of the Earth. This depth
is set by the same physics that yields the size of mountains, as we detail in the Appendix: it is set
by equating the gravitational energy to the molecular energy, though the average depth of clay is
several orders of magnitude smaller than a typical mountain, on account of the chemical bonds being
much weaker. Then we have Hclay „ 0.01Hmountain „ 0.01Emol{pgmpq, and Vclay „ 4πR2

terrHclay. Note
that the height of mountains scales inversely with the planetary radius, so that the number of sites is
actually linear in radius. We also need the ‘surface area per volume’ ρA of typical clay, which takes
into account the high fractal dimension of the mineral surface: in Reference [11] this was estimated to
be 10´6cm´1, which in terms of physical constants we take to be set by the size of molecules, given by
the Bohr radius.

Taking this hypothesis yields

Psize 9 α1{4 β15{8

γ3 (5)

The distribution of observers for this is plotted in Figure 2. This gives the probabilities

Ppαobsq “ 0.37, Ppβobsq “ 0.11, Ppγobsq “ 0.01 (6)

Figure 2. Distribution of observers from imposing the size condition.

This notion that the habitability of a planet should scale with its size is in conflict with what
we observe, because our universe does not favor particularly large habitable planets. Here the main
conflict is again due to the strength of gravity, though the dependence that plagued the criteria of
our previous analyses has now been inverted, so that now extremely small values are preferred.
The estimate we presented was taken using γmin “ 0.1γobs, though we do not find any lower bounds
on this quantity from any of our considerations. From this, we find that if planet size does dictate
habitability, the multiverse hypothesis will have made a wrong prediction.
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However, including some of the criteria we have discussed in previous papers can ameliorate this
situation. Insisting that tidally locked planets are uninhabitable raises the probability for observing
our value of γ, giving

Ppαobsq “ 0.10, Ppβobsq “ 0.09, Ppγobsq “ 0.06 (7)

This is because for small γ, the dependence is tempered by a factor of pλmin{λTLq4.85. This makes the
probability proportional to γ´1.24, alleviating the strong preference for smaller values. Similar results
hold if the photosynthesis condition is applied as well. However, the increase in the probability of γ

here is compensated by a decrease in the probability of α.
Then, the size condition may be kept with certain caveats: the size of a planet may in fact be

important, but only if tidally locked planets are uninhabitable and/or photosynthesis is required. It is
certainly not as clean as being able to discard this notion of habitability in its entirety, but it illustrates
the state of affairs we hope to achieve. Of the laundry list of potential conditions necessary for life,
only certain combinations will be compatible with the multiverse hypothesis, and if complicated
conditionals must be employed in order to check consistency, then so be it.

2.3. Is Habitability Dependent on Entropy Production?

One further quantity that the development of complex life may depend on is the entropy
produced on the planet per unit time, which serves as an upper limit for the rate of information
processing a biosphere can hypothetically manage. On Earth, entropy production is dominated by the
downconversion of sunlight to lower frequencies, which yields approximately

9S „ L‹
T‹

R2
terr

4a2
temp

„ 10´3 α13{2 β4

λ19{40 γ9{4
„ 1036 bits

sec
(8)

We have made use of the estimates for all these quantities from the appendix of Reference [1], which are
stellar luminosity L‹, stellar surface temperature T‹, and temperate orbit atemp. Note that here, we have
specified to planets that orbit within the temperate zone, at which liquid water can exist on the surface.
We also assume that stellar temperature is much greater than that of the planet, which holds for all
main sequence stars; to extend this analysis to systems such as brown dwarfs, refinements such as
found in Reference [12] should be used.

This can be compared to estimates for the total information processed by the biosphere, which
was estimated as 9Sbiosphere “ 1039 bits/sec in Reference [13]. The fact that this is higher than the
incident entropy production is not an indication of the violation of the second law of thermodynamics,
as the authors admit that their figure is likely to be an overestimate, based off of rates measured in
metabolically active bacteria cultured in the lab. If we try ourselves by using the entropy of a single
bacterium Sbact “ 2 ˆ 1011 from Reference [14] and the cell turnover rate of 1.7 ˆ 1030 cells/year
from Reference [15], we find 9Sbiosphere “ 1034 bits/s, which is 1% of the total information processing
available. This is in line with the result that biological information processing systems universally
converge to several orders of magnitude below the theoretical limit [16], the rest being converted into
waste heat. What is of note, however, is that these two numbers are indeed comparable, signaling that
the ultimate size of the biosphere [17] (and ultimately technosphere [18]) is foremost limited by the
amount of possible information that can be processed in its environment. If the emergence of life were
dependent on the amount of information processed, rather than the number of ticks of the molecular
clock, we would expect this quantity to be selected for.

The entropy production rate can also be used to determine the size of the biosphere by
considering the amount of entropy produced per molecular time, ΔS „ 9Stmol. This was considered
in References [19] and [20], where it was shown that the requirement that planets be large enough to
host biospheres of sufficient complexity to contain conscious societies did not serve as a very strong
constraint on physical parameters. This constraint will not be considered further here.
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More appropriately, we may take the presence of complexity to be dependent on the total amount
of entropy delivered to the system (as before, this obviously breaks down in its extreme limits, such as
if all the entropy were delivered within a single minute). This is actually a more natural choice than
just considering the amount of time a planet spends in the habitable zone, as the rate of evolution
should be weighted by the overall size of the system doing the exploration [21]. In this case, we have

ΔStot „ 9S t‹ „ α17{2 β2

λ119{40 γ17{4
„ 1054 (9)

Let us also note that we have been purposefully vague as to what we are trying to encapsulate
with this criterion: how can the probability of the emergence of life depend on the size of biosphere?
This is a major presupposition. Rather, what we are actually computing represents the probability
that a given biosphere can attain some given state, be that intelligent observers, multicellularity or
whatever else. As such, this may more naturally be classified under one of the other Drake factors,
such as fint. Our unwillingness to commit to a definite interpretation of this quantity justifies including
it in the current discussion instead.

Before using this to estimate probabilities, an important caveat must be made: the total entropy
itself should not be important unless it can be utilized by living organisms. This is achieved on our
planet through the process of photosynthesis, whereby sunlight is converted into chemical energy.
The size of the biosphere must be conditioned on the fact that the star’s light be within the chemically
absorptive range, a feature that was discussed originally in Reference [22] and at length in Reference [1].
Due to this fact, the estimate for the probability of observing certain values of the constants does not
attain as simple a form as our estimates above, but nevertheless can be computed,

PS 9 α2.54 β3.98

γ2.25

˜
min

"
1, 0.45

Lfizzle
1100 nm

Y1{4
*9.11

´ min
"

1, 0.16
Lfry

400 nm
Y1{4

*9.11
¸

(10)

Here, Y “ 3.19α´63{20β137{40γ and the length scales that appear delimit the wavelengths of
photosynthetic light. Here, we take the optimistic upper bound taken from Reference [23] on the basis
that the light be above the thermal background and the lower bound from Reference [24] to avoid
photodissociation. The distribution of observers for this criterion is displayed in Figure 3.

Figure 3. Distribution of observers from imposing the entropy condition.

For optimistic values of the potential photosynthetic range, 400 nm ă L ă 1100 nm, the corresponding
probabilities are

Ppαobsq “ 0.24, Ppβobsq “ 0.38, Ppγobsq “ 0.38 (11)
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This will be referred to as the ‘photosynthesis condition’. For more pessimistic values of the
photosynthetic range, 600 nm ă L ă 750 nm, which we refer to as the ‘yellow condition’, we have

Ppαobsq “ 0.19, Ppβobsq “ 0.44, Ppγobsq “ 0.32 (12)

Suffice it to say, this habitability criteria is fully consistent with the multiverse hypothesis, and not
very sensitive to the photosynthetic range used. It has implications for the distribution of observers
that may be eventually tested: we should expect to find complex life in those locales with the most
amount of entropy production. While fully determining the places this distinguishes will rely on an
in-depth analysis, this would include planets that orbit more active stars, for longer, and able to collect
more incident radiation. This last criterion would include planets which orbit closer to their host star
and are perhaps as large as can be, within the ranges compatible with life.

These predictions bring a certain amount of subtlety, however: at first glance they seem to be in
direct conflict with the results of the previous two sections, that we should expect no correlation of life
with stellar lifetime or planetary size. The distinction here is that life’s presence should only depend on
these quantities inasmuch as they determine the entropy collected. This is not degenerate with the criteria
of before, though the number of samples needed to distinguish these two scenarios is left for future work.

However well this criterion may do in explaining the observed values of our constants, it fails
to account for our location within our universe on its own. This is an equally powerful test of which
habitability criteria are compatible with observations, and so we now turn our attention to this as well.

2.4. Why Are We Around a Yellow Star?

With the inclusion of the entropy production criteria, we have a notion of habitability that
makes our observed values of the three microphysical parameters we focused on consistent with the
multiverse model. Now, it is necessary to include local observables to further test the consistency of
this criterion: namely, if the probability of life arising around a star is proportional to the total amount
of entropy it produces over its entire lifetime, we must ensure that this is compatible with our presence
around a star such as our sun. This consideration is capable of yielding extra information about where
we should expect life to be in our universe: since smaller stars produce significantly more entropy
over their lifetimes, we should expect some cutoff not too far below 1 solar mass where complex life
cannot develop.

Restricting our attention to within our universe, then, we may ask what the probability is that
we find ourselves around a star of one solar mass. This has been the subject of recent investigation,
for instance in References [25–27]. Of course, this places us in the undesirable situation of trying to
conduct a statistical analysis based off of a sample size of one, and with heavy selection effects at
that. A more robust question would be to predict the distribution of biospheres as a function of stellar
mass, which can test the model more concretely. Until we are technologically able to perform such
measurements, however, we focus on the immediately accessible question. For a generic definition of
the habitability of a system, the probability of being around a solar mass star or larger is

PpMdq “
ş8

λd dλ pIMFpλqhpλqş8
λmin

dλ pIMFpλqhpλq (13)

For the simplest habitability hypothesis that all stars are equally habitable, we find that PpMdq “ 0.14,
since approximately 14% of stars are larger than the sun (in agreement with contemporary surveys
and Reference [25]). This is a perfectly reasonable account for our current position within our universe.
However, we remind the reader that it failed miserably at accounting for the values of the constants
themselves. If we instead use the entropy condition, the probability of being around a smaller star
is weighted much higher: hpλq „ λ´3. This is a direct consequence of the lower temperature and
especially the longer lifetime of small mass stars. If this habitability hypothesis is used, we instead
find that PpMdq “ 0.02, so that only 1 in 50 civilizations should expect to be around a star this large
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(not to mention this early [26]). Thus, neither habitability hypothesis can simultaneously explain our
position in our universe and within the multiverse itself.

However, these are not the only two notions of habitability we have encountered- far from it.
If we include the 4 new possibilities along with the 480 from References [1,2], this brings the total to
1920 separate habitability criteria to test. Since the aim is now to explain why we do not live around a
smaller star as well as why we live in this universe, we focus on those criteria that penalize small mass
stars. From before, we had three of these: considering tidally locked planets to be uninhabitable rules
out stars below 0.85Md, if convective stars are uninhabitable the minimum is 0.35Md, and if only
yellow light can be photosynthetic the minimum is also 0.85Md. The probabilities for each of these are
displayed in Table 1. Of these potential explanations, the convective criterion does nothing to alleviate
the problem, since the cutoff is below even the most optimistic photosynthetic mass. The other two
hypotheses are understandably similar, since they introduce the same low mass cutoff. They are not
identical because the yellow criterion also introduces a high mass cutoff at 1.3Md, but both of these
work even better than the equihabitable criterion.

Table 1. Probability of orbiting a star larger than or equal to our sun with the various habitability hypotheses.
Whenever the entropy condition is used, the photosynthesis condition is also employed, except for the
‘none’ and ‘yellow’ rows. Since the size and nutrient flux conditions have the same dependence on λ as the
stellar lifetime condition, they all have the same probability of being around the sun.

Criteria P(Md), h 9 1 P(Md), h 9 S P(Md), h 9 t‹
none 0.142 1.3 ˆ 10´4 4.3 ˆ 10´4

TL 0.835 0.528 0.570
convective 0.345 0.024 0.030

photo 0.308 0.024 0.038
yellow 0.585 0.424 0.449

When we considered the effects each of these criteria on the multiverse probabilities in
Reference [1], we found no strong preference for whether to expect stars of these sorts to be habitable.
Now that we incorporate additional criteria, however, they become crucial. This is due to the fact
that because we place a strong preference on high entropy production, this favors stars that produce
more than our sun. We need some sort of reason, then, why low mass stars are inhospitable. While the
presence of convective flares, tidal locking, or absence of photosynthetic radiation are all reasonable
hypotheses, only the latter two are coherent explanations. While we cannot uniquely specify the reason
for the inhospitability of low mass stars, we end up with the prediction that either life cannot thrive on
tidally locked planets or that photosynthesis is only possible with yellow light (or both). Flare stars
may be uninhabitable too, but this does not constitute as good an explanation of our star’s mass as it
first appeared to.

We also explore the possibility that while a higher entropy production will be more conducive
to the development of life, at some point the dependence must turn over, as the probability of
development saturates to a near certainty. This may be encapsulated in the trial function hpλq “
1 ´ e´ΔSpλq{S0 . If S0 is large compared to all produced stellar entropies considered, this recovers
the analysis from before, whereas if S0 is small the probability is essentially 1. Intermediate values
interpolate between these extremes. One may think that if the value of S0 is close to the solar value
for whatever reason, this may naturally explain our presence in this universe without the need to
invoke a large value for the smallest habitable star. The probabilities of our constants, as well as of
being around a sunlike star, are plotted in Figure 4 as a function of S0, where we find the interpolating
behavior as advertised: for small S0, it tends toward the photosynthesis criterion, which has the
probabilities Ppαobsq “ 0.44, Ppβobsq “ 0.18, and Ppγobsq “ 8.4 ˆ 10´7, whereas for large S0 it tends
toward the entropy condition. Intermediate values fail to simultaneously account for PpMdq and
Ppγobsq, with one of these quantities being below 6% for any choice of S0. So, while there may very
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well be some amount of entropy production that almost guarantees that life will arise, there is no
reason to expect that it is anywhere close to the amount so far produced by the sun, and it plays no
role in explaining the mass of our star.

Figure 4. Probabilities with differing interpolation entropy, assuming the entropy production and
photosynthesis criteria. This interpolates between the photosynthesis criterion for small S0 and linear
scaling for large S0.

2.5. Is the Biosphere Entropy or Material Limited?

Above, we have shown that treating the biosphere as set by the total amount of entropy produced
yielded the best account for our position within this universe, and have quoted several studies
suggesting that this may indeed place the ultimate limit on biosphere size. However, there is plenty of
reason to be skeptical of this claim: often ecosystems are instead resource limited on Earth [28], and are
expected to be elsewhere as well [29]. Much of the discussion on the total primary productivity is
centered on exactly which nutrient is the limiting factor for growth [30].

This being said, there are a few indications that it is indeed entropy that sets the ultimate limit
of the size of the biosphere. While if one nutrient is found to be scarce it can be recycled many times,
there is no real method for recycling light energy. Indeed, phosphorus, which is often a limiting
factor, can be recycled as many as 500 times before leaving the biosphere [31]. Plankton have the
ability to substitute many of the trace metals for each other in their various enzymes to take advantage
of any local imbalance, and it has been found that the availabilities of each nutrient are roughly
equal [32]. This colimitation is a natural outcome of life adjusting its activity to bolster its utilization
of one resource, until the point where such optimization would no longer be beneficial. The fact that
one of the colimiting factors can be light has been demonstrated to occur in subarctic ecosystems,
where a concomitant increase in irradiance and iron flux lead to the largest amount of phytoplankton
growth [33]. This indicates that though the tropics have more than enough light energy to sustain the
same level of productivity year round, the balance between nutrients and light are roughly comparable.
Thus, the biosphere seems to push recycling capacity until it hits the hard limit, dictated by the total
amount of entropy that can be harnessed.

That being said, here we adopt the traditional stance that the size of the biosphere is limited by
nutrient flux. In this scenario, the total mass of living organisms is set by the rate at which material
that is weathered. The details of how to estimate this are relegated to the Appendix, but the result is

ΔCtot „ 103 εC
α9{2 β1{2

λ5{2 γ3
(14)

The biosphere size that can be supported depends on the actual residence times of each nutrient,
which depend on geochemical and hydrological factors that we do not attempt to model here. Instead,
we must content ourselves with parameterizing this in the efficiency factor εC for the time being,
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trusting that the overall scaling will not be altered by too much. The scalings in this quantity are not
too different from the entropy limited case in Equation (9). However, this criterion does not perform as
well: if we impose that photosynthesis is necessary in this case as well, to facilitate comparison (as
well as ensuring that the probability of orbiting a sunlike star is not too low), the probabilities are

Ppαobsq “ 0.09, Ppβobsq “ 0.15, Ppγobsq “ 0.07 (15)

These are uniformly worse than the entropy limited scenario. Using a ‘law of the minimum’ criterion,
with fbio9minpΔStot, ΔCtotq interpolates between these two scenarios, based on the value of εC.
The best fit for this class of models is for εC to be large enough that the biosphere is entropy limited,
which is precisely what we have argued that life would strive for anyway.

2.6. Does Life Need Plate Tectonics?

We now turn to another planetary property that may be crucial for life: plate tectonics. Though it
may come as a surprise to those who have not encountered it before, plate tectonics is considered by
many geologists to be essential for life on Earth for at least three reasons: first, subduction is responsible
for creating the granite which comprises the continents today, and so is ultimately responsible for
producing practically all land surface on Earth [34]. Secondly, even life that does not live on land
ultimately is built out of materials that are eroded from the Earth’s mountain ranges [35]. Thirdly,
and perhaps most importantly, the silicate weathering that takes place as a result provides an additional
negative feedback loop for the amount of carbon in the atmosphere, which regulates the temperature
over geological timescales to a much higher precision than would have occurred otherwise [36].
In short, plate tectonics provides a “living rock” for which the stage of life is set. However, some
authors, such as those of Reference [37], consider that plate tectonics may not be crucial for maintaining
planetary habitability over long timescales, making this habitability criterion subject to debate.

There is every indication that plate tectonics is ‘hard’ to achieve, and does not seem to be the typical
state for rocky planets. Firstly, none of the other rocky bodies in our solar system have plate tectonics [38].
Additionally, its presence seems to have been facilitated by a number of compounding factors: the
presence of liquid water greatly increases the ductility of the crust and mantle, enabling subduction [39].
Life itself may play a critical role in speeding up the process by enhancing erosion and deposition of
carbonate [40]. The fact that it relies on two different sources of internal heat, both primordial and
radioactivity, of roughly equal contribution [41], could be construed as the hallmark of a selection
pressure. Taken together, these strongly argue that plate tectonics is the exception rather than the rule,
and is accomplished on Earth only by a plethora of independent helping factors.

All this is further compounded by the interesting coincidence: there is a narrow range of planetary
masses for which plate tectonics exists, between 0.7 ´ 2RC [42,43]. This is determined by the tuning
that the convective stress of the mantle appropriately balances the lithospheric yield stress of the
crust. Since mantle convection is dictated by the amount of heat contained, it is a function of the
planetary mass: too small, and the crust is locked in a stagnant lid regime, too large, and it is molten.
This becomes all the more intriguing when it is noted that this narrow range happens to precisely
coincide with the equally narrow range of planetary masses permitting an Earthlike atmosphere,
between 0.7 ´ 1.6RC [44]. This mass range is usually taken to be important as well, under the auspices
that both Marslike and Neptunelike planets are inhospitable to complex life requiring the presence of
liquid water, so far as we can tell. It seems a remarkable coincidence that these two narrow windows
just so happen to coincide, given the many orders of magnitude of planetary masses.

This coincidence was investigated in detail in Reference [45], where it was found that, since the
radioactive heat is generated by alpha decays, which are tunneling processes, their lifetime depends
exponentially on the fine structure constant (and to a lesser degree on the other parameters). If α

were increased to a value of 1{136, all possibly relevant alpha decays would occur with half lives
of less than Gyr timescales, and so would have decayed by this point, leaving the Earth cool and
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stagnant. If decreased beyond a value of 1{153, the typical timescale would be much larger, making all
radioactive compounds effectively stable. Thus, if radiogenic plate tectonics is deemed important for
life, the range of allowable α is considerably narrowed. What is more, the observed value of 1{137 is
extremely close the the maximal value, indicating a strong preference for large α. If plate tectonics is
crucial, we expect a habitability criterion that reflects this, by exhibiting strong preference for large α.

We have systematically combined the plate tectonics condition with all our previous habitability
criteria to determine which combinations are consistent with the multiverse hypothesis. We report
a few: if the yellow and entropy conditions are included along with the plate tectonics condition,
we have the probabilities

Ppαobsq “ 0.064, Ppβobsq “ 0.38, Ppγobsq “ 0.20 (16)

If we include the photosynthesis, entropy and tidal locking condition, we have

Ppαobsq “ 0.063, Ppβobsq “ 0.50, Ppγobsq “ 0.29 (17)

This is not an exhaustive list: we are reaching a point where it becomes untenable to report every
criterion in table format, even when restricting to those above some threshold, and so we will release
the full list online as supplemental material at publication. Rather, these three representatives form
germs: combinations of habitability criteria that all additional successful hypotheses will contain. If one
additionally includes the convective, biological timescale, terrestrial mass, or temperate conditions to
any of the above, the probabilities will be shifted slightly but the overall conclusions will still hold.
This class of criteria can be said to be indifferent to these additional hypotheses.

The first thing to note is that the probability of observing our value of the fine structure constant
is always diminished, since it is still rather close to the anthropic boundary. This makes the Bayesian
evidence for the necessity of plate tectonics around 3–6 times weaker than for the hypothesis that it is
unnecessary, which is not quite low enough to exclude this scenario.

There are a number of subtleties in the interpretation of this, however. Firstly, it is unclear whether
this indicates that plate tectonics itself should be unimportant for complex life, or whether radioactivity
is ultimately unimportant for plate tectonics. If the former, then we should expect to find just as much life
of planets that do not support plate tectonics, be they too dry, small, large, or stiff. If the latter, then we
will no doubt discover planets with perfectly active plate tectonics that are not as enriched in radioactive
isotopes as ours, be that from the circumstances of their birth environment, or possibly their age.

We stress again that it will be impossible to ultimately derive a version of habitability that is
uniquely compatible with the multiverse hypothesis, robust against the future inclusion of additional
considerations. What we can hope to achieve is the enumeration of all possible notions that are
compatible with the multiverse, and the eventual determination of which is true. Should the single
true condition match any of these, it can be taken as compatible with a multiverse, and should any of
the independent components of this ultimate criterion fail, it will be strong evidence against.

3. Why Did Life Procrastinate So Long?

In the previous section, we found habitability criteria that make our observed values of the
constants typical. In order to be fully consistent, however, it was necessary to include an additional
ingredient, the probability that we find ourselves in our particular location within our universe.
Likewise, we may ask a similar question, the probability of finding ourselves at our particular
time. Maintaining that our notion of habitability ought to account for this as well is shown to
be equally constraining, and can allow us to make inferences about the distribution and frequency of
life throughout our universe that we would not have been able to deduce without the added input of
the multiverse hypothesis.

Namely, the conundrum we address now is the question of why we find ourselves so close to
the end of our star’s habitable phase, when the timescales of biological and stellar evolution are not
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obviously related. Several different models have been put forward to account for this coincidence,
all of which recast it as an artefact of a selection effect. The hard step model posits that the evolutionary
path to intelligence required a half dozen or so incredibly difficult innovations which individually each
have a very small probability of occurring within a stellar lifetime [46]. The bated breath model, on the
other hand, allows that the ratio of these two timescales is a steep function of stellar mass, and so
naturally most observers would arise around the smallest stars capable of giving rise to intelligent
observers [47]. The easy stroll model holds that intelligence is rather reliably developed after a certain
period of time, but that local planetary conditions cause the distribution of habitable lifetimes be be
very steep [48].

These three models will be considered in turn. While there is no way to distinguish which is right
on an observational basis at the moment, we take a different approach and ask what the compatibility
of each is with the multiverse hypothesis. The first two will be shown to be incompatible with the
multiverse, causing us to greatly favor the third. These will ostensibly be tested in the conventional
sense eventually, allowing us to compare the prediction we make with observation.

Note that strictly speaking, the contents of this section deal more directly with the fint term
in the Drake equation, which is the probability that a planet that has already developed life gives
rise to intelligent observers. Though this factor will be the main subject of our follow-up work [49],
we include this discussion here anyway.

3.1. Would We Live in This Universe if the Hard Step Model Is True?

The first hypothesis we consider is the hard step model, originally proposed in Reference [46].
Its tenet is that the emergence of intelligence requires a small number of very hard evolutionary
innovations, each of which typically take much longer than the 5–10 Gyr timescale of stellar evolution.
This scenario was studied in Reference [50], where it was found that because we are roughly 4/5 of the
way through the Earth’s habitable phase, the best fit value of the number of steps is 4, though within
95% confidence the possible range is between 1–16 [27]. A biological perspective was applied to try
to identify what these steps could be in Reference [51] on the basis of reorganizations of information
processing, and is consistent with this number, and including the distribution of these other purported
hard steps in time bolsters the agreement with this model. The hard step model was combined with
stellar activity models to deduce that life should be most probable around K dwarfs in Reference [52].
One important consequence of this model is that intelligent life should be quite rare in the universe,
since it relies on a sequence of improbable events.

According to this model, the probability of intelligence arising on a planet after a time t is

fintptq “
ˆ

t
T

˙nhard

(18)

For definiteness we take nhard “ 4 throughout, and the timescale T is taken to be much larger than any
other that appears in the evolution of the system. In the following we may use in this expression any
of the parameterizations for time which we considered: either strictly proportional to time elapsed,
or else weighted by the size of the planet in question, or the size of the biosphere. This defines the
pure hard step model, but a more general version will be considered after.

It is simple to see that this is incompatible with the multiverse: roughly speaking, since it greatly
favors stars with the longest possible lifetimes, we would be ten thousand times more likely to inhabit
a universe where stars last just ten times as long. This only exacerbates the problems we found when
we considered the probability of the emergence of life to be linearly dependent on the total time.
Without weighting by entropy, the probabilities we find are

Ppαobsq “ 0.49, Ppβobsq “ 0.009, Ppγobsq “ 1.1 ˆ 10´5 (19)
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Additionally, it was pointed out in Reference [27] that if the hard step model is employed, our chances
of orbiting a yellow star are greatly reduced except in the case where tidally locked planets are
considered uninhabitable. Accordingly, we find that PpMdq “ 1.4 ˆ 10´12 without the tidal locking
criterion, and PpMdq “ 0.18 including it. Our numbers differ from their analysis because there a
more sophisticated measure of how the stellar lifetime scales with mass was used, but our simplified
parameterization is sufficient to prove the point.

Since previously we had more success considering that the emergence of life should be not just
dependent on the time available, but also weighted by the size of the biosphere, we may try this here,
to see if it fares any better. We find that this modified version of the hypothesis fint9ΔSnhard

tot is even
more problematic, yielding

Ppαobsq “ 0.12, Ppβobsq “ 0.044, Ppγobsq “ 2.2 ˆ 10´9 (20)

The size condition does even worse than these, giving probabilities which are indistinguishable
from 0 to the 16-point numerical precision to which we work. This is so far the worst suite of
hypotheses considered.

3.1.1. Can the Hard Step Model Work if We Are Close to the Turnover Scale?

We have seen that the hard step model as specified is drastically incompatible with the framework
we are employing. The other extreme, the equihabitable condition, works much better, but this fails
to explain the coincidence that it has taken approximately the full duration of the habitable time for
intelligent life to arise on Earth. Before discarding this model completely, we may ask whether these
two failures can be reconciled by acknowledging that they both are limiting cases of a more general
probability distribution for life to arise.

Let us illustrate this in the 1 step case first, for simplicity: then the probability for life to arise on a
suitable planet after a time t is

c1ptq “ 1 ´ e´t{t1 (21)

As can be seen, for times much shorter than the intrinsic timescale of this distribution t1, this recovers
the linear dependence we saw previously. As t becomes larger, the probability that life would
have emerged at some point becomes more certain, eventually saturating at 1. This more general
distribution then interpolates between the two cases we considered before, with the expense of adding
an additional parameter.

This can be generalized to n steps, by noting that the probability density function (giving the
chances of a step to occur at a given moment in time) is given recursively by the formula pnptq “şt

0 dt1 p1pt ´ t1qpn´1pt1q. This yields an expression for the cumulative probability:

cnptq “ 1 ´
nÿ

i“1

tn´1
i Zie´t{ti , Zi “ 1ś

j‰ipti ´ tjq (22)

In the limit that the time is much shorter than all timescales in this expression, this asymptotes to

cnptq Ñ tn

n!
śn

i“1 ti
, (23)

which reproduces the hard step model in Equation (18) (where the factorial had been absorbed into
the definition of T), and asymptotes to 1 in the opposite limit. It has the additional feature that it
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approximates an m step model if m of the times are much greater than the timescale in question,
the others much shorter. This is a consequence of the mathematical formulae

ÿ
i

Zi tk
i “

$’’’&
’’’%

pś
i tiq´1 k “ ´1
0 0 ď k ă n ´ 1
1 k “ n ´ 1ř
i ti k “ n

(24)

and allows us to treat the number of critical steps as a sliding scale that depends on the time frame
in question. Thus, the probability for life to emerge, for instance, on a Mars or Venus like planet,
which went through a brief habitable phase in the beginning of the solar system, would not be a simple
extrapolation of the 4 step model that appears to govern life on Earth, but instead would be given by a
much larger number of steps. Evolutionary innovations that are trivial on the scale of millions of years
become insurmountable when you only have an afternoon.

Before discussing the complication of how the timescales in this distribution are chosen, we make
the simplification that they are all equal to a common timescale T. Then, the probability attains a
highly simplified form

cnptq “ γpn, t{Tq
Γpnq (25)

where γpn, xq “ şx
0 dssn´1e´s is the lower incomplete gamma function. With this distribution,

the expected time for the emergence of intelligent life on a planet with habitable duration thab,
conditioned on the fact that the event does occur, is

tint “ γpn ` 1, thab{Tq
γpn, thab{Tq T Ñ

#
n

n`1 thab thab ! T
n T thab " T

(26)

Let us discuss the behavior of this model: its features can be roughly summarized by saying that
for stars with lifetimes greater than T, the probability of life is a constant, whereas for those with
lifetimes less than T it is suppressed. We then must integrate over the distribution of stars to arrive
at the probabilities for this habitability hypothesis. However, this always yields inconsistent results,
which interpolate between the pure hard step model of Equation (20) and the photosynthesis criterion,
both of which are in conflict with the multiverse. So perhaps unsurprisingly, given the results of the
previous section (which would correspond to the nhard “ 1 model), taking the entropy produced by
the sun as close to the threshold to guarantee that life arises does nothing to rescue the hard step
model’s incompatibility with the multiverse hypothesis.

3.1.2. Disparate Timescales

Previously, we made the simplification that all critical step timescales were the same, in order to
simplify the expressions needed. This is certainly an unwarranted approximation; here we rectify this,
and show that there is even more reason to disfavor this model.

What is needed is the underlying distribution of timescales for biological innovations to take place.
This can be determined by extrapolation: since life on Earth has developed a whole suite of innovations
throughout its history, statistics can be performed on the relatively more mundane ones that took
place, and used to determine the underlying probability for an innovation to take a given amount
of time. We use the list compiled in Reference [53], where the origination of 60ish innovations of
higher organisms are tabulated. Taking rank-order statistics of the time difference between successive
innovations, as displayed in Figure 5, yields a cumulative distribution function consistent with a power
law of slope 1{4,

cptq “
ˆ

tcut

t

˙1{4
(27)
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Restricting to our lineage instead leads to a slope of 1{2, but the difference between these two is
inconsequential, so we specify to the former. This also requires a cutoff timescale tcut, which specifies
what is to be considered a ‘hard’ innovation. In the following, we take tcut “ 50 Myr, but the results
are rather insensitive to the exact number used. With these choices, the number of hard steps will be
given by a binomial distribution

ppNhardq “ Binomial
ˆ

4
cptCq , cptCq

˙
(28)

So that the expected number of hard steps will be xNhardy “ 4 ˘ 2
a

1 ´ cptCq, the variance being
σNhard “ 1.65 for our choices. We have normalized the mean to be the most likely value for our Earth
system, for definiteness.
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Figure 5. The observed distribution of innovation timescales, along with the best fit curves. Here, blue
specifies to innovations occurring in our lineage, and orange to innovations across all lineages.

This raises an important criticism of the hard step model: if the timescales are all independent
identically distributed variables drawn from this random distribution, then it is fairly likely for a
random instantiation to have relatively fewer hard steps. This must then be coupled to the steep
suppression of the emergence of life on systems with a larger number of critical steps. In this view,
we would be overwhelmingly likely to have developed on a planet with an unusually small number of
critical steps, rather than arising as one of the extraordinarily lucky representatives with an average
number of steps. This argument is independent of multiverse reasoning: as long as there is any
distribution for the hardness of evolutionary innovations, it is much easier for a planet to be accidentally
easier at facilitating the development of intelligent species than it is for intelligence to arise on an
average planet. Based off this consideration alone, we should not expect the hard step model to be a
good description of the distribution of intelligent life within our universe. Of course, some innovations,
such as the evolution of oxygenic photosynthesis and eukaryogenesis, may belong to a qualitatively
more difficult class, in which case the hard step model preserves its explanatory character.

3.2. Was Complex Life Waiting for Earth to Oxygenate?

A second popular explanation for why complex life only started around 600 Mya is that it was
necessary for the Earth’s atmosphere to fully oxygenate first [54]. This increased the energy available
for metabolic processes, which subsequently became indispensable for animal life, and also created an
ozone shield that made the colonization of land possible. In this framework, the reason complex life
took billions of years to get started is simply due to the fact that that is how long it took the Earth to
oxygenate. Upon inspection, though, this explanation raises the secondary conundrum as to why it
takes almost precisely the stellar lifetime for this to occur; this has not been answered conclusively.

185



Universe 2019, 5, 171

Here we detail several leading mechanisms for what triggered this, and how they fit in with anthropic
selection pressures.

Though photosynthetic life is usually implicated in the oxygenation of Earth, this alone would not
contribute a significant amount of oxygen if counterbalancing oxygen sinks adjusted to absorb it [55].
Additionally, the innovation of oxygenic photosynthesis cannot be the complete mechanism, as there
is evidence [56] that this evolved at least 500 Myr before the first increase in oxygen levels 2.2 Gya.
Even after the original oxygenation event, levels stalled at perhaps 1% of current levels until 600 Mya,
when oxygen levels reached roughly their present values [57], so the long delay must have been due to
significant oxygen depletion that kept pace with the biological production rates [58]. This depletion
is to be expected, as at the time both the Earth’s crust and atmosphere would have been strongly
reducing, soaking up any oxygen that was produced. It was only after enough had been injected into
the system that these oxygen sinks would have depleted, finally allowing for a buildup of the gas
to form. These sinks can be classified into two broad types: either the reductants would have been
depleted by being drawn down, into the Earth’s mantle, or up, into space. The fact that the relative
rates of each of these processes is uncertain to within an order of magnitude [59] leads to uncertainty
over which was dominant. We consider each in turn.

3.2.1. Drawdown

The most standard explanation for the oxygenation time is that the Archean Earth was reducing,
with plenty of raw iron and sulfur in the crust that would have immediately neutralized any excess
oxygen that appeared in the atmosphere [60]. It was only once this initial reservoir was depleted that
oxygen could build up to its current state. In order to estimate the time it would take for this transition
to take place, we can compare the rate of drawdown to the total mass of the atmosphere to find

tO2Ó „ Matm

Γdown
(29)

If we know how both of these quantities scale with parameters, we can use this to determine whether this
timescale is naturally of the order of the stellar lifetime. Of the two, the drawdown rate is on relatively
firmer footing; this is because there is no clear explanation for the mass of the Earth’s atmosphere.

There are various schools of thought as to why the mass of our atmosphere should be
Matm „ 10´6MC. Even within our own solar system, there is a very large spread in the ratio of
atmospheric mass to planet mass, so atmosphere is likely to be highly variable and sensitive to local
conditions [61]. Given that the source of Earth’s atmosphere seems to have important contributions
both from planetary outgassing and delivery from asteroids or comets [62], the distribution is highly
uncertain. This uncertainty is compounded by the fact that we still do not know what the range of
habitable atmospheric masses is. Here, we will follow the expectation that there is a narrow window
of habitable atmospheric masses, based off the pressure at the surface.

The total mass of the atmosphere can be related to the pressure at the surface by the expression
Matm “ 4πR2

terrPatm{g. Noting that the surface pressure of Earth is two orders of magnitude larger
than the minimum required for the presence of stable liquid water, Ptrip “ 0.006 atm, we use this as a
guiding value to set the atmospheric mass necessary in alternate universes. In fact, this could easily be
a natural state of affairs: the closer the atmosphere is to the triple point, the more susceptible it would
be to climate fluctuations that could lead to a runaway icehouse or greenhouse scenario. We do not
pursue this line of reasoning quantitatively here, but use it to argue that it is plausible that the smallest
possible atmosphere would be an order of magnitude or two above the triple point of water.

It still needs to be explained why we would be situated near the minimal value, if larger
atmospheres are favored on climate stability grounds. One possibility would be that the atmospheric
mass distribution could be very steep, greatly favoring smaller values. Alternatively, it may be that
smaller atmospheres are more conducive to life. Earth’s usual biochemistry ceases to operate in regions
of extreme pressure. This is especially true of the lipid chemistry that is essential for the functioning
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of cell membranes- at high pressures, the membrane stops behaving as a two dimensional fluid
surface [63]. On the other hand, the piezosphere, the regions of the Earth with unusually high pressure
such as deep in the ocean and within the crust, is not completely devoid of life. There, piezophiles
have adapted to their environment by using unsaturated fatty acids, which are more ‘knobby’ that
the simple rod shaped saturated ones normally employed, as to resist jamming [64]. These types of
adaptations even allow for complex animal life deep within the Mariana trench. There is certainly less
biological activity in these realms, but it is challenging to attribute this to the extreme pressures, as
these regions also have reduced nutrient flux, lower light, and lower temperature [65]. In light of this,
it is not clear that a significantly larger atmosphere would pose much of an evolutionary challenge to
life. However, perhaps it would lead to a significant lengthening of evolutionary timescales, and this is
the explanation for the atmospheric mass we observe. In this case, the range of habitable atmospheric
masses would be quite sharp, and so we would be justified in fixing Patm „ 100Ptrip. We follow this
route in this paper, though it certainly would be interesting to explore these ideas about atmospheric
mass more fully, and the implications they have for the distribution of both atmospheres and life
throughout the universe.

This then raises the question of how the triple point of water depends on fundamental constants.
The solid-liquid transition is practically independent of pressure, and occurs when the temperature
is high enough to excite vibrational modes of the water molecules. This energy is given by Evib „
Tmol “ 0.037α2m3{2

e {m1{2
p . The water-gas phase curve is given by the Clausius-Clapeyron equation

as PpTq “ P0e´L{T . The latent heat of evaporation is equal to the intermolecular binding energy,
L „ α{rH2O. The coefficient P0 is an integration constant that in principle can be derived from a
statistical mechanical treatment capable of yielding an exact expression for the chemical potential
of liquid water, but the author is not aware of progress in this direction, so the phenomenological
value P0 “ 1.3 ˆ 105Tmol{r3

H2O will be used instead. This aesthetic choice will not strongly affect the
calculation, since the exponential dependence plays the dominant role in the scaling with parameters.
Using rH2O “ 5.9a0, where a0 is the Bohr radius, we find

Patm “ 22.8
α5 m9{2

e

m1{2
p

e´0.44
b

mp
me (30)

From here, the rate of drawdown of O2 from the oxidation of eroded material must be calculated to
determine the timescale. We use Equation (A10) from the Appendix, which for our current atmospheric
mass gives several Gyr as an oxidation time.

In relation to the lifetime of the host star, this yields

tO2Ó
t‹

“ 341 λ5{2 α´3 β1{4 e´0.44 β´1{2
(31)

This is normalized to be 1 Gyr for sunlike stars for definiteness, giving a ratio of about 0.2, in agreement
with Reference [66]. Demanding that this quantity be less than 1 for a planet to be habitable gives an
upper bound on the mass of the star, which is in contrast to the requirement that arises if the oxidation
were due to escape to space.

The aim of this model was to explain the ratio of the two timescales, despite their drastically
different physical origins. Even though this scenario favors large mass stars, the scaling is very close to
the Salpeter slope in the initial mass function, so that in the equihabitable scenario the observed value
is not so unlikely. Even in the entropy-weighted scenario, this ratio can usually be close to 1, provided
that there is a cutoff in habitable stellar masses close to the solar value. We quantify this in two ways:
the first is Pprt ą 0.2q restricting to our observed values of the physical constants, and the second is
μrt ˘ σrt , again within our constants. In Table 2, we find that with either statistic these ratios are quite
compatible with observation. Of note is that the first is essentially equivalent to the probability of
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orbiting a star of our sun’s mass, as long as no high mass cutoff is introduced, as in the biological
timescale criterion.

Table 2. Statistics for the ratio of oxygenation time to the stellar lifetime, both within our universe
(subscript U) and in the multiverse (subscript M). All figures are computed with the entropy+yellow
criteria. Even though they all satisfactorily explain our observed ratio of about 0.2 when restricted to
our universe, none of them explain why we do not live in another universe where the average ratio is
much smaller. Note that these values are optimistic: if the observed ratio is taken as being any higher,
the probabilities will be even lower.

Mechanism Pprt ą 0.2qU pμrt ˘ σrt qU Pprt ą 0.2qM pμrt ˘ σrt qM

drawdown 0.38 0.22 ˘ 0.07 0.03 0.03 ˘ 0.08
drawup 0.49 0.24 ˘ 0.14 0.05 0.04 ˘ 0.11

combined 0.56 0.20 ˘ 0.04 0.05 0.004 ˘ 0.10

This appears to be a valid explanation of why life took so long to develop. However, if we employ
the multiverse hypothesis, we can add additional statistics by letting the physical constants vary. There,
we find that this ratio is actually much smaller than one in a sizable fraction of universes. The majority
of universes, in fact, we find will oxygenate their planets much more quickly than ours, producing a
paradox of why we would have ended up in this one.

In contrast, the oxygenation delay does not appreciably alter the probabilities of being in our
universe, as displayed in Table 3. So, in contrast to the other hypotheses considered in this paper,
this one is incompatible with the multiverse on the basis that its purported explanatory powers
are undermined when the two ideas are combined. This will hold for the alternative oxygenation
mechanism as well, as we now discuss.

Table 3. The probabilities with various oxygenation mechanisms. All utilize the entropy + yellow criteria.

Mechanism Ppαobsq Ppβobsq Ppγobsq PpMdq
drawdown 0.187 0.487 0.317 0.384

drawup 0.279 0.172 0.430 0.507
combined 0.190 0.494 0.322 0.443

3.2.2. Drawup

An explanation for the coincidence of these two timescales was proposed in Reference [47], on the
basis that their ratio tlife{t‹ may decrease with stellar mass. Then, since the stellar mass distribution is
so steep, we would naturally expect to be situated around a star just large enough to barely satisfy the
requirement tlife „ t‹. If the oxygenation of the Earth were dependent on stellar activity this would
naturally fit with this explanation, as this process would then take longer around smaller stars.

This mechanism was proposed in Reference [59], where atmospheric reductants are eventually
lost to space. Here, geochemical processes would have dissociated methane and water molecules,
followed by the escape of the hydrogen. This leads to an imbalance of carbon, which combines into
carbon dioxide that is then drawn down into the mantle. The escape process is limited by the UV flux
of the star, which depends on stellar mass, and only matches the stellar timescale around sunlike stars.

We are not in a position to judge this hypothesis based off its geological merit, but we may
consider the implications it has on the distribution of observers throughout the multiverse. If this
process is the limiting factor for where life can arise, then we would expect to be unable to find
universes that can oxygenate planets much faster than our own. In the following we specify to main
sequence stars, disregarding any enhanced atmospheric erosion that would occur during flares of
young stars. This has recently been a topic of intense interest [67], and may play an important role in
determining the habitability of planets around red dwarfs [68].
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The UV process is dominated by photons that can just barely cause hydrogen to escape the
atmosphere, since those with higher energies are exponentially suppressed. Then, to estimate the time
required to completely oxygenate a planetary atmosphere, the amount of flux in this range must be
inferred. For a blackbody at temperature T, this would be

fXUV « 1
2

ˆ
EXUV

T

˙2
e´EXUV{T , (32)

where EXUV „ 10 eV. Stars are not blackbodies in this energy range, but the flux can be estimated as
being a factor of 20 higher than the black body flux [69]. For the early Earth, the sun’s flux implied a
photolysis rate of 1012´13 mol/year [59]. (It is worth noting that the oxidation rate is much smaller
currently, due to the presence of cold traps and other concentration effects that prevent dissociable
compounds from reaching the Earth’s exobase. Additionally, planetary characteristics such as a
magnetic field can prevent atmospheric loss, leading to uncertainties in the overall rate [70,71].) To first
approximation, about one hydrogen ion escapes for every UV photon incident, and so the oxygenation
timescale is then given by

tO2Ò “ Matm{mp

ΦXUV R2
terr

(33)

Here Matm is the mass of the atmosphere and the flux is given by ΦXUV “ 20 T3 fXUV, so that the ratio
of timescales is

tO2Ò
t‹

“ 1.1 ˆ 109 β3{4 γ3{4

α4 λ2 ê

˜
´0.44a

β
` 841

α3{2 β

γ1{4 λ1{2

¸
(34)

Though the exponential dependence on mass differs from the usual power law form found in
the literature, around solar mass values this function behaves with effective power law index
p ” d logptO2{t‹q{d logpλq, which ranges from ´8.1 to ´3.2 within a factor of two of solar mass.
This can be compared to the estimates of p “ ´3.4 from Reference [72] and p “ ´6.6 of Reference [47],
and a seeming ´4.25 from Reference [73].

For life to develop, this ratio must necessarily be less than 1. This will be the case for intermediate
values of λ, constants permitting. For small masses, the stellar temperature is so low that photons
capable of ejecting hydrogen from the atmosphere are infrequent, leaving the gas trapped and unable
to oxidize. For large masses, the stellar lifetime is very short, leading the star to burn out well before
enough hydrogen has escaped. To first approximation, these delineating masses are given by

λmin « 3.7 ˆ 106 α3 β3

γ1{2
, λmax « 3.0 ˆ 10´5 α2

β3{8 γ3{8
e.22{?β (35)

The former corresponds to 0.66Md in our universe, and the latter is irrelevantly large. (The exact
expressions can be given in terms of Lambert productlogs, but the error from these approximations are
only a few percent.) The minimum of the ratio of timescales will be larger than 1 when

α2 β19{4

γ1{4
e´0.44{?β ă 8.5 ˆ 10´21. (36)

Finally, let us comment on the possibility that both drawup and drawdown are relevant for setting
the oxygenation timescale. In this case, we would have

1
tO2

“ ε

tO2Ó
` 1 ´ ε

tO2Ò
(37)

where the two timescales are given by Equations (31) and (34) above, and ε is a free parameter between
0 and 1 that dictates the relative importance of each process. Taking both contributions to be equal is
problematic, for as we have seen the rate of drawdown is higher for low mass stars, and the rate of
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drawup is higher for large mass stars. In this case, then, every star’s oxygenation time is smaller than
its lifetime, with a switchover in the dominant mode occurring for intermediate masses, as shown
in Figure 6. Generically, the presence of drawdown serves to spoil the explanation for the observed
coincidence of timescales, as it removes the low mass cutoff. The only way for this not to occur is for
sufficiently small values of ε: for tO2Ó Á 18t‹, a range of stellar masses has a ratio which is larger than 1.
However, when considered from a multiverse perspective, most observers would still not expect these
two timescales to coincide on their planet. Therefore, the multiverse gives reason to disfavor planetary
oxygenation as the mechanism for the delay of complex life. This is an otherwise perfectly viable
hypothesis, and if it does turn out to be true, we will have strong evidence against the multiverse.

Figure 6. Ratio of oxygenation time to stellar lifetime as a function of stellar mass. For this criterion,
stars with ratio above 1 are uninhabitable. Here, ε parameterizes the relative importance of drawdown
and drawup. The dotted line corresponds to 1 Md.

3.3. Easy Stroll

The remaining account for the coincidence of solar and biological timescales is known as the
easy stroll model [48]. In this model the distribution of planetary habitable durations is relatively
decoupled from the lifetime of the host star, with a steep preference for very short duration. If we take
the planetary histories of Venus and Mars into account, for example, it becomes easy to imagine that
the majority of planets, born even within the temperate zone, will through runaway processes lose their
clement nature on the order of a geological timescale [74]. It has been proposed that the presence of
life itself can temper some of the most dangerous negative feedbacks, leading to a bottleneck amongst
worlds where this large scale alteration initially takes hold [75].

In this model, developing complex life is relatively easy, being perhaps proportional to the total
lifetime (weighted appropriately) as in Section 2, but the planetary maintenance of a habitable phase
becomes the significant bottleneck. Since the majority of planets will have habitable lifetimes much
too short for complex life to develop, we would then naturally expect to arise on a planet that is quite
close to its expiration date.

This state of affairs effectively adds a hidden variable that we do not consider in our simplistic
account, which dwells only on stellar mass. This may be planetary mass, composition, volatile
abundance, orbital parameters, or any number of other things. The prediction of this model is that the
distribution for at least one of these will be important for habitability, and also sufficiently steep so
that the ratio of timescales is typically on the order of the threshold value. Exploring this prediction in
detail will need to remain for future work.

4. Discussion: Comparing 10,560 Hypotheses

In the multiverse setting, we expect to live in a universe that is good at producing observers.
There are undoubtedly many conditions that must be met for a universe to be able to achieve this feat,
but at the moment we do not know what they are. As such, there are a vast number of hypotheses in
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the literature, some complementary, others mutually contradictory. By tabulating all of these, it will
be possible to delineate which are compatible with the multiverse expectation that our universe is
an exceptional observer factory, and which are not. As of now, each habitability criterion is strictly
hypothetical, but one day we will definitively know what life needs. Once this is established, it can
be used as either negative evidence against the multiverse, or positive evidence for the multiverse.
This rather baroque procedure is necessary to circumvent the major charges against this scientific
paradigm, that it does not lead to any directly observable consequences. This reliance on indirect
means in no way diminishes this framework, as in fact the act of doing so allows many predictive and
explanatory statements to be made.

Of course, if I tell you that the multiverse dictates that complex life should need photosynthesis,
and we later verify that this is in fact true, it would be a tremendous overstatement to say that the
multiverse is anywhere close to being proven right. The opposite situation is much less forgiving, mind
you: if the prediction is wrong, we can safely forget the idea of other universes, and focus on explaining
why ours is unique. However, the key to overcoming this rather weak positive evidence, which on the
face of things boils down to something like a 50/50 chance of being right, is the fact that statements
can be made about a very large variety of potentially relevant conditions for life. Taken all together,
this can amount to perhaps a dozen independent predictions for what life needs. By marshalling these
various predictions, the even split from a lone condition turns into a 1 in a 1000 chance of getting all of
them right. This could be compared to the scenario where the multiverse is a fiction, in which case we
would expect roughly half the predictions to be false.

The challenge here is that the different predictions are not exactly all independent: as they add
various anthropic boundaries and preferences for specific parameter values, there can be a nontrivial
interplay between the different habitability conditions. We have seen some of this already, as for
example when the plate tectonics condition lead to acceptable probabilities for only a subset of the
hypotheses. Because of this, it becomes necessary to check each combination individually, to ensure
that no acceptable combinations are being overlooked. The number of possible combinations quickly
proliferates, however: even with the dozen or so conditions we have considered in the three papers
on the subject, there are over 10,000 combinations. What is more, there are many more relevant
habitability conditions we have not even attempted to incorporate yet. Though incorporating each new
criterion has already been made as streamlined as deemed possible through the python code available
at https://github.com/mccsandora/Multiverse-Habitability-Handler, it still takes a laptop about a
minute to check each condition to a reasonable accuracy. Even with a drastic increase in computing
power, it will soon become infeasible to check every individual hypothesis.

It is important to extract general, qualitative features about how each notion of habitability affects
the distribution of observers throughout the multiverse. Armed with these, it becomes possible to
build an intuition as to how they will combine to deliver the ultimate figures of merit in our framework,
those probabilities of observing our values of the constants.

Though we have focused on the fraction of planets which develop life in this work, we are very far
from having done this topic justice. Our estimates of which planets can give rise to life has been very
rudimentary and broad-brush, neglecting very many features that are probably extremely important.
However, we hesitate to be too apologetic for this omission: what has been provided is a framework
that can be readily extended to include arbitrary habitability criteria. The reasons for including more
are twofold: first, the greater the input, the greater the output. Each habitability condition represents a
potential check of the multiverse framework, and though not all will give rise to concrete predictions,
incorporating as many as possible will lead to the strongest possible attempt at testing this idea.
Secondly, it will be necessary to ensure that nothing is overlooked. If some habitability condition
is passed over because it greatly favors some region of the multiverse which later turns out to be
sterile for completely unrelated reasons, we will be in danger of drawing false conclusions. This is the
challenge that presents itself, and if we want to be able to utilize this reasoning effectively it will need
to be dealt with to the best of our ability.
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We regard the results we have found so far as encouraging. Out of the various potentially
reasonable habitability hypotheses we have discussed, the linear dependence on entropy was a clear
winner. It is worth reiterating that in our assessment we used not only the probabilities of observing
the values of the constants we see, but also several other local conditions, namely the mass of our
star and our current moment most of the way through the Earth’s habitable phase. Utilizing these
additional pieces of information highlights a complementarity in our approach: some criteria that
have no trouble explaining our position within our universe are dramatically incompatible with
the multiverse, and others that are compatible with the multiverse cannot be reconciled with our
position within our universe. It is necessary, within a multiverse framework, to be able to explain both
simultaneously, and this more rigorous standard is capable of more effectively pruning the potential
habitability criteria than either alone. Though we have focused our attention on a relatively few
number of parameters, this procedure can eventually be done for the entire suite of both physical
constants and environmental variables, which will ultimately be necessary to fully test this framework.
This is going to be a tremendous challenge that will require synthesizing knowledge from a great
variety of fields, but the promise of being able to fully determine whether there are other universes out
there beyond our horizon will make this herculean task well worth the effort.
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Appendix A. Some Geology

Many calculations throughout the text rely on the characteristic size and timescales of terrestrial
planets. Here we estimate these, and determine how they depend on the physical constants.

Firstly, the mass and radius of a terrestrial planet are given by the condition that the escape
velocity must be slightly greater than the thermal velocity [22]:

Mterr “ 91.9
α3{2 m3{4

e M3
pl

m11{4
p

, Rterr “ 3.6
Mpl

α1{2 m3{4
e m5{4

p

(A1)

These have been normalized to Earth’s values and we have used that the density of matter is ρ „
α3m3

e mp.
The typical mountain height can be estimated by equating the molecular and gravitational

energies, Hmountain „ Emol{pgmpq [76], to give

Hmountain “ 0.0056
Mpl

α1{2 m3{4
e m5{4

p

(A2)

This scales in the same way as the terrestrial planet radius, which is also set by balancing gravitational
and molecular energy, but is 600 times smaller (10 km).

Many properties on Earth, such as the speed of continental drift and erosion rates, are determined
by the planet’s internal heat. A rough estimate of this can be given by dimensional analysis as

Q „ G Mterr ρ κheat “ 92.5
α9{2 m7{2

e Mpl

m5{2
p

(A3)

Which is normalized to the observed value of 47 TW. Here, we made use of the thermal diffusivity of
rock κheat „ csL, where L is the size of a cell in the solid, which in rock just scales with the Bohr radius.
and cs „ a

Evib{mp „ 6 km/s is the speed of sound, yielding κheat “ 2{pm1{4
e m3{4

p q.
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A more sophisticated estimate of the Earth’s heat, including its time dependence, will be necessary
for some applications. This problem is somewhat muddied because there are two relevant sources:
the primordial heat of formation, and that released by radioactive decay. The relative importance
of each was estimated from other bodies in the solar system in Reference [77], and a measured from
geoneutrino flux in Reference [41]. Remarkably, these indicate that the Earth’s heat budget is split
almost equally between radioactivity and primordial heat. This itself is a startling coincidence, but its
only relevant consequence for our present purposes is that we must calculate both contributions to
the heat.

First, the primordial heat: the internal temperature is set by the gravitational energy of the planet’s
formation, which is given by

Ti „ G Mterr mp

Rterr
„ 7600 K (A4)

Crucially, this is above the melting temperature of rock, which led to an initially molten Earth,
and its subsequent differentiation into mantle and core. This is generic for terrestrial planets: since
the gravitational energy is a bit lower than the molecular bond energy to retain gases and liquids,
we always have Ti9Tmol for any values of the fundamental constants. Since Ti is an order of magnitude
larger, terrestrial planets will always be predisposed to differentiation. This carries many potential
benefits, such as a magnetic field and the sequestration of highly reducing iron minerals.

The mantle’s heat conductivity is much higher than garden variety rocks, on account of the
dominant method of heat transfer being by convection rather than conduction. It is the conductivity
of the lithosphere, the Earth’s rigid outer skin, which serves as the last line of defense against the
emanation of heat to space, and so it will be crucial to determine what sets the lithosphere’s thickness
and conductivity. From Reference [78], If the Earth is modeled as an inner mantle with infinite
conductivity, and the upper lithosphere as having having diffusivity κheat, then the total heat radiating
through the surface at time t will be

Qform “ 4π R2
terr

κheat Ti
Llithptq ê

ˆ ´3 κheat t
Rterr Llithptq

˙
(A5)

The depth of the lithosphere increases with time as Llithptq “ 2
?

κheatt. We then arrive at

Llith “ 1.56
t1{2

m1{8
e m3{8

p

(A6)

In terms of constants, we find

Qform “ 237
α9{2 m7{2

e Mpl

m5{2
p

1
s

e´s, s “ 10
α1{2 m5{8

e m7{8
p t1{2

Mpl
“

ˆ
t

2.5 ˆ 109 yr

˙1{2
(A7)

If we neglect the s dependence of this expression, we find the scaling from above based off simple
dimensional analysis.

Now, the radiogenic component: for a planet with multiple radioactive species, the heat generated
by decay is given by a sum of their individual contributions. The total is then

Qrad “
ÿ

i

fi εi Mterr

τi
e´t{τi (A8)

where fi is the fraction and εi the binding energy (in units of mp) of species i.
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The rate of continental drift can be found in Reference [79]. If we use the rough estimate for the
planet’s heat, we have

vdrift “ Q
4π R2

terr n pL ` cp ΔTq „ 1376 α1{2 β1{2 γ „ cm
yr

(A9)

Here n is the number density of mantle, L is the latent heat, and ΔT is the difference between melting
and surface temperatures, which can both be estimated as L „ ΔT „ Tmol.

The weathering rate can be estimated as

Γdrawdown „ vdrift Hmountain Rterr n “ 8.9
ˆ

α me

mp

˙5{2
Mpl “ 5.4 ˆ 1013 mol

yr
(A10)

which agrees with observed rates.
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Abstract: Do mass extinctions affect the development of intelligence? If so, we may expect to be in
a universe that is exceptionally placid. We consider the effects of impacts, supervolcanoes, global
glaciations, and nearby gamma ray bursts, and how their rates depend on fundamental constants.
It is interesting that despite the very disparate nature of these processes, each occurs on timescales of
100 Myr-Gyr. We argue that this is due to a selection effect that favors both tranquil locales within
our universe, as well as tranquil universes. Taking gamma ray bursts to be the sole driver of mass
extinctions is disfavored in multiverse scenarios, as the rate is much lower for different values of
the fundamental constants. In contrast, geological causes of extinction are very compatible with the
multiverse. Various frameworks for the effects of extinctions are investigated, and the intermediate
disturbance hypothesis is found to be most compatible with the multiverse.

Keywords: multiverse; habitability; mass extinctions

1. Introduction

This is a continuation of the work initiated in [1–3] aimed at advancing progress on the multiverse
hypothesis by connecting it to biological and geological notions of habitability to generate predictions
which will be testable within the timespan of several decades. Our technique has been to use detailed
criteria for what life needs to count the number of environments suitable for life in the universe, and to
check how this depends on the fundamental constants of physics. This counting depends on the
assumptions we make about what constitutes a habitable environment, and several of the choices we
made imply the existence of much more fertile universes, which would host the majority of observers.
When the use of a habitability criterion leads to a very small probability of our existence in this universe,
we conclude that this criterion is incompatible with the multiverse hypothesis. Thus, the existence of
the multiverse can be used to predict which notions of habitability are right or wrong. While there
is currently no way to distinguish among competing notions of habitability, our knowledge on this
front is advancing rapidly, and future telescopes and space missions are slated to greatly elucidate
what conditions are required for life. We will ultimately determine the exact conditions for habitability,
and when this occurs, we may check how this compares to the predictions the multiverse has made.
Since there are a great number of factors to consider, there are several independent testable predictions
that will serve to test this otherwise almost untestable hypothesis.

The main tool for estimating the number of observers within a universe is the Drake equation,
which is a product of factors associated with stellar, planetary and biological habitability. As such,
our analysis was (relatively) neatly split by this compartmentalization, with each of our previous
papers devoted to a separate domain. While the number and properties of stars, and as of recently
the planets orbiting them, are quite well known, as we progress through the factors the analysis

Universe 2019, 5, 175; doi:10.3390/universe5070175 www.mdpi.com/journal/universe199



Universe 2019, 5, 175

becomes more speculative. In this paper, we focus our attention on the fraction of biospheres that
develop intelligent societies. Without wading too much into the debate of what exactly constitutes an
intelligent observer, we adopt the self-aggrandizing view that humanlike intelligence is somewhat
representative. The author adopts the rather common view that language may represent an excellent
proxy for general purpose intelligence, but the results of this paper do not depend too much on the
details of this assumption.

Determining the fraction of life bearing planets that develop intelligence is a monumental task,
and we make no claim to doing it justice in this letter. We can begin to estimate the physical effects
that can preclude this event, adopting the viewpoint that fint “ 1 ´ f:, where f: is the fraction of
biospheres that are so affected by cataclysm that intelligence cannot develop. This treats the emergence
of intelligence (noogenesis) as otherwise inevitable, though there are many additional factors that
could contribute to this that should eventually be folded into the full analysis. Even in our restricted
setting, we cannot tabulate all possible catastrophes and runaway processes that can occur on a planet
in order to provide a true estimate of the fraction that survive sufficiently long, but we instead highlight
a few for which we are able to readily encapsulate the dependence on physical parameters.

Mass Extinctions

The history of life on Earth is punctuated by several episodes of mass extinction, where a large
fraction of the species present at the time did not survive. In the 540 Myr since the advent of complex
life, there have been five of these absolutely catastrophic episodes, as well as 20–30 distinguishable
lesser episodes. Although for the majority of the study of natural history these great extinctions were
treated as ‘different in size but not kind’ that were not in need of explanation, it is by now generally
understood that they are a product of catastrophic changes in the Earth’s environment [4]. The single
piece of evidence that shifted public perception so radically was the discovery of the iridium anomaly at
the onset of the Cretaceous extinction, which indicated that it was triggered by a massive impactor [5].
While this has subsequently been thoroughly confirmed by the discovery of the associated impact
crater at Chicxulub (see [6] for a review), the causes of the earlier mass extinctions remain under
intense debate to this day.

Several salient features of the observed mass extinctions are worth pointing out for our purposes.
Firstly, they all manifest differently. The fossil records of each indicate that the characteristics of the
species that went extinct, in which order, the abruptness, severity, and recovery pattern, were all
markedly different from event to event [4]. This indicates that the change in conditions that ultimately
triggered the extinction did not arise from the same underlying cause, but instead, each event
represents a unique flavor of catastrophe. The list of possible causes includes glaciation, impact,
supervolcano, biological innovation, anoxia, sea level change, gamma ray burst, and climate change.
Many of these causes can lead to additional other causes, leading to a domino effect of extinctions.
They may not be mutually exclusive, and some of the extinctions could well have been the product of
several concurrent factors. Secondly, there is no strong consensus for the causes of the earlier events,
so that there is still room for speculation on the ultimate cause(s). In fact, every possible environmental
trigger for mass extinctions has, at some point or another, been applied to explain every mass extinction.
Nevertheless, the differences now known lead to a better understanding of the probable causes for
each individual extinction, which we go through in detail now.

The Ordovician extinction (444 Mya), the first to occur, is the one which most clearly occurred
in two separate waves, separated by a period of 0.5 Myr [4]. There is strong evidence that this
was accompanied by a global cooling, which may either have occurred through the glaciation of
a continent drifting over a pole [7], or a nearby gamma ray burst [8]. The Devonian extinction
(360 Mya) shows clear signs of ocean anoxia on the ocean shelf, and the primary culprit is the
innovation of land plants, which lead to a drastically increased weathering rate on the continents [9].
The Permian (251 Mya), which was the largest extinction, is noted to coincide with the supervolcano
that essentially created modern Siberia [10], as well as the development of the chemical pathways
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necessary to decompose organic matter that had accumulated on the sea floor for the eons prior,
both of which could have drastically altered the climate [11]. The Triassic extinction (200 Mya) is
possibly associated with sea level change from the breakup of Pangaea [12], but the cause of this
extinction is particularly uncertain. As mentioned earlier, the Cretaceous extinction (66 Mya) was
caused by the Chicxulub impact. The cause of the current mass extinction underway today is the most
unambiguously established to be the result of a recent biological innovation within homo sapiens that
has led to an unprecedented ability to alter the environment [13]. On average, the interval between
mass extinctions is around 90 Myr.

In Section 2 we discuss several different models for the biological effect of mass extinctions and
the time needed for the biosphere to recover. In Section 3, we discuss the rate of deadly comet impacts,
and how this depends on fundamental parameters. In Section 4 we discuss the geological contributions
to extinctions, including glaciations, sea level rise, and volcanoes. In Section 5 we discuss the rate of
gamma ray bursts. In Section 6 we combine these rates into estimates for the fraction of biospheres
that develop intelligence.

2. Rates

2.1. Catastrophes

Before we begin estimating the rates of various potential catastrophic processes, we first derive
the fraction of biospheres that develop intelligence for a given rate of mass extinctions Γ:. The full rate
can be found as the sum of all the various contributions as

Γ: “ Γcomets ` Γglac ` Γvol ` Γgrb ` . . . (1)

where the displayed rates are ones we will discuss in the text, though there may potentially be more.
Let us make a brief comment on the implications of the relative rates of each of these, because they

all seem to occur with a frequency more or less on the order of 100 Myr-Gyr. This itself is enough to
suggest the presence of some selection effect that greatly favors the total rate to be as small as possible.
This is reminiscent of a ‘law of the minimum’, wherein systems wishing to maximize some function
of independent variables should only be willing to tune those variables inasmuch as they affect the
outcome [14]: in this setting, it would do no good to expend effort making any of these rates arbitrarily
small, when the sum will always be dominated by the largest term. Of course, this does not imply the
presence of any agent doing the selecting, or indeed even a multiverse: there is plenty of variability
within our universe to find a system that happens to be unusually quiet on several different fronts.
The purpose of the present paper is to determine to what extent the multiverse is required, or even
capable of, explaining this state of affairs.

Now, let us estimate the probability that a biosphere beset by random extinction events develops
to the point of intelligence. This will depend on the assumptions for how evolutionary processes
operate, and so we will end up with three separate functional forms to test for compatibility with the
multiverse. These can be called the setback model, where extinctions cause a relatively short period of
reduced biodiversity, the reset model, where extinctions result in a complete loss of progress toward
intelligence, and the intermediate disturbance hypothesis model, where there is an optimum rate of
extinction. Throughout most of this work we will favor the first model, saving discussion of the other
two for Section 6.

Our first model is the setback model of extinctions: here, mass extinctions cause a dramatic
reduction of biodiversity that leaves the planet ecologically impoverished for a period of time. After a
few speciation timescales, however, niches become repopulated, ultimately reaching the complexity
the system exhibited previously. The net effect in this scenario is that the biosphere spends this amount
of time in a recovery phase, after which it proceeds as normal. This describes the fossil record well,
with the recovery time set by trec „ 10 Myr [4].
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In this view, extinctions reduce the total amount of time the biosphere can spend exploring
evolutionary strategies that may lead to intelligence. Because in [3] we favored a model where the
probability of developing intelligent life is linearly dependent on total time (importantly, weighted
by the biosphere size, set by total entropy production rate), the fraction of biospheres that develop
intelligence would then be proportional to the average amount of undisturbed time. Here, we can
model the total amount of habitable time for a system as its stellar lifetime, thab „ t‹ (it will actually
only be some fraction of this, but this sets the rough timescale). Then the number of extinction events
n will be given by a Poisson distribution ppnq with average Γ:thab. A simple estimate for fraction of
biospheres that develop intelligence is f setback

int “ Epp1 ´ n{nmaxqθpnmax ´ nqq, where nmax “ thab{trec

is the number of extinctions which would correspond to the system being bombarded, on average,
more frequently than it can recover. This is a somewhat simplified prescription, since it neglects the
case where all hits are concentrated in a small interval, after which the system settles down to let life
proceed unhindered; however, this situation will be rare, and it suffices to provide a simple formula
encapsulating these effects through which the dependence on physical parameters can be tracked.
Then we find

f setback
int “

`
Γ: thab

˘nmax`1

nmax! nmax

ˆ
e´Γ: thab ` `

nmax ´ Γ: thab
˘

E´nmax pΓ: thabq
˙

(2)

where Eapbq is the exponential integral. This somewhat cumbersome expression can be approximated
to essentially indistinguishable precision by

f setback
int « `

1 ´ Γ: trec
˘

θ
`
1 ´ Γ: trec

˘
(3)

where θpxq is the Heaviside step function. The only difference from the full expression occurs past
Γ: „ 1{trec, so that this approximation discounts incredibly rare survivors. For instance, if Γ:trec “ 1.3,
the full expression gives 10´11 rather than 0. The essential feature here is that if the extinction rate
exceeds the recovery rate, intelligence will never develop. Given the simplicity of the last expression
and its conveyance of this key property, this will be the form we will use.

Next, we discuss a second model of how extinctions affect biospheres, which can be called the
reset model. This takes the view that extinction events set the clock back to zero, so that life must
start over from scratch each time. In this model, there is a noogenesis timescale tnoo „ 100 Myr that
is required to develop intelligence, and any progress toward this outcome is erased in the course
of a mass extinction. The probability of a biosphere developing intelligence is then simply equal to
the probability that a time interval equal to tnoo exists at some point during the planet’s history for
which no mass extinctions occur. In favor of clarity, we opt for a simplified, but easier estimate of the
probability: if we break up the total lifetime into N “ thab{tnoo intervals and ask what the probability
is that at least one of these is undisturbed, we find

f reset
int “ 1 ´

´
1 ´ e´Γ: tnoo

¯ thab
tnoo (4)

This is approximately a step function enforcing Γ: ă 1{tnoo, but with a somewhat large tail.
A third viewpoint is known as the intermediate disturbance hypothesis: this is the notion that

instead of life faring best under the most placid circumstances, there is some value of the extinction
rate that maximizes biodiversity [15]. This is a relatively standard idea in ecology, though it only holds
for some ecosystems [16]. A method of determining which systems it is applicable to has recently
been developed [17], though it is certainly still too premature to settle whether this idea holds for the
biosphere as a whole. Adopting this view for the entire biosphere is no doubt fueled by the somewhat
narcissistic observation that had the dinosaurs never died out, then we mammals would never have
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had a chance to radiate, and intelligent life may never have evolved. Nevertheless, it may have merit,
and can readily be included in our analysis. For this model, we have

f IDH
int “ 4 Γ: tdist

`
1 ´ Γ: tdist

˘
(5)

This fraction is maximized at Γ: “ 1{p2tdistq.
The above three functions are plotted in Figure 1 as a function of Γ:. All of them have been

normalized to 1 at their maxima, seemingly implying that if biospheres are left alone they are
guaranteed to develop intelligence. However, there are surely other factors that may affect this:
several that were discussed in [3] are the amount of time a planet spends in the habitable zone,
the total entropy it processes, and planet size, though there are undoubtedly many more. We leave any
additional considerations to future work, noting that we expect these effects to be largely treatable in a
fashion that factorizes from the effects we deal with here.

Figure 1. Different parameterizations for fint. The red curve is Equation (2), the blue Equation (4),
and the orange Equation (5).

2.2. What Sets the Recovery Time?

All our analysis relies not only on the extinction rate Γ:, but also the recovery time trec (or
noogenesis time or disturbance time, resp.). Somewhat vaguely, this should be related to the rate
of evolution or speciation, but it is far from clear how to connect this to the fundamental properties
of physics. Here, we entertain several different educated guesses for what this dependence may
be, and then track how the final outcome depends on our choice. The two scenarios are that the
recovery time is set by the rate of chemical processes, which dictate the rate of mutations, or else that
the recovery time is set by the length of the year, which may dictate the generational timescale for
complex organisms.

Our first guess is that the recovery time is set by molecular evolution timescale. This should have
some bearing on the rate of genetic mutations, which in turn will dictate how fast speciation can occur.
In [18], the molecular timescale was found to be equal to the inverse of the typical molecular binding
energy, so if the recovery time is proportional to this, we have

tmol
rec “ 3.0 ˆ 1029 m1{2

p

α2 m3{2
e

(6)

Here α is the fine structure constant, me is the electron mass, mp is the proton mass, and below Mpl is
the Planck mass and λ is a dimensionless measure of the stellar mass, as in [1]. The large coefficient,
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while somewhat off-putting when regarded as a supposed constant independent of physics, is
necessary to bridge the gap between these two extremely disparate timescales.

Alternatively, we may take the view that the recovery time is set by the lifespan of macroscopic
organisms. It was argued in [19] that this is set by the year length, as organisms would take advantage
of nature’s cyclic variations for feeding and reproductive purposes. If this is so, then the recovery rate
is instead given by

tyear
rec “ 5.9 ˆ 108

λ17{8 m7{4
p M1{4

pl

α15{2 m3
e

(7)

This again requires a rather large numerical coefficient. These may ultimately be related to the rate
of mutations and the size of complex organisms, but we do not go further into detail on these points,
because these are more likely dictated by the laws of complex systems rather than the underlying
physical substrate.

Though the basis for evolutionary timescales is still not completely known, both of these can be
used as hypotheses for our analysis. They lead to different effects: if organism lifespan is truly set by
the length of the year, then planets which orbit further from their stars would possess life that lives on a
much longer timescale, which would not be observed if it is instead determined by the molecular time.
In the other case, however, hotter planets, which have shorter molecular timescales, would have faster
evolution. While distinguishing these two scenarios experimentally is probably a ways off (we may
like to find a second sample of life first), they do yield differences which are in principle observable.

In the following sections, we will use the setback model and the molecular recovery timescale for
definiteness. In Section 6 we will fully explore the alternative choices as well.

3. Comets

We now wish to investigate the effect of fundamental parameters on Earth’s impact rate.
These disruptive events, though rare, can cause a significant effect on complex ecosystems worldwide,
as evidenced by their contribution to at least one of the five mass extinctions in Earth’s history [4,5].
To get a measure of the rate of impacts, it is essential to know the source of these impactors, as well as
their properties.

In general, there are three sources of impacts that may affect our planet. These are asteroids,
short period comets, and long period comets. Asteroids are the planetesimal scraps situated between
Mars and Jupiter, situated at 2–3 AU. This region of the solar system is in one of Jupiter’s orbital
resonances, which lead to the conditions that prevent these bodies from condensing into a full
planet. Their composition is highly differentiated as a result of primordial heating from a variety of
sources, making them rocky. We do not focus on these in this paper, as their properties, such as total
number, orbital distribution, and rate of perturbations is highly dependent on details of solar system
architecture [20], and so will likely be highly environmentally variable.

There are two populations of comets: those with orbital periods the same order of magnitude
as the planets in the outer solar system, and those with orbital periods much larger. Orbits that enter
the inner solar system are unstable over geologic time, and so the very existence of such populations
indicates a vast reservoir for both. For the short period comets, this is the Kuiper belt, that band of small
bodies with orbits on the order of 100 AU that encompasses the dwarf planet Pluto. The long period
comets have been inferred to come from an even greater reservoir that extends from 10,000–100,000 AU
known as the Oort cloud. This inference is based on both the observed number of long period comets,
as well as the orbits of all new comets being practically parabolic rather than hyperbolic, which would
be indicative of an extrasolar source (see [21,22] for a reviews). Since these bodies extend so far out
into the outer reaches of our solar system, they are routinely influenced by the galactic environment
in a variety of ways, which in turn injects them into the inner solar system, with potential to collide
with Earth.

204



Universe 2019, 5, 175

The Oort cloud was initially formed out of material from the gas giant region of the solar
system. Perturbations from these giant planets caused the originally nearly circular orbits of the
comets to elongate secularly over time, increasing the semimajor axis, while preserving the perihelion
distance [22]. If this process were allowed to continue indefinitely, most of these bodies would have
ultimately been ejected from the solar system into interstellar space. However, once the orbits crossed
a threshold of ainner „ 1000 AU, external perturbations from passing stars also perturb the orbits.
These perturbations increase the perihelion out of the inner solar system, thereby preventing any
further perturbations from the outer planets occurring. Once this happens, the object is stuck in a
nearly stable orbit surrounding our sun until further perturbations either kick it back into the inner
solar system, or out of the system completely. Further out, on the order 2– 3ˆ104 AU, the inclination
or the orbit may also be changed [23]. This leads to a distinction between the inner and outer Oort
cloud: inside this, comets orbit within the plane of the solar system, while beyond, the orbits splay
into a sphere encompassing our sun.

From observed injection rates, it is estimated that there are approximately 1012 comets of diameter
larger than 1 km within the Oort cloud [22]. At these densities, interactions between Oort cloud objects
are negligible for our purposes.

3.1. Comet Dynamics

Once a comet is placed in the Oort cloud, its orbit is relatively stable. It is, however, subjected
to perturbations that can eventually cause it to reenter the inner solar system, potentially causing an
impact on Earth. The galactic tidal force is the dominant cause of reentry, but we first list the other
forces for completeness.

Nongravitational forces are mostly caused by the sublimation of ices on the comet, causing the
iconic comae that have been observed for thousands of years. This effect only happens once the comet
crosses the ice line of the solar system, around 3 AU, and so plays no role while it is in the Oort
cloud [21]. Once a comet does reenter the inner solar system, however, these forces play a significant
effect on perturbing the orbit. Similarly, planetary perturbations also only play a role once a comet
has entered the inner solar system. These were of prime importance for the creation of the Oort
cloud [24,25], but not for its subsequent dynamics. The passage of our solar system through molecular
clouds has the potential to significantly perturb cometary orbits. However, it was found in [26] that
this effect is nonnegligible only for giant clouds, and so can only be expected to be operational once
every Gyr or so. Encounters with other star systems can alter the orbits of comets; the density of stars
in our galactic neighborhood is 0.185 Md{pc3, leading to a close encounter of a star within 1 pc of our
system about every 100,000 years. The orientation of these encounters is practically random, so that in
effect these cause the orbital parameters of the Oort cloud constituents to execute random walks.

The galactic tidal force is caused by the fact that the solar system has finite size, and so the Milky
Way exerts a torque throughout the system. In contrast with the effect of close encounters, this effect is
directed, causing the orbital parameters to decrease with time (for certain orbits) [22]. The magnitudes
of these external influences are proportional to high powers of the semimajor axis a, and so these effects
are utterly negligible on asteroids and short period comets, but are the most important perturbations
on the Oort cloud. These also set the outer boundary of the Oort cloud as the Hill radius of the
sun. A rough estimate of this can be found by making the approximation that all the galactic mass is
concentrated at a point at the center of the galaxy [27], and is found to be

aouter „
˜

Md
ρgal

¸1{3

“ 0.0037
λ1{3 Mpl

κ m2
p

(8)
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corresponding to 0.5 pc, or 105 AU1. It is possible to do a more sophisticated analysis by modeling the
galactic disk: this leads to the conclusion that the Oort cloud is actually an ellipse, but does not change
the size of the cloud [23].

The rate of injection into the inner solar system can be computed as [21]:

Γcomets “ Ncomets fąd: finj fhit
1
P

(9)

The quantities in this equation are as follows: Ncomets is the total number of comets, fąd: is the
fraction of comets large enough to cause a mass extinction, ftide is the rate of injection (per orbit,
as to be dimensionless), fhit is the fraction of injected comets that hit the Earth, and P is the period
of the comets, given by P “ 2πa3{2{a

GMd. In truth these all depend on the radial distribution of
comets within the Oort cloud. This is generally expected to decrease with semimajor axis a power law
Npaq9a´γ; depending on the processes involved, simulations favor γ “ 2.5 ´ 3.5 [22] and γ “ 3.2 ˘ 0.3
is measured from observations in [28]. We make the simplification, however, that comets orbit at
a characteristic radius aOort. A full treatment would integrate over the orbital radii of Oort cloud
objects, weighted by the distribution of semimajor axes- however, the magnitude of the perturbing
force depends quite strongly on orbital size, so the integral is dominated by the outermost orbits.

The fraction of comets injected into the inner solar system per period can be computed by
considering the secular change in angular momentum, relating this to perihelion distance, and then
conditioning on the perihelion to be within the inner system, as in [21]. The radius of the inner
solar system is given by the orbits of the outer planets, which is about 15 AU. The giant planets’
locations are set as a small multiple of the snow line, aplanets “ 5.6 asnow, where the snow line was

found in [2] to be asnow “ 30.4 λMpl{pα5{3m5{4
e m3{4

p q. However, the injection rate, as computed in [21],
is actually independent of this quantity, being given by the ratio of kinetic to gravitational energy
finj “ Δv2{p2 GMd{aOortq. This is because the perturbation in orbit is much smaller than the inner
system size and is secular, leading to a steady supply of precarious comets right at threshold of entry:
the typical change in speed per orbit due to the tidal perturbing force is given by Δv “ GρdiskaP.
The injection rate is dependent on the square of the perturbing force because for parabolic orbits,
angular momentum is proportional to the square root of the perihelion distance h “ p2 GMdqq1{2,
and since the distribution of perihelia is uniform, the distribution of angular momentum in linear.
When integrating over the entire ‘loss cone’, the fraction is then proportional to the square of the
threshold angular momentum. Combining these elements gives

finj „
˜

ρdisk a3
Oort

Md

¸2

(10)

This expression has the interesting feature that since the Oort cloud radius is set by the typical
interplanet spacing in Equation (8), all dependences drop out, and finj becomes a pure number.

Once a comet is injected into the inner solar system, more likely than not, perturbations will alter
its trajectory to a hyperbolic orbit, ejecting it from the system. The probability that it will impact on any
of the rocky planets was found there to be fhit “ 1.3 ˆ 10´7 [21]. This number is set as the ratio of the
Earth’s gravitational cross section to that of the sun’s. Because comets’ velocities are orbital, they are
larger than the Earth’s escape velocity2 and so the Earth’s cross section is given by its geometric value
σC “ πR2

C
. In contrast, the sun’s escape velocity is larger than typical comet speeds, so its cross section

1 Here, and in the following, the expressions from our previous appendices [1,2] are used. Here κ is a dimensionless measure
of galactic density.

2 This hierarchy does not actually hold for all parameters, but the full implications of this will be explored in future work.
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is enhanced by gravitational focusing to be σd “ 2πGMdRd{v2
comet. The fraction that impinge on

Earth is then given by

fhit „ R2
C

2Rd atemp
“ 0.005

α6 β1{2

λ51{20 γ1{2
(11)

We use here β “ me{mp and γ “ mp{Mpl .
Now, to estimate Ncomets: the estimated size of the Oort cloud from formation scenarios is

3 ´ 4 MC, or about 3 ˆ 1011 objects of km size or greater [22]. The total mass ejected during planet
formation is dictated by the amount of material in the outer regions of the protoplanetary disk, and so
is related to the disk density Σ by the expression Mejected „ 0.01 πa2

planetsΣpaplanetsq. Most ejected
material, however, was removed from the solar system completely. To estimate the amount placed on
Oort cloud orbits, [29] found this to be reduced by the factor aplanets{aOort. This quantity is dominated
by the outermost planets and the innermost Oort cloud orbits, so that Neptune is the most important
perturbing agent.

From [30], the inner edge of the Oort cloud can be obtained by setting the timescale of tidal secular
evolution equal to the ejection time, and solving for semimajor axis3:

ainner „
M4{3

Neptune

M2{3‹ ρ
2{3
gal aNeptune

“ 1.1 ˆ 105 λ Mpl

α5{3 m5{4
e m3{4

p

(13)

Here, we have used that the size of ice giant planets is set by the isolation mass evaluated a few
times further out than the snow line, such that

MNeptune “ 3.5 ˆ 1010
κ3{2 λ2 M3

pl

α5{2 m15{8
e m1{8

p

(14)

Equal to 17 MC.
Then the total Oort cloud mass is

MOort “ 1.1 ˆ 1014
κ2 λ7{3 m1{2

p M3
pl

α10{3 m5{2
e

(15)

To compute the number of comets, we now calculate the typical comet size dcomet, which is set
by the accretion that can occur before ejection. The presence of the ice giants will impart a change in
energy to all smaller bodies in their neighborhood; these will then diffuse outward with a timescale of
100 Myr, set by [30]

teject „ 0.01
M2‹

M2
Neptune

P “ 3.5 ˆ 10´16 α5{2 m15{8
e Mpl

κ3 λ m31{8
p

(16)

3 The inner edge will exceed the outer for stars above the mass

λnone “ 5.7 ˆ 10´12 α5{2 β15{8

κ3{2 (12)

so that stars larger than this value, corresponding to 17 Md in our universe, will not possess Oort clouds (assuming a
similar planetary system architecture to the solar system). However, this bound is of little importance, as it only affects very
massive stars unless α or β are several times smaller than their observed values.
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From [29], the growth rate of a body is given by 9M “ 2πG2M2ρ{c3
s . The ambient density can be

expressed in terms of the disk surface density as ρ „ Σ{pcsaq, giving the characteristic size of Oort
cloud objects to be Mcomet „ T2a{pm2

pG2Σtejectq. This leads to a characteristic radius

dcomet “ 2501
κ2{3 λ M5{6

pl

α25{9 m3{2
e m1{3

p

(17)

This is set to be 1 km.
With all these, the rate of cometary impacts on Earth can be estimated. Altogether, this leads to

Γcomets “ 3.1
κ3{2 α8 m3{2

p

λ16{5 m1{2
e

min
"ˆ

dcomet

d:

˙p
, 1

*
(18)

The normalization here is chosen to reproduce one mass extinction every 90 Myr (which would only be
the desirable prescription if comets were the sole cause of extinctions). We have used that the fraction
of comets large enough to cause a mass extinction is given by a power law, which holds over 16 orders
of magnitude [31]. For the slope we use p “ 1.5, in agreement with that found in [28], though there is
considerable uncertainty in the measurement of this quantity. The only remaining quantity to estimate
is the size of comets which will cause mass extinctions.

3.2. What Sets the Size of Deadly Comets?

From the geologic record, the size of the smallest impactor that can lead to global disruptions
must be slightly more than 10 km, since the Chicxulub impact, at 14 km, caused a mass extinction,
whereas the next largest impacts that occurred since the advent of complex life, the Popigai and
Manicouagan, both 10 km, did not.

In fact, size is not strictly the sole determiner of the magnitude of the environmental perturbation.
Other important factors include the mineral composition of the location of impact: the K-Pg crater
location, being a shallow sea, was particularly laden with the mineral gypsum [32], making it an
abnormally sulfate-rich site. Additionally, the kinetic energy of the impactor is more relevant, and there
is a large spread in the speeds of comets relative to Earth4. Nevertheless, in terms of average conditions,
the diameter of the impacting comet will dictate the strength of environmental response.

The limiting size depends on the exact mechanism of extinction during an impact event. This is
not as straightforward to deduce as one might naively expect, essentially because many Earth systems
are catastrophically affected during such a calamity, in many different ways [32]: first, a rather large
portion of rock around the initial impact site is vaporized and thrown into the stratosphere. Dust can
linger for months, darkening skies to the point where photosynthesis (and even vision) are impossible.
Larger rocks can be strewn ballistically over the entire globe, the reentry of which may ignite forests
worldwide. Nitrous oxide compounds are created in bulk during initial atmospheric deposition,
potentially destroying the ozone layer. Sulfate compounds are liberated during the impact, leading
to an intense global cooling that may last decades, and associated acidification that will result in
widespread die-offs. If the impact occurs in the ocean, massive tsunamis will wreak havoc on shallow
water and coastal ecosystems, and drastically alter the amount of water in the atmosphere. Given this
litany of utterly brutal catastrophes, it is small wonder that there are differing ideas to the ultimate
cause(s) of extinction.

4 This is the reason comets can be deadlier than asteroids, even though they are less dense: since they can come from any
direction rather than being roughly coorbital with the Earth, the average speed will be

?
3vC “ 52 km{s, rather than

p?
3 ´ 2

?
2qvC “ 12.4 km{s, a factor of 17.5 more energy. Therefore, comets can be smaller and still impart more energy

than asteroids, and so their rate of deadly impacts will be more numerous (which depends on their relative population sizes
as well, of course).
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The impact that triggered the K-Pg (end Cretaceous) extinction can be of great use here. Though all
of these mechanisms are fiercely debated, by now the most plausible seems to be the climatic effect of
sulfate injection. It was argued in [33] that not enough submicrometer dust was produced in the impact
to cause significant attenuation of sunlight. In [34], it was found that the charcoal record, an indicator
of forest fires, was not above the background level at the K-Pg layer, even for sites located in the
Americas. It was argued in [35] that marine extinctions are consistent with acidification, rather than
darkness-induced productivity collapse. In [36] it was argued that not enough NOx was created to
trigger a significant decrease in ozone layer. Climate modeling in [37] indicates that the amount of
SOx (x = 2,3) created is enough to cause 10–20˝ global cooling, depending on the uncertain residence
time of these molecules. In the following we track the minimum size of an impactor for both the
production of SOx and of dust, especially since the argued relevance of both mechanisms indicates
that the threshold diameters may be close in magnitude. Since these scale differently with physical
parameters, this coincidence cannot be explained by selection effects operating purely within our
universe, and may be a hallmark of anthropic selection.

3.2.1. Sulfate

We begin with the production of sulfate, a gas with the capacity to block sunlight and a residence
time of years to decades. To find the minimum size of an impactor necessary for this effect to operate,
we relate the optical depth of the sulfate material produced to the mass of the impactor.

Sulfate is generated by the vaporization of the surrounding crater at the impact site. Here,
the initial kinetic energy is first converted into breaking molecular binding energy. The number of
bonds that can be broken is given by

NSOx „ mi v2
i

Emol
(19)

Here, Emol is set by the molecular binding energy, though the precise value is determined by assessing
exactly how energy is distributed in the surrounding minimum during the initial shock wave [32,38].

Dust and debris created during the impact will rise as a plume high into the atmosphere,
nearly vertically. Any that stays within the troposphere will only have a local effect, but the material
that makes it to the stratosphere, where horizontal mixing is fast, will cover the Earth within a matter
of hours. The energy needed for material to reach the stratosphere is orders of magnitude less than that
needed to have a substantial effect on ecosystems, achieved even with paltry atomic bomb blasts [39],
so it is a generic feature, of terrestrial planets in any universe, that distribution of material will be
global. Here we assume the material will be dispersed relatively uniformly, and so the optical depth
will be τ “ NSOx σT{AC, where σT is the molecular cross section. The critical optical depth is uncertain
but close to 1, and a combination of this and the energy required per molecule of sulfate can simply be
matched with the observed critical comet size in order to find the dependence on physical parameters.
We find

dSOx „
˜

Emol AC

ρ v2
i σT

¸1{3

“ 10.1
λ1{4 M1{2

pl

α3 me m1{2
p

(20)

This quantity depends most strongly on the electron mass and the fine structure constant: if either of
these were significantly larger, the size of globally catastrophic comets would be much smaller, leading
to an enhanced rate. The dependence of this quantity on the physical parameters is plotted in Figure 2,
along with the other scales for comparison.
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Figure 2. The dependence of the various cometary scales on physical parameters. Though these curves
scale the same way with α and β, when varying with respect to γ a maximum size is reached close to
our observed value. The typical comet size is the smallest of the three except for very small values of
the parameters.

3.2.2. Dust

Though dust does not appear to have been the primary cause of extinction for the K-Pg event [33],
it is still interesting to determine the mass of an impactor that would be required for this mechanism
to go into effect, and not just for pure agnosticism toward differing environmental impact models.
The reason is that the sensitivity of this hazard to fundamental parameters is much greater than the
sulfate case, and so, for different values, dust is the main contribution to extinctions.

The main reason dust is not a major concern for our values is that when the crater is vaporized in
the impact event, most of the dust produced is on the order of the grain size of crystals comprising the
crust, which is r0 “ 100μm [33]. Particles of this size have atmospheric residence times on the scale
of days, and so any effect will quickly dissipate [32]. Submicrometer dust is required for any lasting
impact on the environment, but very little is produced. We first determine how small a dust grain has
to be in order to linger in the atmosphere, and then calculate the amount of dust smaller than this that
is produced for an impact of a given size.

The residence time of a dust grain can be estimated by dividing the height at which it is deposited
in the atmosphere by the rate at which it falls. Most of the plume from the impact is deposited
at the base of the stratosphere, and so we simply use a multiple of the atmospheric scale height
Hatm “ T{pmagq, where ma is average molecular weight of atmospheric gas. The terminal velocity is
given by v „ ?grdust. The residence time is then tres „ T{pma g3{2 r1{2

dustq.
This can be used to determine the largest dust size that is capable of having a lasting impact on

the environment, if the threshold residence time is known. However, this immediately becomes a
very tricky quantity to define. Even on Earth, a planet we are relatively familiar with, the amount
of time each photosynthesizing organism can go without sunlight is highly variable, and how many
need to die for a complete ecosystem collapse is a difficult question to address. Nevertheless, several
weeks seems to be a reasonable estimate. On other planets, we may assume roughly the same level of
hardiness, though this may not be valid if the planet varies drastically, such as on planets which are
tidally locked, or have extreme obliquity. On planets in another universe with different fundamental
constants, any prediction for how long plants can survive without sunlight should be taken with
extreme skepticism. Nevertheless, to make progress, we choose to take the threshold residence time
to be several dozen days, where the length of a day is several times larger than the centrifugal limit,
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as on Earth. This sets a critical value for the size of dust particles that will affect the atmosphere for a
prolonged period as

rfloat
r0

„ T2

m2
a g3 p20 tdayq2 r0

“ 3.0 ˆ 10´19 α1{2 β1{4

γ
(21)

Notice that this is most sensitive to γ, and if it were much smaller, a significant fraction of the impact
would stay in the atmosphere long enough to affect life. The main reason for this is that the pull of
gravity will then be weaker, though this effect is partially compensated by the fact that then days will
be longer as well. Because of this, smaller comets would be capable of having a drastic effect, and the
overall rate would increase.

To relate this to the size of a comet needed, we find the optical depth of the dust injected into the
atmosphere, as before. The key difference is that now, of the total amount of dust produced, we are
only interested in the amount below this threshold value. The distribution of dust grains is observed
to be lognormal distribution over microscopic ranges. Here, in accordance with [32,33,38], we take
r0 “ 100μm. To set the fraction of submicron dust to be 0.1% from [32], we take σfloat “ 1.24 (whereas
if we set the fraction to be 0.01%, as in [33], σfloat “ 1.08). Then the number of particles that remain in
the atmosphere is

Ndust “ Mvap
4π
3 ρ r3

0
ffloat (22)

where Mvap is the total vaporized mass, and the fraction of dust that stays in the atmosphere is

ffloat “ 1
2

` 1
2

erfc

˜
1
2 σ2

float ` logprfloat{r0q?
2 σfloat

¸
(23)

As with the sulfates above, the optical depth is given by τ “ NdustσM{AC, except that here the
cross section is given by the geometric size of the particles. The threshold values of the optical depth
required for photosynthesis and human vision are given in [32] as τ “ 29 and τ “ 143, respectively.
In practice, it matters very little which of these values we take, as the size of comet needed to produce
the second effect is only a few times larger than the first. This is

ddust „
˜

Emol AC r0

mp v2
i ffloat

¸1{3

“ 1022

ffloat
`
3 ˆ 10´19 α1{2 β1{4 γ´1

˘1{3

λ1{4 M1{2
pl

α5{3 me m1{2
p

(24)

For definiteness, this has been normalized to 20 km. This length scale is compared to the size needed
for sulfates and the typical comet size in Figure 2.

The size of dangerous comets is the smaller of these two scales, d: “ mintdSOx , ddustu.
Even though this has a maximum when varying the strength of gravity, when comparing to the
dimensionless ratio given by dividing by the comet radius there is no turnover, just a change in
slope. More importantly, the quantity Γcomettrec does not have a turnover either, as can be seen from
Figure 3. There, the probability of observing any value of the constants α, β and γ is displayed, based
solely on the number of stars and the fraction of those affected by comets. To give probabilities that
are compatible with our observations, this analysis must be included with some of the other factors
that affect habitability as discussed in the previous papers of this series. Throughout, we will take
the entropy and yellow conditions as our baseline, as detailed in [1,3], and check how extinctions
hinder this already viable criterion. A more thorough analysis would run through all the previous
combinations to check which are affected by extinctions, but the results of this would be much too
cumbersome to report on in this paper.

211



Universe 2019, 5, 175

Figure 3. Distribution of observers taking comet impact extinctions into account. The black dot denotes
values in our universe, and the orange, blue, and purple lines are the hydrogen stability, stellar fusion,
and galactic cooling thresholds discussed in [1]. The white line corresponds to the discontinuity where
ddust “ dSOx .

If just the sulfate radius is used, the probabilities of observing our values of the constants are

Ppαobsq “ 0.07, Ppβobsq “ 0.17, Ppγobsq “ 0.30 (25)

where we use the setback model of mass extinctions and the molecular timescale parameterization of
recovery time from Section 2. If just the dust radius is used, then

Ppαobsq “ 0.14, Ppβobsq “ 0.09, Ppγobsq “ 0.28 (26)

while for both5,
Ppαobsq “ 0.13, Ppβobsq “ 0.08, Ppγobsq “ 0.29 (27)

The numbers shift by a factor of two, but there is little difference between these three scenarios.
Interestingly, however, even though sulfate production seems to have been the dominant cause of
extinction in Earth’s previous episodes, the threat of dust more strongly dictates our position in
this universe. These should be compared to the values when extinctions are not taken into account,
Ppαobsq “ 0.19, Ppβobsq “ 0.44, Ppγobsq “ 0.32.

4. Volcanism, Glaciations, and Sea Level Change

Three of the other main impetuses of mass extinction, volcanism, glaciations, and sea level change,
all depend directly on the amount of heat generated from the mantle. The rate of volcanoes perhaps
explicitly, as the yearly output can be directly linked to internal heat, and the observed power law
can then be used to extrapolate to the rate of biosphere-altering supervolcanoes. Glaciations and sea
level change are set by this tempo as well, as their occurrence is a direct consequence of continental
drift leading to a rearrangement of the Earth’s land surface capable of triggering a climate instability
into a secondary equilibrium. Glaciations as such can occur when an isolated continent is situated
over one of the Earth’s poles, as occurred with Antarctica 34 Mya, which triggered a glaciation and
coincident cooling of the Earth by several degrees [40]. Though the subsequent global extinction was
relatively minor, a similar event has been implicated in the Ordovician mass extinction [4], this time

5 The code to compute all probabilities discussed in the text is made available at https://github.com/mccsandora/Multiverse-
Habitability-Handler.
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with the glaciation of Gondwana. Similarly, the original formation of Pangaea lead to a reduction
of coastal area, triggering a marine dieoff in the Devonian (and Rodinia as well for stromatolites in
the Proterozoic [41]). Since the majority of marine bioproductivity is situated close to continents,
any rearrangements have the potential to trigger catastrophic instabilities. Coral reef ecosystems,
for example, are extremely sensitive to the changes in available sunlight that accompany sea level
change, even by a few meters. Whether by sea level change due to glaciations, or the eventual closing
up of intercontinental seaways, both processes depend on the rate of continental rearrangement.

4.1. Glaciations

Let us estimate the rate of glaciations/sea level change first. A simple estimate of this is just
given by

Γglac „ vdrift
RC

(28)

In our previous paper ([3] and references therein), we used an expression for the continental drift rate
vdrift „ Q{pACnΔTq, which derives this quantity in terms of the internal heat flow Q, number density
n, area of Earth AC, and temperature difference ΔT. This expression then simplifies,

Γglac „ Q mp

MC Emol
“ 29.6

Q m17{4
p

α7{2 m9{4
e M3

pl

(29)

Using Q “ 47 TW, this indeed yields Γ´1
glac „100 Myr. Once an expression for Q is used, this can then be

incorporated into fint to determine which values of the constants are compatible with the emergence
of intelligent observers.

The Earth’s internal heat is somewhat subtle, though, since it depends on time and has
multiple distinct sources. If we use the naive dimensional analysis estimate we first found in [3],
Qnaive „ 92.5α9{2m7{2

e Mpl{m5{2
p , we find that Γglactrec “ 8.3 ˆ 1032γ2{pαβ1{4q. If this naive estimate is

used, then increasing the strength of gravity by a factor of 3 would increase the rate of glaciations to
below the recovery timescale! This is certainly a very big departure from what we’ve been discussing
to this point, where the strength of gravity could vary by two orders of magnitude. Since this was the
basis of exclusion for many habitability criteria which favor larger values of this quantity, a drastic
reduction in anthropically allowed space such as this would alter our previous conclusions.

However, this sharp boundary is spurious, and disappears if the time dependence of Earth’s heat
flux is taken into account. For the heat of formation, we found before that

Qform “ 2.6 Qnaive
1
s

e´s, s “ 10 α1{2 β5{8 γ
a

mp t (30)

When this is used, the exponential dependence on γ balances the prefactor, so that stronger gravity no
longer obviates the development of complex life.

Above, we only took the heat of formation into account when estimating the rate of glaciations.
However, an additional source of heat comes from radioactive elements in the mantle decaying. Indeed,
these two sources of heat are comparable [42]. Given this intriguing fact, along with the high sensitivity
of this latter form of heat to the fine structure constant uncovered in [43], it is worth thoroughly
investigating the interplay between these two quantities for generic values of the parameters.

Generically, the heat generated by radioactivity in the mantle is given by

Qrad “
ÿ

i

fi
Ei
ti

e´t{ti (31)

where fi is the fraction of species i in the mantle, and the sum is performed over all radioactive
species. This is a tall order, especially since the relevant species depend on the constants themselves.
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For tractability, we note that in [43], when this sum was performed in earnest, the resultant heat
resembled a Gaussian which peaked at α “ 1{144 at a value 2.7 times our observed heat. This allows
us to use a simplified expression

Qrad „ 5.6 ˆ 10´51
α3{2 m3{4

e M3
pl

m7{4
p

fradpαq, fradpαq “ 2.7 e´383.88pα´ 1
144 q2

(32)

This approximation yields at least 15% accuracy, though much greater for the majority of values6.
When both sources of heat are used, the probabilities of observing our quantities become

Ppαobsq “ 0.19, Ppβobsq “ 0.42, Ppγobsq “ 0.30 (33)

These are almost indistinguishable from the baseline case, so that including glaciations and other
related geological causes of extinctions are fully compatible with the multiverse. Using only one of the
sources of heat only alters these numbers by a few percent, whichever we take. The distribution of
observers including both sources of heat is displayed in Figure 4.

Figure 4. Distribution of observers taking glaciations and sea level rise into account. The small white
regions for small β and α close to our value have such high geologic activity that an extinction would
occur every 10 Myr.

4.2. Volcanoes

A similar consideration can be made for the rate of supervolcanic eruptions. By these, we mean
those rare events that are powerful enough to cause a mass extinction. Volcanic eruptions have been
implicated as a causal factor for several of Earth’s mass extinctions, most notably the end Permian,
which was argued to be a result of the Siberian eruptions, the largest known volcanic event that
occurred on land [10].

Volcanoes of all sizes are constantly erupting on Earth, and most are small enough to only affect
their immediate vicinity. Some larger ones are capable of exerting a noticeable influence on the whole
Earth, but these are correspondingly rare. These large events are qualitatively different in nature
from the smaller explosive eruptions, and are most likely a result of a convective instability in the

6 This Gaussian approximation can be improved upon by treating the sum as an integral and using the saddle point

approximation: this yields frad “ 2.7 eˆ
´

1 ` �p1 ´ xq ´ elp1´xq
¯

, with x “ 1{?
144α and � “ 52.72 ` logp ˆtrec{tdecayq,

where the hatted quantity inside the log evaluates to 1 for our values. Using this more accurate expression does not affect
our results at all.
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Earth’s mantle [44]. This results in mantle plumes, which are enormous billows originating in the
lower mantle, and emplace millions of cubic kilometers of lava on the surface in geologically short
periods of time. While these eruptions inject cooling aerosols into the upper atmosphere, these are
short lived and are not currently thought to be the major cause of extinction [45]. More likely is the
large amount of carbon dioxide, which for the end Permian extinction injected as much as 10 times
preindustrial levels, causing an increase in temperature, acidity, and hypoxia [46].

The size and frequency of these events is then dictated by the mantle physics, as outlined in [47].
There, they found the timescale governing both the evolution and periodicity of convective plumes
to be

tconv „
ˆ

n ν AC

g αt Q

˙1{2
(34)

Here, αt „ 0.02{Tmelt is the coefficient of thermal expansion, ν is the viscosity of the mantle, and g
is the gravitational acceleration. The only quantity in this expression that requires an explanation of
any detail is the viscosity: an expression for this was given in [48] based on the diffusion creep model,
where defects in the rock structure such as vacancies migrate in response to stresses. They find

ν “ 10 T d2

D0 ma
eΔH{T (35)

where d is the typical spacing and D0 is the diffusion rate of holes. The exponential term involving
the binding energy varies by over three orders of magnitude throughout the mantle, but the overall
normalization is dictated by a very large constant offset reflecting the difficulty of deformation. This
offset, which is typical of any quantity with Arrhenius type temperature dependence, is difficult to
derive without a detailed model of the microscopic physics, but should be relatively independent of
the physical constants. Then the final thing to note is that the diffusion constant is given by D09Td2,
so that ν „ 1025{mp. Our final expression for the rate is

Γvol “ 3.3 ˆ 10´15 m15{8
p Q1{2

α3{4 m3{8
e M3{2

pl

(36)

This has been normalized to 1{p90 Myrq.
We can also check the typical plume volume, and compare this to that required to have a significant

impact on the atmosphere. Again from [47], the characteristic size of a plume is given by

λplume „ 31

˜
n κ2

heat ν AC

g αt Q

¸1{4

(37)

This corresponds to around 100 km. In [49], it was shown that all plumes are within a narrow range
around this value. Here, κheat is the thermal diffusivity, which was expressed in terms of fundamental
constants as κheat “ 2{pm1{4

e m3{4
p q in [3]. In terms of constants, the volume of the basalt flow is

Vvol “ 1.3 ˆ 1023
α9{8 m3{16

e M9{4
pl

m21{16
p Q3{4

(38)

Most of this will consist of lava which, although devastating for local ecosystems, would not have
much impact on the global biosphere. We can estimate how much associated carbon dioxide gas is
released by noting that for the end Permian eruption, 2000 km3 basalt flow corresponded to 12 Gt
C [50]. The total weight was 104 Gt, so for the total amount of carbon we use MC „ 10´3ρVvol. This can
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be compared to the amount needed to significantly warm the climate, which is set by the optical depth
becoming appreciable: Mwarm „ 44mp AC{σT. Then the ratio of these two masses is given by

MC

Mwarm
“ 7.9 ˆ 1019

α57{8 m43{16
e M1{4

pl

m23{16
p Q3{4

(39)

If this quantity is less than around 10% of its observed value, then these supervolcanoes will not cause
a mass extinction. Though this criteria is somewhat crude, it only affects the overall probabilities by
several percent, and so will not be included in our analysis.

If volcanoes are taken to be the only cause of mass extinctions, then the probabilities of observing
our values of the constants are

Ppαobsq “ 0.19, Ppβobsq “ 0.43, Ppγobsq “ 0.30 (40)

From here, it can be seen that volcanoes have very little impact on these values, so that this mechanism
for mass extinctions is compatible with the multiverse. The distribution of observers is shown in
Figure 5.

Figure 5. Distribution of observers with volcanic extinctions included.

5. Gamma Ray Bursts

5.1. Gamma Ray Bursts and Extinctions

Stellar explosions, in the form of supernovae, are essential for the creation and redistribution of
heavy elements within our universe. However, this mechanism also gives rise to much more powerful
events as well, which are orders of magnitude stronger than a typical supernova, and accompanied by
an initial pulse of high energy gamma ray radiation, called a gamma ray burst (GRB). While these
bursts only last several seconds to minutes in duration, they are so extreme that an event that occurs
a substantial fraction of the galaxy away may be capable of throwing the ecosystem of a fragile
environment such as our planet into complete disarray [51,52].

GRBs are not all identical, but instead come with a distribution of properties. Their luminosity
follows a broken power law that rises for small energies, peaks at the value L0 “ 1052.5 erg/s, and then
decreases for luminosities beyond this value [53]. The initial pulse of gamma rays would only be for
around ten seconds, though the spread in duration is large as well. At a deadly distance, this imparts
less than an order of magnitude more than the natural fluence (time integrated energy flux) provided by
the sun in visible wavelengths, so animals outside at the time would scarcely notice a major difference
(if it happened during the day). However, the effects do not end with the subsidence of the initial burst.
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Because most of the energy is delivered in the form of high energy photons, as they pass through the
atmosphere they will ionize a large number of atoms. Each of these ions will then convert atmospheric
nitrogen N2 into nitrous oxide molecules NOx [54]. It is this significant buildup of ‘noxious gases’ that
ultimately leads to effects that can last for months to years. Nitrous oxide molecules react with ozone
through the reaction NOx ` O3 Ñ NOx`1 ` O2, causing its depletion over a sustained period. For the
fluence of 100 kJ/m2, this results in a depletion of the ozone by 50% [55]. Ozone is an excellent UV
absorber, and on Earth acts as a shield against otherwise harmful solar radiation. A depletion by this
amount will lead to an increase in UV flux by a factor of 3. This increased level of radiation would
lead to an enhanced mutation rate among all cells exposed. This would merely lead to an enhanced
cancer rate among multicellular organisms like ourselves, but would devastate microscopic organisms
such as algae and plankton. Any communities exposed to such harsh radiation may collapse which,
through an immense trophic cascade, could trigger the collapse of the entire ecosystem that relies on
these organisms for food.

Not every ecosystem would be affected by this, however. Deep sea and benthic (ocean floor)
communities are shielded from this radiation by the UV absorption of water. Any ecosystem that is
ultimately reliant on the sun, however, will experience this effect, and since the sun is the largest free
energy reservoir on our planet, it is naturally responsible for the majority of the complexity we observe.
Even among terrestrial and surface ocean communities, atmospheric circulation simulations [54]
indicate that the enhancement of ultraviolet light is confined to mid latitudes, leaving the poles
relatively untouched. There they also vary the time of day, month, incident latitude, fluence of the
event, and atmospheric composition. These variables have some effects on the overall atmospheric
response, but none important enough to alter the qualitative conclusion of allowable flux. In [56] the
duration of the burst was also shown to have no effect, as each photon acts relatively independently
of the others, on a timescale that is long compared to the ionization time, and short compared to
the chemical buildup time. The energy of the photons also only marginally affects the final result,
since they are all very much above the ionization threshold. Thus, the quantity of primary relevance is
the total fluence: only if enough photons to appreciably deplete the ozone layer are incident will drastic
effects occur. The value of the fluence required to significantly perturb the ecosystem is 100 kJ/m2 [55].
For a GRB at the peak value of the luminosity distribution, this corresponds to it being situated a
distance 2 kpc away.

In fact, such an event may have been responsible for one of the several mass extinction events that
the Earth went through in the past half a billion years. The Ordovician mass extinction, which was
the second worst in terms of genera that went extinct, seems particularly compatible with a GRB
trigger [8]. Firstly, in was marked by a sudden glaciation in an otherwise climatically stable period,
which may have been caused by a GRB. Of the aquatic phyla affected, those that spent more time near
the surface of the water seem to have been selected against. The Ordovician extinction is also unique in
that afterwards the planet was repopulated by ‘high latitude survivors’. There is also some indication
that the repopulation happened on land before the water communities recovered. This would be
consistent with a resultant nitrate rain that would have been the outcome of a GRB, which would
act as fertilizer for land plants but further suppress aquatic communities. However, the cause of the
Ordovician extinction remains unproven. It will ultimately be possible to conclusively link a GRB with
this event based on the complete record of environmental effects the moon keeps in its regolith [57].
However, such a test of this hypothesis remains outside the foreseeable future.

In the following, we estimate the rate of deadly GRB bursts, and how this depends on the
fundamental constants.

5.2. GRB Rate

Data from the SWIFT survey has been used [53] to estimate the rate of gamma ray bursts, arriving
at the cosmic average of 1.3`0.6´0.7{Gpc3{yr. The number density of galaxies has then been used to
estimate that within the Milky Way, one GRB occurs about every 107 years. This is shorter than the

217



Universe 2019, 5, 175

typical time between mass extinctions, but most GRBs that occur even within our galaxy would be
outside the sphere of influence necessary to affect life.

There are several reasons why such a simple extrapolation of the cosmic rate may be too naive,
which is why this number is treated as uncertain in much of the literature. The biggest complication
is the dependence of the rate on the metallicity of the environment. GRBs roughly track the star
formation rate (SFR) [58], since they are the result of very massive stars with lifetimes of only several
million years. However, it was noticed in [59] that the observed GRBs show a clear preference for
low metallicity environments, which can be explained by noting that several of the observed GRBs
at that time were associated with type 1c supernova events. These are supernovae explosions whose
hydrogen and helium envelopes are absent, indicating that the star remained well mixed enough
throughout its lifetime that the outer envelopes continued to participate in nuclear fusion (as well as
the final bang). This can only happen if the star was rapidly rotating up until its death, and, since the
presence of metals enhances the rate of angular momentum loss, GRBs can only occur in regions below
a certain threshold metallicity. This is observed to be about Z „ 0.1Zd.

It was then argued that since this threshold metallicity is below the lower range of typical
metallicities within our Milky Way, the rate in our galaxy should be suppressed relative to the naive
extrapolation from the cosmic rate. However, it was pointed out in [60] that this is incompatible with
the fact that an object that looks like a GRB remnant has been detected within our galaxy that is only
ten thousand years old [61]. In fact, our galaxy is continually replenished with low metallicity gas from
infalling high velocity clouds coming from the outskirts of the galactic disk [62]. These low metallicity
mergers, while only about 2% of our galaxy, lead to regions of greatly enhanced star formation because
the collision results in regions of locally denser gas. Because of this, [63] concludes that the naive
extrapolation of galactic GRB rate is likely an underestimate .

To proceed, we outline a simple model that takes the GRB rate to be directly proportional to the
star formation rate The fraction of stars which become GRBs, fgrb „ 10´7, will be assumed independent
of physical constants at this juncture, as the theoretical underpinning of this number is not on solid
enough footing to track the dependence of the constants. Star formation follows the Kennicutt-Schmidt
law, ψsfr9ρ1.4 [64], with quite a tight correlation over a wide range of scales, as far as astrophysical
observations go. A simplistic account for this scaling can be understood in terms of a model where the
star formation rate is proportional to the density divided by the free-fall time of the gas, which scales
as tff „ pGρq´1{2, yielding ψsfr “ εsfrG1{2ρ3{2, though this neglects the many intricacies accompanying
the star formation process. We note that this law seems to break down below the kiloparsec scale,
but since the deadly distance is larger than this breakdown, we effectively average over regions of
any smaller size than this. We model the galactic disk as having uniform density and radius rgal,
and relatively thin height hgal „ rgal{10, so that ρ “ 10Mgal{pπr3

galq. Then the rate of deadly GRBs can
be expressed as

Γgrb “ fgrb εsfr Mgal

tff M‹
fvol

˜
r:

rgal

¸
(41)

The fraction of GRBs which are deadly to Earth, fvol, takes into account that the Milky Way is larger
than the deadly distance r:, and so only a fraction of GRBs will be dangerous. This distance is
r: „ 2 kpc, several times smaller than the radius of our galaxy, and several times larger than its height.
On this scale the galaxy is effectively two dimensional, but we introduce the (slightly crude) ramp
function, which holds more generically:

fvolpxq “
$’&
’%

40
3 x3 x ă 3

40
x2 3

40 ă x ă 1
1 1 ă x

(42)
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For our values, the fraction of the galaxy that can affect our planet is pr:{rdiskq2 „ 0.03, leading to a
lethal event every few 100 Myr [65]. This is compatible with the expectation that there has been one
GRB driven extinction since the emergence of complex life.

Before moving on, we note several simplifications we have used in this expression: firstly, we did
not take into account that the density of the galaxy is a function of the radius, leading to a potential
effect that the interior parts are expected to experience a higher rate of GRBs [66]. Additionally, we do
not take into account the exponential decrease in star formation with time, arising from the gas reserves
becoming depleted. With this effect, even if a galaxy initially has a GRB rate high enough to disrupt its
habitable systems, the rate will ultimately drop to a low enough value that any habitable stars that are
still present will be capable of supporting complex life, an observation used in [67] to argue that the
universe may have only recently become habitable.

Lastly, we have focused exclusively on smaller, more numerous GRBs from within our galaxy,
though more powerful GRBs from nearby dwarf galaxies are potentially relevant as well. These were
the focus in [68], where they calculated the extinction rate as a function of the cosmological constant Λ.
Extinctions from this type increase for smaller values of Λ because hierarchical structure formation
continues for longer. This effect may actually favor larger values of Λ, as then galaxies would be more
isolated, leading a decreased extinction rate.

5.3. What Sets r:?

We now calculate the distance to which a gamma ray burst can affect a planetary atmosphere.
In our universe this is 2 kpc, which is set by the requirement that the number of high energy photons
rivals the amount of ozone in the planet’s atmosphere. We track the dependence of both these numbers
on the fundamental physics parameters in turn.

Though in actuality highly complex, the physics of gamma ray bursts can be distilled down to
a very simple picture, known as the fireshell model [69]: energy densities, in the form of magnetic
fields, build up in the environment of a collapsing star. Because of the near total participation in these
fully convective systems, this process continues until electrons are capable of being pair produced
in this environment. The subsequent annihilation produces photons in the 100 keV-MeV range,
which subsequently escape the system and propagate through the universe in a highly collimated
beam. If the fraction of the stellar energy converted into photons through this process is denoted by
εgrb, then the number will be

Ngrb “ εgrb
1

β γ3 (43)

The number of incident photons on a planet a distance r away will then be related to this quantity
through 4παr2Nhits “ ACNgrb, where α „ 10´2 is the opening angle of the jet (which depends very
weakly on the underlying physics [70]). The blast will be lethal when Nhits „ Nozone, and so this leads
to a lethal distance of

r: “ 5 RC

d
Ngrb

Nozone
(44)

To proceed, we need the total number of ozone molecules in the atmosphere. Thankfully, this is
not as environmentally dependent as one might at first suppose. Recall that ozone is produced when a
UV photon breaks apart an O2 molecule, producing two Os that can then react with an ambient O2

to produce an O3 (e.g., [71]). The energy needed for this first reaction is associated with photons of
wavelength shorter than 242 nm [72]. Additionally, it is relatively easy for ozone to be photodissociated,
which occurs with photons of wavelength less than 1100 nm. This process proceeds until sufficient
ozone has built up that these photons are effectively screened from the lower atmosphere, preventing
the ozone from further destruction. This makes the column density of ozone simply equal to the
inverse of its cross section, nc “ 1{σ „ 7 ˆ 1018{cm2. The cross section in this wavelength region
is purely geometric, being far away from any enhancements that come from resonances affecting
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shorter wavelengths. That this simple picture is correct is evidenced by the fact that the ozone layer
is practically constant no matter what the oxygen content of the atmosphere is over almost four
orders of magnitude [71], once it reaches sufficient density to saturate this criterion. From here, it is
straightforward to find the total ozone in the atmosphere by multiplying by the surface area of the
planet. Then, the final expression for the lethal distance is

r: “ 6.5
M3{2

pl

α m3{2
e mp

(45)

The coefficient has been set to match the observed value in our universe. Using expressions for the
galaxy mass and radius from the appendix in [2], the extinction rate becomes

Γgrb “ 9.1 ˆ 10´14 Q3{2 m2
p

Mpl
fvol

˜
3.6 ˆ 104 κ3{2

Q1{2 α β3{2 γ1{2

¸
(46)

We have included the cosmological density parameter κ “ 10´16 and amplitude of fluctuations
Q “ 1.8 ˆ 10´5 for completeness, but these will be held fixed in our analysis. The distribution of
observers with this rate is plotted in Figure 6.

The probabilities if GRBs are the only cause of mass extinction are

Ppαobsq “ 0.32, Ppβobsq “ 0.23, Ppγobsq “ 0.04 (47)

Of the four possible causes of extinctions we consider, this gives the lowest probability values of all.

Figure 6. Distribution of observers with gamma ray burst-induced extinctions.

6. Discussion

6.1. Multiple Causes

Up to this point, we have derived expressions for the rates of various purported extinction causing
processes, with an aim to be able to extrapolate these rates to different values of the physical constants
α, β and γ. When we computed the probabilities of observing our values for the fiducial values
trec “ 10 Myr, Γ: “ 1{p90 Myrq, we found that these effects did not exert as large an influence on
these quantities as the factors we discussed in our previous work, but some of the processes had a
larger impact on these values than others. In particular, while glaciations and volcanoes had almost no
effect on the probabilities, comets decreased Ppβobsq by a factor of 5, and GRBs decreased Ppγobsq by a
factor of 8. Here, we extend this previous analysis to include the effects of multiple extinction causes
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simultaneously. Additionally, we consider the effects of using the alternative mass extinction models,
and the parameterizations of the recovery timescale, discussed in Section 2.

In Table 1 we present values for the setback model, given by Equation (2). The most interesting
thing to note is that including GRBs as a factor uniformly makes the probability of observing our
strength of gravity below 10%. The worst case is when GRBs are taken to be the only cause of mass
extinctions, and several of the combinations are only just below 10%, but it is certainly fair to say that
our position in this universe is better explained without including this hazard. The prediction we can
derive from this is that technosignatures should not be more prevalent in GRB-quiet regions of the
galaxy. Also of note is that taking the recovery time to be set by the length of the year usually makes
Ppγobsq about 2 times lower, but Ppβobsq several times higher. The dependence of generation time on
the length of the year may in principle be detectable remotely too, for example by looking at seasonal
variations of biosignature gases. Since year length shows extreme variation from planet to planet,
this effect could be quite noticeable. The probabilities with only comets, for instance, are increased
with this choice, but the effect is too mild to make any predictions based on this.

Table 1. Probabilities for various extinction hypotheses discussed in the text. Here the reset model is
used for the two choices of the recovery time and including all possible combinations of extinction
processes. In all of the above, the recovery time is set to be 10 Myr and the total extinction rate is
(90 Myr)´1.

Setback Model

trec Molecular Year

Ppαobsq Ppβobsq Ppγobsq Ppαobsq Ppβobsq Ppγobsq
comets 0.125 0.0809 0.287 0.169 0.217 0.117

grbs 0.323 0.233 0.042 0.241 0.277 0.019
volcanoes 0.193 0.426 0.303 0.192 0.425 0.293
glaciations 0.193 0.423 0.304 0.193 0.426 0.305

comets+grbs 0.208 0.0761 0.0757 0.207 0.242 0.0284
comets+glaciations 0.123 0.116 0.267 0.169 0.25 0.154
comets+volcanoes 0.124 0.115 0.265 0.169 0.25 0.148
grbs+glaciations 0.299 0.253 0.0527 0.233 0.289 0.0309
grbs+volcanoes 0.299 0.253 0.052 0.232 0.289 0.0301

glaciations+volcanoes 0.193 0.423 0.303 0.193 0.426 0.299
comets+grbs+glac 0.198 0.1 0.0905 0.207 0.255 0.037
comets+grbs+vol 0.198 0.0998 0.0895 0.206 0.256 0.036
comets+glac+vol 0.125 0.146 0.262 0.169 0.274 0.171

grbs+glac+vol 0.283 0.262 0.0697 0.228 0.297 0.0387
all 0.193 0.123 0.0995 0.205 0.266 0.043

Table 2 displays the same results for the reset model, from Equation (4). The probabilities are
broadly similar with those of the setback model, since their functional dependences are so similar.
Table 3 reports on the intermediate disturbance model, Equation (5): from here one can see that
the problems that plague the other two models are largely absent in this one, the majority of the
probabilities being either above 10%, or nearly so. From this, we conclude that this model of mass
extinctions fares the best with the multiverse hypothesis.
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Table 2. Probabilities for different combinations of extinction processes and recovery times with the
reset model. Here the noogenesis timescale is set to be 100 Myr.

Reset Model

tnoo Molecular Year

Ppαobsq Ppβobsq Ppγobsq Ppαobsq Ppβobsq Ppγobsq
comets 0.105 0.0717 0.251 0.168 0.26 0.136

grbs 0.294 0.243 0.0332 0.226 0.293 0.0194
volcanoes 0.19 0.436 0.317 0.188 0.432 0.31
glaciations 0.192 0.43 0.312 0.19 0.43 0.31

comets+grbs 0.179 0.0804 0.0617 0.202 0.273 0.0351
comets+glaciations 0.114 0.132 0.248 0.167 0.288 0.174
comets+volcanoes 0.114 0.131 0.247 0.168 0.289 0.168
grbs+glaciations 0.265 0.262 0.0506 0.22 0.308 0.038
grbs+volcanoes 0.265 0.262 0.0497 0.22 0.309 0.0368

glaciations+volcanoes 0.191 0.431 0.313 0.189 0.431 0.31
comets+grbs+glac 0.175 0.119 0.07 0.201 0.288 0.0428
comets+grbs+vol 0.175 0.119 0.0692 0.201 0.288 0.042
comets+glac+vol 0.12 0.189 0.257 0.167 0.303 0.19

grbs+glac+vol 0.25 0.271 0.0616 0.217 0.317 0.0467
all 0.173 0.145 0.0874 0.2 0.297 0.0504

Table 3. Probabilities for different combinations of extinction processes and recovery times with the
intermediate disturbance hypothesis model. Here the disturbance timescale is set to be 10 Myr.

Intermediate Disturbance Hypothesis Model

tdist Molecular Year

Ppαobsq Ppβobsq Ppγobsq Ppαobsq Ppβobsq Ppγobsq
comets 0.106 0.119 0.251 0.151 0.462 0.4

grbs 0.2 0.329 0.0984 0.129 0.384 0.0963
volcanoes 0.128 0.356 0.368 0.156 0.404 0.262
glaciations 0.131 0.323 0.337 0.148 0.466 0.455

comets+grbs 0.165 0.135 0.0818 0.18 0.453 0.124
comets+glaciations 0.113 0.205 0.256 0.144 0.498 0.454
comets+volcanoes 0.113 0.202 0.261 0.147 0.496 0.489
grbs+glaciations 0.185 0.353 0.113 0.142 0.414 0.146
grbs+volcanoes 0.185 0.351 0.113 0.141 0.423 0.162

glaciations+volcanoes 0.129 0.345 0.359 0.153 0.435 0.4
comets+grbs+glac 0.16 0.18 0.132 0.175 0.46 0.158
comets+grbs+vol 0.16 0.179 0.131 0.179 0.472 0.166
comets+glac+vol 0.123 0.281 0.274 0.147 0.438 0.489

grbs+glac+vol 0.167 0.349 0.178 0.138 0.443 0.186
all 0.159 0.227 0.154 0.172 0.482 0.187

Additionally, we report on the effects of varying the extinction rate and recovery time: since the
values of both trec and Γ: are uncertain, we report the largest value of Γ: trec for which all values of
the probabilities are greater than 10%. This is shown in Table 4. In this table, we have actually fixed
trec “ 0.1tnoo “ tdist “ 10 Myr, and report the smallest values for 1{Γ: for which all probabilities are
greater than 0.1, in Myr. Since for the first two columns, taking the rate of mass extinctions to be very
small recovers the scenario where they can be neglected entirely, this minimal value is guaranteed to
exist. In the intermediate disturbance hypothesis case, this is not guaranteed, as this scenario favors
values for which Γ „ 1{tdist, but nevertheless this value does exist for all cases we consider. Though our
results are phrased in terms of a fixed recovery time and letting the rate vary, all quantities are only
dependent on the product of these, so that if the value x is reported in the table, the actual restriction is
Γ: trec ă 10{x. If one prefers to hold the extinction rate fixed at the observed value and contemplate
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varying the recovery time, one has tnoo ą 900{x Myr. Though in this case tnoo also appears in the
exponent of the expression for fint, the effects of varying this are comparatively small.

Several features can be extracted from this table. Firstly, for many combinations, the smallest
allowable extinction time is less than the observed estimate of 90 Myr. For glaciations and volcanoes in
particular, the extinction timescale could be 10 Myr (the smallest allowable by our formalism), and still
we would be in this universe. The reason for this is that universes with lower extinction rates were
bad real estate anyway, being disfavored regions of the probability distribution for other reasons.
Combining multiple processes always results in roughly an average of the lone extinction times.
Though we made the simplification that, when multiple effects are presented, each individual rate is
taken to be the same, interpolating to more general mixtures can be made by using this observation.

Table 4. The smallest extinction interval Γ´1
: for which all values are above 10%. All values in Myr.

Setback Reset IDH

trec mol Year mol Year mol Year

comets 140 71 132 55 70 12
grbs 424 1061 422 813 96 95

volcanoes 10 10 10 10 10 10
glaciations 10 10 10 10 10 10

comets+grbs 160 640 201 473 102 68
comets+glaciations 74 40 69 32 39 10
comets+volcanoes 75 45 70 36 40 13
grbs+glaciations 216 537 215 412 46 58
grbs+volcanoes 218 540 217 415 50 52

glaciations+volcanoes 10 10 10 10 10 10
comets+grbs+glac 114 430 138 319 69 52
comets+grbs+vol 117 433 139 321 69 47
comets+glac+vol 53 33 49 27 29 10

grbs+glac+vol 148 364 148 280 33 41
all 91 328 107 243 53 41

One simplification we have made in our analysis is that the rates of all these processes were treated
as constant throughout the universe. In fact, they all are most likely environmental: the Oort clouds of
stars born in large clusters can be severely depleted [73], galaxies and regions of galaxies with lower
star formation rate will have less GRBs, and planets with less internal heat will have less glaciations and
volcanoes. If there truly is a selection pressure for quiet environments, this intra-universe variability
will surely play a role. Our analysis has been wholly complementary to this line of reasoning; it serves
to investigate how much the coincidence of these timescales can be explained by multiverse reasoning,
but not necessarily how much must. Considering both these selection effects in unison is worth
further investigation.

6.2. Why Are We in This Universe?

The answer to this question can depend on a great number of factors. In a multiverse context,
the probability of being in a particular universe is directly proportional to the number of observers
in that universe. The trouble is, there is a large number of things this could depend on, covering a
range of scales, from the subatomic to the cosmic. In order to begin to address this question, it is
necessary to get a rough idea for what the most important factors are in controlling the total number
of intelligent beings in our universe. In this initial series of four papers, we have surveyed a host of
different potential controlling processes, and are now in a position to gauge the relative importance
of each. The discussion, representing an initial attempt to make progress on this question, has been
necessarily inchoate. Very many of the factors involved have only been crudely represented in this
analysis, and a great many more have been omitted altogether. Nevertheless, several key insights have
been gained, and additionally, this framework can be used as a scaffolding to incorporate arbitrarily
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sophisticated criteria for the creation and development of complex life. At the close of this first attempt,
let us reflect on the generic lessons that have been learned.

The tools for estimating the total number of observers in the universe have been around for
decades in the form of the Drake equation. Furthermore, even though we may not have a good idea on
the absolute magnitude for some of the factors, often it is possible to determine how each will depend
on the physical constants, given a criteria for habitability. Of these, some factors were more sensitive
to the laws of physics, and to the assumptions about what life needs that were put in. To recapitulate
our results: the number of habitable stars in the universe is the backbone of this computation, and this
factor exerts a pressure to live in universes with stronger gravity that must be overcome by one of the
other factors in order to provide a consistent picture. The fraction of stars that have planets, on the
other hand, was relatively insensitive to the laws of physics, and to the assumptions about planet
formation and galactic evolution that we made. Likewise, the properties of planets is likely not a key
factor for determining which universe we live in. By far the most important factor was found to be
the fraction of planets that develop life. This was most sensitive to the assumptions made, and led to
the largest number of predictions for the distribution of life throughout our universe. The fraction of
planets that develop intelligence can be similarly constraining, as found with the few different models
we explored in [3]. The follow-up we performed here, detailing the purported stymieing effects of
mass extinctions, does not play as large a role, but the effects can still be nontrivial.

There is one final factor which we have not discussed, which is the average number of observers
per civilization. In principle this may lead to drastic changes in our conclusions, if this depends
sensitively on physics. However, we refrain from incorporating this into our analysis at the present
moment, largely because it is hard to say anything concrete about this factor without veering into the
realm of wild speculation. One thing that may be noted is that it is a perfectly consistent prescription
to neglect this factor altogether, as in [74]. The viewpoint here is that “it takes a village to raise a
question”: that is, that the consciousness you enjoy is not wholly your own, but is in part inherited
from the whole history of society. By shifting the selection pressure onto the civilization rather than
the individual, this sidesteps this complication completely. While controversial (see [75,76]), this is the
de facto stance we have adopted in these papers.

While the exploration of these topics has sometimes resulted in discovering that some factors
lead to more predictions than others, it was necessary to establish which of these factors were the most
important early, in order to guide the direction of future research. From this, our recommendation
would be to look most closely at the properties of stars and the factors that influence the origin of life,
as these have generated the most predictions so far. This is not to say that the others are not expected to
yield any interesting results at all: indeed, the nature of the task at hand is that any criterion, however
innocuous seeming, may be found to be the absolute key driving factor for why we arose in this
universe. Thankfully (for these purposes), we have a few decades ahead of us before we start to
measure a robust number of exoatmospheres, so there is potentially ample time to sort out the key
influences in this proposal.

It should be stressed that a substantial fraction of habitability criteria are incompatible with the
multiverse. Then, if the multiverse scenario is true, this leads to the prediction that future surveys
will determine these criteria are wrong. In addition, while each individual instance of prediction is
a far cry from proving that other universes exist, by now we have accumulated a list of them: taken
together, the ultimate case for the multiverse can be made far stronger. The more factors we incorporate,
the more predictions we will be able to make, and the stronger our case will be. Though this method
will never be able to do better than an indirect inference of the existence of other realms forever outside
our reach, in the absence of a direct way of observing them, it represents the best path forward.

Through the course of our analysis we found the additional complication that some habitability
criteria are only compatible with the multiverse if others are simultaneously employed. This was
the case, for instance, when the requirement of plate tectonics was found incompatible on its own,
but consistent when the tidal locking condition was included. This conditional interdependence
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prevents us from testing each criterion in complete isolation, instead necessitating a check of its
compatibility with all previously considered hypotheses. This leads to an exponential proliferation of
different choices, which is already becoming overly cumbersome to enumerate, test and report on.

Additionally, attention so far has been restricted to just three physical constants, which do a fair
job of determining the character of the macroscopic world. However, for full consistency, about 10
of the parameters of the standard models of particle physics and cosmology must be incorporated.
Furthermore, more attention needs to be paid to local environmental variations within the universe,
which to this point has crudely been represented only by stellar mass. Expanding the calculation
in these ways will significantly increase computational costs, but promises to extend our predictive
power. Of equal importance will be to identify further criteria for what life needs and how these
processes likely depend on physics to incorporate into this analysis. The more criteria are put into
the system, the more predictions will be returned, and the stronger the case either for or against the
multiverse will be.

7. Conclusions

In this work, we have investigated the influence of mass extinctions on the probability of our
presence in this universe, within the multiverse context. On the whole, we find that this factor is not as
important as the others in the Drake equation, as explored in other papers of this series, and so we do
not expect the extinction rate to be the determining factor for why we live here. However, depending
on the assumptions we made about the relative importance of the various extinction mechanisms
we consider and their overall effect, more can be said. Firstly, taking mass extinctions to be solely
caused by gamma ray bursts led to an uncomfortably small probability for observing our strength
of gravity, signaling that this assumption should be wrong. In contrast, taking comets to be the only
cause had a much smaller impact on the probabilities, and the geologic influences had almost none at
all. Combining various processes usually tempers the effects each would exert individually. Various
models for extinction effects were explored, and while the setback and reset model were broadly
similar, the intermediate disturbance hypothesis was very forgiving, resulting in probabilities almost
always compatible with our existence here. Lastly, taking the recovery time to be dictated by the year
length rather than the molecular timescale changed some of the probability values by as much as a
factor of a few, but not drastically. So, while certain specific assumptions are incompatible with the
multiverse hypothesis, for the most part we can expect the selective influence exerted by extinction
events to be minimal.
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