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Relations between physicochemical properties of chemical compounds exploited in many
modern applications (including optical, magnetic, electrical, mechanical, and others) and interatomic
interactions that operate in their crystals are the key to the successful design of new crystalline materials,
in which X-ray crystallography has proved to be an invaluable tool. In addition to the advanced
approaches in charge-density analysis that provide insights into the nature of chemical bonding, the
information collected over the years by this technique and stored in huge databases has a tremendous
use in drug design and other areas of material science.

This Special Issue covers a diverse range of ‘structure–property’ and ‘composition–structure’
relations identified through X-ray diffraction. Two reviews [1,2] and five articles [3–7] were submitted
and published.

In reference [1], possible interconnections between crystal properties and molecular and crystal
structures were summarized. This paper clearly demonstrates how the knowledge of molecular
geometry and intermolecular interactions, of bonding preferences for some motifs, synthons and
tectons extracted from the Cambridge Structural Database can be used for material chemistry, crystal
engineering, pharmaceutical, and agrochemical research. Numerous examples of polymorphism
rationalization, co-crystal design, control over crystal morphology, rationalization of mechanical and
sorption properties, and studies of hydration/dehydration mechanisms were described.

The review [2] on chemical bonding in crystals of low-melting organoelement compounds
allowed for the identification of a linear relation between the molecular volume or a Hirshfeld
surface area and the energy of the crystal lattice for compounds with similar types of predominant
intermolecular interactions. It was demonstrated that these compounds are typically involved in weak-
and medium-strength interactions while strong bonding, if any, is responsible for the formation of
isolated molecular associates.

As the analysis of weak intermolecular interactions requires highly accurate experimental or
computational data, the authors of [3,5] used periodic density functional theory (DFT) calculations to
study the role of F...F interactions in fluorinated tosylates and of halogen and chalcogen bonding in
thiazolo[2,3–b][1,3]thiazinium triiodides, respectively. Such an approach when combined with the
quantum theory of “Atoms-in-Molecules”, electron localization function, noncovalent interactions
method, or other partitioning schemes provides insight into weak interatomic interactions and even
quantifies their strength. In particular, in reference [3], an almost linear dependence was uncovered
between the contribution of interactions involving fluorine atoms to the lattice energy and the amount
of fluorine atoms, although its increase does not lead to crystal packing stabilization. On the other
hand, numerous noncovalent interactions of triiodides were attributed to a stronger I–I bond within
the triiodide anion, acting as a stabilizing factor and providing a comparatively higher thermal stability
and iodine retention in the melt [5].

Among other experimental techniques, Raman spectroscopy was found to be useful for
understanding the bonding features of the triiodide anion [5]; however, weak intermolecular interactions
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can also be identified by other spectroscopic tools. For example, a study [4] of a series of salts of boron
cluster anions with protonated organic bases demonstrated that dihydrogen bonds have characteristic
absorption bands in the FT-IR spectra of solids, which can therefore be used to recognize these bonds
even in the absence of crystallographic data [4].

Unlike the other papers in this Issue, reference [6] focuses on intermolecular interactions and
supramolecular associates found in crystals of RNA. An analysis of H-bond connected sextuples of
RNA bases collected in the Protein Data Bank and relative occurrences of the sextuples allowed the
authors of [6] to classify some of them as a novel RNA tertiary motif.

In a comparative study of strong hydrogen bonds and weak interactions in racemic and enantiopure
thiophosphorylated thioureas [7], a new synthetic pathway was suggested to control the chirality of
their Ni(II) complexes at both the molecular and supramolecular levels.

In summary, this Special Issue covers very different aspects of structure–property relations
identified by X-ray diffraction and complementary techniques (from conventional IR and Raman
spectroscopies to cutting-edge quantum chemical calculations) and their application in crystal
engineering and material science.
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Chirality Control in Crystalline Ni(II) Complexes of
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Abstract: Chirality control over the formation of Ni(II) complexes with chiral thiophosphorylated
thioureas was achieved via breaking the symmetry of nickel coordination geometry by the introduction
of the pyridine ligand, while centrosymmetric meso-complexes are formed from racemic ligands in
case of square-planar nickel coordination. Centrosymmetric heterochiral arrangement is observed in
crystals of ligands themselves through N–H···S hydrogen bonds in intermolecular dimers. Molecular
homochirality in tetragonal pyramidal complexes is further transferred to supramolecular homochiral
arrangement via key–lock steric interactions.

Keywords: chiral thiophosphorylated thioureas; chirality control; nickel(II) complexes; X-ray single
crystal diffraction

1. Introduction

The comparison of intermolecular interactions in the crystals of enantiopure and racemic
compounds is of primary importance to address the questions of chiral recognition, interplay between
molecular and supramolecular chirality, bioactivity of chiral drugs, self-sorting and finally, the origin
of homochirality [1–7]. Chiral recognition or preferential interactions between the enantiomers of the
same chirality is difficult to achieve for conformationally flexible molecules, which possess multiple
functional groups able to participate in a variety of molecular interactions. This might include hydrogen
bonding, π-stacking, steric interactions, metal coordination, etc. At the same time, multiple possible
intermolecular interactions upon certain conditions may provide not only discreet homochiral species,
but chiral recognition on different levels: molecular level, formation of homochiral 1D-supramolecular
chains, 2D-homochiral nets and finally, chiral resolution of racemic species. The strength and the
directionality of molecular interactions leading to stable rigid supramolecular aggregates is the decisive
factor for chiral recognition [8], e.g., the formation of centrosymmetric hydrogen-bonded dimers of
chiral carbonic acids is the prevailing supramolecular synthon composed of enantiomers of opposite
chirality [9,10]. This strong interaction prevents the formation of homochiral supramolecular species.

Crystals 2019, 9, 606; doi:10.3390/cryst9120606 www.mdpi.com/journal/crystals3
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Strange enough, metal coordination is rarely used to achieve chiral recognition, though
coordination bonds are comparatively strong and directional. Recently [11,12], we have
demonstrated chiral recognition in the crystals of Ni(II) complexes with chiral 1-(1-phenyl)ethyl-
3-(O,O-diethylthiophosphoryl)thioureas on different levels, including the formation of homochiral
complexes and conglomerate crystals. Chiral thiophosphorylated thioureas are ideal compounds to
study the processes of chiral recognition. They possess several hydrogen bond acceptors and donors,
are able to coordinate metal ions, have conformationally flexible terminal groups that provide multiple
modes of crystal packing depending on the crystal growth conditions. More important, one can
introduce a variety of chiral auxiliaries of different volume and topology.

Herewith, we present the data on new chiral thiophosphorylated thioureas and their nickel(II)
complexes in racemic and enantiopure form, addressing the stereochemical aspects of the molecular
and supramolecular arrangement.

2. Materials and Methods

2.1. Chemistry

2.1.1. General

1H NMR spectra were recorded on an AVANCE-400 (Bruker, Karlsruhe, Germany) instrument
with the working frequency of 399.93 MHz relative to the signals of residual protons of deuterated
solvents (CDCl3, C6D6), 31P NMR spectra were obtained on an AVANCE-400 (Bruker, Karlsruhe,
Germany) instrument with the working frequency of 161.90 MHz relative to the external standard (85%
H3PO4). IR spectra have been registered using a Tensor 27 Fourier spectrometer (Bruker, Karlsruhe,
Germany) in the 400–4000 cm−1 range (optical resolution 4 cm−1). The samples were prepared as KBr
pellets. The ESI MS measurements were performed using an AmazonX ion trap mass spectrometer
(Bruker, Karlsruhe, Germany) in positive mode in the mass range of 70–3000. The capillary voltage was
−3500 V, nitrogen drying gas −10 L·min−1, desolvation temperature −250 ◦C. The sample was dissolved
in MeCN or DMF to a concentration of 10−6 g·L−1. Data processing was performed by DataAnalysis
4.0 SP4 software (Bruker, version 4.0, Karlsruhe, Germany). Optical rotations were determined on a
Perkin Elmer (Model 341) polarimeter at 20 ◦C. Melting points were measured on a BOETIUS melting
point microscope.

All chemicals were purchased from Sigma-Aldrich (Moscow, Russia) and used without
further purification.

2.1.2. Syntheses

(±)-1-(1,2,3,4-Tetrahydronaphthalen-1-yl)-3-(O,O-diethyl thiophosphoryl)thiourea ((±)-1):
O,O-diethyl thiophosphoryl isothiocyanate (1.9 g; 9 mmol) in acetonitrile (4 mL) was added
dropwise to the solution of 1,2,3,4-tetrahydro-1-naphthylamine (1.32 g; 9 mmol) in acetonitrile (8 mL)
under stirring. Resulting mixture was stirred at r.t. for 1 day under argon. After that the solvent was
evaporated and the obtained viscous oil was recrystallized from the mixture of cyclohexane and ethyl
acetate (10:1). The resulting precipitate was filtered off, washed with a small amount of cyclohexane
and dried in vacuo to give (±)-1. Yield: 2.5 g (77.8%); m.p. 97–99 ◦C; IR (KBr): ν (cm−1) 3234 (NH),
1541, 1487 (NCS), 1017 (C-O-P), 614 (P=S); 1H NMR (400 MHz, CDCl3): δ (ppm) 1.25, 1.32 (2t,
3JHH = 7.1 Hz, 6H, CH3CH2OP), 1.80–2.01 (m, 3H, CH2_THNaph), 2.15–2.23 (m, 1H, CH2_THNaph),
2.76–2.91 (m, 2H, CH2_THNaph), 4.09–4.19 (m, 4H, CH3CH2OP), 5.64–5.69 (m, 1H, CHTHNaph), 7.03 (d,
2JPH = 12.0 Hz, 1H, NHP), 7.12–7.36 (m, 4H, CHTHNaph), 7.90 (d, 3JHH = 7.8 Hz, 1H, NHC(S)); 31P NMR
(400 MHz, CDCl3): δP (ppm) 55.97; ESI+-MS (CH3CN): m/z 359.1 [M + H]+, 229.1 [M + 2H-{C10H11}]+;
Elemental analysis calcd (%) for C15H23N2O2PS2: C 50.26, H 6.47, N 7.81, P 8.64, S 17.89; found (%): C
50.34, H 6.54, N 7.71, P 8.41, S 17.60.
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Single crystals, suitable for X-ray diffraction analysis, were obtained by slow evaporation of the
mother liquor after precipitate filtration.

(R)-1-(1,2,3,4-Tetrahydronaphthalen-1-yl)-3-(O,O-diethyl thiophosphoryl)thiourea ((R)-1):
preparation method is the same as for (±)-1 using (R)-1,2,3,4-tetrahydro-1-naphthylamine as
the initial amine. Viscous oil after solvent evaporation was dissolved in the mixture of cyclohexane
and hexane (20:1) and kept at 5 ◦C for one week. The resulting precipitate was filtered off, washed
with a small amount of hexane and dried in vacuo to give (R)-1. Yield: 2.66 g (82.7%); m.p. 90–91 ◦C;
[α]20

D = +37.1 (c 1.0, CHCl3); IR (KBr): ν (cm−1) 3235 (NH), 1544, 1486 (NCS), 1017 (C-O-P), 613
(P = S); 1H NMR (400 MHz, CDCl3): δ (ppm) 1.25, 1.32 (2t, 3JHH = 7.1 Hz, 6H, CH3CH2OP), 1.80–2.00
(m, 3H, CH2_THNaph), 2.14–2.23 (m, 1H, CH2_THNaph), 2.76–2.91 (m, 2H, CH2_THNaph), 4.09–4.21 (m,
4H, CH3CH2OP), 5.64–5.69 (m, 1H, CHTHNaph), 7.03 (d, 2JPH = 11.9 Hz, 1H, NHP), 7.12–7.36 (m,
4H, CHTHNaph), 7.90 (d, 3JHH = 7.8 Hz, 1H, NHC(S)); 31P NMR (400 MHz, CDCl3): δP (ppm) 55.97;
ESI+-MS (CH3CN): m/z 359.1 [M + H]+, 229.1 [M + 2H-{C10H11}]+; Elemental analysis calcd (%) for
C15H23N2O2PS2: C 50.26, H 6.47, N 7.81, P 8.64, S 17.89; found (%): C 50.35, H 6.66, N 7.66, P 8.55,
S 18.17.

Single crystals, suitable for X-ray diffraction analysis, were obtained by slow evaporation of the
mother liquor after precipitate filtration.

(S)-1-(1,2,3,4-Tetrahydronaphthalen-1-yl)-3-(O,O-diethyl thiophosphoryl)thiourea ((S)-1):
preparation method is the same as for (±)-1 using (S)-1,2,3,4-tetrahydro-1-naphthylamine as
the initial amine. Thiourea (S)-1 was isolated by the same crystallization procedure as for (R)-1. Yield:
2.71 g (84.3%); m.p. 89–91 ◦C; [α]20

D = −36.8 (c 1.0, CHCl3); IR (KBr): ν (cm−1) 3235 (NH), 1543, 1486
(NCS), 1017 (C-O-P), 613 (P=S); 1H NMR (400 MHz, CDCl3): δ (ppm) 1.25, 1.32 (2t, 3JHH = 7.1 Hz,
6H, CH3CH2OP), 1.81–2.01 (m, 3H, CH2_THNaph), 2.14–2.23 (m, 1H, CH2_THNaph), 2.76–2.91 (m, 2H,
CH2_THNaph), 4.08–4.19 (m, 4H, CH3CH2OP), 5.64–5.69 (m, 1H, CHTHNaph), 7.02 (d, 2JPH = 11.9 Hz,
1H, NHP), 7.12–7.36 (m, 4H, CHTHNaph), 7.91 (d, 3JHH = 7.9 Hz, 1H, NHC(S)); 31P NMR (400 MHz,
CDCl3): δP (ppm) 55.98; ESI+-MS (CH3CN): m/z: 359.1 [M + H]+, 229.1 [M + 2H-{C10H11}]+; Elemental
analysis calcd (%) for C15H23N2O2PS2: C 50.26, H 6.47, N 7.81, P 8.64, S 17.89; found (%): C 50.42, H
6.69, N 8.02, P 8.43, S 17.69.

(meso)-NiL2-type Complex ((meso)-2): N-thiophosphorylated thiourea (±)-1 (0.5 g, 1.4 mmol) and
potassium hydroxide (0.117 g, 2.1 mmol) were dissolved in methanol (10 mL). The resulting mixture
was stirred during 10 min, and after that a solution of Ni(II) chloride hexahydrate (0.199 g, 0.84 mmol)
in methanol (5 mL) was added to it. The reaction mixture was stirred at room temperature for a further
24 h. After that, the solvent was evaporated, the resulting solid was dissolved in dichloromethane
(50 mL) and extracted by water (2 × 15 mL). The organic layer was separated and dried with anhydrous
Na2SO4. Drying agent was filtered off, and the solvent was evaporated. The resulting solid was
dissolved in the mixture of chloroform and hexane (3:5). During 2 weeks of slow evaporation of the
mother liquor, crystals were formed, which were filtered off and dried in vacuo to give (meso)-2. Yield:
0.32 g (59.3%); m.p. 186–187 ◦C; IR (KBr): ν (cm−1) 3168 (NH), 1562 (NCS), 1041, 1022 (C-O-P), 627
(P = S); 1H NMR (400 MHz, C6D6): δ (ppm) 1.17, 1.22 (2t, 3JHH = 6.9 Hz, 6H, CH3CH2OP), 1.26–1.35
(m, 1H, CH2_THNaph), 1.47–1.64 (m, 2H, CH2_THNaph), 1.69–1.79 (m, 1H, CH2_THNaph), 2.17–2.39 (m,
2H, CH2_THNaph), 3.89–4.22 (m, 4H, CH3CH2OP), 5.09–5.17 (m, 1H, CHTHNaph), 6.76–7.05 (m, 3H,
CHTHNaph), 7.47–7.51 (m, 1H, CHTHNaph), 9.94 (br.s, 1H, NHC(S)); 31P NMR (400 MHz, C6D6): δP

(ppm) 58.13; ESI+-MS (DMF): m/z 773.2 [M + H]+, 359.1 [M + 2H-Ni-L]+; Elemental analysis calcd (%)
for C30H44N4NiO4P2S4: C 46.58, H 5.73, N 7.24, Ni 7.59, P 8.01, S 16.58; found (%): C 46.65, H 5.53,
N 7.11, Ni 7.30, P 7.80, S 16.42.
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(R,R)-NiL2-type Complex ((R,R)-2): preparation method is the same as for (meso)-2 using (R)-1 as the
initial thiourea. Recrystallization was carried out from the mixture of chloroform and hexane (2:5).
During 2 weeks of slow evaporation of the mother liquor, crystals were formed, which were filtered off
and dried in vacuo to give (R,R)-2. Yield: 0.28 g (51.9%); m.p. 136–138 ◦C; [α]20

D = +245 (c 0.3, C6H6);
IR (KBr): ν (cm−1) 3183 (NH), 1544 (NCS), 1033, 1014 (C-O-P), 620 (P = S); 1H NMR (400 MHz, C6D6):
δ (ppm) 1.17, 1.22 (2t, 3JHH = 7.0 Hz, 6H, CH3CH2OP), 1.26–1.36 (m, 1H, CH2_THNaph), 1.46–1.65 (m,
2H, CH2_THNaph), 1.68–1.78 (m, 1H, CH2_THNaph), 2.18–2.40 (m, 2H, CH2_THNaph), 3.90–4.23 (m, 4H,
CH3CH2OP), 5.10–5.16 (m, 1H, CHTHNaph), 6.76–7.04 (m, 3H, CHTHNaph), 7.48–7.51 (m, 1H, CHTHNaph),
9.95 (br.s, 1H, NHC(S)); 31P NMR (400 MHz, C6D6): δP (ppm) 58.40; ESI+-MS (DMF): m/z 773.2 [M+H]+,
359.1 [M + 2H-Ni-L]+; Elemental analysis calcd (%) for C30H44N4NiO4P2S4: C 46.58, H 5.73, N 7.24, Ni
7.59, P 8.01, S 16.58; found (%): C 46.70, H 5.95, N 6.97, Ni 7.34, P 7.84, S 16.83.

(S,S)-NiL2-type Complex ((S,S)-2): preparation method is the same as for (meso)-2 using (S)-1 as
the initial thiourea. Complex (S,S)-2 was isolated by the same crystallization procedure as for
(R,R)-2. Yield: 0.29 g (53.7%); m.p. 135–137 ◦C; [α]20

D = −243 (c 0.3, C6H6); IR (KBr): ν (cm−1) 3185
(NH), 1544 (NCS), 1033, 1013 (C-O-P), 620 (P=S); 1H NMR (400 MHz, C6D6): δ (ppm) 1.17, 1.22 (2t,
3JHH = 7.0 Hz, 6H, CH3CH2OP), 1.26–1.36 (m, 1H, CH2_THNaph), 1.47–1.66 (m, 2H, CH2_THNaph),
1.69–1.78 (m, 1H, CH2_THNaph), 2.18–2.40 (m, 2H, CH2_THNaph), 3.88–4.22 (m, 4H, CH3CH2OP),
5.09–5.15 (m, 1H, CHTHNaph), 6.76–7.04 (m, 3H, CHTHNaph), 7.48–7.51 (m, 1H, CHTHNaph), 9.97 (br.s,
1H, NHC(S)); 31P NMR (400 MHz, C6D6): δP (ppm) 58.43; ESI+-MS (DMF): m/z 773.2 [M +H]+, 359.1
[M + 2H-Ni-L]+; Elemental analysis calcd (%) for C30H44N4NiO4P2S4: C 46.58, H 5.73, N 7.24, Ni 7.59,
P 8.01, S 16.58; found (%): C 46.81, H 5.93, N 7.04, Ni 7.42, P 8.04, S 16.79.

(rac)-NiL2·Py-type Complex ((R,R/S,S)-3): Ni(II) acetate tetrahydrate (0.138 g, 0.55 mmol) was
dissolved in a mixture of pyridine (0.176 g, 2.2 mmol) and methanol (8 mL, 16 mL, 32 mL). After that,
the solution of racemic N-thiophosphorylated thiourea (±)-1 (0.4 g, 1.1 mmol) in methanol (8 mL,
16 mL, 32 mL) was added dropwise, the resulting reaction mixture was shaken and left overnight at
room temperature with slow evaporation of the solvent. The next day, a crystalline precipitate was
formed. The flask with the reaction mixture was tightly closed and kept at room temperature for
another 5 days. Thereafter, the precipitate was filtered off and dried in vacuo to give (R,R/S,S)-3. Yield:
0.37 g (77.8%)—at initial concentration of thiourea (±)-1 in a reaction mixture equal to 0.07 mol/L; 0.28 g
(58.8%)—at initial concentration of thiourea (±)-1 in a reaction mixture equal to 0.035 mol/L; 0.22 g
(46.2%)—at initial concentration of thiourea (±)-1 in a reaction mixture equal to 0.0175 mol/L. In all
cases, the same product was isolated. M.p. 176–178 ◦C; IR (KBr): ν (cm−1) 3184 (NH), 1548 (NCS),
1044, 1025 (C-O-P), 616 (P = S); ESI+-MS (DMF): m/z 773.2 [M + H]+, 359.1 [M + 2H-Ni-L]+; Elemental
analysis calcd (%) for C35H49N5NiO4P2S4: C 49.30, H 5.79, N 8.21, Ni 6.88, P 7.26, S 15.04; found (%):
C 49.48, H 5.60, N 7.97, Ni 6.65, P 7.04, S 15.16.

(R,R)-NiL2·Py-type Complex ((R,R)-3): preparation method is the same as for (R,R/S,S)-3 using
(R)-1 as initial thiourea (at initial concentration equal to 0.07 mol/L). Complex (R,R)-3 was isolated
by the same crystallization procedure as for (R,R/S,S)-3. Yield: 0.31 g (65.2%); m.p. 145–147 ◦C;
[α]20

D = +180 (c 0.5, C6H6); IR (KBr): ν (cm−1) 3181 (NH), 1549 (NCS), 1047, 1026 (C-O-P), 615
(P = S); ESI+-MS (DMF): m/z 773.2 [M +H]+, 359.1 [M + 2H-Ni-L]+; Elemental analysis calcd (%) for
C35H49N5NiO4P2S4: C 49.30, H 5.79, N 8.21, Ni 6.88, P 7.26, S 15.04; found (%): C 49.07, H 6.05, N 8.00,
Ni 7.12, P 7.47, S 15.31.
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(S,S)-NiL2·Py-type Complex ((S,S)-3): preparation method is the same as for (R,R/S,S)-3 using (S)-1

as initial thiourea (at initial concentration equal to 0.07 mol/L). Complex (S,S)-3 was isolated by
the same crystallization procedure as for (R,R/S,S)-3. Yield: 0.3 g (63.1%); m.p. 146–147 ◦C;
[α]20

D = −181 (c 0.5, C6H6); IR (KBr): ν (cm−1) 3178 (NH), 1549 (NCS), 1046, 1026 (C-O-P), 614
(P = S); ESI+-MS (DMF): m/z 773.2 [M +H]+, 359.1 [M + 2H-Ni-L]+; Elemental analysis calcd (%) for
C35H49N5NiO4P2S4: C 49.30, H 5.79, N 8.21, Ni 6.88, P 7.26, S 15.04; found (%): C 49.22, H 5.55, N 8.01,
Ni 7.16, P 7.50, S 15.06.

2.2. X-ray Diffraction Study

Data sets for single crystals were collected on a Bruker AXS Kappa Apex diffractometer (Germany,
Karlsruhe) with graphite-monochromated MoKα radiation (λ = 0.71073 Å). The structures were solved
by direct methods using APEX3 [13] for data collection, SAINT [14] for data reduction, SHELXS [15]
for structure solution, SHELXL [15] for structure refinement by full-matrix least-squares against F2,
and SADABS [16] for multi-scan absorption correction. Most of the crystals are of poor quality and
exhibit positional disorder of the ethoxy-groups, which, for some crystals, was not possible to resolve,
due to poor resolution. The corresponding fragments were refined isotropically. The poor quality
of the crystals resulted in low accuracy of the geometrical parameters. Crystal (R,R/S,S)-3 contains
5% of acetate ion coordinated to nickel and 95% of pyridine, the evidence for the presence of acetate
ion is provided by the presence of two peaks in the vicinity of pyridine and the non-positive definite
nitrogen atom of the pyridine moiety. The data collection and refinement parameters are given in
Table 1. CCDC 1961489-1961494 contains the supplementary crystallographic data for this paper
(Supplementary Materials).
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3. Results and Discussion

The racemic and enantiopure thiophosphorylated thioureas 1 were synthesized by the addition
reaction of the corresponding 1,2,3,4-tetrahydro-1-naphthylamine with O,O-diethyl thiophosphoryl
isothiocyanate (Scheme 1). Square-planar complexes 2 and tetragonal pyramidal complexes 3 were
obtained by the reactions of 1 with nickel(II) salts in the presence of potassium hydroxide (Scheme 2)
and pyridine (Scheme 3), respectively. The syntheses of complexes 3 were carried out in the excess
of pyridine, thus, one could expect pyridine to occupy both axial positions, however, no octahedral
complexes were formed. To prove the exclusive formation of homochiral complexes from (±)-1 in the
presence of pyridine, the syntheses of (R,R/S,S)-3 were carried out using different initial concentrations
of precursors. The same products were obtained independent of concentrations.

±

R
S

Scheme 1. The synthesis of N-thiophosphorylated thioureas 1.

±

R
S

meso
R R
S S  

Scheme 2. The synthesis of square-planar complexes 2.

±

R
S

R R S S
R R
S S  

Scheme 3. The synthesis of tetragonal pyramidal complexes 3.

Thiophosphorylated thioureas 1 are conformationally flexible compounds, which can adopt a
variety of conformations very close on an energy scale [12]. Moreover, they exhibit nearly free internal
rotation of the terminal ethoxy groups. In addition, they have several donor atoms able to coordinate
metal ions, thereby they can display a variety of coordination modes in the complexes with transition
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metals, depending on the intramolecular interactions and the corresponding preferable conformations.
As it was shown in a series of publications [17–25], the most abundant coordination mode of
thiophosphorylated thioureas is 1,5-S,S metal coordination with the formation of the six-membered
metal containing cyclic fragments, while the 1,3-N,S mode is rare [12,20,24,26,27].

Compound 1 in racemic and enantiopure crystals have similar molecular structures with two
N–H bonds being trans to each other (Figure 1). Two sulfur atoms are also on opposite sides of the
N–C–N–P fragment. Such a molecular structure ideally complies with the geometry requirements of
metal complexes with 1,3-N,S-coordination. In a racemic crystal, the molecules form nearly planar
centrosymmetric dimers via the N–H···S hydrogen bonding. This supramolecular synthon is very
stable and is reproduced in enantiopure crystals through pseudocentrosymmetric arrangement of two
crystallographically independent molecules (Figure 1).

  
(R)-1 (R,R)-2 

 
 

(±)-1 (meso)-2 

Figure 1. Hydrogen bonded dimers of 1 and square-planar Ni(II) complexes 2 in enantiopure and
racemic crystals.

Analyzing the geometry of hydrogen bonded dimers in the crystals of 1, one can see an ideal
preorganization of the ligands for 1,3-N,S-coordination of nickel (II) ions. Indeed, the X-ray single
diffraction study shows the formation of 2:1 square-planar complexes with 1,3-N,S-coordination
(Figure 1). Most important is that heterochiral centrosymmetric meso-complexes are formed
from racemic ligands owing to the centrosymmetric Ni(II) coordination geometry. Interaction
of (R)-1 produced pseudocentrosymmetric homochiral complexes (R,R)-2. Worth mentioning is
the transferability of the supramolecular geometry arrangement from dimeric hydrogen bonded
synthon to the Ni(II) complex. One should note the equal distances between the donor atoms in
dimers and in the complexes (Figure 1). The pseudocentrosymmetric planar arrangement of two
molecules of (R)-1 in homochiral dimers is quite distinct from the folded geometry of the dimers of
the 1-phenylethyl-containing (R)-thiophosphorylated thioureas [12]. Interestingly, the crystallization
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of square-planar Ni(II) complexes of the latter yielded no single crystals that were suitable for X-ray
diffraction analysis.

To break the symmetry of the Ni(II) coordination geometry, we have introduced an additional
axial pyridine ligand (Scheme 3), which results in the exclusive formation of homochiral tetragonal
pyramidal complexes from racemic ligands (Figure 2). Thus, the symmetry break via introduction of
the axial ligand may be widely used to access homochiral complexes on a molecular level. Moreover,
for racemic 3, homochirality was achieved on a supramolecular level. In both crystals of racemic 3

and (R,R)-3, supramolecular homochiral chains are formed owing to key–lock steric interactions with
pyridine ligands located in the cavity at the base of coordination pyramid of the neighbouring complex.
The C–H···Ni contacts in crystals 3 are slightly longer (2.84–2.87 Å) than in 1-phenylethyl-containing
complexes [12]. The molecules in a supramolecular chain are related via a translation operation. In
racemic 3, the supramolecular chains of opposite chirality interact via weak C–H···S and C–H···π
interactions. These types of short contacts are also revealed in other crystals, depending on the
conformations of the terminal ethoxy groups, the latter adopt gauche and trans-conformations (Table 2),
with the torsional angles varying in wide limits.

 
Figure 2. Molecular structure and the arrangement of molecules in homochiral supramolecu lar chains
in the crystals of enantiopure (R,R)-3 (left) and racemic 3 (right).

To conclude, new chiral thiophosphorylated thioureas were synthesized in racemic and
enantiopure form. In racemic crystals, the molecules form nearly planar centrosymmetric dimers
via the N−H···S hydrogen bonding. This supramolecular synthon is very stable and is reproduced
in enantiopure crystals through pseudocentrosymmetric arrangement of two crystallographically
independent molecules. The obtained thioureas exhibit the 1,3-N,S-coordination mode with Ni(II)
and form 2:1 complexes. Meso-complexes are formed from racemic ligands with a centrosymmetric
square-planar nickel coordination. Breaking the symmetry of nickel coordination geometry by
the introduction of axial pyridine ligand results in homochiral complexes from racemic ligands.
Molecular homochirality in tetragonal pyramidal complexes is further transferred to supramolecular
homochiral arrangement via key−lock steric interactions. Thus, the presented approach allows
to control the diastereoselectivity of complex formation without additional chiral auxiliaries. The
key−lock homochiral supramolecular interactions show the perspective to obtain 1D-homochiral
coordination polymers. Further studies on chirality control beyond the molecular level to achieve 3D
supramolecular homochirality are in progress.
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Table 2. Selected torsion angles (deg.) in the ligands and complexes.

Crystal S=P–N–C
S=P–O–C S=P–O–C S=P–O–C S=P–O–C Pyridine

OrientationP–O–C–C P–O–C–C P–O–C–C P–O–C–C

(R)-1 −56.0(2) −33.2 (2) −48.1(2)
(mol A) 109.2(2) 172.3(2)

(R)-1 60.2(2) 47.0(2) 33.8(2)
(mol B) −172.0(2) −108.3(2)

(±)-1 −55.2(5) −49.8(5) −34.5(4)
−175.2(5) 111.3(5)

(R,R)-2 36.6(5) 38.6(4) 49.0(4) −167.2(4) 52.0(4)
36.7(5) −98.9(5) −109.2(4) 106.2(6) −170.4(4)

(meso)-2 16.4(1) 57.4(1) 58.7(8) −57.4(1) −58.7(8)
(mol A) −16.4(1) −163.1(8) 165.4(2) 163.1(8) −165.4(2)

(meso)-2 −19.9(1) −45.7(8) −56.1(1) 56.1(1) 45.7(8)
(mol B) 19.9(1) 163.3(2) −178.1(1) 178.1(1) −163.3(2)

(R,R)-3
27.1(5) 39.4(5) 58.4(5) 45.5(4) 58.2(5) −24.3(4)
1.1(4) −116.5(5) −164.2(5) 87.6(6) −178.5(4) −24.8(5)

(R,R/S,S)-3
−39.1(6) −52.9(6) −170.6(5) 54.2(6) −178.6(5) −3.0(5)
−44.5(5) −158.9(5) 165.2(5) 172.6(5) −162.5(7) −11.7(6)

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/12/606/s1.
CCDC 1961489-1961494 contains the supplementary crystallographic data for this paper. These data can be
obtained free of charge from The Cambridge Crystallographic Data Centre.
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Abstract: RNA structural motifs can be identified using methods that analyze base–base interactions
and the conformation of a structure’s backbone; however, these approaches do not necessarily take
into consideration the hydrogen bonds that connect the bases or the networks of inter-connected
hydrogen-bonded bases that are found in RNA structures. Large clusters of RNA bases that are
tightly inter-connected by a network of hydrogen bonds are expected to be stable and relatively
rigid substructures. Such base arrangements could therefore be present as structural motifs in RNA
structures, especially when there is a requirement for a highly stable support platform or substructure
to ensure the correct folding and spatial maintenance of functional sites that partake in catalysis
or binding interactions. In order to test this hypothesis, we conducted a search in available RNA
crystallographic structures in the Protein Data Bank database using queries that searched for profiles
of bases inter-connected by hydrogen bonds. This method of searching does not require to have prior
knowledge of the arrangement being searched. Our search results identified two clusters of six bases
that are inter-connected by a network of hydrogen bonds. These arrangements of base sextuples have
never been previously reported, thus making this the first report that proposes them as novel RNA
tertiary motifs.

Keywords: RNA structural motifs; base-base interactions; classification of base arrangement; RNA
crystallographic structures

1. Introduction

Hydrogen bonds are crucial for stabilizing the complex structures of ribonucleic acids (RNA).
Conformational changes in a particular RNA molecule can result from variations of the hydrogen
bond interactions present in a structure. Clusters of unbroken networks of hydrogen-bonded base
interactions have been reported previously in RNA structures [1–3]. In this work, a hydrogen-bonded
base interaction network is defined as an unbroken connection of bases that are interacting with each
other through at least one hydrogen bond. Even though such hydrogen-bonded base interaction
networks have been reported before, there is a paucity of work discussing large inter-connected
hydrogen-bonded clusters of bases in three-dimensional (3D) arrangements.

Various types of smaller base arrangements consisting of triples, quadruples, and quintuples
that can form tertiary-level motifs (3D motifs) have been observed, reported, and archived [4–6].
However, to our knowledge, there has been no systematic study to identify larger arrangements
composed of six base clusters and beyond, despite their possible importance as building-block modules
of RNA structure. Identifying the existence of such 3D modules may lead to a more accurate design of
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functionally relevant synthetic RNA molecules in addition to improving the capacity to model RNA
3D structures from sequence information.

An RNA 3D motif can be defined as a tertiary arrangement of nucleotides, nucleosides, or bases
that are repeatedly found in different locations either in the same RNA structure or in different RNA
molecules. The annotation of RNA 3D motifs can be divided into three main approaches that consider:
(i) the conformation of the RNA backbone [7,8]; (ii) the base–base interactions [1,3,9]; and (iii) the
alignment of RNA 3D structures to detect similarities in folding and sub-folding [10,11]. Many of the
known RNA 3D motifs discovered to date have an architectural role in RNA folding, functioning as
stabilizers of RNA 3D structure or as sites of ligand binding or catalytic activity [12–14] More recently,
RNA 3D motifs have been reported to play a role in miRNA biogenesis by acting as a guide for the
Dicer-like 1 (DCL1) enzyme to perform cleavage of miRNA–miRNA* duplexes [15]. In this paper, we
only focused on motifs that result from base–base interactions.

Expert visual examination of RNA structures has been a crucial aspect in the discovery of many
currently known 3D base motifs [4,16]. RNA 3D motifs that have been discovered and annotated
are available in various databases such as NCIR [4], RNA 3D Motif Atlas [9], and INTERRNA [6].
Several computer programs are available for identifying motifs in the available dataset of RNA
crystallographic structures [10,17–19], and these programs allow for an automated search capacity that
overcomes the limitations of manual visual curation such as the approach used for the NCIR database.

However, many of these computer programs require prior knowledge of the motifs to be provided
as search queries, thus making them useful for structural annotation purposes but of limited utility
for the discovery of novel motifs. The computer program COGNAC (COnnection tables Graphs for
Nucleic Acids) was reported to be able to search for unbroken networks of hydrogen-bonded base
interactions in RNA crystallographic structures that are available in the Protein Data Bank PDB [1].
A COGNAC search relies only on the user defining the connectivity of the bases by hydrogen bonds
without the need for specific prior knowledge of how the bases are arranged in 3D space. Due to this
capability, the COGNAC program may retrieve arrangements that are potentially novel motifs.

COGNAC annotations are independent of base sequence and any specific spatial arrangement
definitions, thus making it possible to retrieve similar base components that, when visually examined,
are in fact different in terms of spatial base arrangements. For example, the annotations for a query
composed of GGGG, that was annotated as a planar base quadruple in the spinach RNA aptamer
(G72.G29.G25.G68) (PDB ID: 4TS0), differed significantly from the GGGG base quadruple identified
in the Kluyveromyces lactis 80S ribosomal structure (G1433.G1278.G1273.G1277) (PDB ID: 4V92) that
was retrieved by the same search (Figure 1) [20,21]. While it is clear that the COGNAC program could
potentially identify novel motifs, a secondary classification technique would be needed to sift through
the hydrogen bond-connected base clusters that it retrieved.
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Figure 1. An example of a GGGG arrangement found in the structure of a spinach RNA aptamer
(PDB ID: 4TS0) and Kluyveromyces lactis 80S ribosome (PDB ID: 4V92) that have different tertiary base
arrangements, despite being retrieved using the same graph representation query of the COGNAC
computer program.

In this paper, we report the identification of 3D motifs in RNA structures by analyzing the data of
clusters of base interactions involving six bases that are interconnected by hydrogen bonds. Our results
revealed six base clusters that are repeated in different RNA molecules or can be found at different
locations in the same molecules, which makes them possible tertiary motifs.

2. Materials and Methods

2.1. Dataset

In this study, 2158 structure coordinates containing RNA chains that were solved by X-ray
diffraction of crystals were downloaded from the Protein Data Bank (PDB) [22]. This dataset
includes coordinate files that contain RNA chains in the presence of other macromolecules or ligands.
The downloaded structures represent a diverse repertoire of the available RNA molecules such as
rRNA, ribozymes, riboswitches, mRNA, and tRNA. The resolution cutoff of the structures is ≤4 Å.

2.2. COGNAC Searches

The hydrogen bonding data for the 2158 structures were then generated by HBPRED, a program
that was reported by Firdaus-Raih et al. [1]. The HBPRED program is based on the hydrogen bonding
parameters used in the HBPLUS program but with specific modifications for use with RNA bases [23].
The hydrogen bonding information for the bases in all 2158 structures was then searched for specific
arrangements of six base clusters (sextuples), where each base in a cluster is connected to another base
by at least one hydrogen bond, using the COnnection tables Graphs for Nucleic ACids (COGNAC)
computer program. The graph representations for the six possible arrangements of a base in a sextuple,
each base being connected to at least one other base via at least one hydrogen bond (Table 1), were
previously described by Firdaus-Raih et al. [1].
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Table 1. Graph representations of six possible base connectivity patterns of a sextuple, where a base is
connected to at least one other base by at least one hydrogen bond, and the number of occurrences
found in the search dataset for each base sextuple type.

Pattern
Number of

Annotations

Number of
Unique

Arrangements
Pattern

Number of
Annotations

Number of
Unique

Arrangements

 

Type 1
10168 3572

Type 2

5448 2102

 
Type 3

4240 1862

 
Type 4

525 299

 
Type 5

8 6
 

Type 6

614 311

2.3. Sextuple Sub-Classification

The results generated from the COGNAC searches for each type of sextuple were deposited into the
Interactions in RNA Structures Database (InterRNA) and can be accessed at http://mfrlab.org/interrna/.
Each database entry is retrievable using an identification code referred to as the INTERRNA ID [6].
The flowchart for the data analysis and filtering process to sub-classify each type of sextuple is provided
in Figure 2a.

The hydrogen bonding data for the COGNAC annotations were then parsed and extracted into
matrices using a Perl program. The matrix for each hydrogen bond-connected base cluster contains
information on the hydrogen bond donor base, the hydrogen bond donor atom, the hydrogen bond
acceptor base, and the hydrogen bond acceptor atom. The matrices were compared to identify a unique
set of hydrogen-bonded base networks. The extracted data for the hydrogen-bonded base networks
served as the input for the next phase to sub-classify each sextuple.

Next, the search queries and all the hydrogen-bonded base clusters were compared, and each
sextuple was further sub-classified using the PHP programming language. This phase of the data
processing involved the extraction of unique base clusters from the COGNAC searches; the pseudocode
for the process is provided in Figure 2b. Manual visual examinations of the structures were carried
out using the UCSF Chimera molecular graphics suite [24]. These analyses included assessments of
the different arrangements found superposed against each other using least-squares superpositions.
Follow-up multiple-sequence alignments were carried out to detect the conservation of the observed
sextuples at the sequence level.
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Figure 2. (a) Flowchart of the sextuple sub-classification method based on the identity of hydrogen
bonding; (b) pseudo-code of the classification technique based on the identity of hydrogen bonding.

3. Results and Discussion

3.1. Filtering of COGNAC Searches

The methodology that employs the COGNAC computer program used in this study has been
proven to be able to identify hydrogen bond-connected bases from pairings to interactions involving
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six bases [1,6]. Although the COGNAC approach was reported to be able to extract novel motifs
without the need for prior knowledge of the tertiary base arrangements involved, it has the distinct
limitation of being able to only search for arrangements in which the bases are connected by hydrogen
bonds. That limitation, however, suited the ambit of this work in trying to find clusters of bases that
are interconnected by hydrogen bonds.

This work further limited the scope of analysis and discussion to only sextuple patterns (Table 1)
because smaller hydrogen bond-connected base arrangements such as triples, quadruples, and
quintuples have been reported and are also likely to be constituents of a larger sextuple interaction.
For example, the quadruple interaction (U438.A496.A498.G404) is a component of the sextuple
interaction (U438.A496.A498.G404.A499.U439) annotated in the 16S rRNA of Escherichia coli (PDB ID:
5J7L) [25].

The COGNAC searches returned a total of are 3572 unique arrangements that were extracted
from 10,168 annotations for the Type 1 sextuple pattern, 2102 pattern arrangements that were classified
from 5448 annotations for the Type 2 sextuple pattern, and 1862 pattern arrangements that were
classified from 4240 annotations for the Type 3 sextuple pattern. Furthermore, we obtained 299 pattern
arrangements that were classified from 525 annotations for the Type 4 sextuple pattern, 6 pattern
arrangements that were classified from 8 annotations for the Type 5 sextuple pattern, and 311 pattern
arrangements that were classified from 614 annotations for the Type 6 sextuple pattern (Table 1).

Once the COGNAC search results for each sextuple type were sub-classified, the arrangements
were analyzed to identify potentially novel structural motifs. In order to be considered as a potential
motif, we required that the candidate arrangement fulfilled at least one of two criteria. The first criterion
to be considered a motif was that the arrangement was repeatedly present in different RNA molecules,
while the second criterion, especially if the first criterion was not met, was that an arrangement could
be found in different locations of the same structure.

3.2. Hydrogen Bond-Connected Six-Base Interactions as Novel Structural Motifs

The results of the COGNAC searches were manually curated and were followed up by extensive
visual examination to confirm the fitness of the patterns retrieved to our search criteria. Through this
process, we were able to identify two sextuple base clusters that we propose as novel structural motifs,
one meeting the first criterion, and the other fitting the second criterion [24].

3.2.1. A Base Sextuple Annotated in Different RNA Structures

One potentially novel motif that was uncovered by our visual examination process of the filtered
COGNAC results is a GCA(A/U)(U/A)A Type 1 sextuple (Figure 3). The hydrogen bond donor–acceptor
combinations (Figure 3a) clearly fitted that of a Type 1 sextuple pattern (Figure 3c). Our searches and
analysis found this arrangement in four different RNA structures, i.e., 16S rRNA, 5S rRNA, a preQ1
riboswitch, and a S-adenosyl-(L)-homocysteine (SAH) riboswitch (Figure 3).

In this particular case, the base components at the R1, R2, R3, and R6 positions are conserved, with
R1–R3 superposing very well onto each other (Figure 3c). However, in three structures, the R5 position
is a uracil, while the R4 is an adenine, but in another structure the R4 is a uracil, while the R5 is an
adenine. Despite this variation, it is clear that the 3D space taken up by both R4 and R5 are conserved
due to the use of the same base components, despite them being on opposing sides of the pairing.
This suggests that such a sextuple can be a structural module that can occur within specific spatial
constraints and that variation in the sequence can exist, although the structures seem to be unrelated at
sequence level (purine to pyrimidine). This is actually a practical mechanism for increasing sequence
diversity that will at the same time maintain structural conservation, because the variations occur as a
pair (AU to UA) that retains the interaction space of the pairing that was replaced.

Further scrutiny and visual examination of each occurrence of this GCA(A/U)(U/A)A Type 1
sextuple revealed that these motifs are found in parts of their respective RNA molecules that do not
seem to share the same roles in different molecules. The GCA(A/U)(U/A)A Type 1 sextuple 3D motif,
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found in the 16S rRNA (G113.C314.A51.U114.A313.A116), is situated in a location that does not appear
to be directly involved in peptidyl-transferase activity. However, it is likely that this six-base cluster
contributes to the structural stability of the ribosomal small subunit and, therefore, has an indirect role
in protein synthesis. By visual examination of the cluster, we noted that it connects helix 5 and helix 7
to the body of the 16S rRNA structure, where helix 7 is one of three helices (helix 7, helix 44, and helix
16/17) that serve as the ’structural pole’ of the 16S rRNA molecule [26]. We further observed that this
potential 3D motif is located near and adjacent to bases that are involved in the interactions of the
ribosomal proteins S12 and S16 [26,27].

Figure 3. An example of a GCA(A/U)(U/A)A 3D arrangement that was annotated in four different RNA
crystal structures. (a) Table of hydrogen bond donors and acceptors that define the hydrogen-bonded
base network; (b) superposition of four similar base arrangements showing how they can be viewed in
the four different RNA crystal structures; (c) graphical representation of the hydrogen bond network
for the type 1 sextuple pattern (top) and corresponding base-by-base view of the superposed bases in
the four different RNA crystal structures (bottom).

In the 5S rRNA structure, the G53.C29.A56.A54.U28.A57 cluster is located in loop B of domain I,
which is between loop C of helix II and helix III that interact with Domain V of the 23S rRNA, with the
presence of ribosomal proteins L5 and L18 (Figure 4b). The L5 ribosomal protein also interacts with
the ribosomal protein subunit S13, and subsequently, the C terminal region of the ribosomal protein
subunit S13 is located between the anticodon arms of the A- and P-tRNA sites, which functions as
the nucleic acid decoding center; these sites are collectively known as the protuberance center [28].
This G53.C29.A56.A54.U28.A57 cluster does not appear to be directly involved in the protuberance
center but more likely serves to reinforce the stability of the 5S rRNA (Domain 1).

In the preQ1 riboswitch structure, the G2.C21.A25.A3.U20.A26 cluster is located on the S1 stem
and the L3 loop (Figure 4c). This particular Pre Q1 riboswitch is a 34-nucleotide H-type pseudoknot
structure from Bacillus subtilis that serves as the preQ1 ligand recognition site [29]. In general, the
H-type pseudoknot is folded via the interior of the hairpin loop, forming an intra-molecular interaction
with the base of the exterior stem and resulting in a pseudoknot with two stems and two loops [30].
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Figure 4. The GCA(A/U)(U/A)A motif (a) in the 16S rRNA crystal structure represented as orange
spheres and magnified to show the base arrangements using orange stick representations (PDB ID:
1IBM) [27]; (b) in the 5S rRNA crystal structure represented as blue spheres and magnified to show
the base arrangements using blue stick representations (PDB ID: 1JJ2) [31]; (c) in the preQ1 riboswitch
crystal structure represented as purple sticks with the arrangement extracted and magnified (PDB ID:
3K1V) [29]; (d) in the SAH riboswitch crystal structure represented as green sticks with the arrangement
extracted and magnified (PDB ID: 3NPQ) [32].

However, the H-type pseudoknot found in the 3K1V structure has two stems and three loops [29].
According to Aalberts and Hodas, the L3 loop where the G2.C21.A25.A3.U20.A26 cluster is annotated
is a frequent location of many tertiary interactions [33]. There is also a quintuple base interaction,
U6.A29.C18.G5.A28 (InterRNA ID: QUIN1_10653), very closely located at L1, end of S1, and end of L3,
which has been identified as the ligand recognition site [29]. It is therefore highly possible that the
G2.C21.A25.A3.U20.A26 cluster contributes to the stability of the ligand recognition site because it is
located under the recognition site quintuple.
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The fourth GCA(A/U)(U/A)A Type 1 sextuple can be found in the structure of a SAH riboswitch
(G5.C34.A43.A6.U33.A44) (Figure 4d). The SAH riboswitches bind to the S-Adenosyl-l-homocysteine
(SAH) molecule and can be found in many bacterial species [32]. The SAH riboswitch crystal structure
consists of three helices, named P1, P2, and P3 [32]. The six-base cluster annotated in the SAH
riboswitch is located at the P1 helix and the J1/4 junction [32], and our observations show that the
sextuple does not interact with the SAH molecule.

However, two adenine bases (A43.A44) at the J1/4 junction form hydrogen bonds with the other
four in the P1 helix, thus making the structure appear to be a type LL pseudoknot [32]. As with the
previous observations regarding this sextuple, we also believe that it serves to increase the rigidity of
the overall structure and is not directly associated with SAH binding that defines this riboswitch [32].

The structures in which the GCA(A/U)(U/A)A Type 1 sextuple could be found are not
functionally related. Although the six nucleotides involved in this motif are closely situated in
three-dimensional space, they span different sequence lengths and thus are not comparable using
multiple-sequence alignments.

3.2.2. A Base Sextuple Annotated at Different Locations in the Same Structure

In addition to the six-base cluster that we found in four different RNA molecules, we were also
able to identify a UAAGAC Type 2 sextuple that was annotated in three different locations in the same
large ribosomal subunit structures, thus fitting our second criterion of base arrangements that could be
potentially classified as tertiary motifs (Figure 5). This six-base cluster has a hydrogen bonded base
connectivity pattern (Figure 6a) that fitted the Type 2 sextuple arrangement (Figure 6c).

Figure 5. The UAAGAC base clusters that were annotated in three different locations in the large
ribosomal subunit crystal structures are presented as colored spheres (PDB ID: 4LT8) [34].
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Figure 6. The UAAGAC base sextuple that was annotated in three locations in the same RNA molecule,
a large ribosomal subunit structure (PDB ID: 4LT8). (a) Table of the hydrogen bond donors and
acceptors that define the hydrogen-bonded base network; (b) superposition of three similar base
arrangements as they can be viewed in the three different locations in same ribosomal subunit structure;
(c) graphical representation of the hydrogen bond network for the Type 2 sextuple pattern and the
corresponding base-by-base view of the superposed bases in the three different locations of the ribosomal
subunit structure.

The first location of this UAAGAC sextuple is at helix 52 and helix 56 of Domain III in the large
ribosomal subunit [35,36]. We also noted that this first site is located near the L2 ribosomal protein,
which is one of the ribosomal proteins nearest to the peptidyl transferase center [37,38].

The second UAAGAC sextuple is located at Domain IV, helix 61, and helix 62 [35,36]. This second
location is situated near two ribosomal proteins, L3 and L14 (Figure 5). The L3 ribosomal protein is
one of the closest to the peptidyl transferase center [37,38]. In addition to the ribosomal protein L3, the
ribosomal protein L14 is also involved indirectly in the binding site [39].

The third location for this UAAGAC sextuple, based on the large ribosomal subunit reference
structures of E. coli and Thermus thermophilus, is at Domain III, helix 55, and helix 58 [35,36].
This UAAGAC sextuple is close to the ribosomal protein L2 [38]. However, we noted that this
site could only be annotated in the large ribosomal subunit crystal structures of bacteria and was not
found in the available examples for archaea.

Multiple-sequence alignments of the large ribosomal subunit of Haloarcula marismortui, E. coli,
and T. thermophiles confirmed the results of the structural analysis that the third location for this
UAAGAC Type 2 sextuple does not appear to be present in the archaea example (Figure 7). The third
location appears to be in a more variable region in the structure of the large ribosomal subunit of
H. marismortui. As with the previous GCA(A/U)(U/A)A Type 1 sextuple, the UAAGAC sextuple also
appears to play a role in structural stabilization and does not appear to be directly involved in catalysis
or as a binding site.
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Figure 7. The UAAGAC base sextuples that were annotated in three locations in the sequences of
the same RNA molecule, the large ribosomal subunit structures of H. marismortui (PDB ID: 1FFK), T.
thermophilus (PDB ID: 4LT8), and E. coli (PDB ID: 4V55). (a) Multiple-sequence alignment of location 1
(partial sequences shown); (b) multiple-sequence alignment of location 2 (partial sequences shown) (c)
multiple-sequence alignment of location 3 (partial sequences shown).
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3.3. Presence of Known Motifs within the Sextuples

The sextuples that we report here are actually composed of elements that are already well known
as tertiary motifs. For example, both sextuples contain A-minor motifs [16]. An AGC type I A-minor
motif can be found in the GCA(A/U)(U/A)A Type 1 sextuple, while an AGC type II A-minor motif is a
component of the UAAGAC Type 2 sextuple. Furthermore, the presence of other structural motifs,
such as kink turns, can be seen and are expected to also be a feature of such larger motifs.

It is likely that other similarly large novel motifs discovered in the future will be composed of
smaller known motifs. In this work, we demonstrate that, although the sextuples have known motifs
as their constituent parts, mere visual examination was inadequate at identifying that they in fact
partake in a larger conserved tertiary arrangement.

It is also worth noting that the COGNAC searches aimed at identifying novel motifs, as in this
work, were intended for detecting tertiary motifs with the prerequisite of the component bases being
connected by at least one hydrogen bond. It is therefore possible that similar arrangements may exist
that were not retrieved by our search because they did not satisfy the hydrogen bonding criterion set.
However, other programs that can be used to identify such motifs are already available and can be
integrated in the process here reported, should they be required.

4. Conclusions

A cluster of six bases that are interconnected by a network of hydrogen bonds is expected to be
a highly stable sub-structure. Due to this, it is unsurprising that our examination of the structures
in which the GCA(A/U)(U/A)A Type 1 and the UAAGAC Type 2 sextuples can be found revealed a
structural stabilization role that contributes to the correct folding and tertiary space maintenance of the
associated functional sites. To our knowledge, this is the first such report that identifies these six bases
as an associated cluster. Therefore, we propose that these base sextuples be classified as novel RNA
tertiary motifs that may even have a wider role as RNA structural modules.
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Abstract: The interrelation between noncovalent bonds and physicochemical properties is in the
spotlight due to the practical aspects in the field of crystalline material design. Such study requires a
number of similar substances in order to reveal the effect of structural features on observed properties.
For this reason, we analyzed a series of three substituted thiazolo[2,3-b][1,3]thiazinium triiodides
synthesized by an iodocyclization reaction. They have been characterized with the use of X-ray
diffraction, Raman spectroscopy, and thermal analysis. Various types of noncovalent interactions have
been considered, and an S . . . I chalcogen bond type has been confirmed using the electronic criterion
based on the calculated electron density and electrostatic potential. The involvement of triiodide
anions in the I . . . I halogen and S . . . I chalcogen bonding is reflected in the Raman spectroscopic
properties of the I–I bonds: identical bond lengths demonstrate different wave numbers of symmetric
triiodide vibration and different values of electron density at bond critical points. Chalcogen and
halogen bonds formed by the terminal iodine atom of triiodide anion and numerous cation . . . cation
pairwise interactions can serve as one of the reasons for increased thermal stability and retention of
iodine in the melt under heating.

Keywords: chalcogen bond; halogen bond; triiodide anion; Raman spectroscopy; thermal analysis;
thiazolo[2,3-b][1,3]thiazinium salts

1. Introduction

A great number of relatively strong noncovalent interactions in N- and S-heterocyclic polyiodides,
such as halogen and chalcogen bonds, can not only promote the stability and diversity of possible
polyiodide organization, but help in the organization of anion transport, chiral synthesis, and
organocatalysis [1]. For electrostatically driven noncovalent bonds [2], the electrophilic site—the
electron deficient region on the extension of the covalent bond of one atom—is orientated towards the
nucleophilic fragment in another molecule. The International Union of Pure and Applied Chemistry
(IUPAC) definition of halogen [3] and chalcogen bonds [4] is based on a series of quantitative features
from structural, theoretical and spectral points of view. The development of noncovalent bond
characterization in crystals includes the analysis of distribution features of the electrostatic potential [5],
the quantum theory of atoms in molecules (QTAIM) methodology [6], electron localization function
(ELF) [7], Laplacian of electron density [8], facilities of reduced density gradient (RDG) and analysis
using the noncovalent interactions (NCI) method [9].

Variation of the N- and S-containing heterocyclic cations is useful for the investigation of bonding
properties in organic polyiodide crystals. The chemistry of polyhalides has attracted particular attention
due to the vast diversity of applicable properties related to the ability of halogens to form different types
of contacts [10–15]. Polyiodides represent an absolute majority among polyhalide structures [16–21].

Crystals 2019, 9, 506; doi:10.3390/cryst9100506 www.mdpi.com/journal/crystals29
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The interest in polyiodide derivatives is based on their enormous structural diversity of packing
motives resulting in the formation of anionic ribbons, layers, channels and sheets [22–24]. The intense
development of semiconductor [25–28] and nonlinear optical materials [29] based on polyiodides [30]
necessitates obtaining and comprehensively investigating new molecular and crystal structures with
specific properties. Structural investigation of the polarization effect or charge transfer in ionic
complexes of thioamides with iodine is quite useful for explaning of the activity of some anti-thyroid
drugs and antibiotics in vivo [31–36]. In all cases, the specific moiety responsible for biological activity
is the released diiodine. The possibility of binding and releasing iodine from complex polyiodide
structures finds its practical application in water disinfection [37] and the sorption of radioactive
isotopes of iodine, such as I-131, and radiolabeling in vivo [38]. The particular significance of I3–/I–·I2

interconversion is reflected in the tasks of the novel design of ionic liquids and iodine-containing solid
electrolytes for dye-sensitized solar cells (DSSC) [39].

The use of such heterocyclic systems as thiazolo[2,3-a]isoquinolinium cations [40] is very
promising in this regard. Syntheses of the related systems, such as 2H-benzo[4,5]thiazolo[2,3-b][1,3]
thiazin-5-ium, are superficially described in the literature [41], and only a few examples of
3,5,6,7- tetrahydro-2H-thiazolo[2,3-b][1,3]thiazin-4-ium synthesis and transformation have been
described [42–44] in the context of their biological activity.

The determination of crystal structure in polyiodide systems is highly necessary because of the
ability of polyiodides to form mixtures of different compositions, to absorb excess iodine in a precipitate,
and to form a melt or release iodine under storage conditions. Raman spectroscopy has earned a
reputation as an extremely sensitive method [45] capable of distinguishing a variety of bonding
peculiarities in the polyiodide anion [46]. It reliably characterizes polyiodides with various organic
or inorganic cations, revealing typical structural units, such as the triiodide anion (100–120 cm−1),
bound iodine (140–180 cm−1), and the pentaiodide anion (140–160 cm−1) [30]. The role of thermal
analysis is very important in the field of iodophoric materials and DSSC device development, where
the questions of thermal stability, features of source decomposition, and iodine release are of particular
importance [47].

Sometimes, for the S . . . I interactions in N- and S-heterocyclic polyiodides, the main question is
which atom delivers the electrophilic site for bonding. If the I atom acts as the electrophilic site provider,
we can conclude that this is a halogen bond. If the S atom delivers the electrophilic site, then it is a
chalcogen bond. Thus, the relatively strong and charge-assisted S . . . I interactions in organic polyiodide
crystals can be interpreted as either halogen or chalcogen bonds depending on the electron density
distribution and mutual orientation of their electrophilic and nucleophilic sites. In order to figure out
how the polarization effect or charge redistribution are directed, it is important to understand which
atom donates electrons and which one delivers the electrophilic site for bonding. The categorization of
chalcogen and halogen bonds in debatable cases can be performed using previously suggested [48]
electronic criterion: “along the line between bound atoms, the minimum of electrostatic potential
is always located from the side of nucleophilic site; the minimum of electron density is closer to
electrophilic site provider”.

Our research is focused on a series of thiazolo[2,3-b][1,3]thiazinium triiodides and on the study
of how the spectral properties and thermal stability of these crystals are influenced by the type and
features of the S . . . I noncovalent bond.

2. Materials and Methods

2.1. Synthesis

Thiazolo[2,3-b][1,3]thiazin-5-ium cations of compounds 2a–c (Figure 1) are formed via a
halocyclization reaction by the action of the iodine molecule on an unsaturated bond of S-allylic or
S-butenylic substituents. The compounds 3-iodo-4-phenyl-3,4-dihydro-2H-benzo[4,5]thiazolo[2,3-b]
[1,3]thiazin-5-ium (2a) and 4-(iodomethyl)-3,4-dihydro-2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium

30



Crystals 2019, 9, 506

triiodides (2b) were obtained for the first time. Compounds 2a,b with aromatic systems in their
structures crystallized faster than triiodide 2c with a partially unsaturated cation. High quality
crystals of compound 2c were obtained in the mixture with a corresponding monoiodide only
after recrystallization.

Figure 1. Iodocyclization of compounds 1a–c resulting in corresponding triiodides 2a–c.

The iodine solution was prepared as follows: anhydrous dioxane and CH2Cl2 were refluxed
for half an hour with solid iodine. The solution was decanted from an excess of iodine and
cooled. Te concentration of iodine was determined by titration with sodium thiosulphate solution
in three replicates. The resulting concentration of iodine in dioxane was 73.9 ± 0.05 mg/mL, and
50.5 ± 0.05 mg/mL in CH2Cl2.

Benzothiazole-2-thione (2 g; 12 mmol) was dissolved in 20 mL i-PrOH with 12 mmol i-PrONa; then,
12 mmol alkenyl bromide (cinnamyl chloride or 4-bromobut-1-ene) was added dropwise. The mixture
was stirred for 12 h at 298 K and filtered. The solution was diluted with 50 mL of water and extracted
with three portions of CH2Cl2 (50 mL, 25 mL, and 25 mL). The extracts were combined, washed with
20 mL 5% H2SO4, 15 mL distilled water, and dried over CaCl2. The solvent was evaporated under
reduced pressure, giving compounds 1a,b in the form of yellow oil.

The compound 2-(cinnamylsulfanyl)benzo[d]thiazole (1a) was analyzed by 1H NMR (CDCl3,
ppm): 7.90 (d, J = 8.2 Hz, HAr); 7.74 (d, J = 7.9 Hz, HAr); 7.44–7.38 (m, HAr); 7.38–7.32 (m, 2HAr);
7.31–7.26 (m, HAr); 7.25–7.20 (m, HAr); 6.70 (d, J = 15.7 Hz, =CH–); 6.37 (dt, J = 15.0, 7.3 Hz, =CH–); 4.17
(2H, d, J = 7.3 Hz, –CH2–). It was also analyzed by 13C NMR (dimethyl sulfoxide-d6 (DMSO-d6), ppm):
166.21; 153.06; 136.31; 135.25; 134.27; 128.54 (2C); 127.87; 126.45 (2C); 126.04; 124.26; 123.45; 121.51;
120.96; 36.06. Elemental analysis calc. (%) for C16H13NS2: C, 67.81; H, 4.62; N, 4.94; found: C, 67.60; H,
4.71; N, 4.88.

The compound 2-(butenylsulfanyl)benzo[d]thiazole (1b) was analyzed by 1H NMR: (CDCl3, ppm):
7.86 (m, HAr); 7.75 (m, HAr); 7.41 (m, HAr); 7.29 (m, HAr); 5.89 (m,=CH); 5.13 (2H, m, =CH2); 3.43 (2H, t, J
= 7.3 Hz, SCH2); 2.59 (2H, m, –CH2–). 13C NMR (DMSO-d6, ppm): 166.81; 153.28; 135.67; 135.18; 125.97;
124.14; 121.46; 120.90; 116.92; 33.31; 32.71. Elemental analysis calc. (%) for C11H11NS2: C, 59.69; H, 5.01;
N, 6.33; found: C 59.60, H 5.15, N 6.35. The compound 2-(3-methylbutenyl)sulfanyl-4,5-dihydrothiazole
(1c) was obtained as described elsewhere [49].

For the compound 3-iodo-4-phenyl-3,4-dihydro-2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium
triiodide (2a), compound 1a (1 mmol) was dissolved in 1 mL anhydrous CH2Cl2, and 7.11 mL of a
solution of iodine (50.5 ± 0.05 mg/mL) was added under stirring. The resulting mixture was kept at
room temperature for 4 days. Dark brown crystals were filtered and dried in vacuo (yield 0.46 g, 98%).
It was analyzed by 1H NMR (DMSO-d6, ppm): 8.46–8.42 (m, HAr); 7.90–7.84 (m, HAr); 7.78–7.69 (m,
2HAr); 7.50–7.43 (m, HAr); 7.38–7.24 (m, HAr); 7.01 (1H, s, 4-H); 5.69 (1H, dd, J = 5.9, 3.0 Hz, 3-H); 3.70
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(1H, dd, J = 14.6, 3.4 Hz, 2-H); 3.40 (1H, dd, J = 14.6, 2.8 Hz, 2-H) and 13C NMR (DMSO-d6, ppm):
175.96; 140.67; 135.42; 129.60 (2C); 129.50; 129.18; 128.24; 127.43; 126.15 (2C); 124.53; 114.67; 66.33; 33.78;
17.19. Elemental analysis calc. (%) for C16H13I4NS2: C, 24.29; H, 1.66; N, 1.77; found: C, 24.31; H, 1.62;
N, 1.83.

For the compounds 4-(iodomethyl)-3,4-dihydro-2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium
triiodide (2b) and 6-iodo-5,5-dimethyl-3,5,6,7-tetrahydro-2H-thiazolo[2,3-b][1,3]thiazin-4-ium triiodide
(2c): compounds 1b,c (1 mmol) were dissolved in 0.8 mL anhydrous dioxane, and 7.35 mL of a solution
of iodine (73.9 ± 0.05 mg/mL) was added under stirring. The resulting mixture was kept at room
temperature for 19 days (2b) and 8 days (2c).

For 4-(iodomethyl)-3,4-dihydro-2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium triiodide (2b): dark
brown crystals were filtered and dried in vacuo (yield 0.6 g, 91%); analysis by 1H NMR (DMSO-d6,
ppm): 8.34 (d, J = 7.7, HAr); 8.12 (d, J = 8.5 Hz, HAr); 7.89 (t, J = 7.9 Hz, HAr); 7.72 (t, J = 7.7 Hz, HAr);
5.58–5.51 (1H, m, 5-CH); 3.76–3.66 (2H, m, CH2I); 3.65–3.57 (2H, m, 3-CH2); 3.05–2.96 (1H, m, 4-CH2);
2.49–2.41 (1H, m, 4-CH2) and 13C NMR (DMSO-d6, ppm):: 173.63; 136.67; 126.58; 125.55; 124.89; 121.83;
119.48; 112.87; 53.15; 30.11; 21.41. Elemental analysis calc. (%) for C11H11I4NS2: C, 18.12; H, 1.52; N,
1.92; found: C, 18.10; H, 1.60; N, 1.89.

For 6-iodo-5,5-dimethyl-3,5,6,7-tetrahydro-2H-thiazolo[2,3-b][1,3]thiazin-4-ium triiodide (2c): the
solvent was decanted and dark brown crystals with a matte surface (0.43 g) were isolated and dried
in vacuo. A portion of the crystals (0.23 g) was recrystallized from a 5 mL mixture of i-PrOH –
DMF (N,N-Dimethylformamide) (3:2). The mixture of small brown and yellow crystals (0.15 g) was
filtered and dried in vacuo (Figure S1, see Supplementary Materials). The crystal structure of the
brown prismatic crystals (2c) was determined using single crystal X-ray diffraction. The impurity
of the yellow prismatic crystals, which should presumably relate to the corresponding monoiodide,
was separated manually under a microscope, but still did not prove suitable for X-ray diffraction
experiments (Figure S1).

2.2. X-ray Diffraction Refinement

X-ray diffraction study of single crystals 2a–c was carried out with a Bruker D8 QUEST
diffractometer (Mo-Kα radiation, λ = 0.71073 Å, graphite monochromator). Collection, handling of data
and refinement of the unit cell parameters, as well as accounting for absorption, were carried out using
the SMART and SAINT-Plus programs [50]. All calculations were performed using SHELXTL/PC [51]
and OLEX2 [52] software. The structure was solved by direct method and refined by the method of
least squares in the anisotropic approximation for non-hydrogen atoms. Crystal data and structure
refinement parameters can be found in Table 1. A full list of bond lengths and valence angles are
shown in Tables S1 and S2. Full crystallographic data for the compounds can be obtained free of charge
from The Cambridge Crystallographic Data Centre (CCDC) (1829960 (2a), 1589820 (2b), 1589819 (2c)).

2.3. Sample Characterization

The 1H NMR and 13C NMR spectra were recorded on a Bruker Avance-500 500 and 126 MHz
apparatus (tetramethylsilane as an internal standard). The elemental compositions were determined
with a Carlo Erba CHNS-O EA 1108 analyzer. Raman spectra were obtained with a NTEGRA Spectra
spectrometer using a 632.8 nm line of the He–Ne+ laser for spectra excitation. The laser power on the
sample surface was about 0.2 μW. We had to take into consideration that due to decreased thermal
stability of higher polyiodides [53], the laser power should be thoroughly controlled in order to avoid
decomposition under laser explosion. The thermal analysis data have been obtained in the temperature
range of 25–700 ◦C using Netzsch STA F1 equipment at 10 K/min-1 heating rates in corundum crucibles
in an air atmosphere. The masses of the analyzed samples were 2.0–2.2 mg.
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Table 1. Crystal data and structure refinement for triiodides 2a–c.

Structure 2a 2b 2c

Empirical formula C16H13NS2I4, C11H11NS2I4, C8H13NS2I4
Temperature (K) 293 293 296.15
Crystal system triclinic triclinic monoclinic

Space group P-1 P-1 P21/n
a (Å) 9.775(7) 7.913(5) 12.1447(7)
b (Å) 9.868(6) 7.994(5) 10.2762(5)
c (Å) 12.890(8) 14.883(11) 13.9862(7)
α (◦) 96.416(19) 101.68(3) 90
β (◦) 98.49(2) 96.33(3) 108.053(2)
γ (◦) 117.72(4) 101.22(3) 90

Volume (Å3) 1065.24 893.29 1659.57(15)
Z 2 2 4

Density (g/cm3) 2.466 2.710 2.781
μ, (mm−1) 6.045 7.195 7.74

F(000) 720.0 653.4 1242.9
Crystal size (mm) 0.25 × 0.14 × 0.11 0.77 × 0.27 × 0.22 0.47 × 0.29 × 0.17

2θ range of data collection (deg) 5.9 to 59.22 5.66 to 66.48 6.12 to 79.2

Range of refraction indices
–13 ≤ h ≤ 13,
–13 ≤ k ≤ 13,
–17 ≤ l ≤ 17

–12 ≤ h ≤ 12,
–12 ≤ k ≤ 12,
–22 ≤ l ≤ 22

–21 ≤ h ≤ 21,
–18 ≤ k ≤ 18,
–24 ≤ l ≤ 25

Measured reflections 47057 52396 81480

Independent reflections
5968 (Rint = 0.0346,

Rsigma = 0.0186
6839 (Rint = 0.0357,

Rsigma = 0.0208)
9984 (Rint = 0.0432,

Rsigma = 0.0315)
Refinement variables 211 165 142
Goodness-of-fit on F2 1.039 1.049 1.104

R factors for F2 > 2σ(F2)
R1 = 0.0283,

wR2 = 0.0623
R1 = 0.0450,

wR2 = 0.1007
R1 = 0.0543,
wR2 = 0.117

R factors for all reflections R1 = 0.0431
wR2 = 0.0683

R1 = 0.0611
wR2 = 0.1098

R1 = 0.1107
wR2 = 0.1171

Residual electron density
(min/max) (e/Å3) 0.61/−1.29 1.98/−2.24 3.13/−3.71

2.4. Theoretical Calculations

Periodic Kohn–Sham calculations were performed in the CRYSTAL17 program package [54],
employing the B3LYP exchange-correlation functional. K-point sampling was done using a
Monkhorst–Pack grid of 8 × 8 × 8. The modified DZVP basis set was used for iodine atoms [55], and
the 6-31G** Gaussian type basis sets were used for the C, H, N and S atoms from [56]. Calculations of
the electron localization function (ELF) [7] distribution in the planes, in which the S...I interactions
lay, were performed using the TOPOND program [57]. The values of the electron density (ED) and
electrostatic potential (ESP) along the line between the S and I atoms were derived due to the additional
output procedure in TOPOND approximating the interatomic line by 200 points.

3. Results and Discussion

3.1. Structural Characterization of Compounds 2a–c

The crystal structures of compounds 2a,b belong to the triclinic crystal system. The crystallographic
cell consists of two ionic pairs of 2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium cations with
triiodide anions. Compound 2c crystallizes in a monoclinic lattice with four ionic pairs of
3,5,6,7-tetrahydro-2H-thiazolo[2,3-b][1,3]thiazin-4-ium cations with triiodide anions (Figure 2). The
summary of geometric parameters of the S...I interactions and bond lengths within triiodide anions
can be found in Table 2.
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(a) (b) (c) 

Figure 2. Crystal packing of 2a (a); 2b (b) and 2c (c) with thermal ellipsoids of 50% probability, view
along the b crystallographic axis.

Table 2. Experimental geometric parameters of S . . . I interactions in 2a–c crystal structures.

Distance S . . . I, Å C–S . . . I Angle, ◦ S . . . I–I Angle, ◦ I–I in I3
−, Å

2a S2 . . . I2: 3.707 C1–S2 . . . I2: 142.27 S2 . . . I2–I4: 110.54 2.917; 2.917

2b
S2 . . . I2: 3.775 C1–S2 . . . I2: 161.54 S2 . . . I2–I1: 110.53; I3

– (1): 2.912; 2.912
S2b . . . I2: 3.778 C10–S2b . . . I2: 153.69 S2b . . . I2–I1: 32.93 I3

– (2): 2.931; 2.931

2c

S4 . . . I3: 3.910 C9–S4 . . . I3: 165.72 S4 . . . I3–I2: 96.39 I3
– (1): 2.904; 2.936

S3 . . . I8: 3.699 C9–S3 . . . I8: 166.14 S3 . . . I8–I7: 96.41
S2 . . . I1: 3.902 C1–S2 . . . I1: 172.07 S2 . . . I1–I2: 77.78 I3

– (2): 2.931; 2.933
S1 . . . I6: 3.734 C1–S1 . . . I6: 165.23 S1 . . . I6–I7: 96.74

3.2. Noncovalent Bonds Formed by Triiodide Anions: Electron Density Calculations

In crystal 2a, there is a typical halogen bond between the terminal iodine atom I4 of the triiodide
anion and a covalently bound iodine atom I5 as part of the CH–I fragment. Both the I4 and I2 atoms
of the triiodide anion in crystal 2a form the chalcogen bonds with S atoms of the heterocyclic cation.
In the triiodide anion of crystal 2b, both terminal atoms form two S . . . I interactions with almost
identical distances, but they differ in their C–S . . . I and S . . . I–I angle values (Table 2); the central
I1 and terminal I2 atoms are also involved in the I1 . . . H9 and I2 . . . H9 hydrogen bonds. Crystal
structure 2c represents a case of a typical chalcogen bond where the C8 . . . S2–I3 angle tends to 180◦
and S2–I3–I1 is nearly a right angle, so that the mutual orientation of the electrophilic site of S2 and the
nucleophilic region of I3 fits in the best way. Note that the terminal I atoms in the triiodide anions of 2c
are involved in multiple noncovalent interactions, among which the most significant are chalcogen
bonds S4 . . . I3, S3 . . . I8, S1 . . . I6, S2 . . . I1 and halogen bond I3 . . . I5 with iodine atom I5 in the
organic cation.

The representation of regions with a concentration and depletion of electron pairs in molecules and
crystals can be done using the electron localization function (ELF) [7]. This function is dimensionless
and is normalized from 0 to 1, where the value 0.5 corresponds to the case of uniformly distributed
one-electron gas. It is particularly interesting in the case of halogen atoms, as it is known that their
electron concentration regions form the belt in the equatorial part of an atom [58]. ELF for I atoms in
the triiodide anions (Figure 3) clearly reveals the regions of electron accumulation (shown in orange)
and electrophilic sites—regions of electron depletion on the extension of the I–I bond. However,
for the bound S atom, the electrophilic site region is not always clearly seen in ELF, because it can
be camouflaged by the electron concentration region that give a pronounced projection of high ELF
values onto the considered plane of atomic interactions. This fact complicates the identification of the
orientation of the bound S and I atoms. Accordingly, in such a case, we have applied the electronic
criterion [48] that allows us to identify the atom (S or I) that has provided the electrophilic site and
defined the name of interaction; in our case, it is either a halogen or chalcogen bond. The examples of
the main considered S . . . I interactions in the studied crystals are presented in Figures 3 and 4.
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(a) (b) (c)  

Figure 3. Electron localization function (ELF) distribution in S . . . I motives in the structures (a) 2a
(plane I4—I2 . . . S2); (b) 2b (plane I1–I2 . . . S2); and (c) 2c (plane I3–I2 . . . S4).

(a) (b) (c)

Figure 4. ORTEP diagrams of crystal structures illustrating the typical S . . . I chalcogen bond (on top);
on bottom: gradient fields, atomic basins and bond critical points of electron density (red lines and
points), electrostatic potential distributions (blue lines) for typical chalcogen bonds (a) 2a (plane I4—-I2
. . . S2); (b) 2b (plane I2–I1 . . . S2); and (c) 2c (plane I3–I2 . . . S4).

Let us consider the S . . . I and other interactions in the studied crystals from the calculated
electron density and electrostatic potential point of view as this approach has already been proven to
be demonstrative [59,60]. Figure 4 illustrates the examples of S . . . I chalcogen bonds in the considered
crystals as well as the verification of non-covalent bonding type based on the electronic criteria.
Within QTAIM [6], a zero-flux condition of the gradient vector field of electron density defines the
boundaries of chemically bonded atoms, while basin boundaries in the electrostatic potential demarcate
electrically neutral atomic fragments [61]. The map of the gradient field of electron density (Figure 4)
allows us to recognize the boundaries of atomic basins. If this map is superimposed on the map of
electrostatic potential distribution, it can be seen that the boundaries of electrically neutral atoms
located using electrostatic potential do not coincide with the boundaries of atomic basins in electron
density. This means that the fraction of electrons formally belonging to I atoms are attracted to S nuclei
along the highlighted directions. This is the general feature of chalcogen bonding. The images in
Figure 4 are accompanied by the bond critical points (bcp) with values of electron density given in
Table S3.
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As a simplification, the order of electron density and electrostatic potential minima along the S . . .
I line can give a clue about the localization of the electrophilic site for typical and unobvious cases of
halogen/chalcogen bonding. In this case, the formulation of previously suggested electronic criterion
becomes more demonstrative. For the S1 . . . I4 (2a), S2 . . . I2 (2b) and S4 . . . I3 (2c) bonds in Figure 5,
the minima of electrostatic potential (ESP) are located at the side of the I atoms donating electrons;
the minima of electron density (ED) are placed closer to the S atoms which deliver their electrophilic
site for noncovalent bonding. The arrows in Figure 5 show the direction in which the electron density
of the I atom is attracted to the electrophilic site of the S atom. Thus, for all the cases of illustrated I . . .
S noncovalent bonds in 2a–2c, we ascribe such interactions to a chalcogen bonding.

   
(a) (b) (c) 

Figure 5. One-dimensional distributions of electron density (ED) and electrostatic potential (ESP)
functions (a.u.) along the S . . . I chalcogen bonds in 2a (a), 2b (b) and 2c (c) illustrating that the positions
of electron density minimum (EDmin) are closer to the S atoms; interatomic distances are in Bohr.

3.3. Raman Spectroscopy Data

Experimental Raman spectra of the studied crystals are presented in Figure 6. On the spectrum of
crystal 2c, we clearly see two overlapping bands corresponding to the two symmetrically independent
triiodide anions in the crystallographic cell. As both of them are symmetric, we see only the band of
symmetric stretching vibration of the triiodide anion at 112.1 cm−1 and 113.7 cm−1 and do not see the
band of antisymmetric vibration, usually observed in the range of 120–140 cm−1 [30].

Figure 6. Experimental Raman spectra of crystals 2a–c in the low-frequency region.

The spectra of crystals 2a and 2b are very similar and have weak bands at 138 cm−1, 149 cm−1 and
168 cm−1, which are not attributed to the anionic vibrations and relate to libration and deformational
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vibrations of the tricyclic dihydrobenzothiazolo[2,3-b]thiazin-5-ium system. The intense triiodide
vibration bands are located at 118 cm−1 (2a) and 115 cm−1 (2b).

The correlation between the I–I bond lengths in the triiodide anion and the observed experimental
wavenumbers of symmetric vibration is not so clear and evident as in case of iodine complexes [62,63].
For example, one of the triiodide anions in the crystal 2c has the same bond length as in 2a (2.9170
Å), but its wavenumber is much lower: 113 cm−1 (2c) and 118 cm−1 (2a), respectively. Such a spectral
difference may reveal the effects that are beyond the geometric contribution on the level of bond length
analysis and may be due to the effect of noncovalent interactions and crystal surrounding. Thus, as
the isolated triiodide in 2c demonstrates a lower wavenumber, it has weaker I–I bonding within the
triiodide anion in comparison to the anion in crystal 2a, demonstrating the band at 118 cm−1.

Such features of bonding strength in triiodide anions according to spectral data are also reflected
in quantum-topological analysis of electron density. The electron density value at the bond critical
point of the I–I bond in the triiodide anion is slightly higher in crystal 2a (0.0433 a.u.) than in crystal 2c
(0.0419 a.u.), although the calculated equilibrium distances in these structures are identical (Table 2).

This fact is in agreement with the experimental spectral data and electron density values at the
I–I bond critical point. Thus, the combination of experimental Raman characteristics together with
calculated electron density descriptors can enrich the understanding of bond properties within the
triiodide anion beyond the geometric approach based on bond length analysis.

3.4. Thermal Analysis Data

Thermoanalytical curves of TG-DSC analysis for crystals 2a–c are presented in Figure 7. The
summary of the decomposition characteristics can be found in Table 3. All samples demonstrate
multistep decomposition and rather high thermal stability for polyiodides; decomposition in all cases
starts above 150 ◦C.

   
(a) (b) (c) 

Figure 7. Thermogravimetric (TG), differential scanning calorimetry (DSC) and differential
thermogravimetric (DTG) curves of crystals: 2a (a), 2b (b) and 2c (c).

Table 3. Thermal decomposition features of crystals 2a–c.

2a 2b 2c

Melting Point (◦C) 141 127 122.5
Decomposition start (◦C) 162*smooth 222 160

DTG peak 1 (◦C) 180–210 249 215
DTG peak 2 (◦C) 277 310 252

Mass loss, peak 1 and 2 (%) 83.4 89.9 90.3

We can attempt to compare thermal decomposition and melting temperatures in the series of
heterocyclic derivatives with the thiazolo-thiazinium fragment and with the same anion composition
in order to try and find some trends due to differences in noncovalent interactions in the analyzed
structures. A comparison of the data listed in Tables 2 and 3 shows that melting points decrease in the
row 2a > 2b > 2c (Table 1). The structural complexity of cations reduces in the order 2a – 2b – 2c from
the tricyclic system with the voluminous phenyl substituent (2a) to the same tricyclic system but with

37



Crystals 2019, 9, 506

the small –CH2I substituent (2b) to the bicyclic thiazolo-thiazinium system (2c), leading to a lower
melting point for structure 2c.

All studied triiodides tend to decompose only in the melt (no mass loss is observed before
the melting point), although here the universal trend is not so evident: structure 2b demonstrates
remarkably high thermal stability (222 ◦C, almost a 100 ◦C stability range of the melt), which is
significantly higher than that for the other two structures. This fact may be due to the existence of
four S . . . I interactions involving both the terminal iodine atoms of triiodide anion in 2b, organized
in such a way that the anion is trapped into the cage of four neighboring organic cations (Figure 3b).
This fact can lead to a higher retention of iodine in the melt, as typically the first decomposition stage
of polyiodides usually includes the loss of I2 from the triiodide anion [64,65]. Similar conclusions
concerning melting and decomposition of crystals with C–Se . . . O/N chalcogen bonds were found in a
recent study [66].

The crystal structures of compounds 2a and 2c are similar to the zigzag-like location of triiodide
anions, while the crystal structure of 2b demonstrates layered packing of organic cations, as the
benzothiazolo-thiazinuim cycle is flatter than the corresponding thiazolo-thiazinium and especially
than phenyl-substituted 2a. Such layered organization in crystal 2b can lead to more effective
capsulation of triiodide anions in the cage of the cations, which can be one of possible reasons for
comparatively higher retention of iodine in the melt in the row of triiodides 2a – 2b – 2c. Based on
quantum-topological analysis of the electron density properties (Tables S3 and S4) and thermal analysis
data, we can make some inferences. Firstly, both triiodides in structure 2b are relatively weakly bound
with crystalline surrounding; the only rather strong chalcogen bond S . . . I (3.7208 Å, the value of
electron density at the bond critical point (rbcp) = 0.008 a.u.) dominates. Secondly, in structure 2a,
we observe a moderate number of bond critical points but only for one symmetrically independent
triiodide anion. The other is weakly bound to the crystal surrounding. Thirdly, in structure 2c, the
numerous weak I . . . H interactions are formed with each of the triiodide anions; one relatively short
and strong I . . . H hydrogen bond (2.8940 Å, (rbcp) = 0.0114 a.u.) stands out from all others. Chalcogen
S . . . I and halogen I . . . I bonds between the cation and anion are also observed. In general, the 2a >
2b > 2c melting point order is reversed for the overall density in the bond critical points of cation . . .
cation (H . . . H, C . . . I, S . . . H, C . . . C) interactions.

4. Conclusions

The synthesized crystal structures of 2H-benzo[4,5]thiazolo[2,3-b][1,3]thiazin-5-ium and
3,5,6,7-tetrahydro-2H-thiazolo[2,3-b][1,3]thiazin-4-ium triiodides were characterized using single
crystal X-ray diffraction, Raman spectroscopy, and thermal analysis. The type of noncovalent bonds
were described on the basis of periodic quantum-chemical calculations revealing cation . . . anion
chalcogen S . . . I bonds and halogen I . . . I bonds. In the cases of ambiguous mutual orientation
of noncovalently bound atoms, the electronic criterion of the disposition of electron density and
electrostatic potential minima was used; all considered S . . . I interactions were categorized as
chalcogen bonds. Raman spectra and local properties of electron density allowed us to reveal the
influence of noncovalent bonds on the properties of triiodide anions with equal bond length: the more
bound iodine atoms was the reason for a stronger I–I bond within the triiodide anion. The thermal
analysis data showed that the layered packing of benzothiazolo-thiazinium triiodide promoted effective
capsulation of triiodide anions due to hydrogen and chalcogen bonding and might act as a stabilizing
factor, providing comparatively higher thermal stability and iodine retention in the melt.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/10/506/s1,
Table S1: Bond lengths for triiodides 2a, 2b and 2c, Table S2: Bond angles for triiodides 2a, 2b and 2c, Figure S1:
Crystal habit of triiodide 2c (ruby red) and corresponding monoiodide (light yellow) under 4× microscope
magnification, Table S3: Local properties at bond critical points (bcp) of noncovalent interactions formed by
triiodide anions in 2a, 2b and 2c crystals, Table S4: Local properties at bond critical points of noncovalent
interactions formed by organic cations in 2a, 2b and 2c.
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Abstract: Dihydrogen bonds attract much attention as unconventional hydrogen bonds between
strong donors of H-bonding and polyhedral (car)borane cages with delocalized charge density. Salts
of closo-borate anions [B10H10]2− and [B12H12]2− with protonated organic ligands 2,2’-dipyridylamine
(BPA), 1,10-phenanthroline (Phen), and rhodamine 6G (Rh6G) were selectively synthesized to
investigate N−H...H−B intermolecular bonding. It was found that the salts contain monoprotonated
and/or diprotonated N-containing cations at different ratios. Protonation of the ligands can be
implemented in an acidic medium or in water because of hydrolysis of metal cations resulting in the
release of H3O+ cations into the reaction solution. Six novel compounds were characterized by X-ray
diffraction and FT-IR spectroscopy. It was found that strong dihydrogen bonds manifest themselves
in FT-IR spectra that allows one to use this technique even in the absence of crystallographic data.

Keywords: boron cages; dihydrogen bonds; hirshfeld surface

1. Introduction

The term “secondary bonds” was introduced by Alcock almost 50 years ago [1] when he described
weak bonds found in crystals of inorganic compounds which are shorter than the sum of the wan der
Waals radii of the atoms involved in the interaction but longer than the covalent bonds. These bonds
are also called non-bonding or non-valent specific bonds [2–5]. Among all types of non-bonding bonds,
hydrogen bonds were the only ones to be considered in detail for a long time, as this type of bond is
the most important among intermolecular interactions [6–8]. Hydrogen bonds are attractions arising
between a hydrogen bond bound with a more electronegative atom (a hydrogen bond donor) and
another atom bearing a long pair of electrons (a hydrogen bond acceptor).

There is no doubt that these interactions play a critical role in the organization of the structure of
solid compounds and packing, which directly affects their properties. A great number of studies are
devoted to this problem, and this topic remains of current interest.

We focused on so-called dihydrogen bonds (DHB) that arise between B–H groups of boron
clusters and a protic hydrogen moiety (H–X). Boron clusters (boranes [9–14], carboranes [15],
metalloboranes [16,17], and their derivatives) belong to boron hydrides and tend to form numerous
DHB with the H–X groups (X = C, O, N) of cations, ligands or solvent molecules found in crystals of
their compounds; some of them have been highlighted in a number of studies [18–24] and generalized
in reviews [25–28]. The indirect evidence of DHB formed is provided by IR spectroscopy when
analyzing the region of the stretching vibrations of the BH groups (2500–2100 cm–1). It should be
noted that the perhalogenated boron clusters also participate in non-bonding interactions and can be
identified by spectroscopic methods. In particular, numerous B–Cl . . . H–X and B–Cl . . . X interactions
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were found in salts and complexes of the [B10Cl10]2− anion by analyzing the 35Cl NQR spectroscopy
and X-ray diffraction data of the products obtained [29–31].

The most common type of DHB found in compounds of the [BnHn]2− boron clusters (n = 10, 12)
are the B–H . . . H–N bonds realized between the BH groups of the boron clusters and N-containing
cations or molecules. The closest to the present study’s detailed discussion of this type of bonds was
reported for salts of the closo-decaborate anion with monoprotonated and diprotonated bipyridine
[HBipy]2[B10H10] and [H2Bipy][B10H10] [32,33], respectively, which were studied by X-ray diffraction;
atomic charges were determined by the Hirshfeld’s method. The authors reported the difference
density maps and discussed the electron distribution of the electron density and the electron transfer
between the boron cluster and the cation.

Here, we consider the B–H . . . H–N DHB found in salts of the [BnHn]2− boron clusters (n = 10,
12) and N-containing monoprotonated and diprotonated organic bases (2,2’-dipyridylamine (BPA),
1,10-phenanthroline (Phen), and rhodamine 6G (Rh6G)); the compounds have been studied by X-ray
diffraction techniques and IR spectroscopy.

2. Materials and Methods

Elemental analysis for carbon, hydrogen, and nitrogen content was performed using a CHNS-3
FA 1108 automated elemental analyzer (Carlo Erba Instruments, Milan, Italy). Boron content was
determined on an iCAP 6300 Duo ICP emission spectrometer (Thermo Scientific, Waltham, USA) with
inductively coupled plasma. The samples were dried in a vacuum at room temperature to a constant
weight, thus obtaining solvent-free forms.

IR spectra of the crystals obtained were recorded on an Infralum FT-02 Fourier-transform
spectrophotometer (Lumex, St. Petersburg, Russia) in the range of 4000–600 cm−1 at a resolution of
1 cm−1. Samples were prepared as Nujol mulls or were recorded in thin layer; NaCl pellets were used.

2.1. Synthesis

DMF (HPLC), acetonitrile (HPLC), CF3COOH as well as solid BPA, Phen, rhodamine Rh6G·HCl,
and CuSO4·5 H2O were purchased from Sigma-Aldrich and used without additional purification.
[Et3NH]2[B10H10] and [Et3NH]2[B12H12] were prepared from decaborane-14 using the known synthetic
procedures [34,35].

(HBPA)2(H2BPA)[B10H10]2 (1)

A solution of [Et3NH]2[B10H10] (0.4 mmol) in water (10 mL) was added to a solution of BPA
(0.8 mmol) in acetonitrile (10 mL). Glacial trifluoroacetic acid CF3COOH (5 mL) was added dropwise
to the resulting mixture when stirring. The reaction mixture was allowed to stand at room temperature
in a beaker covered with a watch glass. Yellow crystals 1·2H2O precipitated after 48 h from the
corresponding reaction mixture, which were filtered off, washed with water (2 × 5 mL), and dried in
air. Yield, 82%. 1: C30H51N9B20: Calculated (%): C, 47.79; H, 6.82; N, 16.72; B, 28.7. Found: C, 47.71; H,
6.83; N, 16.69; B, 28.5. IR, cm−1 (Nujol mull): 3286s, 3236, 3204, 3136, 2543, 2492, 2444, 2420, 1641s,
1591s, 1557, 1528, 1468s, 1435, 1378s, 1237, 1162, 1108, 1061, 1013, 904, 839, 787s, 781, 773s.

[PhenH]2[B12H12] (2)

A solution of [Et3NH]2[B12H12] (0.4 mmol) in water (10 mL) was added to a solution of Phen
(0.8 mmol), respectively, in acetonitrile (10 mL). Glacial trifluoroacetic acid CF3COOH (5 mL) was added
dropwise to the resulting mixtures. The reaction mixture was allowed to stand at room temperature in
a beaker covered with a watch glass. Yellow crystals 2·2H2O precipitated after 48 h, which were filtered
off, washed with acetonitrile (2 × 5 mL), and dried in air. Yield, 77%. 2: C24H30N4B12: Calculated (%):
C, 57.17; H, 6.00; N, 11.11; B, 25.7. Found: C, 57.15; H, 6.02; N, 11.09; B, 25.6. IR, cm−1 (Nujol mull):
3098, 3063, 2487, 2443, 1629, 1608, 1586, 1522s, 1461s, 1431s, 1416s, 1226, 1056s, 875, 851s, 783, 738s, 719.
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(NHEt3)(HBPA)[B10H10] (3)

A solution of [Et3NH]2[B10H10] (0.4 mmol) in acetonitrile (10 mL) was added to a solution of
BPA (0.4 mmol) in the same solvent (10 mL). Glacial trifluoroacetic acid CF3COOH (5 mL) was added
dropwise when stirring the reaction mixture. The reaction mixture was allowed to stand at room
temperature. Yellow crystals 3·2CH3CN started to precipitate after 30 min; after 2 h, they were filtered
off, washed with acetonitrile (2 × 5 mL), and dried in air. Yield, 55%. 3: C16H36N4B10: Calculated (%):
C, 48.95; H, 9.24; N, 14.27; B, 27.5. Found: C, 48.96; H, 9.22; N, 14.25; B, 27.2. IR, cm−1 (Nujol mull):
3467, 3316, 3255, 3212, 3145, 3111, 2499, 2466, 2448, 2404, 1648s, 1612, 1591s, 1528s, 1488s, 1466s, 1435,
1378, 1273, 1165s, 1018, 773s, 721.

[PhenH)]2[B10H10] (4)

A solution of [Et3NH]2[B10H10] (0.4 mmol) in acetonitrile (10 mL) was added to a solution of
Phen (0.8 mmol) in the same solvent (10 mL). Glacial trifluoroacetic acid CF3COOH (5 mL) was added
dropwise. The reaction mixture was allowed to stand at room temperature in a beaker covered with a
watch glass. Yellow solvent-free crystals 4 precipitated after 24 h, which were filtered off, washed with
acetonitrile (2 × 5 mL), and dried in air. Yield, 68%. C24H28N4B10: Calculated (%): C, 59.98; H, 5.87; N,
11.66; B, 22.5. Found: C, 59.99; H, 5.81; N, 11.59; B, 22.4. IR, cm−1 (thin layer): 3095, 3071, 30545, 3029,
2510, 2477, 2451, 2421, 1658, 1631, 1616s, 1595s, 1540s, 1468s, 1418, 1378s, 1316, 1285, 1214s, 1190, 1159,
1010s, 855, 844, 769, 719s, 715, 665, 622s.

[Rh6GH]2[B12H12] (5)

A solution of R6G·HCl (0.4 mmol) in water (10 mL) was added to a solution of [Et3NH]2[B12H12]
(0.8 mmol) in acetonitrile (10 mL). The reaction mixture was allowed to stand at room temperature
in a beaker covered with a watch glass. A red precipitate was formed after 24 h, which was filtered
off, washed with acetonitrile (2 × 5 mL), and dried in air. Red crystals 5·2CH3CN were recrystallized
from acetonitrile. Yield, 77%. 5: C56H74N4O6B12: Calculated (%): C, 65.37; H, 7.25; N, 5.45; B, 12.6.
Found: C, 65.41; H, 7.03; N, 5.39; B, 12.5. IR, cm−1 (Nujol mull): 3410, 3361, 2484, 2461, 2447, 2422,
2251w, 1727s, 1648, 1607s, 1571, 1549, 1531, 1500, 1467, 1366, 1305, 1255, 1191, 1146, 1079, 1056, 1026,
900, 847, 812, 785, 738.

[PhenH]2(Phen)2.5[B10H10] (6) and [Co(Phen)3][B10H10] (7)

Compound 6 was obtained in the course of cobalt(II) complexation reaction proceeded in water.
We used the procedure similar to those indicated in [36] but the reaction was carried out in water
instead of acetonitrile or DMF as follows. A solution of [Et3NH]2[B10H10] (0.4 mmol) in water (10 mL)
was added to a solution containing CoCl2·6 H2O (0.4 mmol) and Phen (1.2 mmol) in water (10 mL).
Orange precipitate [Co(Phen)3][B10H10] (7) was formed in good yield (85%), which was filtered off
and dried. After 48 h, light-yellow crystals 6·0.5H2O precipitated from the mother solution; they were
filtered off and dried in air. Yield of 6, < 10%. 6: IR, cm−1 (Nujol mull): 3164, 3152, 3027, 2495, 2476,
2414, 1656, 1651, 1618, 1610, 1543, 824s, 761s. C54H48N9B10: Calculated (%): C, 34.72; H, 2.59; N, 33.75;
B, 28.9. Found: C, 34.70; H, 2.57; N, 33.71; B, 28.7. 7: C36H34N6B10Co: Calculated (%): C, 60.24; H, 4.77;
N, 11.71; B, 15.0. Found: C, 60.21; H, 4.71; N, 11, 73; B, 14.9. IR, cm−1 (Nujol mull): 3052w; 2469, 2434;
1625, 1582w, 1519s, 1463s, 1427s, 1379, 1342w, 1225w, 1143w, 1103, 861s; 1009; 844s, 727s.

2.2. X-ray Diffraction

Experimental data for 1·2H2O, 2·2H2O, 3·2CH3CN, 4, 5·CH3CN, and 6·0.5H2O were collected at
low temperatures on Bruker Apex II CCD diffractometer using graphite monochromatted MoKα (1, 3,
5) radiation or CuKα (2) radiation with multilayer optics. Intensities of reflections for 4 and 6 were

45



Crystals 2019, 9, 330

obtained on Bruker Smart Apex CCD diffractometer. The structures were solved by direct method
and refined by full-matrix least squares against F2. Non-hydrogen atoms were refined anisotropically
except some disordered carbon and boron atoms. A BPA cation in 3 and a boron cage in solid 6 are
disordered over two sites, and were refined isotropically. A number of EADP and ISOR instructions
were applied to refine some moieties. Positions of H(C) and H(B) atoms were calculated, and those
of H(O) and H(N) atoms were located on difference Fourier maps, and then fixed at 0.87 and 0.88 Å.
All hydrogen atoms were included in the refinement by the riding model with Uiso(H) = 1.5Ueq(X)
for methyl groups and water molecules, and 1.2Ueq(X) for the other atoms. All calculations were
made using the SHELXL2014 [37] and OLEX2 [38] program packages. The crystallographic data and
experimental details are listed in Table S1 (see Supporting Information).

The crystallographic data for 1·2H2O, 2·2H2O, 3·2CH3CN, 4, 5·CH3CN, and 6·0.5H2O have been
deposited with the Cambridge Crystallographic Data Centre as supplementary publications under
the CCDC numbers 1917700–1917705. This information may be obtained free of charge from the
Cambridge Crystallographic Data Centre via www.ccdc.cam.ac.uk/structures. Hirshfeld surfaces were
depicted with CrystalExplorer2.0 [39].

The X-ray powder diffraction patterns of compounds 4, 5·2CH3CN, and 7 were measured on a
Bruker D8 Advance diffractometer (CuKα1) at RT with LynxEye detector and Ge(111) monochromator,
θ/2θ scan from 5◦ to 80◦, step size 0.01125◦ at the Shared Equipment Center of the Kurnakov
Institute. The measurements were performed in transmission mode with the sample deposited in the
single-crystal oriented silicon cuvette. The crystals were thoroughly triturated before measurements.
The X-ray powder diffraction patterns for 4, 5·2CH3CN, and 7 are shown in Figures S11–S13 (see
Supplementary Materials).

3. Results and Discussion

3.1. Synthesis and Structures of Salts of the Boron Clusters with Monoprotonated and Diprotonated
Organic Bases

The target salts of the boron cluster anions and N-containing cations were synthesized by the
reaction between salts [Et3NH]2[B10H10] or [Et3NH]2[B12H12] and neutral organic bases Phen, BPA in
the presence of CF3COOH in CH3CN and CH3CN/water. The reactions proceeded according to the
general reaction scheme:

[BnHn]2− + 2 L + CF3COOH→ LH+ + LH2
+ + [BnHn]2−

(L = Phen, BPA; n = 10, 12)

For Rh6G, the reaction proceeded between Rh6G·HCl and [Et3NH]2[B12H12] in acetonitrile.
It was found that the protonation of the N-containing organic bases L proceeded non-selectively;

monoprotonated and diprotonated cations were present in the reaction solution simultaneously and
the composition of the final product varied. The majority of crystals of the final products contained the
corresponding solvent molecules.

When the reaction proceeded in CH3CN/water in the acidic medium, salts
(HBPA)2(H2BPA)[B10H10]2·2H2O (1·2H2O) and [PhenH]2[B12H12]·2H2O (2·2H2O) were isolated which
contained diprotonated and/or monoprotonated ligands.

Asymmetric unit of 1·2H2O contains two monoprotonated cations HBPA+, a diprotonated cation
H2BPA2+, two [B10H10]2- anions and two water molecules (Figure 1a). Cations HBPA+ are flat as their
pyridyl fragments take part in intramolecular hydrogen bonding N–H...N (r(N...N) = 2.593(9) and
2.586(9) Å, NHN 133.6º and 133.4◦). Both HBPA+ are also connected with water molecules via the
N–H...O hydrogen bonds with bridge amino groups (r(N...O) = 2.727(6) and 2.751(6) Å, NHO = 158.7
and 162.0◦). All OH groups of water molecules are directed to equatorial atoms of the boron cluster
anions (H...H 1.94–2.26, H...B 2.45–2.57 Å). The H2BPA2+ cation is non-planar; the dihedral angle
between planes of the pyridine cycles is 44.0(3)◦. The NH groups of the pyridine cycles form very
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short contacts with the apical BH groups of the boron cluster anions, additionally supported with a
longer bifurcate B–H...H(N)...H–B dihydrogen bonding between a bridging NH-group and equatorial
atoms of boron cages.

Figure 1. Asymmetric unit of 1·2H2O in representation of atoms with thermal ellipsoids (p = 50%).
H-bonds are depicted with dotted lines.

A similar reaction with the closo-dodecaborate anion and Phen resulted in isolation of salt
2·2H2O, which contained two monoprotonated HPhen+ molecules per one closo-dodecaborate anion.
Asymmetric unit of this salt contains one cation, two water molecules and half of anion (Figure 2).
Water molecules form a dimer through a H-bond (r(O...O) = 2.742(5) Å, OHO = 173.2◦). One of two
water molecules is involved in H-bonding with two HPhen+ cations (r(N...O) = 2.802(3)–2.125(4) Å,
OHN = 120.9–152.6◦). The second forms dihydrogen bonds with two anions.

Figure 2. Fragment of the structure of 2·2H2O in representation of atoms with thermal ellipsoids
(p = 50%). Only symmetrically independent boron atoms are labeled. H-bonds are depicted with
dotted lines.

As it follows from crystal structures of 1·2H2O and 2·2H2O, water molecules both act as likely
acceptors of hydrogen bonding towards H(N) atoms to form dihydrogen bonds, and as more likely
donor groups towards boron cages as compared with protonated ligands. Thus, a series of salts was
obtained in anhydrous reaction conditions. When the reaction under discussion was carried out in
the acetonitrile/CF3COOH system, compounds (Et3NH)(HBPA)[B10H10]·2CH3CN (3·2CH3CN) and
[PhenH)]2[B10H10] (4) were obtained for BPA and Phen, respectively. No diprotonated cations were
found in the compounds synthesized.
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Asymmetric unit of 3·2CH3CN contains two organic cations, HBPA+ and Et3NH+, the closo-decaborate
anion and two acetonitrile molecules (Figure 3). Both cations were found to be disordered, and the
disorder could not be resolved in non-centrosymmetric groups of lower symmetry. The distorted
geometry and high errors do not allow us to unambiguously determine positions of H(N) atoms in
the amino-pyridilium cation, but planar conformation of HBPA+ allows us to propose intramolecular
hydrogen bonding N–H...N, while the amino groups N(3)–H and N(1)–H form dihydrogen N–H...H–B
bonds with equatorial atoms of the closo-decaborate anion. The Et3NH+ cation interacts with apical
atoms of the anion. Acetonitrile molecules are involved in weak C–H...N bonding with methyl groups
of Et3NH+.

Figure 3. Asymmetric unit of 3·2CH3CN in representation of atoms with thermal ellipsoids (p = 50%).
H-bonds are depicted with dotted lines.

When Phen was allowed to react with the closo-decaborate anion in acetonitrile in the presence of
trifluoroacetic acid, a solvent-free salt [PhenH)]2[B10H10] (4) was isolated. This compound contains two
independent [B10H10]2− anions and four PhenH+ cations (Figure 4). The independent closo-decaborate
anions have different environments. The B(1)–B(10) anion is situated in a hydrophobic 'cavity' formed
by cations; and takes part in B–H . . . H–C and B–H . . . π interactions only. The B(11)–B(20) anion
besides these hydrophobic interactions forms also contacts with the NH-groups via equatorial and
apical boron atoms with three cations. The intramolecular N–H...N hydrogen bond is found in all
cations (r(N...N) = 2.697(6)–2.723(6) Å, NHN = 104◦–105◦). In addition, the NH groups of the three
cations form shortened contacts with the closo-borate anions (see above), and one cation does not
participate in the contacts.

Figure 4. Asymmetric unit of 4 in representation of atoms with thermal ellipsoids (p = 50%). H-bonds
are depicted with dotted lines.
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For rhodamine Rh6G, we obtained a salt with the [Rh6GH]2[B12H12]·2CH3CN composition
(5·2CH3CN). This compound was synthesized in an acetonitrile/water solution when Rh6G·HCl was
used and the precipitate obtained was recrystallized from acetonitrile. Asymmetric unit of this salt
contains a protonated cation, half the closo-dodecaborate anion, and an acetonitrile molecule (Figure 5).
The angle between mean planes of the phenyl ring and condensed rings of the Rh6GH+ is 116.9(1)◦.
Cations and anions from infinite chains connected through dihydrogen N−H...H−B bonds. There exist
π...π stacking between parallel Rh6GH+ molecules situated 3.490(1) Å from each other, additionally
supported with C=O...H−C interactions.

Figure 5. Fragment of the structure of 5·2CH3CN in representation of atoms with thermal ellipsoids
(p = 50%). Only symmetrically independent atoms are labelled. H-bonds are depicted with dotted lines.

Note that acidic media can be created not only by the presence of an acid in reaction mixtures but
also because of hydrolysis of metal cations in aqueous solutions. In particular, when we studied the
cobalt(II) complexation with Phen in the presence of the closo-decaborate anion, two products were
isolated, namely tris-chelate cobalt(II) complex [Co(phen)3][B10H10] (7) (main product) [36] and a salt
of the closo-decaborate anion with Phen (6). The reaction proceeded in the water/acetonitrile system
according to the scheme:

CoCl2 + 3 Phen + [B10H10]2− → [Co(Phen)3][B10H10] (7) + [H2(Phen)4.5][B10H10] (6)
Cobalt(II) complex 7 was characterized by elemental analysis, IR spectroscopy, and powder X-ray

diffraction data. It was found that its powder X-ray diffraction pattern coincided with that calculated
from the X-ray diffraction data reported [36].

After precipitation of complex 7, single crystals 6·0.5H2O were obtained from the reaction mixture
in low yield. It was found that they contain salt of the closo-decaborate anion with non-protonated
and monoprotonated Phen molecules [H2(Phen)4.5][B10H10]. Their preparation is explained by partial
hydrolysis of cobalt(II) cation in water according to the following scheme:

[Co(H2O)6]2+ + H2O↔ [Co(OH)(H2O)5]+ + H3O+

[B10H10]− + Phen + H3O+→ [H2(Phen)4.5][B10H10] (6)
As the concentration of protons in the resulting aqueous reaction solution was significantly lower

than that in the case when we used trifluoroacetic acid, final salt 6 contained not only protonated
ligand LH+ but neutral ligand L as well.

The asymmetric unit of compound 6·0.5H2O contains four and a half independent Phen molecules,
a disordered closo-decaborate anion, and partially occupied position of water molecule (Figure 6a).
None of H(N) atoms could be located on difference Fourier maps due to low crystal quality, and at
the same time their positions can be proposed from the most likely intermolecular hydrogen bonds.
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Three of Phen molecules are packed in stacks with an interplanar distance of ~3.5 Å, and these stacks
are connected by means of N−H...N bonds (r(N...N) = 2.82(2) Å, NHN = 159.4◦, only of two H-bonded
stacks should be charged in this case, thus, positions of H(N) protons are only half occupied, Figure 6b).
Besides, there exists a Phen molecule connected with a water molecule by means of H-bonds (r(N...O)
= 2.55(2) Å, NHO = 168.9◦), while hydrogen atoms of the water molecule should be directed towards
boron atoms of two cages. Thus, the only Phen molecule surrounded by H(C) and H(B) atoms is neutral.

Figure 6. (a) Asymmetric unit of 6 · 0.5H2O in representation of atoms with thermal ellipsoids (p = 50%).
(b) Fragment of unit cell of 6 · 0.5H2O along crystallographic axis c. H(C) atoms are omitted, N-H...N
bonds are dashed.

Therefore, when studying complexation of metals in water in the presence of ligands capable to
be protonated, it should be taken into account that the corresponding salts can be obtained with anions
present in reaction mixtures rather than metal complexes because metals can be reversible hydrolyzed
in aqueous solutions.

3.2. Hirshfeld Surface Analysis

Molecular Hirshfeld surface analysis is a convenient tool to rank the week intermolecular
interactions. The surfaces were previously used to investigate dihydrogen bonding in borane
salts [40,41] and metallocarboranes [42,43]. For the compounds studied, dihydrogen bonds form
86–99% of molecular surface. At the same time, both the nature of donor groups, and that of a
boron cage manifest themselves on Hirshfeld surfaces mapped with dnorm (Figure 7). The closest and
strongest of intermolecular interactions are depicted in red. In closo-decaboranes such interactions
appear between the anion and cations or water molecules, which also supports our conclusion that
water molecules are likely donors of H-bonding. All B−H...H−O interactions also satisfy criteria
of dihydrogen bonding given in Reference [24], particularly, r(H...H) < 2.2 Å and OHH > BHH.
B−H...H−N interactions in 1·2H2O, 3·2CH3CN and 4 also manifest themselves as red regions on highly
curved Hirshfeld surface mapped with dnorm. In closo-dodecaborates, the area of red regions seems
to be smaller than that for the same types of interactions in closo-decaborates and is more similar to
the Hirshfeld surface of metallocarboranes mapped with dnorm [43]. Besides B−H...H−N bonds, some
B−H...H−C interactions are also among the closest in crystals of 2·2H2O and 5·2CH3CN which was
characteristic of borane and bisborane salts [40,41].
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Figure 7. Molecular Hirshfeld surfaces of 1–5 mapped with dnorm.

Note that other types of dihydrogen bound could be found in boron-containing compounds.
In particular, the M···H–B interactions (M = Li, K) and homopolar CH···HC and BH···HB dihydrogen
bonds were found to exist in hydrogen storage materials LiN(CH3)2BH3 and KN(CH3)2BH3 [44];
they were described by the charge and energy decomposition method and the Interacting Quantum
Atoms approach. The BH···HB bonds were discussed by the authors as destabilizing, whereas the
CH···HC bonds should be considered stabilizing.
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3.3. IR Spectroscopy Data of Compounds Synthesized

IR spectroscopy is a perfect tool to determine the presence of dihydrogen bonds in compounds with
the boron cluster anions. For compounds containing neutral organic ligands, IR spectroscopy allows
one to determine whether an organic ligand is present in a free form, is coordinated by metal atoms or
is protonated. IR spectra of salts containing protonated N-containing organic ligands have pronounced
changes in regions of characteristic bands of the closo-borate anions and ligands L, particularly in
both B–H and N–H stretching vibrations, as compared to compounds with free ligands and alkaline
closo-borates. IR spectra of all compounds discussed are present in SI; selected IR data are shown in
Table 1.

Table 1. Maxima of ν(NH) and ν(BH) absorption bands in IR spectra of compounds 1–6 as compared
to alkali metal closo-borates (cm–1).

Compound ν(NH) ν(BH)

K2[B10H10] — 2529, 2461
Phen — —

4 3095 2510, 2477, 2451, 2421
6·0.5H2O 3164, 3152 2495, 2476, 2414

BPA 3255, 3181, 3102 —
1·2H2O 3286, 3236, 3204, 3136 2543, 2492, 2444, 2420

3·2CH3CN 3467, 3316, 3255, 3212, 3145, 3111 2499, 2466, 2448, 2404
Cs2[B12H12] — 2465

5·CH3CN 3410, 3361 2484, 2461, 2447, 2422
2·2H2O 3098, 3063 2487, 2443

In salts with cations [PhenH]+, a new band is observed in the ν(NH) region (3350–3100 cm–1),
which is an unambiguous evidence for the protonation of Phen. This band is observed for compound 6

with protons not localized by X-ray diffraction, indicating that NH groups are present in the structure.
Unlike Phen, BPA ligand in the free, non-protonated state contains NH groups which are

manifested as three ν(NH) bands. Salts with monoprotonated and diprotonated BPA contain four
(for 1) or five (3·2CH3CN) bands in the IR spectra, respectively, which reflects DHB between the BH
groups of the boron cluster anions and NH groups of the ligand. In addition, a ν(NH) band with a
maximum at 3467 cm−1 is observed in the spectrum of compound 3·2CH3CN which is assigned to the
triethylammonium cation from the starting salt.

Pronounced changes are observed in IR spectra of the final compounds in the ν(BH) region
(2550–2400 cm−1). Boron cluster anions are known to form numerous X–H . . . H–B interactions in
complexes and salts with cations and neutral molecules containing NH, CH, OH groups [28]. This leads
to splitting of the ν(BH) band to several components indicating the violation of the initial state of the
BH bonds in “free” (non-coordinated) boron clusters (such as alkaline closo-borates).

In the IR spectrum of K2[B10H10], two bands are observed which correspond to ν(BH) stretching
vibrations of apical and equatorial BH groups (Figure 8, curve 1). In the IR spectra of salts with the
[B10H10]2− anion and protonated ligands (curves 2–5), there is a pronounced splitting of this band,
therefore no bands corresponding to stretching vibrations of apical and equatorial BH groups can be
defined. In the spectrum of salts with the [B12H12]2− anion (curves 7 and 8), the ν(BH) band is also
split to several components because of DHB, while in the spectrum of Cs2[B12H12] (curve 6), one band
is observed indicating equivalence of all BH bonds in the B12 icosahedron.

In the IR spectra of salts under discussion there are changes in the intensities and redistribution of
bands in regions corresponding to vibrations of the phenyl rings of the heterocycles (1700–600 cm−1),
namely in the ν(CC) and ν(CN) regions (1650–1500 cm−1) as well as out-of-plane π(CH) vibrations
(850–700 cm−1) (see Table S2).

52



Crystals 2019, 9, 330

Figure 8. IR spectra (in the ν(BH) region) of compounds with (a) [B10H10]2− and (b) [B12H12]2−
anions in comparison with alkali closo-borates: (1) K2[B10H10]; (2) [PhenH]2[B10H10] (4); (3)
[H2(Phen)4.5][B10H10] (6); (4) (Et3NH)(BPAH)[B10H10] (3); (5) (BPAH)2(BPAH2)[B10H10]2 (1); (6)
Cs2[B12H12]; (7) [Rh6GH]2[B12H12] (5); (8) [PhenH]2[B12H12] (2).

4. Conclusions

Six novel salts of the closo-decaborate and closo-dodecaborate anions with cations of
2,2’-dipyridylamine, 1,10-phenanthroline, and rhodamine 6G were synthesized and studied by
IR spectroscopy and X-ray diffraction. Compounds contain monoprotonated and/or diprotonated
organic cations depending on the synthetic method. Numerous dihydrogen B−H...H−O and B−H . . .
H−N interactions between the boron clusters, water molecules and N-containing cations were detected.
Characteristic changes were found in the IR spectra of the compounds indicating unambiguously the
formation of dihydrogen bonds.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/7/330/s1,
Table S1: Crystallographic data and refinement parameters for crystals 1–6, Table S2: Maxima of selected
absorption bands in IR spectra of compounds 1–6 as compared to alkali metal closo-borates, Figure S1: IR
spectrum of K2[B10H10]·nH2O, Figure S2: IR spectrum of bpa, Figure S3: IR spectrum of (Hbpa)2(H2bpa)[B10H10]2
(1), Figure S4: IR spectrum of (NHEt3)(Hbpa)[B10H10] (3), Figure S5: IR spectrum of phen, Figure S6: IR
spectrum of [Hphen)]2[B10H10] (4), Figure S7: IR spectrum of [H2(phen)4.5][B10H10] (6), Figure S8: IR spectrum of
Cs2[B12H12], Figure S9: IR spectrum of [PhenH]2[B12H12] (2), Figure S10: IR spectrum of [Rh6GH]2[B12H12]·CH3CN
(5), Figure S11: Experimental and calculated X-ray diffraction patterns of [PhenH)]2[B10H10] (4); Figure S12:
Experimental and calculated X-ray diffraction patterns of [Rh6GH]2[B12H12]·CH3CN (5); Figure S13: Experimental
and calculated X-ray diffraction patterns of complex 7.
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Abstract: The peculiarities of interatomic interactions formed by fluorine atoms were studied
in four tosylate derivatives p-CH3C6H4OSO2CH2CF2CF3 and p-CH3C6H4OSO2CH2(CF2)nCHF2

(n = 1, 5, 7) using X-ray diffraction and quantum chemical calculations. Compounds
p-CH3C6H4OSO2CH2(CF2)nCHF2 (n = 1, 5) were crystallized in several polymorph modifications.
Analysis of intermolecular bonding was carried out using QTAIM approach and energy partitioning.
All compounds are characterized by crystal packing of similar type and the contribution of
intermolecular interactions formed by fluorine atoms to lattice energy is raised along with the
increase of their amount. The energy of intra- and intermolecular F . . . F interactions is varied in
range 0.5–13.0 kJ/mol. Total contribution of F . . . F interactions to lattice energy does not exceed 40%.
Crystal structures of studied compounds are stabilized mainly by C-H . . . O and C-H . . . F weak
hydrogen bonds. The analysis of intermolecular interactions and lattice energies in polymorphs of
p-CH3C6H4OSO2CH2(CF2)nCHF2 (n = 1, 5) has shown that most stabilized are characterized by the
least contribution of F . . . F interactions.

Keywords: organofluorine compounds; polymorphism; QTAIM; NCI; quantum chemical calculations;
lattice energy; intermolecular interactions; F . . . F interactions

1. Introduction

Organosulfur compounds containing fluorinated hydrocarbon moieties are usually considered
as dangerous hydrocarbon pollutants that destroy cell membranes [1,2]. Among these compounds,
perfluoroalkyl sulfonates, perfluoroalkyl sulfoacids, and sulfamides are the most dangerous and
pervasive in environment owing to their high stability and surfactant properties. On the other hand,
there are examples of application of above compounds in medicine as drug delivery vehicles [3,4]
and antimicrobial agents [5]. The presence of perfluorinated hydrocarbon moiety plays special role
in binding of these compounds with biomolecules in solution and in complexes with proteins via
hydrophobic interactions. For instance, perfluorooctane sulfuric acid can occupy the position between
peptide chains of serum albumin [6] mostly via weak van-der-Waals H . . . F interactions. Besides,
perfluoroalkyl chains can form aggregates (molecular ensembles, micelles [7], liquid crystal phases [8])
in which the role of F . . . F interactions can be considerable. The crystal structure can be considered
as a model for molecular associations of such compounds; and XRD techniques allow studying the
nature of weak intermolecular interactions in detail. The nature of interactions formed by fluorine
atoms in organic crystals was extensively studied in many articles [9–15]. Typically, intermolecular
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interactions in solids containing CF3 groups or fluorinated aromatic fragments are studied. Only few
papers devoted to investigation of compounds with alkyl perfluorinated substituents were published to
date [16,17]. Unfortunately, the computational studies in these articles are limited to dimers extracted
from crystal packing. In present paper we studied the nature of molecular association in four tosylate
derivatives with CF3 (1) and (CF2)nCHF2 (n = 1, 5, 7 in 2–4) groups using single crystal X-ray diffraction
and quantum chemical calculations utilizing periodic boundary conditions. Compounds 2 and 3 were
crystallized in two polymorphic modifications (2a, 2b, 3a, and 3b).

The studied compounds were synthesized as precursors for preparation of fluorinated azides.
In turn, they can be used for modification of biologically active molecules such as various antibacterial
agents. The compounds described herein contain fluorinated hydrocarbon moiety of different size
from short (C2F5 and CF2CHF2) to long (CF2)7CHF2), thus giving the opportunity to discover and
compare the effect of substituent on crystal packing and physicochemical properties of 1–4.

2. Materials and Methods

2.1. Chemicals and Reagents

All chemicals in this article were received from Sigma-Aldrich Chemical Company (St. Louis, MI,
USA) with pure grade.

2.2. Synthesis of Tosylates 1–4

General synthetic route for 1–4 was published by Yoshida [18] and used as is. Tosyl chloride (2.1 g,
11 mmol) in dichloromethane (20 mL) was added to a stirred suspension of an fluorinated alcohol
HOCH2CF2CF3 and HOCH2(CF2)nCHF2 (n = 1, 5, 7) (10 mmol), KOH (0.84 g, 15 mmol), triethylamine
(10 mg, 0.1 mmol) and trimethylamine hydrochloride (0.1 g, 1 mmol) in dichloromethane (20 mL) at
5–10 ◦C, and the mixture was stirred for 1 h and at room temperature for 3–5 h. 20 mL aqueous 1 M
hydrochloric acid solution was added to the mixture, the organic layer was separated, washed once
with 20 ml of water and dried with anhydrous sodium sulfate. The precipitate was filtered off; the
solvent was evaporated on a rotor, obtaining the desired tosylates. The melting points were identical
to published data: 1 (52–53 [19]), 2 (13–15 [20]), 3 (34–35 [21]), and 4 (43–44 ◦C [20]). The yields for 1–4

are equal to 80, 87, 95, and 95%, respectively. The crystals suitable for X-ray analysis were obtained
from reaction mass (1, 2a, and 4) and grown from liquid samples (2b, 3a, and 3b).

2.3. Single Crystal Structure Analysis

Single crystal X-ray studies of 1–4 were carried out in Center for molecule composition studies of
INEOS RAS using Bruker APEX II and Bruker APEX DUO diffractometers. All crystal samples were
colorless crystals with low melting point. To prevent damage of the samples and decrease of thermal
movement of atoms the measurements were carried out at 120 K.

The structures were solved by direct method and refined in anisotropic approximation for
non-hydrogen atoms. Hydrogens atoms of methyl, methylene and aromatic fragments were calculated
according to those idealized geometry and refined with constraints applied to C-H bond lengths
and equivalent displacement parameters (Uiso(H) = 1.2Ueq(C) for CH2, and CH; Uiso(H) = 1.5Ueq(C)
for CH3 group. All structures were solved with the ShelXT [22] program and refined with the
ShelXL [23] program. Molecular graphics was drawn using OLEX2 [24] program. The structure
3a was refined as inversion twin using TWIN and BASF instructions (Flack parameter is equal to
0.11(17)). CCDC 1907454-1907459 and Table S1 contain the supplementary crystallographic data for
1–4. These data can be obtained free of charge from The Cambridge Crystallographic Data Centre via
https://www.ccdc.cam.ac.uk/structures.
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2.4. Quantum Chemical Calculations

All DFT calculations were performed within the PBE exchange-correlation functional using
VASP 5.4.1 [25–28]. Atomic coordinates were optimized; however, cell parameters were fixed at their
experimental values to prevent cell contraction or expansion (total energies are summarized in Table S2,
optimized coordinates can be found in of electronic supplementary information (VASP calculation
output section)). To improve the description of van-der-Waals interactions D3 correction [29] was
applied. Atomic cores were described using PAW potentials. Valence electrons (2s and 2p for O and N
atoms; 3p, and 3s for S; 1s for H) were described in terms of a plane-wave basis set (the kinetic energy
cutoff was at 800 eV). VASP is supplied with library of small-core PAW potentials. Thus, the problems
with topological analysis due to usage of pseudopotentials was avoided for intermolecular interactions.
The electron density function suitable for analysis in terms of QTAIM theory was obtained in separate
single-point calculations of the optimized structures of 1–4 using the fast Fourier transform grid that
was twice as dense as the default values (the distances between points in direct space were ~0.03 Å).
Topological analysis of electron density in terms QTAIM was carried out with AIM program (a part of
ABINIT code [30]). NCI analysis was performed using CRITIC2 software [31].

The energies of intermolecular interactions were evaluated using Espinosa, Mollins and Lecomte
correlation formula [32]. The sum of energies of all intermolecular interaction can be associated with the
values of lattice energy. In addition to topological analysis, lattice energies were obtained using energy
decomposition procedure implemented into CrystalExplorer17 program [33]. The latter approach used
experimental X-ray coordinates, while all bonds with hydrogen atoms were normalized to value from
neutron diffraction studies. In contrast to VASP calculations, Crystal Explorer used localized basis
set 6–31G(d,p) and B3LYP functional. Calculated energies were scaled to account counterpoise and
dispersion corrections.

3. Results and Discussion

3.1. Geometry and Crystal Packing of 1–4

General views of molecules 1–4 are presented at Figures 1–6, while the information about the most
important structural parameters is summarized in Table 1 (in addition, molecular structures of 2b and
3b are shown at Figures S1 and S2 in supplementary). All compounds crystallized in monoclinic cell.
Asymmetric unit of 2b contains two molecules denoted as A and B. Other structures are characterized
by Z = 1. Bond lengths in tosylate and fluoroalkyl moieties are the same as in the case of similar
sulfonates and fluorinated alcohol derivatives in CSD [34]. The length of the terminal C–F and C-C
bonds is a bit shorter than in the case of difluoromethylene moieties vicinal to sulfonate ones.

Mutual orientation of a flurorinated alkyl and a tosyl moiety is governed by crystal packing.
Torsion angles C1-S1-O1-C8 in 1 and 4 are equal to 71.51(13) and 68.42(13)◦, respectively. Conformation
of the hydrocarbon chain in polymorph 2a is almost the same as in molecule A of polymorph 2b

(angle C1-S1-O1-C8 is equal to −69.23(12) and −74.894(6)◦) while molecule B has another conformation
(the angles C1-S1-O1-C8 is equal to 77.208(7)◦). In polymorphs 3a and 3b this angle is equal to −85.8(4)
and −69.8(2)◦, correspondingly.
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Table 1. Selected bond lengths and angles in 1–4.

Structural
Parameters (Å and ◦)

Crystal Structure

1 2a 2b 3a 3b 4

S1-O1 1.5980(12) 1.5896(12) 1.5918(18) 1.602(3) 1.586(2) 1.5900(14)

S1-O2 1.4238(14) 1.4304(13) 1.4284(19) 1.438(3) 1.425(2) 1.4347(15)

S1-O3 1.4285(14) 1.4276(13) 1.4273(19) 1.433(4) 1.429(2) 1.4298(15)

S1-C1 1.7474(17) 1.7530(16) 1.749(3) 1.752(5) 1.752(3) 1.7584(19)

O1-C8 1.439(2) 1.445(2) 1.445(3) 1.436(6) 1.438(3) 1.448(2)

C9-F 1.353(2) 1.356(2) 1.358(3) 1.360(5) 1.356(3) 1.357(2)

C-F * - - - 1.348(6) 1.344(3) 1.345(2)

C-Fterm 1.326(2) 1.356(2) 1.354(3) 1.338(8) 1.347(5) 1.350(4)

O1-S1-C1 103.65(8) 103.97(7) 104.04(11) 103.6(2) 103.08(12) 103.32(8)

C8-O1-S1 116.09(11) 116.91(10) 117.77(16) 119.9(3) 116.98(16) 117.07(11)

* - mean C-F distance with exception of vicinal CF2 and terminal CHF2 groups.

Figure 1. Molecular structure of 1. Atoms are presented as thermal ellipsoids.

Figure 2. Molecular structure of 2a. Atoms are presented as thermal ellipsoids.
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Figure 3. Overlaid molecules in structures 2a and 2b. Color code: 2b, molecule A—magenta; 2a,
molecule B—blue; and 2a is colored by element.

Figure 4. Molecular structure of 3a. Atoms are presented as thermal ellipsoids.

Figure 5. Overlaid molecular structures of polymorphs 3a (colored by element) and 3b (blue).
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Figure 6. Molecular structure of 4. Atoms are presented as thermal ellipsoids.

Compounds 1–4 form similar crystal packing, which can be described as a tail-to-tail arrangement
of molecules (Figures 7–9). It is noteworthy that the values of b side in 1–4 are always equal. Besides,
the fluoroalkyl fragments are assembled together, however, there are differences in mutual disposition
of molecules in crystal packing. Analysis of short contacts between atoms of these fragments in 1

(Figure 7a) revealed the absence of F . . . F contacts (all F . . . F distances exceed the sum of those
van-der-Waals radii that is equal to 2.9 Å [35]). The most pronounced intermolecular interactions
are weak C–H . . . O hydrogen bonds and C–H . . . π interactions between tosylate moieties. In the
case of bulky fluoroalkyl fragments (2–4), the F . . . F distances became shorter. In several cases these
distances are considerably shorter than 2.9 Å (for instance, F3 . . . F8[1 − x, −1/2 + Y, 1 − Z] and F7 . . .
F5[x, −1 + y, z] distances in 3a and 4 are equal to 2.764(4) and 2.5112(17) Å, respectively). Additional
characterization of F . . . F contacts using pair C–F . . . F–C angles has shown that first angle is close
to linear (142–170◦), while the second one varies in wide range (106–161◦). Generally, the shorter
F . . . F distance the closer both angles are to 180◦ that corresponds to halogen-halogen contact of
type I according to classification by Desiraju [36]. According to CSD [34], this picture is typical for
compounds with polyfluoroalkyl fragments.

Despite the amount of fluorine atoms only few H . . . F contacts were found in 1–4. The strongest
contacts are related to the formation of C–H . . . F bond with terminal difluoromethyl group. The latter
bond can be described as an additional factor that is assisted for arrangement of fluoroalkyl moieties.
Thus, the contribution of F . . . F to energy of crystalline packing noticeably increases along with the size of
fluoroalkane moiety. Unfortunately, the analysis and quantitative estimation of interatomic interactions
using only analysis of short contacts is difficult and ambiguous. To provide more information about
the role of intermolecular interactions into crystal packing energy quantum chemical calculations were
carried out using different DFT functionals and basis sets (PBE/800 eV and CE-B3LYP/6-31G(d,p)).

Figure 7. Crystal packing of 1 (a) and 4 (b).
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Figure 8. Crystal packing of polymorphs 2a (a) and 2b (b).

Figure 9. Crystal packing of polymorphs 3a (a) and 3b (b).

3.2. Quantum Chemical Calculations of Crystal Structures 1–4

The bond lengths obtained in PBE calculations of crystal structures 1–4 and isolated molecules
of (CHF2)(CF2)nCH2OTs is in satisfactory agreement with experimental values. Root-mean-square
deviations between experimental and calculated coordinates of non-hydrogen atoms are 0.032 (1),
0.035 (2a), 0.032 (2b, molecule A), 0.038 (2b, molecule B), 0.048 (3a), 0.055 (3b), and 0.043(4) Å.
The differences in values of S-O, S-C and C-F bonds are 0.01–0.03 Å. The C-H bonds are elongated up
to 0.12 Å, however, it is expected because the coordinates of hydrogen atoms cannot be measured with
sufficient accuracy using X-ray diffraction. Intermolecular distances between non-hydrogen atoms
somewhat changed, as compared to X-ray structures of studied compounds. Fortunately, the deviation
between the calculated and the experimental structure are not so pronounced, therefore we can expect
that the values related to the energies of intermolecular interactions from PBE-D3 calculations are valid
for analysis of crystal packing.

Among the computational methods for analysis of intermolecular interactions the most popular
and informative approach is R. Bader’s quantum theory of “Atoms in Molecules” (QTAIM) [37].
According to QTAIM any intermolecular contact can be detected by topological analysis of electron
density function calculated for non-periodic (molecules or molecular associates) and periodic systems
like crystals or surfaces. Analysis of calculated electron density in terms of QTAIM has shown that
bond critical points (bcp) were found for all expected covalent bonds. The bcps related to bonds formed
by sulfur atoms is characterized by positive value of Laplacian of ρ(r) (∇ρ(r)) and negative one of local
energy density (He(r)) that indicate its highly polar character. The rest of bonds in studied structures
can be described as typical covalent ones because the values of ∇ρ(r) and He(r) are negative.

Intermolecular interactions found by QTAIM analysis correspond to closed shell interactions
(positive values of ∇ρ(r) and He(r) in corresponding bcps). It is noteworthy, that some types of
interactions are not possible to detect on the base of structure analysis. For instance, QTAIM analysis
revealed the presence of H . . . H, C–H . . . π and F . . . π interactions between methylene, phenyl and
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fluoroalkyl groups. The strongest intermolecular bonds are C–H . . . O hydrogen bonds between
difluoromethyl and sulfonate moieties. Their energies raised along with the size of fluoroalkyl fragment
from 5.8 kJ/mol in the case of CF2CHF2 group (2a) up to 12.3 kJ/mol in 4 ((CF2)7CHF2). In 2b the
hydrogen atom of CHF2 group in molecule A formed bifurcate C–H . . . O and C–H . . . F bonds (8.7 and
5.9 kJ/mol) with sulfonate group of adjacent molecule A and CHF2 one of molecule B. The hydrogen
atom of CHF2 group in molecule B participates only in C–H . . . F bond (4.9 kJ/mol) with difluoromethyl
moiety of molecule A. In polymorphs of TsOCH2(CF2)5CHF2 the energies of present C–H . . . F bond
differ by several kJ/mol (10.1 and 13.2 in 3a and 3b, respectively). In 1 where CHF2 group is changed to
CF3 one the strongest intermolecular interaction is the C–H . . . O bond between a phenyl ring and a
sulfonate moiety (7.8 kJ/mol). As rule, C–H . . . F bonds are somewhat weaker than C–H . . . O ones, the
strongest hydrogen bonds of such type do not exceed 8 kJ/mol. Few bcps were also found for F . . . C
contacts that mainly correspond to F . . . π interaction between a fluorine atom and a phenyl group. In
addition, F . . . O interactions were detected. Two latter types of interactions are very weak (less than 2
kJ/mol).

Bcps related to F . . . F contacts attract especial interest. Some of fluorine atoms are not involved
in F . . . F interactions, while the others form up to four intra- and intermolecular interactions of
this type. Intramolecular F . . . F interactions were revealed for structure 3a (Table 2). In 3b that
is another conformer (Figure 5) and polymorph of TsOCH2(CF2)5CHF2 such strong intramolecular
interactions between fluorine atoms were not found. In fact, numerous F . . . F interactions formed
a framework responsible for arrangement of fluoroalkyl fragments. In contrast to F . . . C and F
. . . O interactions the energies of F . . . F vary in wide range from 0.5 to 13 kJ/mol. The strongest
F . . . F interactions (for instance F5 . . . F7 in 4) appeared to be stronger than C–H . . . O hydrogen
bonds. According to literature, the analysis of valence electron density or deformation electron density
(Δρ) distribution in the region of shortest F . . . F contacts clearly demonstrated that a lone pair of
fluorine atoms is directed toward the local depletion of electron density between electron pairs of
another fluorine atom [38] (“peak-hole interaction”). QTAIM and Δρ maps are very comprehensive
tools for unexperienced reader, however, these methods cannot be used to analyze the entire region
related to F . . . F interaction. Complementary information on intermolecular bonding was obtained
using NCI (non-covalent interaction) method [39,40] based on dimensionless RDG (reduced density
gradient) function related to the magnitude of λ2 eigenvalue(signλ2rho). To make analysis interatomic
interactions more comprehensive 3D isosurfaces of RDG function in the regions of these interactions
were colored according to the sign of λ2 multiplied by ρ(r). Similarly to Δρ, NCI method can be used
as indicator for redistribution of electron density as result of chemical bond formation. Moreover, NCI
method is much more useful for weak intermolecular interactions than Δρ. Maxima of RDG can be
described as analog of bcp, those presence in interatomic region is an indicative for corresponding
interaction. The shape and the volume of above-mentioned maxima supply additional information on
interatomic interactions. Additionally, it is important to analyze the sign of λ2. As rule, the maxima
for rather strong intermolecular interactions like classic hydrogen bonds (O–H . . . O or N–H . . . O)
are small and they have discoidal shape. The sign of λ2 is mainly negative that is an indicative for
attractive nature of classic hydrogen bonds. On the contrary, the maxima for weak H . . . H interactions
are characterized by rather large area and they had no definite shape. At the same time, the regions
with positive sigh of λ2 are dominated over those with a negative sign of λ2.
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Table 2. Strongest F . . . F interactions in 1–4 estimated using the EML [32] correlation.

Interactions
(Compound)

Type
(Intramolecular/Intermolecular)

Experimental
Distance

Calculated
Distance

Energy, kJ/mol

F4 . . . F4 (1) intermolecular 2.978(3) 2.925 −4.2

F3 . . . F3 (2a) intermolecular 2.750(2) 2.785 −5.9

F4 . . . F4A (2b) intermolecular 3.074(2) 3.046 −3.1

F3 . . . F7 (3a) intramolecular 2.633(5) 2.649 −12.2

F3 . . . F8 (3a) intermolecular 2.764(4) 2.785 −5.5

F5 . . . F9 (3a) intramolecular 2.582(5) 2.620 −4.6

F4 . . . F7 (3b) intermolecular 2.921(2) 2.876 −4.6

F5 . . . F8 (3b) intermolecular 2.543(3) 2.572 −10.5

F4 . . . F11 (4) intermolecular 2.9031(17) 2.937 −3.8

F4 . . . F12 (4) intermolecular 2.7953917) 2.777 −5.5

F5 . . . F7 (4) intermolecular 2.5112(17) 2.507 −13.0

F14 . . . F14 (4) intermolecular 2.942(3) 2.895 −5.0

Since a lot of F . . . F interactions were found in 1–4 it is important to analyze these interactions
using NCI to find similarities and differences between weakest and strongest ones related to their
nature. It is clear (Figures 9–11) that strongest intra- and intermolecular F . . . F interactions are
characterized by negative values of λ2 similarly to hydrogen bond C-H . . . O between sulfonate group
and terminal CHF2 group. These regions are highlighted by blue or light blue color on Figures 10–12.
Thus, F . . . F interactions shown in Table 2 can be described as mostly attractive ones. At the same
time, the values of signλ2rho for the majority of intermolecular F . . . F interactions are close to zero
and the sign of λ2 varied from positive to negative (green color on Figures 10–12), so it is very difficult
to unambiguously describe them as attractive or repulsive.

Figure 10. 3D surface of RDG (0.6 a.u.) colored according to sign(λ2)ρ function in 1 illustrating the
interaction between CF3 groups.
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Figure 11. 3D surface of RDG (0.6 a.u.) colored according to sign (λ2) ρ function in 3a illustrating
the interaction between (CF2)5CHF2 groups. Intermolecular interactions between fluorine atoms are
shown at middle bottom.

Figure 12. 3D surface of RDG (0.6 a.u.) colored according to sign (λ2) ρ function in 4 illustrating
the interactions between (CF2)5CHF2 groups. Intermolecular C-H . . . O bond (1) and strong F . . . F
interaction (2) are shown.

3.3. Lattice Energies and the Role of F . . . F Interactions

The energies of intermolecular interactions calculated from ρ(r) provided the opportunity to
qualitatively estimate the contribution of F . . . F ones to the energy of crystal packing. In fact, the latter
value is the sum of the energies of all intermolecular interactions found. This way to calculate the energy
related to molecular association is very attractive, however, there is at least one serious drawback.
This problem is related to empirical character of EML correlation formula, so it was criticized by
Spackman [41]. According to Reference [41] EML formula in most cases underestimated the energy
of intermolecular interactions by substantial amount as compared to the method implemented to
CrystalExplorer program (CE-B3LYP). Severe judgement about EML correlation were expressed in
the paper by Kuznetsov [42]. On the other hand, according to other published articles the lattice
energies calculated from EML correlation provided reasonable values that agreed with experimental
sublimation heat [43–45]. Thus, the reference method for estimation of lattice energies is necessary to
attest the results of QTAIM approach and EML correlation formula for compounds with fluorinated
alkyl moieties. The CE-B3LYP method seems to be the most reliable and comprehensive method
for calculation of intermolecular potentials available for crystallographers. As result of CE-B3LYP
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calculations the values of interactions of a target molecule with its neighbors in molecular cluster
generated according to space group symmetry operations are provided. The calculation of the
intermolecular energies demonstrated the similarity of crystal packing motifs in 1–4 (See supporting
information (CrystalExplorer17 output) for details). The strongest intermolecular interactions are
observed between fluoroalkyl fragments. It is clear that energies of above interactions are increased
along with the size of fluoroalkyl fragments. The value of lattice energy can be easily calculated from the
data on all intermolecular interactions in cluster. Unfortunately, we encountered unexpected work of
CrystalExplorer17 in the case of two independent molecules (2b). It was impossible to calculate lattice
energy for two independent molecules separately. The value obtained for two independent molecules
as a whole (−173.8 kJ/mol) is not reliable because the interactions between them are neglected.

The information about lattice energies estimated from QTAIM/EML method and
CE-B3LYP/6-31G(d,p) calculations is presented in Figures 12 and 13.

Figure 13. Calculated lattice energies in 1–4. The values are shown above the bars. Molecules A and B
denoted as 2b-A and 2b-B. The values were multiplied by –1.

It can be seen from Figure 13 that QTAIM/EML overestimated the lattice energy in all structures
except for 2a. Nevertheless, both methods predicted that polymorph 3b is more stable than 3a.
This result was also verified by comparison of total energies of 3a and 3b (total energy of the latter
divided by Z is 2.47 kJ/mol larger than the former). The situation with polymorphs 2a and 2b is the
same as in 3a and 3b. Molecules A and B have noticeably different values of lattice energy. If averaged
value of lattice energies of molecules A and B (165.6 kJ/mol) was taken as measure of stability, then
2b is appeared to be more stable than 2a. The comparison of the total energies of 2a and 2b divided
by Z also supports this conclusion (the difference is 1.35 kJ/mol). Total contributions related to the
most prominent intermolecular interactions are shown at Figure 14. It is logically to assume that
contribution of F . . . F interactions to lattice energy will increase along the amount of fluorine atoms,
while the contribution of H . . . O interactions (namely C-H . . . O hydrogen bonds) will decrease.
At first glance, the results of QTAIM/EML evaluations agree with this assumption but there are two
exceptions. The first one is related to polymorphism, because the contribution of F . . . F interactions
can vary due to way of molecular packing. The part related to F . . . F in 3a exceeds that in 3b, although,
their absolute values are almost equal (78.4 and 76.2 kJ/mol). At the same time, the percentage of H
. . . O interactions in 3a is less than in 3b. It is necessary to remind that polymorph 3b is more stable
than 3a. Again, the situation with polymorphs 2a and 2b is the same. The contribution of F . . . F
interactions to lattice energy in 2b is larger than in 2a. At the same time, the percentage of H . . . O and
H . . . F interactions in 2b is considerably larger than in 2a case. Thus, H . . . O interactions can be the
main factor that made polymorphs 2b and 3b more favorable than 3a and 3a ones. This conclusion is
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in agreement with recent paper by Saha [46]. The second exception is related to contribution of O . . .
H interactions in the case of 1. There is no terminal CHF2 group in molecule of PhO2SOC2F5, so this
group cannot participate in C–H . . . O bonds with phenyl group that explain so low contribution of
H . . . O interactions. Various interactions formed by hydrogen atoms (C–H . . . π, H . . . H, H . . . C,
denoted as “other” on Figure 14) are responsible for more than 30% of lattice energy in 1.

Figure 14. Relative contribution of various intermolecular interactions to lattice energy according
QTAIM/EML.

4. Conclusions

The analysis of intermolecular interactions has shown that the contribution of interactions formed
by fluorine atoms almost linearly depends on its amount. All studied compounds contain only three
oxygen atoms, however, the role of C-H . . . O bonds is prominent even in the case of 4 that contain
sixteen fluorine atoms. The contribution of F . . . F interaction does not exceed 40% even in the case of
4. Possibly such a relatively small contribution of F . . . F interaction is related to its specific nature.
Indeed, according to the results NCI and QTAIM analysis F . . . F interactions in 1–4 hardly can be
described as attractive as weak hydrogen bonds. Indeed, there are several strong interactions of such
type with apparently attractive character, however, their total energy is rather small as compared to
those for analogous weak interactions. The comparison of lattice energies calculated for polymorphs
2a, 3a, 2b and 3b has shown that increase of F . . . F contribution do not lead to stabilization of crystal
packing in contrast to intermolecular C-H . . . O that have mostly attractive nature. In other words, the
lower contribution of F . . . F interactions to the total energy, the more stable a polymorph is.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/5/242/s1,
Crystallographic data: Table S1 Crystallographic data for 1–4, Figure S1. Molecular structure of 2b, Figure S2.
Molecular structure of 3b. VASP output: Parameters of unit cell and optimized fractional coordinates, Table S2:
Total energy of unit cell (OUTCAR file). Output of Crystal Explorer program, References.
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Abstract: The in situ crystallization is the most suitable way to obtain a crystal of a low-melting-point
compound to determine its structure via X-Ray diffraction. Herein, the intermolecular interactions
and some crystal properties of low-melting-point organoelement compounds (lattice energies, melting
points, etc.) are discussed. The discussed structures were divided into two groups: organoelement
compounds of groups 13–16 and organofluorine compounds with other halogen atoms (Cl, Br, I).
The most of intermolecular interactions in the first group are represented by weak hydrogen bonds
and H···H interactions. The crystal packing of the second group of compounds is stabilized by various
interactions between halogen atoms in conjunction with hydrogen bonding and stacking interactions.
The data on intermolecular interactions from the analysis of crystal packing allowed us to obtain
correlations between lattice energies and Hirshfeld molecular surface areas, molecular volumes,
and melting points.

Keywords: X-ray crystallography; in situ crystallization; Hirshfeld surface analyzes; lattice energies;
intermolecular interactions; packing motifs; polymorph stability

1. Introduction

X-ray diffraction remains the most comprehensive and reliable method available for the studies of
the structure and geometry of small molecules and their crystal structures, though numerous successful
investigations have been performed with other methods, such as neutron and electron diffraction.
Organic compounds that are liquids at room temperature and standard pressure are a special case.

In general, the factors affecting a decrease in melting point seem obvious: small molecular
volume, high flexibility of molecular fragments (low barrier of rotation around chemical bonds, low
deformation barrier of bond angles, etc.), and weak forces responsible for intermolecular bonding
between molecules. As a consequence, such compounds crystallize at temperatures lower than rigid
molecules with strong intermolecular interactions. In many cases, a disorder of molecular fragments
(or even whole molecules) is observed. The structural data obtained from the corresponding diffraction
measurements suffer from many uncertainties related to poor completeness and/or low resolution of the
datasets. Nevertheless, it is hard to overestimate the importance of information obtained for the species
with low melting points. Indeed, in the case of many low-melting-point compounds, X-ray diffraction
is the only way to determine crystal and molecular structure, evaluate the effects of crystal packing,
and evaluate the strength of intermolecular interactions. Unfortunately, the methods of electron and
neutron diffraction cannot be applied due to a difficult experimental setup or thermal degradation.
This statement is more valid for gases and their cocrystals (including gas hydrates [1,2] and gas-liquid
systems like acetone-acetylene [3]) rather than for ordinary liquid substances. The number of papers
dedicated to the structure determination of samples that are liquid at room temperature has increased
gradually due to the wide implementation of methods related to in situ crystallization.
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The structural data for compounds that are liquids at room temperature are summarized in a
number of reviews [4–7]. In these publications, the most attention was paid to organic [4,5] and
bioorganic [6,7] compounds, while the reviews focused on the crystal structures of organoelement
compounds that are liquids at room temperature are very rare. Indeed, organoelement compounds
are usually more challenging samples for crystallization due to difficulties with purification, air and
moisture sensitivity, and relatively high viscosity. Sometimes, the similarities between the crystal
structures of organoelement compounds and the structures of organic ones can be observed [8].
Bearing in a mind the practical significance of many organoelement compounds (owing to their
importance by themselves or as precursors for the production of catalysts, drugs, and polymers), we
can affirm that a review dedicated to the analysis of the crystal structures of these substances would
be useful. This work is focused on the analysis of the structures, crystal packing, and intermolecular
interactions in organic compounds containing Si, Ge, P, S, and halogen atoms. To analyze the strength
of intermolecular interactions in the crystals of compounds, we chose the method of energy frameworks
introduced by Spackman [9] because this information is usually unavailable in original papers. The
latter method is based on quantum chemical calculations of pairwise interactions in molecular clusters
generated from atomic coordinates according to symmetry operations utilizing special corrections to
reduce computational errors. These calculations can be done on a standard PC and do not require a
considerable computational effort. The results of such a computational evaluation of intermolecular
interactions were compared with physical parameters (melting points) or molecular characteristics
(molecular volumes and areas).

Our paper is divided into sections dedicated to elements of various groups. It begins with
a short historical overview dedicated to the development of in situ crystallization techniques.
The final part contains the corresponding analysis of the calculated lattice energies and the nature of
intermolecular interactions.

2. In Situ Crystallization: A Retrospective View

The first examples of in situ crystallization were published in the thirties of the past century. The first
compounds that underwent in situ crystallization were benzene [10] and cyclohexane [11]. Their melting
points are slightly below room temperature, which was crucial at that time, as programmable cooling
devices were not available.

Cox E.G. grew a single crystal of benzene in a sealed capsule by cooling with frozen carbon
dioxide [12]. The equipment used in this work could not maintain temperatures lower than −40 ◦C;
however, it was sufficient for benzene that started to crystallize at −22 ◦C in the orthorhombic cell
(space group Pbca). The attempt to study the crystal structure of cyclohexane initially failed. In 1930,
Hassel and Kringstad [13] used a Debye camera (FeKα-radiation) and solid CO2-acetone mixture to
crystallize cyclohexane but they could only reveal the cubic symmetry of the unit cell (a ≈ 8.41 Å).
Later, Lonsdale and Smith successfully obtained a single crystal of cyclohexane in a preliminarily dried
cellophane tube [14] using advanced equipment that allowed them to reach −108 ◦C. Cellophane tubes
are transparent to copper X-ray radiation and are not as fragile as glass capillaries. It was shown that
cyclohexane crystallizes in a cubic cell (space group Fm3m) and has a chair conformation.

In situ crystallization was applied to verify the idea of the 3c–2e bond in diborane developed by
Price [15,16]. At that time, a number of compounds were known that could not be described
by Lewis-based valence schemes, whereas MO-LCAO methods were not widely applicable.
The explanation of the diborane structure was the cornerstone for the progress in the chemical
bond theory, so it was necessary to solve the problem of the diborane structure as soon as possible.
Streib and Libscomb developed an original cooling device that used liquid nitrogen and helium to
achieve temperatures not far from absolute zero (2–5 K) [17]. The cell used for in situ crystallization had
beryllium windows that are transparent to X-rays. The crystals could be obtained from the gas phase
upon condensation on the metal rod that, in turn, was connected to a Dewar’s vessel. The described
device could control the temperature of the rod via a heating coil; however, it was not easy to control
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the process of crystallization. Fortunately, in 1965, W. Smith and W. Lipscomb successfully grew
crystals of the two most thermodynamically stable α and β-phases of diborane [18]. The B–B length
in the crystals of these phases was in perfect agreement with the idea of a 3c–2e bond predicted in
one of the early MO-LCAO calculations. The same apparatus was used to grow α- and β-phases
of nitrogen, β-phase of fluorine, and γ-phase of oxygen [19,20]. These results had great importance
because they allowed deriving the first van der Waals radii for fluorine and oxygen, which are still in
use for analysis of crystal packing. In 1959, J. Trotter was the first who used a thin-walled capillary
to grow single crystals of nitrobenzene [21] using a low-temperature device initially developed by
Burbank and Bensey in 1953 [22]. The capillary was filled by liquid nitrobenzene and cooled down to
−30 ◦C, and spontaneous crystallization was observed. This method is not applicable for the majority
of liquid samples; however, thin walled glass is still widely used in common practice to grow crystals
because it is simple to use and because the length and diameter of the capillary can be varied. Almost
perfect single crystals can be grown by combining local cooling and heating, which was first introduced
by W. Smith and W. Lipscomb. Unfortunately, it is very difficult to use in the case of samples that are
gases at room temperature.

The progress in the in situ crystallization methods in the period from the mid-70 s to mid-90 s
was related to the development of new crystallization techniques and hardware. At that point in time,
flash freezing with subsequent recrystallization from a melting liquid was adapted for widespread use.
Step-by-step local heating of a selected zone used for recrystallization provided an order in crystallites,
and as a result, almost perfect single crystals were achieved. In order to control the crystal growth
more precisely, the temperature of the heating coil could be controlled by changing the electric current
intensity. Movement of the heating coil along the capillary and in the perpendicular direction allowed
one to control the temperature gradient and the size of the local heating zone. In the same period of
time, power light sources became used as heater elements for local heating instead of heating coils.
In 1979, Zimmermann et al. published the scheme of equipment for in situ crystallization in a glass
capillary where local heating was achieved using a power LED and elliptic mirrors to focus light on
the selected zone. This equipment is suitable for achieving very high temperatures (up to 3000 K) and
it can be used even in the absence of gravity, in a space laboratory [23]. Similar equipment for in situ
crystallization inside the cabinet of an X-ray diffractometer was applied by Boese and Bläser [24] in
the period of 1980–1985 to grow crystals of more than thirty phases and determine their structures.
The main difference from the scheme proposed by Zimmerman was the usage of a movable elliptic
mirror to shift the focus point.

Further development of heating elements was related to the application of laser light sources.
In 1992, scientific groups headed by Boese and Antipin [25,26] used an infrared laser in their devices for
in situ crystal growth. This scheme was then commercialized and equipment for in situ crystallization
began to be sold as the Optical Heating and Crystallization Device (OHCD) [27]. Presently, it is the
only commercially available equipment for crystallization in thin-walled glass capillaries. Using this
equipment, most of the structures published so far were crystallized from liquid samples and studied
by X-ray diffraction. The experimental works related to in situ crystallization and subsequent X-ray
diffraction studies allowed a big dataset to be collected. The quality of these data is increased, along
with the progress in hardware and software used for X-ray diffraction. Early experiments in many
cases resulted in very inaccurate structural data. There are several papers where information about
the details of least-squares refinement (namely R-values, the values of s.u. for atomic coordinates)
is missing. On the other hand, in some recent studies, the collected X-ray intensities were sufficient
to carry out high-resolution experiments and multipolar refinement to simulate the charge density
distribution. Thus, it is very hard to compare reliably, the bond lengths and angles from earlier and
recent publications. For this reason, the main attention is paid to the analysis of crystal packing,
especially short intermolecular contacts and packing motifs.
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3. Organophosphorus, Organosilicon, and Organogermanium Compounds

In 1997, Karl Krueger’s team published an article with the structures of several chelating
organophosphines 1–5 (Scheme 1) [28]. In their article, they described the dependence of the P–C bond
lengths on the organic substituent, showing a noticeable elongation of these bonds in cases where the
steric hindrance of the substituent increased. In fact, for tris(tert-butyl)phosphine, the length of P–C
bonds is 1.911(2) Å, and for tri(butyl)phosphine it is 1.844(2) Å [29]. Also, the sum of the C–P–C angles
for all compounds is 303(3)◦, with the exception of tris(tert-butyl)phosphine whose C–P–C angle is
322.3(3)◦. To determine the crystal structure, the authors grew crystals of the compounds in situ in a
diffractometer. A focused IR laser was used for zone melting. This was necessary because compounds
1 and 4 melt near 0 ◦C and the crystals that are formed are unstable, so it is difficult to transfer them to
the diffractometer. Other compounds (2 and 3) melt at temperatures from −50 to −20 ◦C. Compound
5 melts above the room temperature, but the in situ methodology was used to obtain better single
crystals too. A series of compounds studied in the article are organophosphines that contain two or
four CH2 groups between the phosphorus atoms. The authors explain that compounds with an odd
number of methylene groups do not form crystalline phases upon cooling. In the crystal packing of all
the compounds studied, the lone pairs of electrons of the phosphorus atoms look exactly in opposite
directions, while in the case of three links in the linker they will probably look either in the same
direction or orthogonally.

 
Scheme 1. Organophosphorus, organosilicon, and organogermanium compounds.

There are no strong intermolecular interactions in the crystal packing of compounds 1–5.
The molecules of these compounds are bonded by the H···H and C···H interactions. A dependency
analysis between the calculated values of the molecular volume/surface area and the lattice energies
indicates that the bonding between the molecules in the crystal of compound 5 is stronger than in the
other ones. Conversely, in compounds 3 and 4, the molecules are bonded weaker than it is predicted
based on the hypothesis of a linear relationship of these quantities (Figure 1). It should be noted
that the lone electron pair is not involved in any noticeable intermolecular interaction in crystals of
3 and 4. On the contrary, in a crystal of compound 5, the authors of [28], based on the analysis of
the distribution of deformation electron density, established the interaction between the lone pair of
electrons of phosphorus atoms and the phenyl group of the neighboring molecule. The authors of [28]
believe that the above-mentioned interaction, along with the mutual steric influence of phenyl groups,
is the result of the sp3 hybridization of the phosphorus atoms. In turn, we can assume that it leads to a
shrinkage of the crystal packing.
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(a) (b) 

Figure 1. Correlation of molecular volume (Å3) (a) and Hirshfeld surface area (Å2) (b) with lattice
energy (kJ/mol) of compounds 1–5. Abscissa axis corresponds to lattice energy, while the ordinate axes
correspond to molecular volume and surface area, respectively. Red dotted lines are trend lines.

In 2015 the phosphorous and silicon-containing compound (C2F5)3SiCH2P(t-Bu)2 (compound
6) containing a frustrated Lewis pair [30] was synthesized and its crystal structure was determined.
The molecule is not involved in any noticeable intermolecular interaction, but the phosphorus atom is
tetrahedral. After the addition of CO2 or SO2 to 6, a heteroatomic ring is formed. The silicon atom
acquires a distorted trigonal-bipyramidal environment because one of the oxygen atoms of the added
molecule is bonded to this silicon. The phosphorus atom becomes bonded to a sulfur or carbon atom.
Since compound 6 becomes a zwitterion after a gas is added, the intermolecular interaction energy
grows and the temperature of melting goes above the room temperature.

In the crystals of CO2 and SO2 adducts, the C–Si–O angles between the opposite sides of bipyramids
are 179.2◦ and 173.0◦, respectively. The lengths of the Si–O bonds are 1.853 and 1.822 Å in the CO2 and
SO2 adducts, respectively. The Si–C–P angles are 113.1◦ (CO2 adduct), 117.1◦ (SO2 adduct), and 120.4◦
(compound 6). In all cases, these angles are bigger than the tetrahedral one (109.28◦). Probably, the
wide Si–C–P angle appears because of the high steric hindrance of silicon and phosphorus atoms, but
this angle becomes smaller in adduct crystals because the five-membered ring “pulls together” the
silicon and phosphorus atoms.

In the same year, a series of tris(pentafluoroethyl)silicon (TPFES) compounds was studied by
Norbert W. Mitzel’s team [31]. The purpose of that work was to search for intermolecular donor–acceptor
interactions between the silicon atom and the electron pair of the β-atom in an α-TPFES-substituted
compound (oxygen or nitrogen). The authors determined the structure of compounds with –CH2CH3

(7), –CH2OCH3 (8), –CH2N(CH3)2 (9), and –ON(CH3)2 (10) groups. Based on interatomic distances, no
interaction of the silicon atom with the β-atom was observed in the first three compounds. However,
quantum chemistry calculations and X-ray structure analysis showed that this interaction appeared in
the structure of compound 10 (Table 1).
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Table 1. Comparison of experimental XRD data with the theoretical values (bond lengths are in Å,
angles are in degrees) of some most important parameters of compounds 7–10 (data from a table in the
original source [31]).

Compound Parameter XRD B3LYP PBE0 MP2

7 Si–C–C 118.6(2) 116.5 117.4 116.5
Si· · ·C 2.900(1) 2.910 2.907 2.893

8 Si–C–O 105.4(1) 106.1 107.1 104.3
Si· · ·O 2.619(1) 2.657 2.657 2.613

9 Si–C–N 115.5(2) 112.4 116.4 111.8
Si· · ·N 2.822(3) 2.803 2.847 2.777

10 Si–O–N 82.0(1)/83.7(1) 105.0 102.6 83.6
Si· · ·N 2.060(1)/2.093(1) 2.494 2.425 2.107

In order to establish whether the Si–N (Si–O) interaction was present, the X-ray
diffraction experiment results were compared with the results of quantum chemistry calculations
(B3LYP/6-31G(d,p), PBE0/cc–pVTZ, and MP2/cc–pVTZ). According to the authors, only the
MP2/cc–pVTZ theory level allows one to approximate the experimental values cc-pVTZ of the
Si···N distance for (C2F5)3SiONMe2. The experimentally obtained Si···N distance is smaller by 0.03 Å
than that calculated using the MP2 method, and are 0.42 Å and 0.35 Å smaller, respectively, than those
calculated by the B3LYP and PBE0 methods. If a methylene group between the silicon and nitrogen
atoms existed, no Si-N interaction was found; therefore, the difference between the experiment and
calculation was insignificant.

To explain the nature of the Si–N interaction, compound 10 was studied by gas electron diffraction.
These molecules are conformationally flexible and the rotation barrier around every single bond is
small. To evaluate the conformational flexibility of compound 10 in the gas phase, the experimental
radial distribution function of interatomic distances was compared with the distribution of interatomic
distances obtained from the calculation by the molecular dynamics method. The R-factors for the
radial distribution found by molecular dynamics do not exceed 5.2%. The conformation whose radial
distribution function is reproduced most accurately (4.0%) does not contain a short Si···N contact. Thus,
this contact is found only in a crystal environment and is probably caused by steric hindrance.

The crystal packing of compounds 7–10 is stabilized mainly due to weak H···F hydrogen bonds
and F···F interactions. The F···F interatomic distances of intermolecular interactions are only slightly (by
no more than 0.15 Å) shorter than the sum of the corresponding van der Waals radii. The only exception
is the structure of compound 10, where the F···F interactions are stronger: some F···F distances are
shorter than the sum of the van der Waals radii by more than 0.2 Å. However, the F···F interactions
become stronger because of the disordering of one of the pentafluoroethyl groups. This is consistent
with the fact that the crystal lattice energy (Table S1 in Supplementary Materials) of compounds 7–9

varies in a very narrow range and is almost independent of the composition.
In 1955, the structure of the low-temperature phase of octamethylcyclotetrasiloxane (compound 11)

was established [32]. This compound crystallizes at 17.5 ◦C and has a phase transition at−16.3 ◦C [33,34].
The unit cell of the low-temperature phase is tetragonal, belongs to the P42/n space group, and its
parameters are a = b = 16.10 ± 0.02 Å, c = 6.47 ± 0.01 Å [32]. The molecules are in the pseudo-chair
conformation in the low-temperature phase. For the high-temperature phase, only the space group
(I41/n) and the cell parameters were determined. The authors report that the unit cell parameters a and
b change insignificantly (± 0.02 Å) during the phase transition, while the parameter c changes from
6.47 Å to 6.83 Å.

In 2018, we published an article about the synthesis of siloxanols [35]. We determined the structure
of 1,1,1,3,5,5,5-heptamethyltrisiloxan-2-ol (compound 12) that is viscous at room temperature. It forms
a strongly bonded (with O–H···O hydrogen bond) tetramer around the 4 axes in the crystal (Figure 2).
The O···O distance in the hydrogen bond is as short as 2.711(4) Å, which means that O–H···O is a strong
hydrogen bond.
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Figure 2. Tetramer in a 1,1,1,3,5,5,5-heptamethyltrisiloxan-2-ol crystal (compound 12).

In 2017, Harald Stueger’s team obtained and studied 2,2,3,3,4,4-hexasilylpentasilane (compound
13) [36]. This compound is a liquid, and the in situ crystallization method was used to determine its
crystal structure. The synthetic method is also applicable for the subsequent synthesis of oligomers
and polymers with similar structures.

In 2016, Berthold Hoge’s team published a series of works devoted to the synthesis and
properties of perfluoroethyl-substituted organogermanium compounds [37–39]. In these works,
some physicochemical properties of compounds were examined, such as vibrations in the IR spectrum
and crystal packing. Four of the eight compounds, namely, (C2F5)2GeBr2 (14), (C2F5)2GeH2 (15),
(C2F5)3GeBr (16), and (C2F5)2GePMe3 (17), are liquids at room temperature. In order to determine the
structures of their crystalline phases by X-ray diffraction experiment, these samples were crystallized
in situ.

A further study of the crystal structures of all four compounds showed that compounds 14

and 16 have similar intermolecular contacts but different packing motives. In the crystal, molecules
14 form stacks in a square packing (Figure 3). The crystals of 15 and 16 form layered structures.
The propensity of perfluorinated groups to form layered structures is also shown in [40]. The layers in
the crystal of compound 15 are identical and are composed of molecules in an all-trans conformation.
The interactions between the layers in the crystal of 16 alternate: half pairs of layers are connected only
by F···F contacts, while the other pairs of layers are mainly connected by Br···F interactions (Figure 3,
right).

 
14 

 
15 16 

Figure 3. Crystal packing motifs of (C2F5)2GeBr2 (14), (C2F5)2GeH2 (15), and (C2F5)3GeBr (16).
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The germanium atom in compound 17 is formally divalent and has a lone electron pair. As a result,
the lone electron pair of the germanium atom is involved in the C–H···Ge intermolecular interaction
with the methyl group at the phosphorus atom. The C···Ge distance is 3.1793(6) Å, which is shorter
than the sum of the van der Waals radii (3.31 Å). The Ge–P bond length is only 2.3989 (16) Å, which is
only 0.14 Å longer than the sum of the covalent radii (2.27 Å). Otherwise, the crystal of this compound
is not very different from the structure of compound 15: H···F and F···F contacts are also present.

Another interesting result of Hoge’s team was published in the European Journal of Inorganic
Chemistry [41]. This work was devoted to the study of various trisubstituted phosphines,
di and tri-fluorophosphates. Compounds with acceptor substituents such as pentafluoroethyl,
pentafluorophenyl, and tetrafluoropyridyl were prepared.

The most interesting example is a crystal of the compound (C2F5)3PF2 (18), in which the molecules
are bonded only via F···F contacts. In this case, the fluorine atoms of the PF2-group are not involved in
noticeable intermolecular interactions. The shortest distances F···F involving PF2 groups are 2.995(7) Å
(the sum of van der Waals radii equals 3.31 Å).

4. Organosulfur Compounds

In 1998, Yoshihiro Yokoyama and Yuji Ohashi published an article in which they
described the crystal structures of 1-methoxy-2-(methylthio)ethane (MMTE, compound 19) and
1,2-bis(methylthio)ethane (BMTE, compound 20) (Scheme 2) [42]. Crystals of these compounds were
grown by in situ crystallization at a temperature of 10 degrees below the melting point. In this case,
recrystallization was carried out by the partial melting of a polycrystalline sample. The authors note
that the main problem of this method of crystal growth is the chance of accidentally melting the
entire sample.

 
Scheme 2. Organosulfur and oxygen-containing compounds.

The molecules in the crystals of compounds 19 and 20 are bonded mainly due to the weak
dipole–dipole interactions of methyl hydrogen atoms with lone electron pairs of sulfur or oxygen atoms.
The crystals belong to the P21/n (for MMTE 19) and P21/c (for BMTE 20) space groups. The authors
note that in both crystal packings, the molecules are in almost identical conformations. Indeed, the
S–C–C–S and O–C–C–S torsion angles are 180 and 178◦, and the C–S–C–C angles are 71 and 79◦ for
compounds 19 and 20, respectively.

To determine the relative stability of possible conformations, quantum chemical calculations
were performed. According to these calculations, the SC–CS-trans-conformer is more stable than the
gauche-conformer, while the CS–CC-gauche-conformer is more stable than the trans-conformer. Based
on the melting points of these compounds and the melting point of 1,2-dimethoxyethane (DME), the
authors suggest that the BMTE crystal, which has the highest melting point, is the most stable among
them. This was also confirmed by quantum chemical calculations and experiments on crystal growth
from binary mixtures of these compounds. Crystals of 20 were grown from the BMTE:MMTE = 1:1
and BMTE:DME = 1:1 mixtures.

In 1999, the same authors [42] published an article where they compared the crystal structures of
compounds with general formula XCH2OCH3 (X = CN (21), Cl (22), OCH3 (23)) and XCH2SCH3 (X =
CN (24), CH3 (25), OCH3 (26)) [43] obtained by the same method as in [42]. According to the results of
quantum-chemical calculations (MP2/6-31G*), the gauche conformation is more favorable than the trans
conformation. This is probably due to the presence of a strong anomeric effect. In this case, the gauche
conformation realized in the crystal becomes the most beneficial for an isolated molecule.
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The difluorosulfenylamide cyanide is a conformationally flexible compound due to the presence of
hindered rotation around the formally double S=N bond. To investigate the conformational flexibility
of this compound, Cutín and colleagues [44] carried out a gas electron diffraction experiment. Later,
Roland Boese et al. [45] used X-ray diffraction with the in situ crystallization method to determine the
structure of the related solid-phase compound ((fluoroformyl)imidosulfuryl difluoride, compound 27).
It revealed that compound 27 is in the antiperiplanar-synperiplanar conformation. To reveal the relative
stability of the possible conformations, quantum chemical calculations (HF/6-31G+*, B3LYP/6-31G+*,
B3LYP / 6-311G+*, and MP2/6-311G+*) were performed. The lowest-energy conformation is
antiperiplanar-synperiplanar and constitutes 69–80% of the molecules at room temperature (the
assessment is based on the Boltzmann distribution). The fraction of the synclinal-synperiplanar
conformation is 12–23% of the molecules, while the fraction of the others is small.

5. Organohalogen Compounds

The team of Roland Boese, Ashwini Nangia, and Gautam R. Desiraju described the intermolecular
interactions in the crystals of partially fluorinated benzenes 28–34 (Scheme 3) [46]. The subject
of the study included mono, ortho, and para-bi-, tri-, tetra-, and penta-fluorobenzenes, and
para-halo-substituted fluorobenzenes. Since all these compounds have low-melting points from
225 to 277 K, the in situ crystallization method was used for the crystal growth. An IR laser was used
for zone melting.

 

Scheme 3. Halogen-containing compounds.

In a monofluorobenzene 28 crystal, the main type of interatomic interaction is the weak C–H···F
hydrogen bond. At the same time, the presence of the C–H···π and F···F interactions was also
observed. According to the authors, the presence of these interactions makes the crystal packing of
fluorobenzene similar to that in Py·HF, C5H5NO, and PhCN [46]. It is interesting to note that the
crystal packings of fluorobenzene and chlorobenzene are significantly different, while the crystals of
fluorobenzene and benzonitrile are isostructural (if the fluoro and cyano groups are not taken into
account). In the structures of difluorobenzenes, the molecules are packed in layers. The molecules in
the layers of ortho-difluorobenzene 29 interact with each other due to weak C–H···F hydrogen bonds
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and stacking interactions. At the same time, the interaction between the layers is due to the interaction
of the lone pairs of fluorine atoms with the π-system of benzene rings (F···π). On the contrary, in a
para-difluorobenzene 30 crystal, layers are formed only due to weak hydrogen bonds. No interactions
involving the π-system of the benzene ring were observed. In turn, the layers bind to each other
through stacking and dipole-dipole interactions of the phenyl rings. The authors note explicit relations
between the crystal packing of 1,4-benzoquinone and para-difluorobenzene, which indicates that these
molecules have similar electronic structures [46]. Moreover, the crystals of these compounds are
isostructural (the cell parameters and space groups coincide).

Similarly, the structures of dihalobenzene crystals are also similar to each other. In all these
compounds (except the previously described para-difluorobenzene), pronounced halogen bonds are
present (Cl···Cl, Br···Br, F···I, all belonging to the second type [47]) and the orientations of molecules in
the layers alternate (Figure 4).

 
34 

 
47 

 
50 

Figure 4. Crystal packing motifs of p-dichlorobenzene 34, p-bromofluorobenzene 47, and
p-iodofluorobenzene 50. The halogen bonds close to the L type (θ1 > 155◦, θ2 ≈ 90◦) are shown
as dotted lines.

The crystal packing of trifluorobenzene 31 is pseudohexagonal. The authors of [46] draw a clear
analogy with the packaging of 1,3,5-triazine [48,49]. In both cases, there is an electrophilic hydrogen
atom interacting with two electron pairs of neighboring molecules, which allows one to predict the
“hexagonal cell” structure.

The crystal packing of tetra-fluorobenzenes varies greatly. The crystal structure of
1,2,4,5-tetra-fluorobenzene 32 [46] is similar to that of tetrazine [50]. In these structures, molecules in
one layer are bonded through dipole-dipole interactions between hydrogen atoms and lone pairs of a
neighboring molecule. 1,2,3,4-Tetra-fluorobenzene 33 crystallizes in two polymorphic modifications.
The first polymorph was grown at a temperature of 123 K close to the melting point, while the
second polymorph was crystallized at a temperature of 195 K from the toluene:pentane system (1:3).
Interactions of C–H···F type contribute a lot to the stabilization energy of both polymorphs. In the first
polymorph, the molecules form stacking interactions between the layers. In the second one, another
motive exists due to the bonding of this type: pairs of molecules are rotated relative to each other by
an angle of almost 90◦ and alternate in a checkerboard pattern. A similar packing is also observed in a
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pentafluorobenzene crystal. However, dipole–dipole interactions are weaker due to a decrease in the
number of hydrogen atoms.

Based on the studies, the authors of [46] concluded that crystalline packing is determined by the
presence of acceptor fluorine atoms. The type of packaging depends on the number of these atoms.

Para-dichlorobenzene 33 exists in the form of three polymorphs: α (34a), β (34b), and γ (34c).
According to Wheeler and Colson, the number of shortened Cl···Cl contacts (<3.9 Å) increases from
three in the β polymorph to four in the α polymorph and five in the γ polymorph, which corresponds
to the sequence of phase transition with decreasing temperature [51,52]. A CE–HF/3-21G calculation of
the packing energy performed by us predicts that the γ-polymorph is the most stable. In this case, the
energies of α and β-polymorphs differ insignificantly (by 1.7 kJ/mol), while the latter is more stable.
In 2001, Roland Boese et al. grew crystals of dichlorobenzenes 35 and 36 by the in situ method [53].
To predict the stability of the crystalline structures studied, calculations that included a computer
search for the most thermodynamically stable modifications (UNI force field [54]) were performed.
The structures generated in the computer search were compared with the results of X-ray diffraction
experiments carried out at temperatures of 100 and 220 K for ortho (36) and meta-dichlorobenzenes
(35). The parameters of the most thermodynamically stable crystal cells obtained from the calculation
are generally consistent with the experimental ones for all the phases. The only exception is the
β-polymorph of para-dichlorobenzene (34b), for which the predicted cell parameters differ noticeably
from the experimental ones.

In 2011, Desiraju et al. compared the crystal structures of phenylacetylene and its monofluorinated
derivatives [55]. For each of the 2- and 3-fluoro-substituted phenylacetylene derivatives (37 and
38, respectively), the existence of two crystalline phases was determined. The orthorhombic phase
37a (Form 1) crystallizes in the orthorhombic cell (space group Pna21). The molecules in this phase
are disordered in such a way that the ratio of the population of fluorine atoms on one or the other
side of the acetylene fragment is approximately 1:4. In this phase, there is an interaction of the
terminal hydrogen atom of the acetylene fragment with the π-system of the acetylene fragment of the
neighboring molecule, and non-classical hydrogen bonds of the C–H···F type. Due to these interactions,
a zigzag motif (Figure 5) of molecules along the c axis is present in the crystalline packing. Two types
of weak C–H···F hydrogen bonds were found in polymorph 37a: in the first case, the hydrogen atom of
the acetylene fragment participates in the bonding, and in the second one, the phenyl ring hydrogen
atom interacts with the fluorine atom. Polymorph 37b, which was obtained by slow cooling of a liquid
in a capillary, crystallizes in space group P21. In the crystal packing of this polymorph, the interaction
of the terminal hydrogen atom of the acetylene fragment with the π-system of the acetylene fragment of
the neighboring molecule also exists, but unlike 37a, only the hydrogen atoms of the phenyl fragment
participate in the C–H···F weak hydrogen bond.

Both polymorphs of (3-fluorophenyl)acetylene 38 (forms 1 (38a) and 2 (38b)) are monoclinic, but
they are characterized by noticeably different cell volumes and different space groups. In fact, 38a

crystallizes in the centrosymmetric group P21/n and contains three molecules in the unique part of
the cell. The molecules are notable for a hydrogen atom in the phenyl ring which forms the strongest
hydrogen bond. It should be noted that the hydrogen atom of the acetylene fragment forms a C–H···F
hydrogen bond only in one molecule. In the other two molecules, the same terminal hydrogen atom
interacts with the π-system of the acetylene fragment of another molecule. In the 38b crystal, like the
37b crystal, a zigzag-like interaction is present (Figure 6).
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Figure 5. Crystal packing of (o-fluorophenyl)acetylene 37a and 37b.
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Figure 6. Crystal packing of (m-fluorophenyl)acetylene 38a and 38b.

(Para-fluorophenyl)acetylene 39 consists of layers in which the molecules are bonded by hydrogen
bonds between the terminal acetylene fragment and the fluorine atom of the neighboring molecule
in one direction and by stacking in the other direction. The layers are interconnected by weak H···H
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contacts. As a result, for ortho and meta-substituted monofluorophenylacetylenes, the main motive of
crystal packing is the zigzag-like interaction of acetylene fragments, and for para-substituted ones, it
is stacking.

It is known that interactions between halogens are usually formed due to the presence of a
σ-hole of one atom, which interacts with the electron-saturated “belt” of another atom [56]. Desiraju
shows the interactions of cis-trans geometry and L-geometry [47]. The most remarkable examples
of compounds that can have crystals with halogen bonds include 4-fluorobenzoyl chloride 40 and
2,3-difluorobenzoyl chloride 41 [57]. The Cl···F interactions in these crystals belong to the second type
of geometry (L-geometry). It should be noted that different atoms act as donors and acceptors of a
halogen bond. In a crystal of 40a, the fluorine atom is the halogen bond donor and the chlorine atom is
the acceptor, while in a crystal of 41, the chlorine atom is the donor and the ortho-fluorine atom is the
acceptor. In both crystals, oxygen is involved in the formation of two hydrogen bonds with ortho and
meta, or meta and para hydrogens. The second fluorine atom (meta-fluorine) in compound 41 forms
a hydrogen bond with the meta hydrogen atom of a neighboring molecule, and in compound 40a a
hydrogen bond is formed by an ortho-atom with the single fluorine atom. Thus, the authors concluded
that the chlorine atom of the acyl chloride group can act both as a donor and as an acceptor.

Two years later, the same authors published an article in which they described the intermediate
phase 40b formed during the crystallization of 40 [58]. The latter crystallized in the same space group
and was characterized by a similar layered type of packing. In that work, the authors compared the
molecular conformations in crystal phases with the ones calculated for the gas phase. The locations of
the molecules within the layers are almost the same for both polymorphs. However, in the intermediate
phase, the rings of the molecules form a parquet type packing, while in the previously studied phase
40a, the phenyl rings of the molecules are parallel to the planes of the layers. In addition, the layers are
shifted relative to each other. In the layers of both phases, there are significant differences in the length
of the Cl···F halogen bond (3.153 Å for the form 40a and 3.283 Å for the form 40b). This is due to the
presence of a staircase structure. According to the authors, the crystals of the phase 40b are gradually
transformed to phase 40a. Moreover, a crystal can be represented as a combination of domains of both
phases during the experiment. Our calculations (Table S1) are in agreement with the conclusion about
the instability of 40b (40a is about 5 kJ/mol more favorable than 40b).

Hirshfeld surface analysis (carried out using CrystalExplorer, Version 3.1, [9,59]) was performed
by the authors for both crystal structures, and the diagrams of fingerprints of intermolecular interaction
were calculated. The main contribution to the Hirschfeld surface corresponds to the C–H···O, C–H···F,
and C–H···Cl hydrogen bonds. Nevertheless, the aromatic cycle stacking also makes a significant
contribution to the 40b phase surface, while in the stable phase 40a, π–π interactions between the
phenyl substituent and the anhydride group are observed instead. The C–C–C–Cl torsion angle
between these fragments of the molecule in the 40b phase is as small as 0.4(8)◦, while in the crystal
of phase 40a it is 11.6(2)◦. The deviation from the plane conformation in a crystal of 40a is probably
caused by the formation of a stronger F···Cl halogen bond.

Dikundwar et al. published an article comparing the chloro, bromo, and iodo-derivatives
of fluorobenzene [60]. The main goal of that work was to determine the influence of the type
of halogen and its position on the formation and geometry of the halogen bond. To determine
the crystal structure of the compounds, nine crystals were grown by the in situ method. Two
phases were found for meta-chlorofluorobenzene, but only one for each of the remaining compounds.
Ortho-chlorofluorobenzene 42 molecules do not form halogen bonds; instead, they participate in the
formation of hydrogen bonds and C–H···π interactions. In the first phase of meta-chlorofluorobenzene
43a, the Cl···Cl halogen bonds exist in the L geometry, due to which the molecules form zigzag-like motifs
in the crystal packing. In the other phase 43b, halogen bonds are not formed and all intermolecular
interactions are related to hydrogen bonds. In a crystal of para-chlorofluorobenzene 44, which was first
described by Boese and Desiraju [46] and later studied by Sarah Masters’ team [61], zigzag-like halogen
bonds are observed, like in the first phase of meta-chlorofluorobenzene 43a, but they already correspond
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to the trans-type. Ortho-bromofluorobenzene 45 forms zigzag-like chains in which molecules are
bonded by Br···π interactions. In addition, in a 45 crystal, halogen bonds with both fluorine and
bromine exist. A meta-bromofluorobenzene 46 crystal contains two independent molecules that
form the only trans-type halogen bond (Br···Br). The structure of para-bromofluorobenzene 47 was
previously determined by Boese and Desiraju [46]. In a crystal of this compound, it was found that
the bromine atoms interact with each other through first-type halogen contacts, while the fluorine
atoms participate only in the formation of hydrogen bonds. A similar situation is observed in a crystal
of ortho-iodofluorobenzene 48, but, unlike compound 47, the I···I halogen bonds form a zigzag-like
motif and belong to the second type. The structure of meta-iodofluorobenzene 49 differs significantly
from that described previously. This compound crystallizes in space group P21, with five molecules
in the unique part. Three of them are arranged in spirals along the screw pseudo-axis 31 (Figure 7).
The molecules around the pseudo-axis form second-type halogen bonds with each other (θ1 ≈ 180◦,
θ2 ≈ 90◦). The remaining two molecules form zigzag-like structures based on halogen contacts, but
closer to the first type (θ1 ≈ 155◦, θ2 ≈ 124◦, Figure 7). The structure of para-iodofluorobenzene 50, also
previously studied by the Boese and Desiraju teams [46], contains a zigzag-like structure of the I···I
halogen bond, but F···I halogen bonds also exist.

 
(a) (b) 

Figure 7. Crystal packing motifs in a crystal of meta-fluoroiodobenzene 49: molecules around
pseudo-axis 31 (a) and axis 21 (b).

Based on the above, fluorine atoms are more likely to form hydrogen bonds than halogen bonds,
while heavier halogens behave in the opposite manner. According to the authors, this is due to the
principle of “like likes like”, since the sizes of the fluorine and hydrogen atoms are similar.

In 2015, Nath and Naumov published the structure of a crystal of chlorobenzene 51 [62]. To analyze
the intermolecular interactions, the analysis of Hirschfeld partitioning was carried out for chlorobenzene.
The calculation showed that a significant fraction of the surface (32.2%) corresponds to the π(C)···H
contacts. The H···H and H···Cl contacts contribute 35.1% and 25.9% to the Hirschfeld surface, respectively.
Also, in a crystal of chlorobenzene, the zigzag-like motif consisting of molecules bound by a halogen
bond exists.

The Pierangelo Metrangolo and Giuseppe Resnati teams determined the crystal structure of a
number of co-crystals of amines with halo-pentafluorobenzenes in which a halogen bond is present [63].
This type of intermolecular bond is formed between bromine or iodine atoms in C6F5I or C6F5Br,
respectively, and a lone pair of electrons of the nitrogen atom of substituted pyridine or TMEDA. The
I···N distances in the compounds studied are 2.784 Å on average, which is shorter than the Br···N
distance found (2.882 Å). Nevertheless, all these distances are much shorter than the corresponding

86



Crystals 2020, 10, 15

sums of the van der Waals radii (3.53 Å for I···N and 3.40 Å for Br···N), which definitely indicates that a
halogen bond exists in each of the crystals studied.

In 2014, Klapötke et al. published an article in which they compared the structures of
halo-trinitromethanes 52–55 obtained from gas electron diffraction, X-ray diffraction analysis, and
quantum chemical calculations [64]. Fluoro and bromo-trinitromethane crystals were grown in situ
in a capillary using copper wire as the heating element. According to the authors, contrary to the
literature, iodotrinitromethane did not decompose under MoKα radiation, as was stated in [65].
The X-ray diffraction data for chlorotrinitromethane was taken from an earlier article [66]. The results
of X-ray diffraction experiments were compared with those from gas electron diffraction. The relative
arrangement of nitro groups in the crystal and in the gas phase can be described as a “propeller”.
The lengths of C–Hal bonds in a crystal are shorter than in the gas phase, while the opposite pattern is
observed for C–N bonds. From the analysis of structural data, it was concluded that a difference in the
type of halogen atoms has almost no effect on the C–N bond lengths and N–C–Hal angles in these
compounds. On the other hand, the torsion angle of the nitro group has a tendency to increase with an
increase in the atomic number of the halogen. As the van der Waals radius of the halogen atoms grows,
the intra- and intermolecular interactions between them and the oxygen atoms of the nitro groups
increase. According to the authors, intramolecular O···Hal interactions are forced, while intermolecular
interactions are advantageous and can be considered as analogs of the L-type halogen bond. Using
the NBO, AIM, and IQA methods, the atomic charges, atomic volumes, and interatomic interaction
energies were calculated. IQA was performed using the RHF/cc–pVTZ wavefunctions for fluoro and
chloro-derivatives and RHF/6-311G(d) for bromo and iodo-derivatives. Both NBO and AIM agree that
a negative charge is present on fluorine atom, while it is positive on the other halogens. At the same
time, the positive charge on carbon atoms decreases as the halogen atom increases. The charges on
nitrogen and oxygen atoms do not depend on the type of halogen at all.

In 2016, Norbert W. Mitzel and Carlos O. Della Védova’s teams published a joint work in which
perfluoropropanoic acid fluoride 56 (CF3CF2C(O)F) was described [67]. The structure of this compound
was studied by gas electron diffraction, IR, Raman, and ultraviolet spectroscopy, and by quantum
chemical calculations (MP2/cc–pVTZ and B3LYP/cc–pVTZ). Compound 56 is a volatile liquid at room
temperature, with a melting point of about 146 K. In order to determine the crystal structure, X-ray
diffraction analysis and in situ crystallization were used. The crystal was grown at 144 K, after which
the sample was slowly cooled to 100 K for the X-ray diffraction experiment. The results showed that
all molecules in the crystal are in gauche-conformation, while in the gas phase, according to the results
of gas electron diffraction, an equilibrium exists. It was shown that only 85(10)% of molecules are in
the gauche-conformation, while the remaining 15(10)% are in the anti-conformation.

6. Intermolecular Interactions in the In Situ Crystallized Compounds

Analysis of crystal packing allowed us to conclude that organoelement compounds described
in the present review can be divided into two groups. The first group consists of Si, Ge, P, and
S-containing compounds. The heteroatoms in compounds of the first group are surrounded with
a shell of hydrocarbon substituents (including perfluorinated ones) and do not participate in any
intermolecular interactions. As a consequence, all structure-forming intermolecular interactions are
weak classic and non-classic hydrogen bonds (X···H, H···H, C···H; X = Hal, O, N, C). The second
group includes organofluorine aromatic compounds where intermolecular interactions between
fluorine atoms play a significant role in the stabilization of crystal packing. Moreover, fluorine atoms’
interactions can be of many types—weak hydrogen bonds, halogen bonds, F···F interactions, and F···π
interactions [68]. Besides, a noticeable contribution to the stabilization of crystal packing is played by
other intermolecular interactions with the participation of the π-systems of phenyl rings [69,70].

According to the calculation of the energy frameworks, compounds 1–17 can be described as
loosely packed ones. The ratio between the molecular volume (Å3) and the lattice energy (kJ/mol) in
the majority of these compounds is about 3.5-5 Å3·mol/kJ (Table S1). This fact can be explained by
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the dominance of H···H and C–H···π interactions over others (except for the strong hydrogen bond
present in a crystal of 12 compound). The situation is quite different in the case of organosulfur
compounds 21–26 where the ratio varies within 2–3. The reason lies in the large contribution of weak
C–H···O or C–H···N hydrogen bonds that exceed the contribution from the C···H, H···H, and H···π
bonds. Possibly, the correlation between molecular volume and lattice energy can be explained by
strong F···F interactions. Organofluorine aromatic compounds have the ratio value close to three due
to a contribution from interactions of fluorine and other halogens.

The correlations of the molecular volume/surface area with the lattice energy for all the compounds
discussed above are shown in Figure 8. Most of the compounds are liquids at room temperature
and have molecular volumes in a range of 120–160 Å3. The Hirshfeld surface areas of the majority
of compounds do not exceed 170 Å2. The maximum lattice energy of compounds that are liquid at
room temperature is 112 kJ/mol (compound 4). However, most of the compounds have lattice energies
between 45 and 65 kJ/mol.

 
(a) (b) 

Figure 8. Correlation of molecular volume (Å3) (a) and Hirshfeld surface area (Å2) (b) with lattice
energy (kJ/mol) for the majority of compounds (the full list of compounds is shown in Table S2). Red
dotted lines are linear trend lines.

The trend line was calculated on the assumption of a linear relationship between the molecular
surface area, volume, and lattice energy values. The R2 values for these trend lines are 0.7451 for plot
(a) and 0.7579 for plot (b), respectively (Figure 8). The compounds that are solid at room temperature
and the phases that contain strongly disordered molecules were excluded from these relationships.

Several points in Figure 8 lie far from the trend line (the points encircled in red lines). These are
compounds 4, 6, 13 (compound 4 is encircled only in part (b)). These compounds stand out because
most of the intermolecular interactions in their crystals are weak, but the molecules are still big (the
molar volumes are above 400 Å3).

Relatively low R2 values for the trend lines in Figure 8 indicate a poor approximation of the
entire data set. In this case, we separated the compounds into three groups. The separation is based
on the largest Hirshfeld surface area occupied by the intermolecular interaction of a certain type
(Figure 9, Tables S2 and S3). Compounds were separated into “H···H”, “H···Hal” (Hal = F, Cl, Br, I),
and “Other” groups.
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Figure 9. Correlation of molecular volume (Å3) (a,c,e) and Hirshfeld surface area (Å2) (b,d,f) with lattice
energy (kJ/mol) for the compounds with predominant H···H interactions (a,b), Hal···H interactions
(c,d), and other ones (e,f). Red triangle (a,b) corresponds to 2,2,3,3,4,4-hexasilylpentasilane (compound
13). Three rounded dots (c,d) correspond to organophosphorus compounds 6, 9, and 17. Red dotted
lines are linear trend lines.
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The first “H···H” group is well approximated linearly (Figure 9a,b). One point (red triangle) was
excluded. It corresponds to compound 13. In this crystal, Si–H···H–Si intermolecular contacts are
observed instead of C–H···H–C contacts. The Si–H···H–Si interaction is much weaker, and the lattice
energy is at least 30 kJ/mol smaller than that predicted by the trend line. The second group “H···Hal” is
approximated much worse (Figure 9c,d). Most of the compounds are small molecules. Their Hirshfeld
surface area and molecular volume do not exceed 200 Å2/Å3. Three rounded dots correspond to
organophosphorus compounds 6, 9, and 17. The last group, “Others”, is well approximated linearly,
like the first one (Figure 9e,f).

The dependence of the melting point on the lattice energy is shown in Figure 10. We separated all
data into black, blue, and red groups. Black dots correspond to compounds with a molecular surface
area below 170 Å2. Blue triangles correspond to compounds whose molecular surface areas are above
170 Å2. The red square corresponds to compound 1. The tangent value (m.p./lattice energy) for the
“black” group is between 3.13 and 6.10, and 4.75 on average. The same value for the “blue” group is
between 1.63 and 3.12, and 2.41 on average. The molecules of compounds of the “black” group are
small and most of them do not form strong intermolecular contacts. On the other hand, in the crystals
of the “blue” group compounds, molecular interactions such as halogen bonds or C–H···P hydrogen
bonds are present. Compound 1 was assigned to a separate group because the C–H···P bond existing
in its crystal is not strong enough, but the Hirshfeld surface area is too large for the “black” group. It
means that this compound should be in the “black” group because of its tangent (m.p./lattice energy)
value, but it has potentially strong C–H···P interactions.

 
Figure 10. The plot of melting point (K) versus lattice energy (kJ/mol). Black dots correspond to
compounds with a molecular surface area below 170 Å2. Blue triangles correspond to compounds
whose molecular surface area is above 170 Å2. The red square corresponds to compound 1.

7. Conclusions

Organoelement compounds, which melt below room temperature, usually have not got any strong
intermolecular interactions in their crystals. The significant role in crystal packing is played by medium
strength interactions, such as halogen bonds. In this review, the structures of 56 in situ crystallized
compounds were discussed. In some crystals, such as 1,1,1,3,5,5,5-heptamethyltrisiloxan-2-ol crystal
(compound 12), we see the presence of a strong interaction. Even in these crystals, the weak
intermolecular interactions prevail. The physical properties of all in situ crystallized compounds could
not be well approximated. But compounds with similar structures have similar interactions in their
crystals. So, the compounds were divided into groups by predominant interactions. After the division

90



Crystals 2020, 10, 15

into groups, the correlation of molecular volume (Å3) and Hirshfeld surface area (Å2) with lattice
energy (kJ/mol) became much clearer.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/1/15/s1:
Quantum chemistry calculation details, Table S1. Sublimation energies, melting points, molecular volume, and
surface area of the compounds, Table S2. Intermolecular interactions in the compounds, Table S3. Intermolecular
interactions in halogentrinitromethanes 52–55.
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Abstract: Intermolecular interactions of organic, inorganic, and organometallic compounds are the
key to many composition–structure and structure–property networks. In this review, some of these
relations and the tools developed by the Cambridge Crystallographic Data Center (CCDC) to analyze
them and design solid forms with desired properties are described. The potential of studies supported
by the Cambridge Structural Database (CSD)-Materials tools for investigation of dynamic processes
in crystals, for analysis of biologically active, high energy, optical, (electro)conductive, and other
functional crystalline materials, and for the prediction of novel solid forms (polymorphs, co-crystals,
solvates) are discussed. Besides, some unusual applications, the potential for further development
and limitations of the CCDC software are reported.
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intermolecular interactions; structure–property relations; supramolecular chemistry

1. Introduction

The history of investigations devoted to the analysis of networks between chemical composition,
molecular, and crystal structures and numerous properties of compounds dates back to 1960s.
The development of the X-ray diffraction technique and computational routines allowed to collect
information about crystal structures of plenty of inorganic, organic, organometallic, and macromolecular
compounds. Early findings in the field of composition–structure–properties networks of these solids
gave us knowledge about the typical molecular geometry [1,2], steric, and electronic effects of functional
groups [3,4], principles of molecular packing [5], role and energetic of numerous intermolecular
interactions [6,7]. Longstanding efforts of the crystallographic community to present crystallographic
data in a machine-processed format, and to collect these data in crystallographic databases combined
with recent progress in software development promotes further insights into the synthesis of novel
solids with desired physicochemical properties (including optical, magnetic, electrical, mechanical,
and others).

The literature contains numerous review articles devoted to recent advances in crystal
engineering [8,9], design of functional organic (see, for example, Refs. [10–13]) and inorganic [14,15]
materials, and the development of software for analysis of molecular crystals [16–18]. However, in my
opinion knowledge-based analysis and corresponding software are still insufficiently used by chemists,
who often analyze relations between functional properties and intermolecular interactions on the level
of bond geometry and Figures of crystal packing. On the other hand, analysis of applications of the
software by the end users of software can help software developers to find and overcome limitations
of their algorithms, and to propose lines for further development. Thus, in the present paper, to
demonstrate the effectiveness of knowledge-based analysis of structure–property relations in crystals,
some of the relations, possible application of data–knowledge studies, and predictions to analyze them,
and a brief description of procedures will be described. Among a huge number of papers published in
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these fields, the manuscript cites only (i) recent works devoted to the analysis of correlations between
intermolecular interactions and properties of a small molecule (for example its inclination to form
polymorphs, solvates, and co-crystals), or a corresponding solid (from a well-known requirement for
non-linear optical materials to crystallize in acentric space groups, to recent studies devoted to the
effect of solvent presence on mechanical properties), and (ii) the corresponding software developed to
investigate these correlations and to design novel solid forms with desired physicochemical properties.
As the description of structure–property networks describes mainly the papers published in the last
10 years in the field of organic, organometallic, and coordination crystals, then the software under
discussion will be limited with those developed by the Cambridge Crystallographic Data Centre
(CCDC) for material chemistry and crystallography. Various examples of applications of the CCDC
software to functional materials including their combination with other software, and restrictions
found, will be given.

First, the Cambridge Structural Database (CSD) and components of the CSD-Enterprise will be
described in Section 2. Then, some properties related to the appearance of a given supramolecular
associate, and the tools to search for an associate in the CSD will be reported in Section 3. The properties
of solids dependent on the crystal morphology, the Bravais, Friedel, Donnay, and Harker (BFDH) tool
for crystal morphology prediction and its’ application to affect crystal morphology, polymorphism,
and solvatomorphism will be reported in Section 4. Knowledge-based predictions of H-bonded
polymorphism, co-crystal formation, mapping of likely intermolecular interactions, and conformer
generation for the synthesis of novel functional materials will be discussed in Section 5, and the analysis
of local connectivity and whole architectures of solvent molecules in Section 6. Finally, Section 7
contains information about Python API algorithms compatible with the CSD-Enterprise and about
some examples of the successful combination of the CSD-Enterprise tools with external software
applicable for investigations in the field of structure–property networks.

2. The Cambridge Structural Database (CSD) and its’ Libraries and Modules

The Cambridge Structural Database [19,20] is one of several databases containing crystal structures
of various compounds whose structures have been determined using crystallographic techniques.
Particularly, the CSD contains crystal structures of organic, and organoelement compounds, and
metal–organic complexes. These data are collected from publications all other the world combined
with structural determinations with no accompanying manuscript. Single-crystal data are included
to the CSD even if no coordinates are available, while powder studies are included only if cell
parameters, atomic coordinates, and refinement details were reported. The original value of the CSD
was to simplify access to individual structures, to help crystallographers to avoid redetermination
of previously reported structures, and to allow easy sharing of work within the chemical and
crystallographic community. In 2019, the number of the CSD individual entries overpassed 1,000,000!
This value can be compared with ca. 200,000 of inorganic crystal structures from the Inorganic Crystal
Structures Database (ICSD) [21], or 150,000 entries from the Protein Data Bank (PDB) [22].

The second benefit of the database comes from data–knowledge analysis derived from the
entire collection. Since the late 1960s, analysis of crystallographic data allowed us to demonstrate a
non-uniform distribution of crystal systems and space groups, to estimate ionic and van-der-Waals radii
of various elements, or to propose close packing of molecules within a crystal. Analysis of intermolecular
distances to reveal structure-forming interactions has been known for tens of years; the role of hydrogen
bonds, π...π stacking, and halogen...halogen interactions can not be overestimated [6,7]. Nowadays,
information about the crystal structures of discrete organic and organometallic compounds allows
us to reformulate principles of their packing [23,24], and to investigate intermolecular interactions
more thoroughly. Not only information about geometry and frequency of occurrence of an unusual
interaction, synthon, or tecton is extracted from the CSD to support a conclusion about its’ role in
crystal packing and electronic effects that cause its’ appearance [25–29]; but it is also recommended to
additionally compare interaction occurrence relative to what would be expected at random [30–33].
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Data about molecular geometry—from bond lengths and angles to torsions and ring geometry—form
the basis of our understanding of the energetics of molecular conformation. Analysis of these
data allows us to understand not only the most stable conformations, but also to rationalize steric
and electronic effects of substitutents, or co-formers on the geometry, or to link it with a reaction
pathway [34–36].

Taking the value of the conformational preferences exhibited by molecular fragments, and
intermolecular interactions into account, two dynamic knowledge-based libraries were derived from
the CSD. These are: Mogul [37], which stores intramolecular information, and IsoStar [38], which collects
information about intermolecular interactions. Mogul contains information about millions of bond
lengths, angles, and torsions, each relating to a specific chemical environment. Data from this library
can be organized into distributions providing a click-of-a-button access to structures used to construct
the distribution. Besides, one can check the geometry of a novel structure (this is of importance for
structure refinement from powder X-Ray diffraction data, or for understanding the environmental
effects of combinative factors and steric exclusion) or to check the geometry of a protein–ligand docking
pose. Data for Isostar were collected not only from the CSD, but also from protein–ligand complexes in
the PDB having a resolution better than 2 Å, and ab initio data of the key interactions. Isostar provides
the searchable distribution of contact functional groups around a central one (such distributions can be
obtained for either the CSD or the PDB collections), and data about geometry (and sometimes energy)
of various interactions.

Thus, the CSD and associated libraries serve also as sources of supramolecular knowledge for
applications software that addresses specific problems in structural chemistry, rational drug design
and crystal engineering. In accord with these tasks, various modules comprising the CSD-Enterprise
suite are under constant development (Figure 1). The CSD-System contains the CSD, Mogul, and Isostar
databases; ConQuest and webCSD provide off-line and on-line searches within the CSD; Mercury and
Hermes are the CCDC’s 3D vizualizers of, respectively, small and macromolecular crystal structures.
Currently, both Hermes and Mercury are linked with some CSD-Materials and the CSD-Discovery tools
of the CSD-Enterprise. The CSD-Materials module serves for use in crystal engineering and materials
design, as well as for the structure solution from powder XRD data with DASH package. Various tools
and programs for drag analysis and discovery are combined within the CSD-Discovery module. Note,
that the Full Interaction Map (FIM) tool and Conformer Generator tool are intensively used for both
material chemistry and drug design. At last, every scientist from this community is welcome to install
previously published or to write (and distribute) his/her own CSD Python API scripts.

 
Figure 1. Modules comprising the Cambridge Structural Database (CSD)-Enterprise (ver. 2019).

The CSD-Materials Module

The main CSD module applicable for investigation and comparison of solid forms and
intermolecular interactions, which govern packing of these solids, is the CSD-Materials module.
Its’ components in the CSD-2019 version allow us to perform:
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• Analysis of H-bond motifs (searching of motifs and statistics of their occurrences; assessing the
risk of polymorphism via H-bond propensities; prediction of co-crystal formation).

• Analysis of crystal packing features (searching on selected motifs, analysis of packing similarity
and building of a packing similarity tree diagram).

• Calculation of theoretical crystal morphology, gas phase MOPAC (Molecular Orbital PACkage)
calculation and ‘UNI’ (UNIversal) force field intermolecular energy calculations.

• Mapping of interaction preferences around an isolated molecule.
• Analysis of solvate and hydrate crystal structures (searching and classification of H-bond motifs,

calculation of the volume occupied in a unit cell with solvent molecules, mapping of interaction
preferences around them).

• Generation of conformers based on geometrical statistics from the CSD.
• Solution of crystal structures from powder diffraction data using DASH.

Although this software was developed and attested mainly for pharmaceutical crystal forms,
numerous examples of structure–property networks found for other organic and organometallic
compounds with valuable optical, electrochemical, mechanical, and other properties are given below.
These studies demonstrate that the possible range of applications of the CSD-materials module can be
much expanded, although its application to coordination polymers is less diverse.

3. Search and Analysis of Supramolecular Associates

3.1. Search on Hydrogen-Bond Motifs

The utility of big-data analysis of intermolecular interactions extracted from crystallographic
databases is based on the fact that the frequency distributions of functional group contacts in the CSD
are directly related to the corresponding interaction energies in solution [39]. Analysis of crystal packing
in pharmaceuticals, their homologues, polymorphs, co-crystals, and solvates gives one information
about preferable synthons that could appear in a binding pocket occupied with this drug (although
some weak interactions can be over-, or under-estimated). Data knowledge about typical water
associates in crystals of small molecules is important for biochemistry as similar hydrate architectures
were found in crystals of inorganic, organic, and macromolecular compounds [40,41].

Among all contacts, H-bonds are the strongest and the most directional interactions that play
the dominant role in the crystallization and stability of organic solids, thus their analysis is a central
theme of crystal engineering [42–44]. For example, stable H-bonding motifs are used widely to fix
olefins in photoreactive positions for [2+2] cycloaddition [45,46]. Analysis of H-bonding is important
for understanding proton conductivity [47] and high-temperature ferroelectricity caused by proton
tautomerism in polar space groups [48–51]. Reversal of an electric field in the latter solids causes a
switch of O-H...O or N-H...N bonds to O...H-O or N...H-N ones accompanied with ketone/enol [48] or
neutral/zwitterion [49] isomerisation or imidazole tautomerization [50,51] and the polarity reversal.

Comparison of various H-bonded motifs found between similar functional groups allows one
not only to estimate which of them is more stable and abundant to occur but also to shed light
on stereoelectronic effects stabilizing various associates [29,52,53]. For example, analysis of 23
phenylglicine amide benzaldimines revealed only five types of H-bonded motifs; the choice of the
particular motif depends on the number of H-bonding donors and acceptors, the ease with which
the motif is formed, and the possibility of the motif to accommodate additional substituents [54].
The stability of polymorphs of a multifunctional molecule is known to be determined by the energy of
an H-bonded motif [55]—that is of importance for drug and food industry, production of high-energy
compounds, and dyes and pigments. For these materials the presence of uncommon weak H-bonds in an
observed solid form can be indicative of the potential for alternative packing to form another polymorph
with stronger interactions [56]. Instead, for high-energy compounds strong H-bonded interactions
are disadvantageous as these can prevent molecules from dense packing [57–59]. The appearance
of particular H-bonded motifs (spiral chains, bilayers, and others) is characteristic for spontaneous
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resolution of racemic and nonracemic mixtures of some chiral compounds [60–62] at crystallizations.
Other applications of the analysis of H-bonded associates include salt formation via evaluating synthon
competition [63,64], assessing putative structures from crystal structure prediction [65], and analysis of
H-bonding in drugs and vitamins [66].

Thus, the search for all representatives of a given H-bonded motif, or for all H-bonded motifs
found between some functional groups within the CSD, as well as their classification and statistics of
occurrence, become of interest. All these possibilities are realized within the CSD Motif Search (Figure 2).
A user can select a pre-defined motif from a special library or generate a new motif. To generate a
motif, one should sketch a functional group, select the atoms of the functional group which define the
contact(s) of the motif, define interatomic distance, and select the type of motif (a ring, an infinite, or
a discrete chain) and the number of contacts within the motif. The search can be carried out in the
current version of the CSD, in individual refcodes and families of refcodes or in files of structures.
The results can be viewed by motifs with the number of hits found and the frequency of occurrence or
by structures with the motifs found for each hit. As more than one motif can be found in a crystal
structure, their combination can give not only ring and chain motifs but also H-bonded layers and
frameworks. Unfortunately, classification of all matches in accord with all non-equivalent H-bonding
associates is unavailable in the current version. Besides, the notation used to describe these motifs [67]
do not correspond to that recommended to describe underlying nets of crystalline networks and
clusters [68–71]. Analysis of H-bonded motifs is part of the H-bond propensity tool, the Co-Crystal
Formation tool, and the Hydrate Analyzer described in Sections 5.1, 5.2 and 6, respectively.

Figure 2. Flowchart for the CSD Motif Search.

3.2. StudyingCrystal Packing Features

Besides robust and directed intermolecular interactions, such packing features as π...π stacking,
dipole...dipole or halogen, pnicogen, and carbon bonding as well as molecular size-shape regularities
can become investigation objects. Some properties of solids are associated with molecular packing
instead of intermolecular interactions. These are such properties as luminescent properties of
co-crystals of anticrowns with aromatic molecules and hydrocarbons [72–74], electroconductivity of
layered donor-acceptor complexes [75,76], optical properties of π-conjugated molecules [77,78], dense
packing of high-energetic compounds associated with detonation, and stability properties [59,79].
In this context, it becomes of interest how polytopic molecules or molecules with a lack of limited
H-bonding functionalities pack, and which factors govern their packing. A comparison of polymorphs,
solvates, and co-crystals of such compounds gives a key for better understanding of these factors.
For example, an analysis of 88 crystal structures containing trimeric perfluoro-ortho-phenylen mercury
(TPPM) revealed only four motifs of their packing with Lewis bases, governed mainly by Hg...C and
π...π interactions [80]. It was shown that the type of supramolecular motif strongly correlates with
the nature of a co-former. Another example of the role of weak interactions is the co-crystallization
of diphenyl dichalcogenides Ph2E2 (E = Se, Te) with diiodotetrafluorobenzene that is incorporated
during crystallization between stable tectonic chain Ph2E2 architectures, which were also found in the
crystals of pure Ph2E2 [81]. The co-crystallization of this molecule can be considered as a replacement
of E–E and Te–π(Ph) chalcogen bonds with I–E and I–π(Ph) halogen bonds via insertion of stacks of
halogen bond donors between tectons of halogen acceptors. Analysis of intermolecular interactions by
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means of the energy framework diagrams revealed that the energies of corresponding chalcogen and
halogen bonds were lower than those between the stacks of pure Ph2E2 and diiodotetrafluorobenzene,
and illustrates an approach to binary crystals formed by matching tectons (that can be found with the
Crystal Packing Features tool).

Analysis of mutual disposition of molecules, in this case, can be carried out with the Crystal
Packing Features tool of the CSD-Materials module. In contrast with the CSD Motif Search, a “packing
feature” can be generated only from a displayed structure by selecting the atoms and bonds to define
the feature. A search query is constructed without sketching any functional groups and atoms based
on selected atoms, bonds, and intermolecular distances. Then the CSD is searched to identify crystal
structures that contain a similar mutual disposition of atoms. The hits are automatically overlaid with
the original geometry, and root-mean-square distance (RMSD) value is reported as a measure of packing
similarity. For example, the binary stacks of TPPM and aromatic molecules can be found in a series of
co-crystals with luminescent properties [72]. This motif, one of four typical for TPPM co-crystals [80],
can be constructed from a TPPM molecule and two aromatic C6 rings situated above and below the
TPPM meanplane (Figure 3a). The Crystal Packing Feature search allows us to extract from the CSD
other examples of such potentially luminescent co-crystals, and to compare the distances between the
meanplanes of planar molecules as a measure of charge transfer from electron-rich aromatic molecules
to anticrowns.

 
 

(a) (b) 

Figure 3. Examples of the (a) Packing Feature and (b) Packing Similarity search hits. A sandwich of
a TPPM with two aromatic C6 rings was constructed as the Packing Feature from a reference (red)
{MOXMIV}a molecule and was also found in (blue) {QATTAH}. The Packing Similarity comparison of
an orthorhombic polymorph of TPPM (blue) {MOXMAN02} with its’ three monoclinic polymorphs
gives the best similarity with (red) {MOXMAN03}. a Here and below a six-letter CSD-Refcode of a
compound is given in Figure braces.

A strategy to co-crystal formation based on packing similarity between various co-formers
was suggested in Ref. [82]. In this paper, the authors suggested replacing the anion in the crystal
of lamaviudine saccharinate with another anion having a similar disposition of acceptor groups
(the nature of atoms within acceptors was allowed to vary). Crystal structure and intermolecular
interactions of lamaviudine maleate taken as a hit of the CSD search, indeed, were very similar to that
of saccharinate. This tool can also be applied to intramolecular interactions or mutial disposition of
more than two molecules. For example, the analysis of semicarbazone conformations distinguished
that the syn–anti–syn–syn conformation predominates the syn–anti–anti–anti one [83].

3.3. Crystal Packing Similarity Tool

While the Crystal Packing Features described above allows one to select from the CSD all
supramolecular associates with a user defined mutual disposition of molecules, the Crystal Packing
Similarity tool can be used to compare a large set of solids containing one co-former and to measure
similarity between them, as well as to obtain similarly overlaid molecular packing automatically. This
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tool was used for comparison of the experimental crystal structures with those predicted during the
sixth blind test of organic crystal structure prediction methods [84]. Such investigations are also of great
importance for the analysis of isostructural compounds [85] and some properties that occur only within
a given group of supramolecular associates. For example, tetraphenylborates of N-salicylideneanilines
form isostructural series of photochromic solids due to the packing of cations within a cavity formed by
phenyl groups of anions, while more dense packing in other salts gives non-photochromic solids [86].
The effect of substituents on isostructurality of compounds was widely analyzed for both rigid [87–92]
and flexible molecules [93–98]. Not only long-accepted isostructurality of Cl- and Me- or -Cl, -Br, and -I
substituted molecules were revealed, but also the equivalence of ethylene and azo-bridges [92], or that
of azide and iodide substituents [85] were demonstrated. Besides the Crystal Packing Similarity tool,
XPac [99] and Crycom [100] are also among the software appropriate to carry out such a comparison.

The Crystal Packing Similarity tool is applicable to compare multiple structures containing the
same compound, e.g., its polymorphs, hydrates, solvates, co-crystals, and salts. Within this method
molecular clusters (typically containing a central molecule and its’ 14 closest neighbors) are built
for each structure, and the clusters are compared with some geometric tolerance to define whether
packing is similar or not. Small differences in packings (variation of halogen atoms, absence of
some hydrogen atoms, presence of few independent molecules and small co-formers) can be ignored.
The results of the comparison are grouped in accord with the number of neighbors forming molecular
clusters (from 1 to 2 for different structures to all 14 for pseudo-isostructural compounds), and the
groups can also be compared with each other to reveal synthons and associates common for different
groups. Such grouping reflects the fact that similar motifs found in polymorphs and solvates typically
keep similar intermolecular connectivity and energy of pair interactions [80,101]. The result of such
analysis is the dendrogram visualizing crystal packing similarity between different groups of crystal
structures. For example, analysis of 50 crystal structures, containing carbamazepin revealed three
main motifs (“translation stacks”, “inversion cup”, and “co-former pairing”, Figure 4), and none of
these appears via H-bonding [102]. Instead, these motifs seem to represent the most efficient methods
for packing of carbamazepin molecules while leaving the carboxamide group free to form hydrogen
bonds. Note, that these results coincide with those obtained for carbamazepin-containing solids
using the XPac method [103].One of the carbamazepin pseudo-isostructural groups is represented
by metastable polymorph II and its solvates and hydrates situated inside the channels formed by
the hydrophobic aromatic surfaces of this molecule, which were found to act as stabilizers of this
solid [104]. These solvent molecules within the channels can even be replaced with hydrophobic
polymer guest molecules [105].

  
(a) (b) (c) 

Figure 4. Carbamazepin molecules packed in (a) “translation stacks” in {CBMZPN11}, (b) “inversion
cups” in {CBMZPN01} and (c) “co-former pairs” in {UNEZAO}.

Comparison of an orthorhombic polymorph of trimeric perfluoro-ortho-phenylen mercury with
its’ three monoclinic polymorphs gives up to six similarly packed molecules. Figure 3b visualizes
that in crystals of {MOXMAN02} and {MOXMAN03} perfluoro-ortho-phenylen mercury form similar
stacks, but these stacks are packed in different ways. The interplay of packing motifs and hydrogen
bonds were demonstrated on the example of 37 enantiopure and racemic salts of methylethedrine,
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where the molecule forms six “isostructural” groups, two of which were characterized by alternating
motifs of H-bonding [106]. Analysis of co-crystals of meloxicam with carboxylic acids reveal the acids,
which are able to break H-bonded meloxicam dimers, and, therefore, to compare the effect of crystal
packing on dissolution behavior [107]. The comparison of crystal structures of hydrates of furosemide:
Nicotinamide co-crystal suggests the mechanism of dehydration [108]. Galcera, et al. demonstrated by
using this tool that the isostructurality in co-crystals of lamotrigin with flexible dicarboxilic acids appears
at the presence of solvents able to mimic the difference in conformation and volume of co-formers [109].
The analysis of 42 tyrammonium salts demonstrated that isostructural cation packing can occur even
with structurally different anions, with different hydration states and with different hydrogen bonding;
realization of different packing was associated with various conformations of the ethylammonium
group of the cation [110]. Martins, et al. demonstrated that similarity between supramolecular clusters
occurs only for molecules able to exhibit similarity in molecular shape-size parameters (thus called
isostructural molecules), contact area, and energy of intermolecular interactions [111]. Fenamate
co-crystals with 4,4’-bipyridine keep the packing arrangement of the initial solid connected by the
4,4’-bipyridine [112]. The Crystal Packing Similarity tool was also used to investigate 16 trospium
chloride containing structures. This molecule realizes similar conformation in the majority of solvates
including a sesquihydrate, while its conformation in dihydrate significantly varies from that in other
solvates. All solvates but water belong to the same group as two trospium chloride polymorphs [113].
Dehydration and desolvation of lenalidomide follow “isostructurality” in crystal packing: All solvates
at heating convert to its’ thermodynamically stable anhydrous form, whereas all hydrates upon
dehydration convert to a metastable anhydrous polymorph able to transform upon further heating
to the stable polymorph [114]. Analysis of H-bonding and crystal packing similarity for the crystal
structures of vitamin D analogs showed that various conformations of its A-ring are predetermined by
H-bonding of hydroxyl group both in crystals and in the binding pocket of the vitamin D receptor and
that the exocyclic methylene group also influences H-bonding pattern in solids [66].

To sum up “isostructurality” found by means of the CSD Crystal Packing Similarity tool ignores the
requirement for identical symmetry of compounds, and unit cell parameters. Instead, the families
of structures with matching molecular clusters when superimposed can be found to reveal crystal
packing relationships, motif stability, and hydrogen-bond competition for a variety of solid forms of a
molecule (and its’ homologues or structural analogs).

3.4. CSD-Crossminer

The CSD-Crossminer is the novel software of the Cambridge Crystallographic Data Centre first
appeared as part of the CSD-Enterprise in 2018. Its utility is based on ideas previously demonstrated on
the example of carboxylate/tetrazolate [115], hydrate/peroxosovate [116], and maleate/saccharinate [82]
behavior in solids and potential of 3D macrocyclic analogues of small-molecules to serve as drugs [117].
Particularly, molecules which form similar intermolecular interactions and have comparable size and
shape tend to form similar supramolecular associates, and hence are able to form isotypical solvates, or
bind with similar functional groups within a binding pocket of a macromolecule. A search defined
within this software does not contain any chemical formulas or functional groups but uses such
chemical feature as “H-bond donor”, “H-bond acceptor”, “hydrophobe”, and others. Starting from a
real molecule, mutual disposition of these chemical features can be defined, as well as the disposition
of complementary functional features, which may come from other molecules, co-formers, solvates, or
proteins and tolerance. The search is carried out within the CSD and the PDB databases and gives a
number of hits potentially able to replace the reference molecule in solids or binding pockets. This
software was developed as a pharmacophore query tool able to identify common protein binding sites
in macromolecules, to determine structural motifs that are able to interact with similar binding sites, to
estimate which ligand modifications are tolerated in a binding pocket, and others. More details about
this tool are given in a white paper at https://www.ccdc.cam.ac.uk/whitepapers/csd-crossminer-versatile-
pharmacophore-query-tool-successful-modern-drug-discovery/ . However, the great potential of this tool
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for material design should be mentioned. Using this tool, molecular templates for constructions of
polynuclear complexes or porous compounds, like zeolites, can be found in the CSD (this means that
these molecules not only possess a desired conformation, but also were once synthesized and isolated).
As pores of metal–organic frameworks are somehow equivalent with the binding pockets, the potential
of metal-organic frameworks in respect to catalysis, separation of complex mixtures, or host of guest
molecules, can probably be evaluated using this software.

4. Solid Form Calculations

Calculations included within the CSD-Materials module of Mercury allows one to simulate crystal
morphology using the BFDH (Bravais, Friedel, Donnay, and Harker) method, to perform semi-empirical
MOPAC calculations and to evaluate force-field intermolecular energy calculations using the ‘UNI’
intermolecular potentials. The MOPAC software is a semi-empirical quantum chemistry program
based on NDDO (neglect of diatomic differential overlap) approximation, which allows a user to
perform some calculations (geometry optimization, bond order calculations, molecular electrostatic
potential visualization) for isolated molecules. The 2007 or 2009 version can be obtained free for
academic users at http://openmopac.net/ . The application of intermolecular potentials for analysis of
interactions between two molecules, of a molecular cluster, or of the total packing energy is beyond
the scope of this review and will not be described here. See the description of the empirical “UNI”
potentials and their possible applications with Refs. [118,119]. The BFDH morphology tool instead
will be described in detail below.

4.1. BFDH Morphology Prediction

Some of the macroscopic properties of solids depend on supramolecular architectures of symmetry
elements formed by molecules and ions. Thus, if a supramolecular architecture is anisotropic,
then, properties measured become anisotropic too; and their understanding and prediction require
knowledge of disposition of functional groups, supramolecular synthons, or symmetry elements as
compared with crystal faces. Having experimental data about Miller indices of crystal faces, one can
examine corresponding planes using the free Packing/Slicing tool of Mercury. Particularly, indexing
of the crystal phases becomes of practical interest for nonlinear optics [120], organic photonics [121],
piezoelectrics [122–124], and organic electronics [125–128]. Knowledge of functional groups or
supramolecular synthons forming crystal faces allowed in some cases to rationalize mechanical effects
in dynamic crystals [129–132] such as self-healing, jumping, bending, twisting at heat, humidity,
force or light, and to describe pressure-induced phase transitions (see Refs. [133–135] for analysis
of such transitions in amino acids). Particle size and shape also affect material properties, such as
tabletability [136], thus, their control is of special interest for the pharmaceutical industry.

Taking into account that the solvent can affect crystal morphology [137,138], it becomes of interest
to rationalize solvent selection and to predict its’ effect on crystal size and shape. Analysis of functional
groups forming each surface gives a clue to solvent choice to prevent crystal growth in some directions,
and vice versa, to rationalize the dissolution of a single crystal over various crystal faces [139].
For example, long-chain alkylboron capped tris-pyrazoloximates and clathrochelates readily form thin
plate crystals with their main faces formed by hydrophobic alkyl groups (Figure 5) [140,141]. Their X-ray
quality single crystals are obtained from polar solvents able to bind with small crystal faces formed by
polar groups via hydrogen or halogen interactions, while crystallization from hydrocarbons typically
results in twinned and turbostratic conglomerates of crystals. Similarly, ibuprofen [142] single crystals
are faceted with (1 0 0), (0 0 2), and (0 1 1) faces, formed by hydrophobic, van der Waals and H-bonded
interactions, respectively. As follows from the strength of intermolecular interactions in a crystal, and
the strength of interactions between a solute and a solid [143], a polar protic solvent should bind to (0 0 2)
faces to prevent the formation of needle morphology. This strategy based on the type of functional
groups forming crystal faces was successfully used to optimize crystal morphology of lovastatin [144],
1-hydroxypyrene [145], isoniazid [146], tolbutamide [147] and N-benzyl-2-methyl-4-nitroaniline [148].
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For phenacetin single crystals, the crash-cooling experiments resulted in the crystallization of needle-like
crystals, while slow growth yielded similar single crystals with a hexagonal-like BFDH-predicted
morphology affected by the solvent used [149]. Application of additive molecules able to bind with
selected crystal faces also allows the of the controlling crystal morphology [150–153]. Yunqi Liu and
coworkers suggested an interesting modification of such technique to affect the morphology and
morphology-dependent breathing effect of metal–organic frameworks via the addition of a small
amount of slightly modified ligands to the reaction mixture [154,155]. The hydrolysis of selected ligand
decreased the growth of an anisotropic coordination polymer in some directions; the size of a crystal
face containing pores was found to affect gas adsorption.

 
Figure 5. Bravais, Friedel, Donnay, and Harker (BFDH) predicted the morphology (blue) and
hydrophobic groups forming the main crystal faces of a long-chain alkyl (a) tris-pyrazoloximate
{1497845}, and (b) hexahalogenoclathrochelate {YUFYUV04}.

Having access to CSD-Materials, one can predict the morphology using the Bravais, Friedel,
Donnay, and Harker (BFDH) crystal morphology tool (Figure 5). This method implies the idea that the
crystals are preferable to grow along the direction with strong intermolecular interactions. Not only
simulated but also experimental morphology can be depicted and analyzed to evaluate functional
groups which form a crystal face and to estimate preferable interactions which occur between this face,
a solvent, or an additive. Crystal morphology prediction can be used to estimate the direction of a
preferred orientation for an experimental powder XRD patterns. Photomicrographs were taken during
isothermal dehydration combined with calculated BFDH morphology to help distinguish concomitant
polymorphs [156], to understand the faces, and directions of solvent loss [157], while atomic force
microscopy supported with BFDH calculations was used to follow phase changes in situ [158]. Analysis
of intermolecular interactions over molecular surfaces allows the rationalization of concomitant
polymorphism of substances where single crystals of two crystal forms share faces of their crystals [159].
The case of intergrowth polymorphism [160,161] referred to the existence of two solid forms within
one single crystal, which is a special case of such concomitant polymorphism. On the contrary,
absence of similar surfaces on dominant phases of 1:1 and 3:2 co-crystals of p-toulenesulfonamide and
triphenylphosphine oxide allowed Croker, et al. to conclude that solvent mediated phase transition in
this system occurs through dissolving of one phase and re-crystallization of the other [162]. Analysis of
polymorphs, solvates, and hydrates of trospium chloride containing structures demonstrated that these
compounds can be divided into three main structural groups, and the predicted and experimental
crystal morphology of various forms within one structural group was found to be very similar [113].
The BFDH morphology tool was applied to rationalize silicon oil induced spontaneous phase transition
in ethynyl-substituted benzamides [163] and unusual mechanical response from a crystal undergoing
topochemical dimerization [164].

More complex applications of BFDH morphology tool include synthesis of desired solid forms or
prediction of desired properties for previously published compounds. It was shown that self-assembled
monolayers of rigid biphenyl thiols [165–167] or silioxane-based monolayers [168,169] can be used as
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templates to exclude concomitant polymorphysm (Figure 6a) or to obtain a metastable polymorph.
First, analysis of crystal faces of the desired solid form was carried out to reveal functional groups
on one of the main faces; then, the monolayer containing functional groups are able to form stable
synthons with the above functional groups, which was used during crystallization (Figure 6b). Not
only predesigned monolayers but also polymers [170,171] and additives (Figure 6c) [172,173] can be
used as templates for crystallization. For example, β-1,4-saccharides act as templates to produce the
metastable form III of paracetamol at crystallization from melt readily forming H-bonds with the
(010) surface of form III [172], while the presence of sulfamides in solution promotes crystallization
of γ-pyrazinamide from aqueous solutions [173]. Pyrazineamide usually nucleates from solutions
in its’ α form that contains molecular H-bonded dimers; amide of pyrazineamides probably forms
heterodimers with sulfamide groups of templates on one of the crystal surfaces and then forms N-H...N
connected chains with neighboring molecules. These chains are found only in γ-polymorph. Patel,
Nguyen & Chadwick [171] not only used polymers to promote heterogeneous nucleation but also
suggested to use H-bonding propensities tool to rank polymer surfaces towards heterogeneous nucleation
of benzocaine and 1,1′-bi-2-naphthol.

 
Figure 6. Schematic representation of (a) concomitant polymorphism, (b) crystallization on
self-assembled monolayers, (c) crystallization on additives.

Applications of some anisotropic (needle, plate) crystals are related with anisotropy of chemical
bonds within such solids. Anisotropic crystals with predominated faces formed by hydrophobic
groups can be used as superhydrophobic porous materials [174]. Analysis of mechanical stimulus
applied along three axes of unit cells to some layered energetic materials allows us to conclude that
these explosives can convert kinetic energy into layer sliding to prevent the formation of hot spots [175].
This should also be the rationale for why high-performance insensitive energetic materials can be used
as desensitizers versus mechanical stimuli. Vice versa, a corrugated molecular structure of celecoxib
without any slip-planes and numerous weak interactions in orthogonal directions were suggested
to be the reasons for exceptionally high elasticity of its needle singe crystals [176]. Flat naphthalene
diimine derivatives were found to have comparable crystal packing governed by π...π stacking, similar
crystal morphology, but exhibited various mechanical flexibility attributed to close packing or interlock
of their terminal alkyl chains [177]. Investigation of sulfa drug crystals [178], co-crystals of vanillin
isomers [179], and amino acids [180] demonstrated that H-bonded layered structures with orthogonal
distribution of strong and weak interactions attain the feasibility of cleaving a crystal along a given
crystallographic plane parallel with these robust synthons.Particularly, single crystals with molecular
surfaces formed by hydrophobic interactions can be applied as clean surfaces for molecular beam
epitaxy. The presence of slip planes is also thought to be associated with low elastic recovery upon
compression, and greater plasticity [181,182]. Crystal morphology prediction was applied to discover
new gelators by focusing on scaffolds with predicted high aspect ratio crystals [183].

Thus, analysis of crystal morphology and functional groups on main crystal faces cover many
areas of crystal design and are important for many areas of industry. The tools implemented to
the Mercury package can be helpful in these areas, but their application seems to be limited with
anisotropic crystals or solids faceted with different functional groups. In other cases, this approach can
be improved by DFT calculations of the interaction effect between the growing faces and the solvent
molecules, or molecular electrostatic potential on crystal faces.
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5. Knowlede-Based Prediction of Supramolecular Associates and Solid Forms

5.1. Polymorph Assessment

Understanding and prediction of polymorphism—the ability of a solid material to exist in multiple
crystal forms known as polymorphs—is vital for the industry as polymorphs of drugs, explosives, and
pigments exhibit different properties [55]. It can be associated with various molecular conformations
of flexible molecules, competing intermolecular interactions of polytopic molecules, various packing
of molecules or supramolecular synthons, et cetera. While some paths to control polymorphism are
described in Section 4.1, here, the approach to estimate the likelihoods of H-bonded polymorphism
is described. It is of special interest for the analysis of compounds containing few donors (D) and
acceptors (A) of H-bonding, since competition of donors or acceptors to take part in a hydrogen
bond, and restrictions to form all highly likely bonds simultaneously may cause the appearance of
polymorphs [184]. Taking into account that various polymorphs exhibit different properties including
solubility, bioavailiability, tabletability, et cetera, the pharmaceutical industry has prompted the
development of computational tools that are able to predict the likelihoods of H-bonded polymorphs.
Thus, a methodology has been developed [185] to estimate the likelihood of H-bond formation for each
pair of donors and acceptors in a molecule taking the environment of the D and A groups into account.

The H-bond propensities tool uses only a 2D molecular formula (Figure 7) and involves four stages:
Data sampling, model fitting, model validation, and target assessment. For each functional group, it is
either automatically assigned from the 2D formula, taken from the functional group library, or sketched
manually by using a fitting data set, which is generated by loading in an existing set of structural
data, or from the CSD. The H-bonds within the fitting data set are identified to collate statistics and
descriptors of H-bonding formation. The logistic analysis is performed to generate a statistical model
to determine the likelihood of H-bond formation; the model should be analyzed to include for the
final model only significant variables and be good enough to proceed (area under ROC curve (receiver
operating curve) above 0.8 indicates good discrimination). The results are ranked by propensity to
allow inspection of the most and the least likely D-A pairs. Based on this knowledge-based approach,
a structure that adopts the highest propensity H-bonds displays a low likelihood of appearance of
a more stable polymorph, while for solid forms with lower propensities of H-bonds, a high risk
of polymorphism caused by H-bonding is expected. For example, the most likely interaction for a
“molecule” depicted in Figure 7 includes a donor atom of Group 3 and an acceptor atom of Group 1.
However, in solid {Refcode} the second likely hydrogen bond between groups 1 and 2 is observed,
thus, indicating possibility of appearance of another polymorph with the most likely hydrogen bond.

Figure 7. Flowchart for the methodology to predict the likelihood of hydrogen bond formation.

The tool has proved to be highly valuable in estimating the relative stability of known crystal
forms [186]. Particularly, the kinetically more favored Form I of ritonavir displays statistically unlikely
hydroxy-thiazoyl and ureido-ureido interactions but exhibits more favorable conformation of the
carbamate moiety, while Form II realizes stronger hydrogen bonds as estimated in Ref. [186]. Two
X-rayed polymorphs of 4-aminobenzoic acid realize different H-bonding, and the more stable form
realizes more likely sets of H-bonding [187]. The approach was also successfully used to rationalize
polymorphism for N2-(indol-3-acetyl)-L-aspargin [186], lamotrigine [188], and crizotinib [189,190]
(see Figure 8 for chemical formulas of these compounds). Not only strong donors and acceptors of
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H-bonding can be used for analysis; a competition of hydroxide O-H and ethynyl C−C≡C−H groups
to form hydrogen bonds [191] and the role of CHCl3 and CH2Cl2 molecules in crystal packing [192]
were demonstrated using this tool.

 
Figure 8. Schematic representation of compounds analyzed using H-bonding propensities tool.

Known forms of paracetamol both exhibit H-bonding between OH groups, that is a less likely
donor to form a bond than an amide fragment. It was assumed that there was a conflict between
a good donor group to form a bond disfavoring a poor acceptor to form bonding, which could be
overcome by co-crystal formation with molecules containing the same D and A groups [187]. Indeed,
co-crystals of paracetamol with diamino- or bis(4-pyridyl)-containing co-formers contain molecules
of paracetamol connected by more likely amide/hydroxo or amide/amide pairs of interactions [193].
A good correlation between H-bonding charge analysis and H-bond propensities was also demonstrated
for crizotinib [189], and heterocycle-1-carbohydrazoneamides [194].

Note, that the high probability for exhibiting polymorphism does not necessarily allow one
to obtain novel polymorphs and that different polymorphs can realize the same H-bonds [195].
For example, probenecid was predicted to realize various H-bonded polymorphs, and differential
scanning calorimetry indeed revealed three polymorphs, but XRD experiments showed that all of
them realized the same hydrogen bonding [196]. For bufexamac, the propensity tool suggests the
possible existence of three crystal forms, while Nauha and Bernstein found two polymorphs with
similar H-bonds [197]. Two experimentally observed forms of meglumine realize slightly different
H-bonding, which, however, are absent on putative structure landscape as these contain highly unlikely
bifurcate acceptor OH groups [197]. For axitinib [189], five anhydrous polymorphs realize the most
likely H-bonding, thus, the approach can not distinguish the most stable among them.

To sum up, the propensity tool neither predicts polymorphism, nor guarantees that all sets of
theoretically possible H-bonding combinations can be obtained or guidelines can be given on how to
obtain any of these polymorphs. It does not describe inclinations of a molecule to form concomitant
polymorphs, conformational polymorphs, or packing polymorphs, or solid forms with Z’ >1. Instead,
it indicates the possibility of solid forms to organize various H-bonded architectures and provides some
guidelines on the amount of affords that one can spend in the experimental search for various crystal
forms. Abramov also notes such a limitation of the approach as incapability to distinguish more stable
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polymorph among crystal forms with similar H-bonded networks, which however can be overcome
with additional charge-density analysis of known polymorphs [189]. At the same time, its application
is not limited by monomolecular systems. Note, that any desired functional groups, additional
co-formers, and solvent molecules can be included in the statistical model. Thus, although this method
is not able to predict the ratio of components in a co-crystal, it can be applied for co-crystal design.

5.2. Co-Crystals Design

Co-crystals are solids that consist of two and more components (co-formers) that form a unique
crystalline structure having unique properties. Thus, co-crystallization is an approach to optimize
the physical properties of solid materials. For example, pharmaceutical co-crystals can be obtained
to modulate dissolution rate and physical stability of drugs [198,199]. Schultheiss and Neuman
reported [200] the effect of coformers on melting points, stability towards humidity, solubility,
bioavailiability, and some other properties of pharmaceutical co-crystals. Karki, et al. [201] demonstrated
that the tabletability of pharmaceuticals can be tuned up on the example of paracetamol co-crystals
with various co-formers. The dependence of mechanical properties of acid...amid based co-crystals
was studied by Saha and Desiraju [202]. The potential of co-crystallization for tuning the properties of
the energetic materials [175,203,204], optical materials [205,206], and for the food industry [207] have
also been demonstrated in recent papers. In contrast with synthetic routes focused on the synthesis of
covalent derivatives containing functional groups that affect the desired property, co-crystallization
became of interest as a ‘greener’ process, frequently free of toxic ingredients and by-products.
Pharmaceutical compounds in this context become of particular interest as these molecules contain
functional groups that can be involved in molecular recognition of biomolecules [208]. The main task
of crystal chemistry in this field is to estimate which co-formers, if any, will form a co-crystal with a
given molecule prior to screening and investigation of properties of the solid obtained.

One group of methods available are quantum chemical calculations from simple energy
minimization to full structure prediction [209]. Another group of methods is based on data knowledge
about the likely homo and heterosynthons. Since the works of Etter [210], it is known that (i) all good
donors and acceptors tend to take part in hydrogen bonding, (ii) the strongest donors tend to interact
with the strongest acceptors. In this context, it becomes essential for a researcher to estimate which
donors and acceptors are “good” and “the strongest”. The H-bonding propensities tool allows ranking of
various donors and acceptors without any quantum-chemical calculations (Figure 9).

Figure 9. Flowchart for co-crystal design strategies based on synthon competition.

H-bonding propensities tool for uncharged and charged molecules of pyrimethamine and
dicarboxylic acids, as well as halogenated aromatic compounds (Figure 10a), was successful in
predicting formation and non-formation of adducts [211]. A similar approach was later applied to
pyrimethamine with some other drug molecules also taking solvent molecules into account [212].
Note, that proton transfer accompanied with transformation of a co-crystal to a salt was rationalized in
terms of their ΔpKa values [213,214], where ΔpKa = pKa[protonated base] − pKa[acid] >2 or 3 was
found for salts, negative ΔpKa was characteristic of co-crystals, while an intermediate situation may
result in both depending on stable supramolecular synthons [215]. Hydrogen-bond propensities gave
similar trends as calculated bond energies for possible synthons in thiazole amides (Figure 10b), and
co-crystallization of six thiazole amides with 20 different carboxylic acids demonstrated effectiveness of
complimentary energy-based and data–knowledge predictions for the prediction of likely synthons [216].
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The knowledge-based approach to co-crystal design was successfully applied to select pyrazinoids and
pyridinoids as prospective co-formers for a diuretic drug hydrochlorothiazide [217] to tune its solubility.
The amide-pseudoamide synthon was shown to be more stable than the formation of two dimers of the
theophylline molecule, that allowed to explain the formation of theophylline: Amide co-crystals [218].
At the same time, theophylline co-crystals with fluorobenzoic acids demonstrate that it is still difficult
to predict co-crystallization of small rigid molecules using this method [219]. Similarly, preferable
co-crystallization of only one of three tautomers of 2-amino-6-methyl-1,4-dihydropyrimidin-4-one with
carboxylic acids was explained using this approach [220]. Potential of co-crystal design for molecules
with limited H-bonding functionalities was demonstrated on the example of propyphenazone [221]:
NH2, OH, and CO2H functionalities were found to be the most likely groups to interact with O=C
group, and eight novel co-crystals were obtained using co-formers containing OH or/and CO2H groups.
Dicarboxylic acids [222] or anions [223,224] can be applied to co-crystallize two molecules, which do
not form co-crystals.

 
Figure 10. Examples of homo/heterosynthons analyzed for (a) pyrimethamine [211,212], and (b)
thiazole-amides [216].

Note, that the analysis of possible heterosynthons is not limited to co-crystals. It can be utilized
to investigate inclusion compounds [225] and mixtures of polymers and solutes [171]. Besides, the
ranking of heterosynthons on their relative strength can not only help in estimating the most likely
binary co-crystals. This method has great potential in the synthesis of multicomponent co-crystals
based on polytopic co-formers. Thus, H-bonded heterosynthons are able to interact with the third
co-former through halogen bonds [226–228]. π-Stacking in conjunction with hydrogen bonding
was used for synthesis of ternary co-crystals [229,230]. Combination of H-bonded synthons and
stacking interactions between donor and acceptor planar molecules allowed Desiraju and co-workers
to synthesize quaternary and even quintinary co-crystals [231,232]. Partial substitution of some
co-formers in quaternary systems with their shape-size analogs even allowed for obtaining six
component solids [233].

Although some examples of co-crystals design based on H-bonding propensities tool are given
above, successful prediction of inclination of some molecules to form co-crystals obviously needs
analysis of some other molecular descriptors. First, the possibility of a solvent to take part in H-bonding
should be taken into account [211,212,234]. A systematic study of co-crystallization of paracetamol
with H-bond acceptors [235] and donors [236] demonstrated that paracetamol molecules in these
crystals are linked via either OH· · ·O=C or NH· · ·O=C interactions, depending on the presence or
absence of substituent groups on the molecule of the second co-crystal former. A machine learning
algorithm trained out on a set of paracetamol co-crystal experiments using more than 190 molecular
descriptors for each co-former allowed to predict 9 of the 13 experimentally obtained co-crystals within
the top 11 suggestions [237]. Unfortunately, this method requires a large amount of experimental work
to train the model, and the model obtained should be applied only to molecules with similar molecular
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descriptors as those for an attested molecule. Fabian has proposed a methodology that involves using
size and shape complementarity as the primary driver for co-crystal formation [238]. Analysis of 131
molecular descriptors for 710 co-crystal partners suggested that co-crystals were more likely to form
between molecules of a similar size and shape and with a similar polarity of co-crystal formers, thus
both these descriptors were recently included to the Co-Crystal Design tool.

Effectiveness of such modification can be demonstrated on the example of 1,2,4-thiadiazole
derivative co-crystallization with gallic and vanillic acids [239]. While H-bonding propensities tool gives
almost equal probability of occurrence of homo- and heterosynthons, molecular complementarity tool
indicates that co-crystals in these systems should form; and these co-crystals were experimentally
obtained. Karki, et al. [240] demonstrated that synthon analysis combined with Fabian’s methodology
was effective in prediction of possible co-formers for artemisinin. A series of co-crystals of
sulfamethoxazole [241] and leflunomide [242] were synthesized using this approach. Prediction of
possible H-bonded motifs between tyraminium cations and violurate anions also successfully predicted
many of the bimolecular synthons experimentally observed in tyraminium violurate polymorphs and
hydrates, but also demonstrated that none of the trimolecular synthons were predicted [243]. Note,
that tri- and tetra-molecular synthons are not something unusual in co-crystals (see, for example,
tetramolecular associates found in thiazole-amides, Figure 10), thus any predictions should also include
such polymolecular associates into account.

To sum up, H-bonding Propensities and Co-Crystal Design tools allow one to simplify co-crystal
screening. CSD analysis helps to select complementary functional groups to form heterosynthons
more likely to form than homosynthons. Presence of false positives in experimental screening then
may be accounted for other factors. For example, although hydrogen bonds are thought to be stronger
than halogen bonding, one can undergo a competitive co-crystallization between H-bonded and
halogen bonded synthons based on the polarity of a solvent used [244]. It was shown that in polar
solvents 1,2-bis(pyrid-4-yl)ethane forms co-crystals via halogen bonds, and in nonpolar - via H-bonds.
Of more concern with regards to co-former screening is the possibility of false negatives. If the results
of this type of analysis are used to narrow down the number of screening experiments performed,
any possible co-crystals that are incorrectly marked as unlikely to form would be missed. Besides
quantum calculations of molecular dimers or logistic models trained on large datasets of co-crystals,
development of shape-size molecular complementarity tools for the prediction of possible co-formers
seem to be very promising. Note, that the CSD-Crossminer package developed for sophisticated search
of analogues of drugs is now available (Section 3.4). It utilizes the idea that molecules with similar
disposition of functional groups and hydrophobic fragments may act similarly with proteins and
replace each other. The idea of substitution of one of the co-crystal formers with its size-shape analog
can be realized using this program.

5.3. Full Interaction Maps

The Full Interaction Maps (FIM) tool [245] implemented within the Mercury package visualizes
the likelihood of a synthon appearance and corresponding geometry variation between functional
groups of a molecule under consideration, and a probe functional group. For each functional group of
a molecule, 3D scatterplots of CSD contact searches with a chosen probe, and the functional groups are
generated and converted into scaled density maps. These density maps are then combined for the
whole molecule, taking the environmental effects of combinative factors and steric exclusion to account.
The 2019 version of the CSD-Enterprise contains (i) RNH3, uncharged and charged NH nitrogen atoms
as probe functional groups of donors of hydrogen bonds, (ii) various oxygen atoms (of a carbonyl and
alcohol group or a water molecules) as a probe of hydrogen bond acceptors, (iii) methyl and aromatic
carbon atoms as a probe of stacking interactions. The CSD-Enterprise version of 2018 allowed the use
of C-I and C-Br interactions as a probe of (iv) halogen interactions; and the next year these interactions
were extended with C-F and C-Cl probes, to evaluate differences between various halogen atoms.
For each functional group, the FIM distribution is similar with IsoStar scatterplots of corresponding
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functional groups, but the FIM for a whole molecule reflects the fact that some of functional groups are
better donors and acceptors of, for example, H-bonding, than the others. On these maps, this difference
is expressed in the color (and the coordinates of the most likely positions of the donor and acceptor
sites can be additionally calculated and depicted), while corresponding quantitative values can be
estimated using the H-bonding Propensities tool (Section 5.1). Besides, these maps are very sensitive to
the steric exclusion from other molecular species and would differ for a molecule in optimized and
experimental geometries, and those obtained with CSD-Conformer Generator.

The FIMs probed with H-bond donors (blue) and acceptors (red) and supramolecular synthons of
the Pbcn polymorph of chalcone {BZYACO01}and 5-(4-bromophenyl)-1-phenylpent-2-en-4-yn-1-one
{YILNAK} are depicted in Figure 11. For both molecules’ blue regions near the ketone oxygen atom
reflect its inclination to form bifurcate bonding due to the presence of two lone pairs on the oxygen
atoms. The most expected positions of acceptors of hydrogen bonding for the chalcone are situated
on the opposite sites of the molecule, and correlate well with observed supramolecular synthons in
its polymorphs—a dimer depicted in Figure 11, a {BZYACO01}and a head-to-tail chain {BZYACO04}
similar with that of 5-(4-bromophenyl)-1-phenylpent-2-en-4-yn-1-one. Elongation of the π-conjugated
chain with a triple bond makes the appearance of such chains more abundant than dimer occurrence
(Figure 11b), that was experimentally confirmed for a series of 1,5-diarylpent-2-en-4-yn-1-ones [246,247].

 
 

(a) (b) 

Figure 11. Interaction maps and supramolecular synthons in the crystal structures of (a) chalcone
{BZYACO01}, (b) (E)- 5-(4-bromophenyl)-1-phenylpent-2-en-4-yn-1-one {YILNAK}.

This tool has been applied mainly for the analysis of strong hydrogen
bonds [54,170,190,194,248–251] in accord with the first test functional groups suggested within this
tool, and the first paper published to describe it. Mutual disposition of hot spots can be used to
find functional groups of the same molecule [245], co-formers [243,249,250], active sites in a binding
pocket of a macromolecule [252], or surface inhibitors [170], which match a given pattern of interaction
preferences. Analysis of polymorphs of some drugs demonstrated that disposition of H-bond donors
and acceptors close to the hotspots are indicative for the more stable polymorph even if a molecule
realizes less likely conformation [190]. However, in the case of polymorphism induced by weak
intermolecular interaction reorganization [253] or high-pressure [254], it has lower predictive ability.
This can easily be understood if we keep in mind that data for the FIMs are plotted based on structural
information derived at atmospheric pressure.

At the same time, the test carbonyl oxygen and uncharged NH groups can be successfully applied
to reveal positions of acceptors and donor of C-H...O [170,255–257] and C-H...N [258] bonding. It was
demonstrated in Refs. [255,257] that the FIMs can be applied to estimate likely C-H...O bonded motifs
for chalcones, polyenones, pentenynones and cyclic ketones with vinylacetylene fragments. At the
same time, it was demonstrated that C=O and C-Br groups compete with each other for the most
acidic hydrogen atoms, thus that FIM predictions of synthons based on C-H...Br bonding became
less reliable at the presence of C-H...O=C bonding [257]. At the absence of carbonyl groups the FIMs
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for the N-salicilidenanylines probed with C-I and C-F groups successfully predict all of the C-I...N
and many of the C-F...H-C interactions in co-crystals of N-salicilidenanylines with perhalogenated
co-formers [259]. Mugheirbi and Tajber analyzed the FIM hotspots around the itraconazole molecule
to understand the molecular environment in the mesophase [260]. The itraconazole lacks any donors
of strong H-donors but has a number of competing acceptors of H-bonding; thus, analysis of the FIMs
and FTIR spectra allowed them to reveal the most ordered of mesophases, and to propose that the
greatest mobility of this molecule is associated with movement of the triazoline ring. Analysis of FIMs
in two polymorphs of the dinuclear Co(II)-Shiff base complex revealed the most acidic H(C) atoms
(similar in both polymorphs), which take part either in C-H...O bonding in the triclinic polymorph,
or in the C-H...π bonding in the monoclinic polymorph, or even to not take part in any prominent
intermolecular bonding [256].

Note, that unsatisfied strong acceptors observed in a crystal structure solved from powder XRD
data may be indicative of missed water/solvent [261,262]. In this case coordinates of the most expected
position of a water molecule can be used in the refinement. Worth noting, that IsoStar and FIMs deal
only with intermolecular interactions but a similar idea could be used for investigation of metal-ligand
bonding in polytopic ligands. This could be helpful for understanding the factors that govern linkage
isomerism, and to estimate the most likely coordination mode of the most widespread ligands.

5.4. CSD-Conformer Generator

Representation of a molecule in the three-dimensional space finds numerous applications in
structure solution from powder diffraction data in real space, crystal structure prediction including the
formation of co-crystals, protein–ligand docking, and others. Thus, the CSD-Conformer Generator tool
included in the CSD-Enterprise as an approach to a fast generation of plausible molecular conformations
by using geometric distributions derived from the CSD. First, for the input 3D molecular model with all
hydrogen atoms present, all bond lengths and angles are minimized based on corresponding average
values. Then, the molecule is partitioned into rotamers, and rotamer libraries and ring template libraries
are used to generate a conformer tree with unforbidden and preferred rotatable bond geometries
and ring geometries. A final set of conformers is clustered according to conformer similarity. Each
conformer is locally optimized in torsion space. It was demonstrated that this tool reproduced well
conformations of a number of molecules observed in the CSD and the Protein Data Bank [263,264].
Some discrepancies between the predicted and experimental geometries occurred for the ligand:
Macromolecule complexes in unusual conformational space, rare rotamer examples, uncertain bond
types, and some other cases, nevertheless, theoretical configuration space represents well experimental
data [265,266] or configurations obtained by the Molecular Operating Environment’s Low Mode
Molecular Dynamics module [267]. It was demonstrated that the CSD-Conformer Generator combined
with ab initio [268] or DFTB3-D3 [269] calculations can be used for crystal structure prediction of some
flexible pharmaceuticals. Such combination reproduced well the molecular geometry and crystal
parameters, although did not provide sufficiently accurate energy ranking.

6. Hydrate/Solvate Analyser

As it was described above, a solvent can affect crystal morphology and sometimes determines the
polymorph, but it also can be built into the crystal structure to form a hydrate or solvate. Since water is
nature’s solvent, non-toxic and widespread, the scientific community is interested in understanding
water assembles in liquids and solids. In particular, medium-sized and large water clusters are
important for biology, since they act as surrounding and solvating solutes for biologically active
molecules, fill discrete voids and channels in molecular and supramolecular assemblies including
their reactive sites and interpenetrate into the interfacial region of hydrophobic surfaces [270–273].
Besides, water associates are involved in dynamic processes such as proton transport, material or
molecular folding, de/resolvation, and others [274,275], and even affect mechanical properties of single
crystals [276]. The behavior of liquid and solid water including ice, clathrates, and ice-like systems are
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determined by the disorder of the hydrogen atoms, and the binding energy of different configurations
as well as some other properties can also differ [277–279]. At last, but not least different solvents may
stabilize different forms of a molecule (the neutral or zwitterionic forms) [280,281]. In other words,
both (i) connectivity of a solvent molecule in a crystal, inclination to form a given associate, and (ii)
dimensionality and unit cell volume that goes to solvents are of interest for biology, crystallography,
and material chemistry. All corresponding algorithms are realized within the Hydrate and Solvate
Analyser tools of the CSD-Material module. The Hydrate Analyser provides information about the water
H-bond geometry and motifs (one of any of 10 most common motifs described by Ref. [282]) detected,
information on the volume occupied with water molecules, and display the water space and water
interaction maps. The Solvate Analyser provides similar information about simple and mixed solvates,
co-formers and ions.

6.1. Analysis of the Local Connectivity of a Solvent

Analysis of solvate connectivity and the most abundant motifs (if any) formed by solvent
molecules is similar to that described above for the investigation of other synthons and supramolecular
associates. The practical meaning of results obtained for material chemistry, biochemistry, and the
pharmaceutical industry are based on the fact that similar hydrate architectures were found in crystals
of both inorganic, organic, coordination, and even macromolecular compounds [40,41]. H-bonding
between a complex and an outer sphere solvent can lead to additional quenching in luminescent
materials that are unfavorable for the task-specific design of optical materials [283,284]. Comparison
of clathrate, turbolato-clathrate, and non-clathrate hydrates revealed that water associates in the latter
can be regarded as fragments of clathrate hydrates [285]. Analysis of hydrate architectures in crystal
structures of known kosmotropic and chaotropic agents revealed that the kosmotropes tend to take
part in H-bonding with hydrates, while chaotropes in crystals tend to from clathrate hydrate-like
structures [286]. Kosmotropic agents are those able, by the ordering of the water structure in solution,
to enhance intermolecular interactions within protein molecules, thus preventing denaturation, while
chaotropes act oppositely. Hence, the property of a molecule to crystallize with water giving full
enclathration was directly associated with the ability to act as chaotrope.

Most frequently water serves as a donor of two hydrogen bonds and an acceptor of one hydrogen
bond, although three other motifs are also relatively common (Figure 12a [282,287,288]). The dual
nature of this molecule in respect to H-bonding allowed proposing imbalance in the number of donor
and acceptor groups of a polytopic molecule to be the reason for form hydrate appearance [289].
Although, it is in accordance with Etter’s rule, which states that “all good proton donors and acceptors
are used in hydrogen bonding” [210], Infantes, Fábián, and Motherwelldemonstrated that the imbalance
of donor and acceptor groups, in fact, does not affect inclination of a molecule to form hydrates [288].
Instead, it more readily interacts with unsatisfied acceptors of H-bonding, especially R2PO2

-, Cl-,
C-NH3

+ groups, acts as a bridge between unsatisfied donors and acceptors, and occupies the free
volume, especially for chiral molecules [290]. The strong imbalance between the number of donors and
acceptor groups between tetrasulfonate-functionalized rigid anions and planar polyamino-containing
cations indeed afforded their crystallization as hydrates, where water molecules act both as bridges
between cations and anions, and clusters incorporated within cavities and channels of H-bonded
networks [251]. Nevertheless, typically it is still hardly possible to predict if a compound will form a
hydrate or not. Zaworotko and coworkers revealed that not only molecules with unsatisfied donors
but also acceptors of H-bonding also readily form hydrates, but the reason of CSD statistics, in this case,
might underestimate inclination of a molecule to form a hydrate, probably, because the most effective
pathways to hydrate formation were slurrying in water and exposure to humidity [291]. The role of
MeOH [292], DMSO [293,294], and CHCl3 and CH2Cl2[192] solvates in crystals was also investigated.
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(a) (b) 

Figure 12. H-bonding patterns in (a) organic hydrates [288] and (b) organic peroxosolvates [116] (X
denotes any donor or acceptor atom).

Comparison of motifs formed by water molecules in organic hydrates and by H2O2 in organic
peroxosolvates gave a clue to the understanding of their isomorphysm [116,295]. It was found
that H2O2 always forms two H-bonds as a proton donor, and up to four bonds as an acceptor of
H-bonding (Figure 12b). Thus, only three of the peroxosolvate H-bonding patterns are similar to those
observed in crystals of hydrates. As isomorphous substitution may occur only in crystals with similar
H-bonding motifs, peroxosolvates with DD, DDA, and DDAA motifs connectivity require high H2O2

concentrations for synthesis, are sensitive to humidity, and as a result are of limited practical meaning.
Instead, peroxosolvates involved in at least five hydrogen bonds and strong H-bonding with acceptors
are not inclined to take part in isomorphous substitution with hydrates.

Not only water connectivity, but also the main motifs formed by water molecules, or supramolecular
architectures including water molecules as well as suggested nomenclature were described [67].
Combined together, these data have practical meaning for prediction of coordinates of missing water
molecules for solving and refinement of crystal structures from powder X-Ray diffraction data [261],
as well as for molecular docking with GOLD (Genetic Optimization for Ligand Docking), part of the
CSD-Discovery module.

6.2. Analysis of Solvent Associates

Thus, besides analysis and classification of H-bonded motifs, visualization of associates, and
calculation of the unit cell volume occupied with water/solvent molecules (both coordinated and not)
is available via Hydrate/Solvate Analyser tool. On Figure 13, a DMSO and water space in the structure of
bosutinib DMSO solvate trihydrate {ABECES} are shown in red and blue, respectively. It is clearly seen
that both solvents form isolated clusters, while in the structure of tetrabutylammonium fluoride clathrate
hydrate {CIPRAV} H-bonded water molecules form a 3D architecture with tetrabutylammomium
cations situated in pores of this framework (Figure 13b). Visualization is similar to void analysis, but
there is no need to remove any molecules to carry out calculations. Moreover, the Solvate analyser tool
can be used to identify not only solvents, but also co-formers and ions, disordered fragments, or even
hydrophobic/hydrophilic fragmentset cetera, as well as to visualize their packing and check H-bonding
involving the identified components.

Analysis of the voids within previously published copper-containing coordination polymers
allowed Inokuma et al. to find a crystalline sponge with desired pore size and affinity to guest
molecules and demonstrated that a huge number of previously published coordination polymers
can be used to capture guest molecules [296]. Anisotropic motifs formed by solvent molecules
affect mechanical properties of compounds, and dehydration mechanism. For example, presence of
infinite H-bonded water chains is typically associated with the reversible dehydration process and
similarity between crystal structures of the hydrated and anhydrous forms of a solid, like caffeine [297],
carbamazepin [104], aspartame [298], and Shiff-base Ni(II) complex [299]. Such channels can be
not only dehydrated but also substituted with other solvents [300,301]. The solid dehydration with
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prominent atomic movement traced with single-crystal or powder X-Ray diffraction can shed light on a
more complex mechanism of water loss [302–306]. Various mobility of the water clusters incorporated
within the pores and H-bonding waters that structure these pores was demonstrated in Refs. [251,307].
Liu et al. demonstrated that anhydrous uric acid and its’ dihydrate exhibited various mechanical
properties of their single crystals despite the similarity of layered motifs formed by the acid [276]. 2D
water associates situated between acid layers perpendicular with single crystal main faces break at
indentation with dehydration at crystal surface and make this solid softer than the anhydrous form.

  
(a) (b) 

Figure 13. The structure of (a) bosutinib dimethyl sulfoxide (DMSO) solvate trihydrate {ABECES} and
(b) tetrabutylammonium fluoride clathrate hydrate {CIPRAV} with solvate analyser display of DMSO
space shown in red and water space in light blue.

7. Additional Software Compatible with the CSD-Materials Analysis of Structure–
Property Networks

7.1. CSD Python API

The CSD Python API is now part of the CSD-Enterprise automatically installed as part of the CSD
installation. This allows one to run supplied or user-written Python scripts for the loaded structure or
a set of structures. CCDC Python-Built-In scripts include at the moment:

• Analysis (generation of conformers and calculation of their RMSD (conformes_similarity.py) or of
all torsion angles (generate_conformers.py) for the loaded structure).

• External (load_in_conquest.py– loading the current structure into the ConQuest sketch window).
• Reports (generating a report in *.html format containing crystallographic details, molecular

geometry, and intermolecular hydrogen and halogen bonding (crystal_structure_report.py), or
molecular geometry, including Mogul geometry analysis (molecular_geometry_report.py), or crystal
packing descriptors (quick_packing_check.py), or basic chemical, crystallographic and publication
information about the loaded structure (structure-simple_report.py)).

• Searches within the CSD for entries relevant to the specified chemical name or synonym
(chemical_name_search.py) or having similar molecular geometry (molecular_similarity_search.py).

• One can additionally download from the CSD-Python API Forum [308] the following scripts:
• To generate molecular formula and weight (welcome-and-weight.py), Crystal14 input files

(crystal_inputs.py) or Packing Similarity dendrogram (Packing_Similarity_Dendrogram.py);
• To send a Mol2 or CIF files to an external application (send_mol2_to_notepad+.py);
• To generate diagrams for all molecules in a structure file (diagram_to_file.py);
• To find covalently bonded clusters within a structure (dimensionality.py);
• To perform void calculation in a crystal (void_calc.py);
• To merge GOLD docking results (gold_merge.py);
• To filter molecular conformers with unusual torsion angles (conformer_filter_density.py);
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• To extract from the CSD unique rings of a specified size (ring_type_count.py);
• To compare protein bound ligand with CSD-Generated conformers (find_binding_conformation.py).

Some other examples of Python scripts applied for investigation of crystal structures include
removing solvent molecules from a MOF subset extracted from the CSD to perform analysis of geometry
and properties of nondisordered porous compounds [309]; authors realized the possibility to remove by
request both uncoordinated and coordinated solvent molecules from coordination polymers. Dolinar et
al. wrote a Python script to perform the CSD search of chiral monomolecular compounds [310]. Bryant,
Maloney, and Sykes investigated a number of polymorphs and co-crystals with previously reported
tabletabilities to analyze how different factors govern tabletability of organic crystals, and to suggest
a programmatic method to calculate corresponding crystal descriptors [311]. Their investigation of
the most likely slip planes, their interpenetration on connection by weaker interactions, presence of
other slip planes, and automatic assessment of H-bond dimensionalities revealed that the degree of
separation, followed by the presence of H-bonds between the layers, and finally d-spacing between
potential slip planesare the most important descriptors affecting the tabletability. The corresponding
CSD Python API protocol that can be applied for the prediction of mechanical properties of organic
crystals was also published [311]. Miklitz and Jelfs reported a Python script for structural analysis
of porous materials (organic and coordination cages) that estimates the cavity diameter, number of
windows, and their diameter [312]. It uses Cartesian coordinates and atom types for input, thus, can
be in principle applied also to selected fragments of framework materials. Besides codes to extract and
analyze data stored within the CSD, for text mining of selected properties within a large set of papers
was also published [313]. The algorithm uses manuscript html files as input for extraction of surface
areas and pore volumes of metal–organic frameworks with at least 73% accuracy and can be used for
investigation of structure–property networks.

Thus, the Python API gives a convenient path to combine and modify the CSD requests with
CSD-Materials, CSD-Discovery tools or external software for ones’ purposes. The next Section gives
some examples of the combination of the CSD-Materials tools with external crystallographic software.

7.2. Combination of Various Tools and Algorythms

Some combinations of the CSD-Materials tools with external software were mentioned in previous
Sections, for example, the combination of the CSD Conformer Generator with periodic calculations to
predict crystal structures, or that of the CSD Co-Crystal Former and the H-bond propensities with DFT
calculations to better understand competing for intermolecular interactions. Let us mention also some
other examples, where the CSD-Materials tools were used in unusual way or as the tool to solve only
part of a scientific problem.

Crystal packing of organic single-component compounds with Z’ = 1 were compared to evaluate
the effect of chemical transformation on crystal packing and isostructurality using a combination of the
CSD Python API scripts, external software, and the CSD Crystal Packing Similarity tool [85]. For this
purpose, 15,5543 organic compounds were extracted from the CSD based on their composition and
data quality. Then, a freely available algorythm published in 2010 [314] was used to cleave up to three
acyclic single bonds between functional groups as demonstrated in Figure 14. Comparison of the
Crystal Packing Similarity between molecular clusters formed by the “Value” molecular parts, allows us
to reveal the most frequent terminal transformations of the “Key” groups and to evaluate their effect of
the packing and isostructurality. For example, substitution of the methyl group to the chloro-, azide- or
iodo- groups gives isostructural pairs in nearly 30% of cases.
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(a) (b) 

Figure 14. (a) Flowchart of the algorythm of bond cleavage reported at Refs. [85,314] and (b) some
fragments formed from single, double, and triple cuts of lamotrigine.

Recently possibility of prediction of H-bonded motifs using a topological approach
was demonstrated for some families of organic molecules with a large number of X-rayed
representatives [315,316]. This method schematically represented in Figure 15 utilizes the idea
that (i) only a limited number of architectures can be formed from a particular building block with a
given connectivity, (ii) overall topology of a network depends on connectivity of building blocks, and
(iii) propensities of various networks appearance are not equal. While relations between connectivity
of an organic molecule and resulting network and corresponding propensities of their appearance
have already been published [315,317], this approach does not allow evaluating the most abundant
molecular connectivity of insufficiently studied families of organic compounds. Recently, maps of
electrostatic potential, the Full Interaction Maps, and the H-bonding Propensities were compared as the
tools to overcome this problem for heterocycle-1-carbohydrazoneamides [194]. Knowledge-based
approaches demonstrated competition between various nitrogen atoms to act as acceptors of H-bonding
with the donor -NH2 group and allowed evaluating local molecular connectivity. Experimental crystal
structures realize one of highly abundant theoretically predicted topologies of an H-bonded network.

 

Figure 15. Flowchart of the algorithm to estimate H-bonding architectures of organic molecules.

Tilbury, et al. suggested to combine the H-bond propensity based prediction with COSMO-RS
theory [318,319] to predict drug substance hydrate formation [320]. Hydrate formation probability
is estimated based on propensities calculated for each donor/acceptor groups in drug...drug or
drug...water pairs. The most favorable hydrate formation has the maximal difference between
these values. Although within this model relative strength of different functional groups to interact
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with water is displayed, this model does not take steric effects and intramolecular interactions into
account. Additional quantum mechanics approach to eliminate donor and acceptor groups that are
unable to form intermolecular interactions and to calculate the most favorable molecular and hydrate
conformations allowed to improve predictive fidelity of calculations.

Chandra, et al. [225] applied CSD to enhance the solubility of telmisartan (TEL), a low soluble
antihypertensive drug. First, the possibility of TEL to form likely intermolecular interactions with
sulfobutylether beta-cyclodextrin was confirmed using H-bonding propensities tool. Then, the best
docking pose of an inclusion complex of TEL in cyclodextrine was found with GOLD. The predicted
binding mode was in line with the experimental spectra for the inclusion complex, which demonstrated
enhanced solubility and dissolution rate of TEL.

Correlation between solubility and various parameters describing dimethyl sulfoxide (DMSO)
role in crystals structures was carried out by Spitery, et al. [294]. They analyzed various parameters of
hydrogen bonding of DMSO molecules as obtained from crystal structures reported in the CSD with
solubility estimated using Chem3D [321], and found a negative correlation between the number of
interactions the solvent is involved in and solubility of a solid.

8. Conclusions

The Cambridge Crystallographic Data Center holds a unique position of a curator of the Cambridge
Crystallographic Database that now contains more than 10,000,00 crystal structures and a software
developer for the analysis of collected data. This software allows the visualization of complex statistical
data in a click-of-a-button manner (Full Interaction Maps, Conformer Generator, Mogul analysis, Solvate
Analyzer, BFDH predictions), and investigation of local connectivity of functional groups and small
molecules (H-Bond Propensities, Co-Crystal Former, Motif Search) that became possible due to the network
between chemical diagrams and automatically calculating interatomic and intermolecular distances.
Despite the complexity of the utilized algorithms, big data analysis, and their sophisticated processing,
the software remains visible, user-friendly, and available for each CSD user. Thus, its’ visibility and
flexibility combined with exhaustive free documentation (see user guides, how-to-video, tutorials, and
other materials at [322]) provide the basis for successful application in crystal engineering, material
chemistry, and chemoinformatics.The diversity of CSD-supported studies described in this review
indicate the great potential of the knowledge-based software for future development in these and
associated fields, thus, the development of links with other molecular and crystallographic databases
and repositories of properties would be advantageous.

The combination of the CSD tools with external software similarly with UNI and MOPAC
calculations incorporated within the CSD-Enterprise seems to be very prospective for future
development. DFT calculations, especially periodic ones, could provide further insight into the
field of coordination polymers with numerous applications in gas storage and separation, catalysis,
and spintronics. Implementation of graph theory to polytopic molecules and ligands could expand
data about the local (molecular) connectivity to knowledge about possible and most abundant
coordination and H-bonded architectures. The future of this field still possesses many challenges,
but there is no denying that the value of the Cambridge Structural Database and associated software
for the knowledge-based analysis in the filed of composition–structure–properties studies can not
be overestimated.
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253. Kodrin, I.; Soldin, Ž.; Aakeröy, C.B.; Đaković, M. Role of the “Weakest Link” in a Pressure-Driven Phase
Transition of Two Polytypic Polymorphs. Cryst. Growth Des. 2016, 16, 2040–2051. [CrossRef]

254. Moggach, S.A.; Marshall, W.G.; Rogers, D.M.; Parsons, S. How focussing on hydrogen bonding interactions
in amino acids can miss the bigger picture: A high-pressure neutron powder diffraction study of ε-glycine.
CrystEngComm 2015, 17, 5315–5328. [CrossRef]

130



Crystals 2019, 9, 478

255. Voronova, E.D.; Golovanov, A.A.; Suponitsky, K.Yu.; Fedyanin, I.V.; Vologzhanina, A.V. Theoretical
Charge Density Analysis and Nonlinear Optical Properties of Quasi-Planar 1-Aryl(hetaryl)-5-phenylpent-
1-en-4-yn-3-ones. Cryst. Growth Des. 2016, 16, 3859–3868. [CrossRef]
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