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Preface to ”Non-associative Structures and Other

Related Structures”

Leonhard Euler (1707–1783) was born on 15 April 1707, in Basel, Switzerland. Euler’s formula

is a mathematical formula in complex analysis that establishes the fundamental relationship between

the trigonometric functions and the complex exponential function. When its variable is the number

pi, Euler’s formula evaluates to Euler’s identity.

Bertrand Russell wrote that mathematics can exalt “as surely as poetry”. This is especially true

of one equation: Euler’s identity, the brainchild of Leonhard Euler, the Mozart of mathematics. More

than two centuries after Euler’s death, it is still regarded as a conceptual diamond of unsurpassed

beauty. Called Euler’s identity, or God’s equation, it includes just five numbers but represents an

astonishing revelation of hidden connections. It ties together everything from basic arithmetic to

compound interest, the circumference of a circle, trigonometry, calculus, and even infinity. In David

Stipp’s book, A Most Elegant Equation: Euler’s Formula and the Beauty of Mathematics (2017), Euler’s

identity formula becomes a contemplative stroll through the glories of mathematics. The result is an

ode to this magical field.

On the other hand, according to Melissa Hogenboom, the most beautiful equation is the

Yang-Baxter equation (20 January 2016).

http://www.bbc.com/earth/story/20160120-the-most-beautiful-equation-is-the-yang-baxter-equation.

In this book, we consider connections between Euler’s formula and the Yang-Baxter equation.

This discussion includes also dual numbers. Dual numbers and their higher-order variants are

important tools for numerical computations, and in particular for finite difference calculus. Based

on the relevant algebraic rules and matrix realizations of dual numbers, a novel point of view is

presented in this book.

Other interesting topics include non-associative algebras with metagroup relations; branching

functions for admissible representations of affine Lie Algebras; super-Virasoro algebras; UJLA

structures; etc.

Two more special issues will continue our investigations:

Axioms: Non-associative Structures, Yang–Baxter Equations and Related Topics

Sci: Mathematics and Poetry, with a View Towards Machine Learning

Florin Felix Nichita

Special Issue Editor

ix





axioms

Editorial

Non-Associative Structures and Other
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Simion Stoilow Institute of Mathematics of the Romanian Academy, 21 Calea Grivitei Street,
010702 Bucharest, Romania; Florin.Nichita@imar.ro

Received: 7 April 2020; Accepted: 10 April 2020; Published: 13 April 2020

In January 2019, MDPI published a book titled Hopf Algebras, Quantum Groups and Yang–Baxter
Equations, based on a successful special issue. We hope that a book titled Non-Associative Structures and
Other Related Structures will be published soon.

Non-associative algebras are currently a fashionable research direction. There are two important
classes of non-associative structures: Lie structures and Jordan structures. Various Jordan structures
play an important role in quantum group theory and in fundamental physical theories. In recent
years, several attempts to unify (non-)associative structures have led to interesting results. The UJLA
structures are not the only structures that realize such a unification. Associative algebras and Lie
algebras can be unified at the level of Yang–Baxter structures.

Several papers published in the open access journal Axioms deal with the Yang–Baxter equation.
This equation first appeared in theoretical physics, in a paper (1968) by the Nobel laureate C.N. Yang,
and in statistical mechanics, in R.J. Baxter’s work (1971). Later, it turned out that this equation plays a
crucial role in: quantum groups, knot theory, braided categories, analysis of integrable systems,
quantum mechanics, non-commutative descent theory, quantum computing, non-commutative
geometry, etc. At the Kyoto International Mathematics Congress (1990), three of the four Fields
Medalists were awarded prizes for their work related to the Yang–Baxter equation. Many scientists
have used the axioms of various algebraic structures (quasi-triangular Hopf algebras, Yetter-Drinfeld
categories, Lie (super)algebras, algebra structures, Boolean algebras, etc.) or computer calculations
in order to produce solutions for the Yang–Baxter equation. However, the full classification of its
solutions remains an open problem. The Yang–Baxter equation can also be interpreted in terms of
logical circuits and, in logic, it represents a kind of compatibility condition when working with many
logical sentences in the same time.

It is interesting to note that several special issues published by AXIOMS led to new solutions for
the Yang–Baxter equations. In addition, the topics of these special issues were advertised at many
conferences (Boston, Bucharest, Brasov, Caen, Galati, Iasi, Malta, Sofia, etc.). Moreover, at the 14th
International Workshop on Differential Geometry and Its Applications, hosted by the Petroleum Gas
University from Ploiesti, between 9–11 July 2019, the AXIOMS sponsored the “Best Poster Award” for
best presented papers to support young scholars (including post-docs up to 35 years old). The winners
were announced by the chairs during the workshop.

The authors who contributed to the special issue Non-associative Structures and Other Related
Structures put in a lot of work in order to write high quality papers: [1–7]. Some other works related to
this special issue are the following: [8–12]. Further comments and references for related articles will
appear in our next special issues.

Funding: This research received no external funding.

Acknowledgments: We would like thank the authors who contributed to this special issue, the referees and the
editorial staff of Axioms.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Dual numbers and their higher-order version are important tools for numerical
computations, and in particular for finite difference calculus. Based on the relevant algebraic rules
and matrix realizations of dual numbers, we present a novel point of view, embedding dual numbers
within a formalism reminiscent of operational umbral calculus.

Keywords: dual numbers; operational methods; umbral image techniques

1. Introduction

Dual numbers (DNs), introduced during the second half of the 19th century [1–5], can be viewed
as abstract entities, similar to ordinary complex numbers, and are defined as

z = x + εy , (x, y) ∈ R (1)

where the corresponding “imaginary” unit or dual number unit (DNU) ε is a nilpotent number,

ε2 = 0 and ε �= 0. (2)

Dual numbers were originally introduced within the context of geometrical studies, and later
exploited to deal with problems in pure and applied mechanics [6,7]. For instance, it has been
demonstrated in [8–10] how to formulate the equations of rigid body motion in terms of just three “dual”
equations instead of their six “real” counterparts (thereby realizing an equivalence between spherical
and spatial kinematics). This approach has been extended in [11–13] to a treatment of rigid body motion
in terms of a certain variant of “hyper-dual” numbers, implemented in contrast to our approach via
sets of “ordinary” dual numbers together with certain algebraic relations that are motivated from the
specific requirements within the relevant field of robotics and of mechanics. More recently, as further
discussed in the present paper, the importance of a different kind of higher-order dual numbers has
been recognized in numerical analysis to reduce round-off errors [14]. We believe that the use of dual
numbers in the applied sciences is not as widespread as it could be, and that many new fields of
research would benefit from their relevant introduction. An important domain in which they may
bring significant novelties is that of the perturbative techniques in classical and quantum mechanics.

The main contribution of this paper consists in fixing the underlying algebraic rules of the
dual numbers in the wider context of umbral and operational calculus. The paper is organized
as follows: Section 2 delivers a basic mathematical introduction to dual numbers. Section 3 is
devoted to the description of the computational procedure based upon dual numbers and umbral
calculus. In Section 4, we provide insight into how this powerful method can be applied to deal with
problems arising in different contexts. For illustration, we consider the Schrödinger and the heat

Axioms 2019, 8, 77; doi:10.3390/axioms8030077 www.mdpi.com/journal/axioms3
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equation, cornerstones in their respective fields of physics. Section 5 provides a conclusion with further
considerations for future works.

2. Higher-Order Dual Numbers

The DN algebraic rules [15,16], summarized below, are a straightforward consequence of the
previous identity in Equation (2) (with z = x + εy and w = u + εv):

Component-wise algebraic addition

z + w = x + u + ε(y + ν)

Product

z · w = xu + ε(xν + yu)

Inverse

z−1 =
1
x

(
1− ε

y
x

)
(x �= 0)

Power

zn = xn
(

1 + nε
y
x

)
(n ∈ Z≥0 , x �= 0)

(3)

While the addition operation is entirely analogous to the component-wise addition operation
on two-dimensional vectors, the last three operations (product, inverse and power) characterize the
distinguishing special algebraic properties of dual numbers (DNs). The multiplication is commutative,
associative and distributive, thus DNs form a two-dimensional associative and commutative algebra
over the real numbers.

We now extend this traditional dual number formalism as motivated by the following type
of problem. Consider the Taylor expansion up to some order k (denoted ≈k) of an at least k-fold
continuously differentiable function f around a point x,

f (x + y) ≈k

k

∑
m=0

ym

m!
f (m)(x) . (4)

Following the automatic differentiation paradigm [17–19], since in practice the function f will
be implemented in some algorithmic from, it may be advantageous to formulate truncations such
as Equation (4) in terms of generalized (or higher-order) dual numbers. To this end, let us introduce the
families of square matrices ε̂k ±, 1̂k and 0̂k with entries (for i, j = 1, . . . , k)(

ε̂k ±
)

i,j := δj,i±1 ,
(

1̂k
)

i,j := δi,j ,
(

0̂k
)

i,j := 0 , (5)

where δi,j denotes the Kronecker symbol. It is straightforward to verify that for all k ≥ 2 and � ≥ 0(
ε̂ �

k ±
)

i,j
= δj,i±� ⇒

(
ε̂k ±
)k

= 0 . (6)

Then, under the assumptions in Equation (4), endowing the function f (x) suitably with
a component-wise action on square matrices, we find (for k ≥ 2)

f
(
x 1̂k + y ε̂k ±

)
=

k−1

∑
m=0

1
m!

ym f (m)(x) ε̂ m
k ± . (7)

For example, setting k = 2, reproduces the well-known dual number identity [19]

f
(
x 1̂2 + y ε̂2 +

)
= f (x) 1̂2 + y f ′(x) ε̂2 + =

(
f (x) y f ′(x)

0 f (x)

)
. (8)

4
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For illustration, setting k = 3, we obtain

f
(

x 1̂3 + y ε̂3 +

)
= f (x) 1̂3 + y f ′(x) ε̂3 + + 1

2 y2 f ′′(x) ε̂ 2
3 + =

⎛⎜⎝ f (x) y f ′(x) 1
2 y2 f ′′(x)

0 f (x) y f ′(x)
0 0 f (x)

⎞⎟⎠ . (9)

It may be verified that, e.g., for the choice “+” in Equation (5), the first row of the resulting
matrices in Equation (7) contain the terms of the Taylor expansion up to order k − 1. More explicitly,
introducing the auxiliary notations for the row vector 〈ke1| and the column vector |k1〉 of length k ≥ 2,

〈ke1| := (1, 0, . . . , 0) , |k1〉 :=

⎛⎜⎝1
...
1

⎞⎟⎠ , (10)

allows us to define the order k evaluation operation acting on some function F( ε̂k +) (which is itself
assumed to act entry-wise) depending on a generalized dual number ε̂k + as

〈F( ε̂k +)〉k := 〈ke1| F( ε̂k +) |k1〉 . (11)

We thus find that 〈
f
(

x 1̂k + y ε̂k +

)〉
k =

k−1

∑
m=0

ym

m!
f (m)(x) . (12)

Recently, expansions such as Equation (7) have received considerable interest in the field of
numerical analysis [20]. Referring to Fike [19] for an overview, various alternative types of “numbers”
have been studied for the purpose of finding optimized numerical schemes for computing kth-order
derivatives of functions. For example, it has been demonstrated that the use of so-called hyper-dual
numbers results in first- and second-derivative calculations that are exact, regardless of the step size [14].

For later convenience, motivated by the identity (for k ≥ 2)

exp
(

ε̂k + x
)
=

k−1

∑
r=0

xr

r!
ε̂ r

k + , (13)

we may introduce the so-called truncated exponential polynomials [21] en(x) defined through the series

en(x) :=
n

∑
r=0

xr

r!
, (14)

which may be expressed in terms of generalized dual numbers as⎛⎜⎜⎜⎜⎜⎜⎝
en(x)

en−1(x)
...

e1(x)
1

⎞⎟⎟⎟⎟⎟⎟⎠ := exp
(

ε̂n+1 + x
)
|n+11〉 . (15)

One may thus easily verify (via Equations (13) and (14)) the property

e′n(x) = en−1(x) . (16)

5
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Having provided a matrix-based extension of ordinary to kth-order dual numbers of arbitrary
order k ≥ 2, we now proceed to develop a computational procedure embedding dual numbers with
other techniques inspired by the operational umbral formalism.

3. Umbral-Type Methods and Dual Numbers

Starting from this section, we employ the notational simplification of writing ε for the dual number
unit (DNU) ε̂k ± of generalized dual numbers (cf. Equation (5)), making the order k ≥ 2 of the DN
explicit only via the analog of the notation in Equation (11), and masking the matrix nature of ε̂k ±.
Thus, for some function F ≡ F(ε), we write

F �k G :⇔ G =
(

F
∣∣
εk+1→0

) ∣∣
ε→1 (17)

for the truncation of F via setting εk+1 = 0 and afterwards ε = 1. It is straightforward to verify that this
formal definition may be implemented in terms of the matrix representations introduced in Section 2
via use of Equation (11) as

G = 〈F( ε̂k+1 +)〉k+1 . (18)

Consider then the dual complex parameter

ẑ ≡ ẑ(a, b) := a + εb . (19)

Following the principles of umbral calculus, we treat the dual complex parameter ẑ as an ordinary
algebraic quantity in calculations of integrals, derivatives and other operations, delaying the evaluation
of ẑ via performing the operation �k to the very end of the computations. Note that albeit the term
umbral calculus has been introduced in the seminal papers by Roman and Rota [22], in the following
we make reference to the formalism developed in [23] which enriches the original formalism with the
wealth of techniques derived from the operational calculus [22,23]. We now illustrate the computational
benefits of this approach via a number of examples.

3.1. Dual Shifted Gaussians

We first consider a Gaussian-type function explicitly containing in its argument the dual complex
parameter in Equation (19), whence the dual-shifted Gaussian function

f (x) = e−αx2+ẑ(a,b) x . (20)

Assuming for instance third-order dual numbers (i.e., ε3 = 0), we may write the above function
in more conventional terms as

f (x) �2 e−αx2+ax
[
1 + bx + 1

2 (bx)2
]

, (21)

which is easily recognized as the product of a shifted Gaussian with a second-degree polynomial.
In full analogy to the umbral operational methods of Licciardi [23], it is then straightforward

to calculate the following integral of the function f of Equation (20) via the standard Gaussian
integral formula ∫ +∞

−∞
f (x)dx =

√
π
α e

ẑ(a,b)2
4α =

√
π
α e

a2
4α +

ab
2α ε+ b2

4α ε2
. (22)

6
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The term on the right has in fact a definite meaning, since the use of the generating function of
the two-variable Hermite polynomials [24]

∞

∑
n=0

tn

n!
Hn(x, y) = ext+yt2

(23a)

Hn(x, y) = ey∂2
x xn = n!

� n
2 �

∑
r=0

xn−2ryr

(n − 2r)!r!
(23b)

permits to cast the right-hand side of Equation (22) into the form√
π
α e

a2
4α +

ab
2α ε+ b2

4α ε2
=
√

π
α e

a2
4α ∑

m≥0

εm

m!
Hm

(
ab
2α , b2

4α

)
�k

√
π
α e

a2
4α Hek

(
ab
2α , b2

4α

)
. (24)

Here, Hek(x, y) denotes the Hermite-based truncated exponential polynomial [25–27] defined as

Hek(x, y) :=
k

∑
r=0

1
r!

Hr (x, y) . (25)

3.2. Another Form of Dual Gaussian

Let us consider as a further example

g(x) := e−ẑ(a,b)x2
(26)

and the following infinite integral (for Re(a) > 0)

∫ +∞

−∞
g(x)dx =

√
π

ẑ
=

√
π

a + εb
�k

√
π

a

k

∑
r=0

(− 1
2

r

)(
b
a

)r
. (27)

Here, by invoking the operation �k , we obtain a finite series, thus obviating the need to impose
any condition on the relevant convergence range.

3.3. Examples From Symbolic Calculus

The calculus of higher-order dual numbers may be further refined via combining it with the
wealth of techniques available from the theory of special functions and symbolic calculus as put
forward in [23,28–32]. Consider for illustration the following identity, known from the theory of
two-variable Hermite polynomials [33],

∂n
xeαx2

= Hn(2αx, α)eαx2
(28)

which allows to simplify the task of calculating successive derivatives of the dual Gaussian introduced
in Equation (26), such as in the computation

∂n
xe−ẑx2

= Hn(−2ẑx,−ẑ)e−ẑx2
= n!

� n
2 �

∑
r=0

∑
s≥0

(−1)n−r+s2n−2rxn−2(r−s)

(n − 2r)!r!s!
ẑn−r+s.

Here, the first step follows from (28) and the second by invoking (23b).

Another interesting type of calculus concerns infinite integrals involving rational functions such as

Φ(x; a, b) :=
1

1 + ẑx2 �k
1

1 + ax2

k

∑
r=0

(
− bx2

1 + ax2

)r
. (29)

7
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For example, the infinite integral

∫ +∞

−∞

1
1 + ẑx2 dx =

π√
ẑ

(30)

may be easily transformed into truncated form in full analogy to the calculation summarized
in Equation (27).

3.4. Umbral Image Type Techniques

Referring to Behr et al. [34] for the precise technical details (compare also [33]), suffice it here to
provide the following definition for the action of the formal integration operator Î on the formal variable
v (for α ∈ C):

Î(vα) :=
1

Γ(α)
. (31)

Then, an interesting variant of the example presented in Equation (29) may be obtained as

Î

[∫ +∞

−∞
vΦ(x; a, vb)dx

]
= Î

[
vπ√

z(a, vβ)

]
�k

√
π

a

k

∑
r=0

1
Γ( 1

2 − r)(r!)2

(
b
a

)r
. (32)

In summary, the combination of the concept of higher order dual numbers with techniques from
symbolic and umbral-image type calculus appears to offer a large potential in view of novel tools of
computation. To corroborate this claim, we now present some first high-level results in this direction.

4. Dual Numbers and Solution of Heat- and Schrödinger-Type Equations

Before entering the main topic of this section, let us recall a few useful “operational rules”, starting
with the Glaisher identity [27,35]

eτ d2

dx2 e−αx2
= 1√

1+4τα
e−

αx2
1+4τα , (33)

which can also be understood as the solution of the heat equation with a Gaussian as initial function.
It proves particularly useful in the following to note that, according to the definition of the Hermite
polynomials Hn(x, y) as given in Equation (23b), an alternative interpretation of Equation (33) is
provided in terms of the double-lacunary exponential generating function H2,0(λ; x, y) of the polynomials
Hn(x, y), where we employ notations as in [36]

eτ d2

dx2 e−αx2
= ∑

n≥0

(−α)n

n!
H2n(x, τ) = H2,0(−α; x, τ) . (34)

By specializing Equation (33) to α = ẑ (with ẑ = a + εb the dual complex parameter in
Equation (19)), we obtain the operational identity

eτ d2

dx2 e−ẑx2
= 1√

1+4τẑ
e−

ẑx2
1+4τẑ . (35)

Via the simple factorizations

1 + 4ẑτ = γ(a, τ)γ
(

bε
γ(a,τ) , τ

)
,

ẑ
1 + 4ẑτ

=
a

γ(a, τ)
+

bε

[γ(a, τ)]2γ
(

bε
γ(a,τ) , τ

) ,

γ(c, τ) = 1 + 4cτ ,

(36)

8
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we may transform the identity in Equation (35) as

eτ d2

dx2 e−ẑx2
= H2,0

(
− bε

[γ(a,τ)]2 ; x, τγ(a, τ)
)
H2,0(−a; x, τ) . (37)

By re-inserting the definition of the first double-lacunary exponential generating function, using
the Glaisher-identity in Equation (33) for the second one and finally truncating to order k, we eventually
arrive at the compact result

eτ d2

dx2 e−ẑx2 �k
e−

αx2
γ(a,τ)√

γ(a, τ)

k

∑
n=0

1
n!

(
b

[γ(a,τ)]2

)n
H2n (x, τγ(a, τ)) , γ(a, τ) = 1 + 4aτ . (38)

For example, by evaluating the above expression for second order dual numbers, one finds

eτ d2

dx2 e−ẑx2 �2
e−

ax2
γ(a,τ)√

γ(a, τ)

(
1− b

γ(a, τ)2 H2(x, τγ(a, τ)) +
b2

2γ(a, τ)4 H4(x, τγ(a, τ))

)
. (39)

The above result may be interpreted as the solution of the heat-type equation

∂τ F(x, τ) = ∂2
xF(x, τ) , F(x, 0) = e−ẑx2

. (40)

An analogous problem has been addressed in [33] within the framework of a different method.
The techniques we have envisaged may be further exploited to treat the paraxial propagation of the
so-called flattened distributions, introduced in [37] to study the laser field evolution in optical cavities
employing super-Gaussian mirrors [38]. These cavities shape beams whose transverse distribution is
not reproduced by a simple Gaussian, but by a function exhibiting a quasi-constant flat-top, expressible
through a function of the type

E(x; p) := e−|x|
p
, p ∈ Z>0 . (41)

The paraxial propagation of these beams has less obvious properties than, e.g., Laguerre or
Hermite Gauss modes [38]. To overcome this drawback, Gori introduced the so-called flattened
beams [37], which permit a fairly natural expansion in terms of Gauss Laguerre/Hermite modes, thus
providing a straightforward solution to the corresponding paraxial wave equation.

Invoking our formalism as developed thus far, we may approximate the aforementioned Gori
beams in the form

E(x; p) ≈ Y(x; α|m) := e−αx2
em(x2) . (42)

Here, em(x) denotes the truncated exponential polynomials introduced in Equation (14), and
both parameters α and m depend on p (see [33] for further details). Recalling from Equation (19)
the definition ẑ(a, b) := a + bε of the dual complex parameter, the r.h.s. of Equation (42) may be
equivalently expressed as

e−ẑ(α,−1)x2 �m Y(x; α|m) , (43)

whence as an instance of a dual Gaussian as described in Section 3.2. The problem of the relevant
propagation can accordingly be reduced to that of an ordinary Gaussian mode, namely to the solution
of the Schrödinger type equation

i∂τΨ(x, τ) = −∂2
xΨ(x, τ) , Ψ(x, 0) = Y(x; α|m) . (44)

9
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Consequently, by invoking the operational identity in Equation (35), the paraxial evolution of
a flattened beam may be expressed in the form

Ψ(x, τ) = eiτ∂2
x e−ẑ(α,−1)x2

=
1√

1 + 4iτẑ(α,−1)
e−

ẑ(α,−1)x2

1+4iτẑ(α,−1) , (45)

which reproduces indeed the known solution of our problem (compare [33]).
In a forthcoming paper, we will discuss this specific application in further detail by applying the

method to the problem of designing super-Gaussian optical systems.

5. Weyl Formula and Modified Hermite Polynomials

The wide flexibility of the method we propose is corroborated by the following further example,
relevant to the use of operational ordering tools. Let us consider an evolution equation of the form

∂τ F(x, τ) = [γ∂x − ẑx]F(x, τ) , F(x, 0) = f (x) . (46)

The relevant procedure for combining differential calculus with the umbral formalism is described
in [39]. Following this approach, the solution of Equation (46) can be expressed as

F(x, τ) = eτ(γ∂x−ẑx) f (x) . (47)

To evaluate the solution of Equation (47) explicitly, we need to suitably “factorize” the exponential
operator. This so-called disentanglement operation may be implemented via the Weyl formula [40]

eX̂+Ŷ = e−
1
2 [X̂,Ŷ]eX̂eŶ , (48)

which is applicable whenever the identities [X̂, [X̂, Ŷ]] = [[X̂, Ŷ], Ŷ]] = 0 hold. Applying the Weyl
formula in Equation (48) to our solution in Equation (47), if we let X̂ = −τẑx and Ŷ = τγ∂x (resulting
in [X̂, Ŷ] = τ2γẑ, and with higher-order commutators vanishing), we obtain

F(x, τ) = e−
1
2 τ2γẑe−ẑxτ f (x + γτ) . (49)

Thus, the solution at any desired truncation order k may be obtained by invoking the dual number
evaluation operation �k of Equation (17).

As already mentioned above, the Weyl formula applies in the example presented because the
algebraic structure of the argument of the exponential in Equation (47) satisfies a special property: the
commutators of the associated generators reduce to a constant after the first commutation bracket.
A more interesting extension is given by the case in which the generators are embedded into a solvable
Lie algebra. In this case, the combined use of the dual number formalism and of the Wei-Norman
ordering method [41] leads to new and interesting results. They deserve a separate treatment that will
be reported in a forthcoming paper.

As a final example, we define modified Hermite polynomials Hn(x, ẑ), whence ordinary two-variable
Hermite polynomials Hn(x, y) as introduced in Equation (23b) evaluated at y = ẑ, with ẑ ≡ ẑ(a, b) the
dual complex parameter of Equation (19),

Hn(x, ẑ) = eẑ∂2
x xn . (50)

It is straightforward to verify that these modified polynomials inherit all the relevant properties
from the polynomials Hn(x, y), such as the recurrences

∂x Hn(x, ẑ) = nHn−1(x, ẑ) ,

Hn+1(x, ẑ) = xHn(x, ẑ) + 2ẑ∂x Hn(x, ẑ) ,
(51)

10
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and we find that they satisfy the second order differential equation

2ẑ∂2
x Hn(x, ẑ) + x∂x Hn(x, ẑ) = nHn(x, ẑ) . (52)

The explicit form of these truncated polynomials is easily obtained. For example, by using third
order dual numbers, which implies

eẑ∂2
x �2 ea∂2

x
(

1 + b∂2
x +

1
2

b2∂4
x

)
, (53)

we find the explicit formula

Hn(x, ẑ) �2 Hn(x, a) + b∂a Hn(x, a) + 1
2 b2∂2

a Hn(x, a) , (54)

where we have invoked the well-known identity

∂2
x Hn(x, y) = ∂yHn(x, y) . (55)

6. Final Comments

The method we have outlined in this paper offers many computational advantages to treat
problems where truncated expansions (not necessarily of Taylor type) of functions are involved. At its
core, the umbral formalism and the notion of higher order dual numbers allow delaying the explicit
expansions to later stages in a given calculation, thus opening the possibility to exploit numerous
efficient computation strategies from the theory of operational calculus and special functions.

The technique we have introduced in this paper is amenable for new applications in various
different fields. We have presented herein the solution of parabolic equations in transport problems,
and within such a context a fairly important example has been provided by treating the propagation
of flattened beams [33,37] in optics. For brevity, we have just outlined the procedure in terms of
a one-dimensional computation. The relevant extension to the three-dimensional case does not require
any particular conceptual effort, but only a consistent numerical implementation. In a forthcoming
investigation, we will further extend the method and study its potential for treating perturbative
problems in classical and quantum mechanics.
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1. Introduction

One of the basic problems in representation theory is to find the decomposition of a tensor
product between two irreducible representations. In fact, the study of tensor product decompositions
plays an important role in quantum mechanics and in string theory [1,2], and it has attracted much
attention from combinatorial representation theory [3]. In addition, recent studies reveal that tensor
product decompositions are also closely related to the representation theory of Virasoro algebra and
W-algebras [4–6].

In [6], the authors extensively study decompositions of tensor products between integrable
representations over affine Lie algebras. They also investigate relationships among tensor products,
branching functions and Virasoro algebra through integrable representations over affine Lie algebras.

In the present paper we shall follow the methodology appearing in [6]. However, we will focus
on admissible representations of affine Lie algebras. Admissible representations are not generally
integrable over affine Lie algebras, but integrable with respect to a subroot system of the root system
attached to a given affine Lie algebra. Kac and Wakimoto showed that admissible representations
satisfy several nice properties such as Weyl-Kac type character formula and modular invariance [5,7].
In their subsequent works, they also established connections between admissible representations of
affine Lie algebras and the representation theory of W-algebras [4,8]. In addition, Kac and Wakimoto
expressed in ([9], Theorem 3.1) the branching functions arising from the tensor product decompositions
between principal admissible and integrable representations as the q-series involving the associated
dominant integral weights and string functions.

One of the main results of this paper is the explicit calculations of the branching functions
appearing in ([9], Theorem 3.1). We are particularly interested in the calculations of the
branching functions obtained from certain tensor product decompositions of level 2 integrable and
principal admissible representations over ŝl2 (see Theorem 4). We shall see that these branching
functions connect the representation theory of affine Lie algebras with the representation theory of
super-Virasoro algebras.

We usually apply the theory of modular functions for calculations of string functions [10].
However, in the current work we shall not use the tools of modular functions for the calculations of the
string functions appearing in ([9], Theorem 3.1). Instead, we shall use both the invariance properties of

Axioms 2019, 8, 82; doi:10.3390/axioms8030082 www.mdpi.com/journal/axioms15
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string functions under the action of affine Weyl group and the character formula whose summation is
taken over maximal weights (see Theorem 5). It seems like that this approach provides a simpler way
for computations of the string functions in our cases.

We would like to point out that in ([5], Corollary 3(c)) the authors expressed the branching
functions in terms of theta functions. We shall show that our expressions for the branching functions
appearing in Theorem 4 are actually same as those of ([5], Corollary 3(c)) through the investigations
of the characters of the minimal series representations of super-Virasoro algebras. Comparing our
calculations of the branching functions over ŝl2 with the characters of the minimal series representations
of super-Virasoro algebras, we also present the tensor product decompositions between level 2
integrable and principal admissible representations in terms of the minimal series representations
of super-Virasoro algebras (see Theorem 6). This generalizes the decomposition formula appearing
in ([6], Section 4.1(a)) to the case of principal admissible weights.

2. Preliminaries

Let A =
(
aij
)

1≤i,j≤n be a symmetrizable generalized Cartan matrix and g the Kac-Moody Lie
algebra associated with A. Let h be a Cartan subalgebra of g. Fix the set of simple roots Π =

{α1, · · · , αn} of h and simple coroots Π∨ =
{

α∨1 , · · · , α∨n
}

of h∗, respectively. Assume that Π and
Π∨ satisfy the condition αj

(
α∨i
)
= aij. We denote by ( | ) the non-degenerate invariant symmetric

bilinear form on g. Write Δ, Δ+ and Δ− for the set of all roots, positive roots and negative roots of g,
respectively. Put Δre = {α ∈ Δ | (α|α) > 0} and Δim = {α ∈ Δ | (α|α) ≤ 0}. For each i = 1, · · · , n, we
define the fundamental reflection rαi of h∗ by

rαi (λ) = λ − λ
(
α∨i
)

αi (λ ∈ h∗) .

The subgroup W of GL (h∗) generated by all fundamental reflections is called the Weyl group of g.
Among symmetrizable Kac-Moody Lie algebras, the most important Lie algebras are affine Lie

algebras whose associated Cartan matrices are called affine Cartan matrices. It is known that every
affine Cartan matrix is a positive semidefinite of corank 1. Each affine Cartan matrix is in one-to-one
correspondence with the affine Dynkin diagram of type X(r)

n , where X = A, B, C, D, E, F or G and
r = 1, 2 or 3. The number r is called the tier number (see [11,12] for details). Given an affine Cartan
matrix A =

(
aij
)

0≤i,j≤l , two (l + 1)-tuples
(
a∨i
)

0≤i≤l and (ai)0≤i≤l of positive integers are uniquely
determined by the conditions

1.
(
a∨0 , a∨1 , · · · , a∨l

)
A = O,

2. A

⎛⎜⎜⎜⎜⎝
a0

a1
...
al

⎞⎟⎟⎟⎟⎠ = O,

3. gcd
(
a∨0 , a∨1 , · · · , a∨l

)
= gcd (a0, a1, · · · , al) = 1,

where O is the zero vector. We call (ai)0≤i≤l (resp.
(
a∨i
)

0≤i≤l) the label (resp. colabel) of the affine matrix

A. The corresponding positive integer h = ∑l
i=0 ai (resp. h∨ = ∑l

i=0 a∨i ) is called the Coxeter number
(resp. dual Coxeter number). Notice that the element K = ∑l

i=0 a∨i α∨i satisfies αi(K) = 0 for 0 ≤ i ≤ l,
and we call this element the central element. Through the non-degenerate bilinear form ( | ) defined on
g, the central element K corresponds to δ = ∑l

i=0 aiαi in h∗.
Suppose that g is the affine Lie algebra associated to an affine Cartan matrix A =

(
aij
)

0≤i,j≤l ,

and let h be a Cartan subalgebra of g. The Cartan subalgebra h is (l + 2)-dimensional, and we can
decompose h and h∗ as follows:

h = h⊕CK ⊕Cd,

h∗ = h
∗ ⊕Cδ ⊕CΛ0,

16
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where h = ∑l
i=1 Cα∨i and h

∗
= ∑l

i=1 Cαi.
The lattice Q = ∑l

i=0 Zαi and Q∨ = ∑l
i=0 Zα∨i are called the root lattice and coroot lattice,

respectively. Set

M =

{
Q∨ if r = 1 or A = A(2)

2l ,

Q if r ≥ 2 and A �= A(2)
2l .

For an element α ∈ Q, we define tα ∈ GL (h∗) by

tα (λ) = λ + (λ|δ) α −
{
|α|2

2
(λ|δ) + (λ|α)

}
δ (λ ∈ h∗) .

We call tα (α ∈ Q) the translation operator. It is known that the Weyl group W of the affine Lie algebra g

is also given by W � tM, where W = 〈rαi |1 ≤ i ≤ l〉 and tM = {tα|α ∈ M} .
For a non-twisted affine Lie algebra (i.e., r = 1), recall that

Δim = {nδ|n ∈ Z− {0}}

and
Δre =

{
nδ + α|n ∈ Z, α ∈ Δ

}
,

where Δ is the set of all roots of the finite-dimensional simple Lie algebra associated with the finite
Cartan matrix A =

(
aij
)

1≤i,j≤l .
Set

P =
{

λ ∈ h∗|λ
(
α∨i
)
∈ Z for 0 ≤ i ≤ l

}
,

Pm = {λ ∈ P|λ(K) = m} ,

P+ =
{

λ ∈ h∗|λ
(
α∨i
)
∈ Z≥0 for 0 ≤ i ≤ l

}
,

Pm
+ = Pm ∩ P+.

An element in P (reps. P+) is called an integral weight (resp. a dominant integral weight). Let ρ be the
dominant integral weight defined by ρ

(
α∨i
)
= 1 for 0 ≤ i ≤ l. The element ρ is called the Weyl vector

of g. It is sometimes convenient to choose the Weyl vector satisfying the additional condition ρ(d) = 0,
and we get ρ = ρ + h∨Λ0 in this case.

Define the fundamental weights Λi ∈ h∗ (0 ≤ i ≤ l) by Λi

(
α∨j
)
= δij (0 ≤ j ≤ l) and Λi (d) = 0.

Similarly, we define the fundamental coweights Λ∨
i ∈ h (0 ≤ i ≤ l) by

(
Λ∨

i |αj
)
= δij (0 ≤ j ≤ l) and(

Λ∨
i |d
)
= 0. Let Λi and Λ∨

i be the restrictions of Λi and Λ∨
i to h

∗ and h, respectively. Put P = ∑l
i=1 ZΛi

and P∨
= ∑l

i=1 ZΛ∨
i , and let us introduce a lattice

M̃ =

{
P∨ if r = 1 or A = A(2)

2l ,

P if r ≥ 2 and A �= A(2)
2l .

Then, the group W̃ = W � tM̃ is called the extended affine Weyl group of g.

3. Branching functions for admissible weights

Let g be the Kac-Moody Lie algebra associated to a symmetrizable generalized Cartan matrix A,
and h a Cartan subalgebra of g. An element λ ∈ h∗ satisfying conditions

1. 〈λ + ρ, α∨〉 ∈ Q−Z≤0 for all α ∈ Δre
+ := Δre ∩ Δ+,

2. Q-span of
{

α ∈ Δre
+| 〈λ + ρ, α∨〉 ∈ Z

}
= Q-span of Δre

+

17
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is called an admissible weight. When λ is an admissible weight, the corresponding irreducible highest
weight g-module L (λ) is called an admissible g-module or admissible representation. Write

Δ∨re
λ =

{
α∨|α ∈ Δre and

〈
λ + ρ, α∨

〉
∈ Z≥1

}
.

Then, it is easy to see that Δ∨re
λ forms a subroot system of the coroot system Δ∨. We denote by Π∨

λ a
base of Δ∨ re

λ , and put Wλ =
〈
rα|α ∈ Π∨

λ

〉
.

An admissible weight λ is called a principal admissible weight if Π∨
λ is isomorphic to Π∨. In general,

the level of a principal admissible weight is a rational number. In fact, it is known from [7] that a
rational number m = v

u (u ∈ Z≥1, v ∈ Z, gcd(u, v) = 1) is the level of principal admissible weights if
and only if it satisfies

1. gcd (u, r∨) = 1,
2. u (m + h∨) ≥ h∨,

where r∨ is the tier number of the transposed generalized Cartan matrix At and h∨ denotes the dual
Coxeter number of g.

Henceforth, we assume that g is an affine Lie algebra with a simple coroot system Π∨ ={
α∨0 , · · · , α∨l

}
.

Given u ∈ Z≥1, put γ0 = (u − 1)c + α∨0 and γi = α∨i (1 ≤ i ≤ l). Define S(u) = {γi | 0 ≤ i ≤ l}.

Then, S(u) becomes a simple coroot system of Δ∨ ∩
(

∑l
i=0 Zγi

)
if gcd (u, r∨) = 1 (see [13], Lemma 3.2.1).

Moreover, the following theorems are known.

Theorem 1. Let m = v
u with u ∈ Z≥1, v ∈ Z and gcd(u, v) = 1. Assume that y ∈ W̃ satisfies y

(
S(u)

)
⊂

Δ∨
+. Write Pm

u,y for the set of all principal admissible weights λ of level m with Π∨
λ = y

(
S(u)

)
. Then, we have

Pm
u,y =

{
y
(

λ0 − (u − 1)
(
m + h∨

)
Λ0 + ρ

)
− ρ | λ0 ∈ Pu(m+h∨)−h∨

+

}
.

Proof. See ([7], Theorem 2.1) or ([9], Proposition 1.5).

Theorem 2. Let m = v
u with u ∈ Z≥1, v ∈ Z and gcd(u, v) = 1. Let Pm

+ be the set of all principal admissible
weights of level m (we use the same notation as the case of dominant integral weights). Then, Pm

+ =
⋃

y Pm
u,y,

where y runs over
{

y ∈ W̃|y
(

S(u)

)
⊂ Δ∨

+

}
.

Proof. See ([9], Proposition 1.5).

Let us now review branching functions and their connections with the Virasoro algebra.
Recall the Virasoro algebra is an infinite dimensional Lie algebra Vir = (

⊕
n∈Z C�n) ⊕ Cc

with brackets
[�m, c] = 0 for all m ∈ Z

and

[�m, �n] = (m − n)�m+n +
m3 − m

12
δm+n,0 c for all m, n ∈ Z.

Let g be a finite dimensional simple Lie algebra, and g = C
[
t, t−1]⊗ g⊕CK ⊕Cd the non-twisted

affine Lie algebra over g. Let V be the highest weight g-module of level m such that m + h∨ �= 0.
Define the operators Lg

n (n ∈ Z) via

Lg(z) = ∑
n∈Z

Lg
nz−n−2 =

1
2 (m + h∨)

dimg

∑
i=1

: ui(z)ui(z) :, (1)

18
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where
{

ui} and {ui} are bases of g satisfying
(
ui|uj) = δij. It is well-known that V becomes a

Vir-module by letting

�n �−→ Lg
n (n ∈ Z) and c �−→ mdimg

m + h∨
. (2)

The Virasoro action (2) satisfies the following properties:[
�n, tj ⊗ X

]
= −jtj+n ⊗ X (X ∈ g, n ∈ Z− {0} , j ∈ Z) , (3)

�0 =
(Λ + 2ρ|Λ)

2 (m + h∨)
Id− d. (4)

Let p be a reductive subalgebra of g. Then, p is decomposed as p = p0 ⊕ p1 ⊕ · · · ⊕ ps, where p0 is
the center of p and each pi (i = 1, · · · , s) is a simple Lie algebra. Assume that

p0 ⊕
(

s

∑
i=1

hi

)
⊂ h

and
s

∑
i=1

pi+ ⊂ g+,

where hi (resp. h) is a Cartan subalgebra of pi (resp. g) and pi+ (resp. g+) is the sum of the positive
root spaces of pi (resp. g). Consider the affinization p =

(
C[t, t−1]⊗ p

)
⊕CK̇ ⊕Cd of p. Since V is the

highest weight g-module, V is also the highest weight p-module. However, the action of the central
element K̇ on V is somewhat complicated. We refer to ([11], Chapter 12) for the details of the action of
the central element K̇. Let ṁ be the level of V as a p-module, and write ( | )′ for the standard bilinear
form on p. Set

Lp = ∑
n∈Z

Lp
nz−n−2 =

1
2
(
ṁ + ḣ∨

) dimp

∑
i=1

: u̇i(z)u̇i(z) :, (5)

where
{

u̇i} and {u̇i} are bases of p satisfying
(
u̇i|u̇j

)′
= δij and ḣ∨ is the dual Coxeter number of p.

Using (1) and (5), define
Lg;p(z) = Lg − Lp = ∑

n∈Z
Lg;p

n z−n−2.

Due to (3), it follows that[
Lg;p

n , tj ⊗ X
]
= 0 for all X ∈ p, n ∈ Z− {0} and j ∈ Z. (6)

Applying the operator product expansions, we can verify that Lg;p(z) is, in fact, a Virasoro field with
the central charge cg;p = mdimg

m+h∨ − ṁdimp
ṁ+ḣ∨

(see [13,14] for the details). We call the Virasoro field Lg;p(z)
the coset Virasoro field.

In the remaining part of this section, we assume that V = L (Λ) for a dominant integral weight Λ

of level m. Let ḣ be a Cartan subalgebra of p, and p+ the positive part of p. For ν ∈
(
ḣ⊕CK̇

)∗
, set

Vg;p
ν =

{
v ∈ L (Λ) |Xv = 0 (∀ X ∈ p+) , Hv = ν (H) v

(
∀ H ∈ ḣ⊕CK̇

)}
.

Due to (4) and (6), Vg;p
ν is stable under the actions of Lg;p

n (n ∈ Z). So, Vg;p
ν becomes a

Vir-module. We call this module the coset Virasoro module. Notice that L (Λ) is decomposed as a
Vir ⊕ [p, p]-module into

L (Λ) =
⊕

ν∈ḣ∗⊕Cδ̇ mod Cδ̇

(
Vg;p

ν ⊗ L̇(ν)
)

, (7)
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where L̇(ν) is the irreducible [p, p]-module with highest weight ν and δ̇ is identified with K̇ via the
non-degenerate bilinear form on p. From (7), we define a function

cΛ
ν (q) = TrVg;p

ν
q−d = ∑

j∈Z≥0

multΛ
(
ν − jδ̇; p

)
qj
(

q = e−δ
)

, (8)

where the multiplicity is defined as in ([6], Section 1.6). The function (8) is called the string function.
Using the string function (8), the decomposition (7) yields the following formula for the character of
L (Λ):

chL (Λ) = ∑
ν∈ḣ∗⊕Cδ̇ mod Cδ̇

cΛ
ν (q)chL̇ (ν) . (9)

Let us now introduce the following numbers:

• mΛ = |Λ+ρ|2
2(m+h∨) −

|ρ|2
2h∨ ,

• ṁν = |ν+ρ̇|2
2(ṁ+ḣ∨)

− |ρ̇|2
2ḣ∨

,

where ρ̇ is the Weyl vector associated with p.
Then, we define the branching function as bΛ

ν (τ) = qmΛ−ṁν cΛ
ν (q) for q = e2πiτ . By the strange

formula and (4), we see that the branching function also can be written as bΛ
ν (τ) = q−

1
24 cg;p

TrVg;p
ν

q�0

(see [11] (Chapter 12) for the strange formula).
Recall that the normalized character ch

′
L (Λ) is defined as

ch
′
L (Λ) = e−mΛδchL (Λ) .

Introducing the coordinate (τ, z, t) for h = 2πi (−τd + z + tK) ∈ h, we obtain that
ch

′
L(Λ) (τ, z, t) = qmΛ chL(Λ) (τ, z, t). So, the Formula (9) can be rewritten as

ch
′
L(Λ) (τ, z, t) = ∑

ν∈ḣ∗⊕Cδ̇ mod Cδ̇

bΛ
ν (τ) ch

′
L̇(ν) (τ, z, t) .

4. Tensor Product Decompositions

In this section, we fix an affine Lie algebra g =
(
C
[
t, t−1]⊗ g

)
⊕ CK ⊕ Cd over a finite

dimensional simple Lie algebra g. We also fix a Cartan subalgebra h of g. For λ, μ ∈ h∗, let L (λ) and
L (μ) be irreducible highest weight modules over g. We denote by πλ and πμ the representations
of g on L (λ) and L (μ), respectively. Put m = λ (K) and m

′
= μ (K). Assume that m + h∨ �= 0,

m
′
+ h∨ �= 0 and m + m

′
+ h∨ �= 0. It follows from (2) that the Virasoro algebra Vir acts on L (λ) and

L (μ). The corresponding Virasoro fields are

Lλ(z) =
1

2 (m + h∨)

dimg

∑
i=1

: πλ (ui(z))πλ

(
ui(z)

)
:

and

Lμ(z) =
1

2
(
m′ + h∨

) dimg

∑
i=1

: πμ (ui(z))πμ

(
ui(z)

)
: .

Notice that the Virasoro algebra Vir acts on L (λ)⊗ L (μ) via the tensor product action

Lλ,μ(z) = Lλ(z)⊗ IdL(μ) + IdL(λ) ⊗ Lμ(z)

with the central charge mdimg
m+h∨ + m

′
dimg

m′+h∨
.
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On the other hand, we may consider the whole tensor product L (λ) ⊗ L (μ) as the highest
weight g-module. Applying (2) to the highest weight g-module L (λ)⊗ L (μ), we get the associated
Virasoro field

Lλ⊗μ(z) =
1

2
(
m + m′ + h∨

) dimg

∑
i=1

(
πλ ⊗ πμ

)
(ui(z))

(
πλ ⊗ πμ

) (
ui(z)

)

with the central charge

(
m+m

′)
dimg

m+m′+h∨
.

Using (3), we have[
Lλ,μ

m , tn ⊗ X
]
= −ntn+m ⊗ X (X ∈ g, m ∈ Z− {0} , n ∈ Z) ,[

Lλ⊗μ
m , tn ⊗ X

]
= −ntn+m ⊗ X (X ∈ g, m ∈ Z− {0} , n ∈ Z) . (10)

Set L̃(z) = Lλ,μ(z)− Lλ⊗μ(z) = ∑n∈Z L̃nz−n−2. According to ([15], Proposition 10.3), the field L̃(z)

yields the coset Virasoro field on L (λ)⊗ L (μ) with central charge mdimg
m+h∨ + m

′
dimg

m′+h∨
−
(

m+m
′)

dimg

m+m′+h∨
.

For μ ∈ h
∗ ⊕Cδ, we define

Vλ,μ
μ =

{
v ∈ L (λ)⊗ L (μ) |Xv = 0 (∀ x ∈ g+) , Hv = μ (H) v

(
∀ H ∈ h⊕CK

)}
.

It follows from (10) that the space Vλ,μ
μ becomes a Vir-module via the coset Virasoro field L̃(z).

Notice that L (λ)⊗ L (μ) is decomposed as a Vir ⊕ [g, g]-module into

L (λ)⊗ L (μ) = ∑
μ∈h∗⊕Cδ mod Cδ

Vλ,μ
μ ⊗ L (μ) . (11)

We obtain from (11) a string function

cλ⊗μ
ν (q) = Tr

Vλ,μ
μ

q−d = ∑
j∈Z≥0

multλ⊗μ (μ − jδ; g) qj. (12)

Using (11) and (12), we get

ch (λ) ch (μ) = ∑
μ∈h∗⊕Cδ mod Cδ

cλ⊗μ
ν (q)chL (ν) . (13)

If we define the normalized branching function by

bλ⊗μ
ν (τ) = qmλ+mμ−mν cλ⊗μ

ν (q) ,

then the Formula (13) yields

ch
′
L(λ) (τ, z, t) ch

′
L(μ) (τ, z, t) = ∑

ν

bλ⊗μ
ν (τ) ch

′
L(ν) (τ, z, t) . (14)

Let Λ be a dominant integral weight and μ a principal admissible weight of the affine Lie algebra
g. Then, the branching function of the tensor product L (Λ)⊗ L (μ) can be expressed in terms of the
string functions of L (Λ) as follows.

Theorem 3. Let g be any affine Lie algebra and m ∈ Z≥0. Let m
′
= v

u with u ∈ Z≥1, v ∈ Z and

gcd(u, v) = 1. Assume that Λ and μ0 are dominant integral weights of level m and u
(

m
′
+ h∨

)
− h∨,
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respectively. Write c̃Λ
ξ (q) for the modified string function qmΛ− |ξ|2

2m cΛ
ξ,(g;g) (q) for ξ ∈ h

∗ ⊕ Cδ, where

cΛ
ξ,(g;g) (q) is the string function defined with respect to the pair (g; g) (i.e., p = g in (8)). Then, for a principal

admissible weight μ = y
(

μ0 − (u − 1)
(

m
′
+ h∨

)
Λ0 + ρ

)
− ρ ∈ Pm

′
u,y, the following formula holds:

ch
′
L(Λ) (τ, z, t) ch

′
L(μ) (τ, z, t) = ∑

ν∈Pm+m′
u,y s.t. ν≡Λ+μ mod Q

bΛ⊗μ
ν (τ) ch

′
L(ν) (τ, z, t) ,

where

bΛ⊗μ
ν (τ) = ∑

w∈W
ε(w)q

(
m
′
+h∨

)(
m+m

′
+h∨

)
2m

∣∣∣∣∣ w(ν0+ρ)
m+m′

+h∨
− μ0+ρ

m′
+h∨

∣∣∣∣∣
2

c̃Λ
y(w(ν0+ρ)−(μ0+ρ)−(u−1)mΛ0)

(q) .

Proof. See ([9], Theorem 3.1).

In the next section, we simply write c̃Λ
λ for c̃Λ

λ (q) if no confusion seems likely to arise, and will
calculate explicitly the branching functions for some specific cases.

5. Explicit Calculations of Branching Functions

Let Λ0 and Λ1 be the fundamental weights of ŝl2, and λ a principal admissible weight of ŝl2. In this
section, we explicitly calculate the branching functions arising from the tensor product decompositions
of (L (2Λ0)⊕ L (2Λ1))⊗ L (λ) and L (ρ)⊗ L (λ).

Let us write Π = {α} for the simple root system of sl2. Then it is easy to check

h∨ = 2, ρ = Λ0 + Λ1 = ρ + h∨Λ0 and Λ1 = Λ0 +
1
2

α (15)

for ŝl2. Let m = v
u (u ∈ 2Z≥1, v ∈ 2Z+ 1), and choose a principal admissible weight λ of level m

satisfying λ = λ0 − (u − 1)(m + 2)Λ0 ∈ Pm
u,1 for λ0 ∈ Pu(m+2)−2

+ (see Theorems 1 and 2).
Applying Theorem 3 to the tensor product representations L (2Λ0)⊗ L (λ) and L (2Λ1)⊗ L (λ),

we obtain

ch
′
L(2Λ0)

(τ, z, t) ch
′
L(λ) (τ, z, t)

= ∑
ν∈Pm+2

u,1 s.t. ν≡2Λ0+λ mod Q

b2Λ0⊗λ
ν (τ) ch

′
L(ν) (τ, z, t) , (16)

where

b2Λ0⊗λ
ν (τ) = ∑

w∈W
ε(w)q

(m+2)(m+4)
4

∣∣∣∣∣ w(ν0+ρ)
m+4 − λ0+ρ

m+2

∣∣∣∣∣
2

c̃2Λ0
w(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

and

ch
′
L(2Λ1)

(τ, z, t) ch
′
L(λ) (τ, z, t)

= ∑
ν̃∈Pm+2

u,1 s.t. ν̃≡2Λ1+λ mod Q

b2Λ1⊗λ
ν̃ (τ) ch

′
L(ν̃) (τ, z, t) , (17)

where

b2Λ1⊗λ
ν̃ (τ) = ∑

w∈W
ε(w)q

(m+2)(m+4)
4

∣∣∣∣∣ w(ν̃0+ρ)
m+4 − λ0+ρ

m+2

∣∣∣∣∣
2

c̃2Λ1
w(ν̃0+ρ)−(λ0+ρ)−2(u−1)Λ0

.
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Similarly, if we apply Theorem 3 to the tensor product representation L (ρ)⊗ L (λ) then we have

ch
′
L(ρ) (τ, z, t) ch

′
L(λ) (τ, z, t)

= ∑
ν∈Pm+2

u,1 s.t. ν≡ρ+λ mod Q

bρ⊗λ
ν (τ) ch

′
L(ν) (τ, z, t) , (18)

where

bρ⊗λ
ν (τ) = ∑

w∈W
ε(w)q

(m+2)(m+4)
4

∣∣∣∣∣ w(ν0+ρ)
m+4 − λ0+ρ

m+2

∣∣∣∣∣
2

c̃ρ

w(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0
.

For λ0 ∈ Pu(m+2)−2
+ and ν0 ∈ Pu(m+4)−2

+ , let us write

λ0 = (u(m + 2)− 2− n)Λ0 + nΛ1,

ν0 =
(

u(m + 4)− 2− n
′)

Λ0 + n
′
Λ1 (19)

for some n ∈ Z and n
′ ∈ Z. Then, we can rewrite λ and ν in (16) as

λ = λ0 − (u − 1)(m + 2)Λ0 = (m − n)Λ0 + nΛ1

and
ν = ν0 − (u − 1)(m + 4)Λ0 =

(
m − n

′
+ 2
)

Λ0 + n
′
Λ1.

Since 2Λ0 − (ν − λ) ∈ Q and 2Λ1 − 2Λ0 = α, we should have n ≡ n
′
(mod 2).

Similarly, for ν̃0 =
(

u(m + 4)− 2− n
′′)

Λ0 + n
′′
Λ1 ∈ Pu(m+4)−2

+ , we obtain ν̃ =(
m − n

′′
+ 2
)

Λ0 + n
′′
Λ1

(
n
′′ ∈ Z

)
. From the condition 2Λ1 − (ν̃ − λ) ∈ Zα, we have the same

condition n ≡ n
′′
(mod 2) as the case of ν. For this reason, we shall identify ν̃ with ν in the following

Theorem 4. The same argument yields that the condition ν ≡ ρ + λ mod Q in (18) is equivalent to the
condition n

′ ≡ n + 1 (mod 2) in (19).

Theorem 4. Let m = v
u for u ∈ 2Z≥1 and v ∈ 2Z+ 1, and let p = u(m + 4) and p

′
= u(m + 2).

1. Suppose that
λ0 = (u(m + 2)− 2− n)Λ0 + nΛ1

and
ν0 =

(
u(m + 2)− 2− n

′)
Λ0 + n

′
Λ1

for some n ∈ 4Z and n
′ ∈ Z satisfying n ≡ n

′
(mod 2). Then, the branching functions in (16) and (17)

are explicitly given by

b2Λ0⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

A

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

B (20)
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and

b2Λ1⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

B

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

A, (21)

where

{
A = c̃2Λ0

2Λ0
, B = c̃2Λ0

2Λ1
if n

′ ≡ 0 (mod 4)

A = c̃2Λ0
2Λ1

, B = c̃2Λ0
2Λ0

if n
′ ≡ 2 (mod 4) .

2. Assume that
λ0 = (u(m + 2)− 2− n)Λ0 + nΛ1

and
ν0 =

(
u(m + 2)− 2− n

′)
Λ0 + n

′
Λ1

for some n ∈ 4Z and n
′ ∈ 4Z+ 1. Then, the branching function in (18) is explicitly given by

bρ⊗λ
ν (τ)

= ∑
j∈Z

(
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

− q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2)
c̃ρ

ρ. (22)

Proof. We first prove (20) and (21).
Recall that the Weyl group W of ŝl2 is given by

{
tjα, tjαrα|j ∈ Z

}
.

By (15) and (19), we have

ν0 + ρ = u(m + 4)Λ0 +
n
′
+ 1
2

α

and
λ0 + ρ = u(m + 2)Λ0 +

n + 1
2

α.

So, we get

tjα

(
ν0 + ρ

)
−
(

λ0 + ρ
)
− 2(u − 1)Λ0

= 2Λ0 +

(
u(m + 4)j +

n
′ − n
2

)
α −

(
u(m + 4)j2 +

(
n
′
+ 1
)

j
)

δ (23)

and

tjαrα

(
ν0 + ρ

)
−
(

λ0 + ρ
)
− 2(u − 1)Λ0

= 2Λ0 +

(
u(m + 4)j − n

′
+ n + 2

2

)
α +

(
u(m + 4)j2 −

(
n
′
+ 1
)

j
)

δ. (24)

Notice from ([11], (12.7.9)) that we have

c̃2Λ0
w(λ

′)+2γ+aδ
= c̃2Λ0

λ
′ (25)

for λ
′ ∈ h∗, w ∈ W, γ ∈ Zα and a ∈ C. Since W = {1, rα}, we see from (25) that

c̃2Λ0
λ+(2n+1)α+aδ

= c̃2Λ0
(λ+α)+2nα+aδ

= c̃2Λ0
λ+α

24
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and
c̃2Λ0

rα(λ)+(2n+1)α+aδ
= c̃2Λ0

rα(λ+α)+(2n+2)α+aδ
= c̃2Λ0

λ+α.

Hence, in any case we obtain
c̃2Λ0

w(λ)+(2n+1)α+aδ
= c̃2Λ0

λ+α (26)

for w ∈ W. Since u is even, we have

u(m + 4)j +
n
′ − n
2

≡ n
′ − n
2

(mod2)

and

u(m + 4)j − n
′
+ n + 2

2
≡ −n

′
+ n + 2

2
(mod 2) .

Since n ∈ 4Z and n ≡ n
′
(mod 2), we obtain n

′ ≡ 0 (mod 4) or n
′ ≡ 2 (mod 4). If n

′ ≡ 0 (mod 4),

then n
′−n
2 ≡ 0 (mod 2) and − n

′
+n+2

2 ≡ 1 (mod 2). Thus, by (23), (24), (25) and (26) we get

c̃2Λ0
tjα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

= c̃2Λ0
2Λ0

(27)

and
c̃2Λ0

tjαrα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0
= c̃2Λ0

2Λ0+α = c̃2Λ0
2Λ1

. (28)

Similarly, if n
′ ≡ 2 (mod 4), then n

′−n
2 ≡ 1 (mod 2) and − n

′
+n+2

2 ≡ 0 (mod 2). So, in this case
we have

c̃2Λ0
tjα(λ0+ρ)−(μ0+ρ)−2(u−1)Λ0

= c̃2Λ0
2Λ0+α = c̃2Λ0

2Λ1
(29)

and
c̃2Λ0

tjαrα(λ0+ρ)−(μ0+ρ)−2(u−1)Λ0
= c̃2Λ0

2Λ0
. (30)

We now compute the exponent (m+2)(m+4)
4

∣∣∣∣w(ν0+ρ)
m+4 − λ0+ρ

m+2

∣∣∣∣2 of q in (16) and (17).

Since p = u(m + 4) in assumption, we see that

tjα

(
ν0 + ρ

)
= pΛ0 +

(
pj +

n
′
+ 1
2

)
α −

(
pj2 +

(
n
′
+ 1
)

j
)

δ. (31)

and

tjαrα

(
ν0 + ρ

)
= pΛ0 +

(
pj − n

′
+ 1
2

)
α −

(
pj2 −

(
n
′
+ 1
)

j
)

δ. (32)

It also follows from the assumption p
′
= u(m + 2) that

(m + 2)(m + 4)
4

∣∣∣∣∣w
(
ν0 + ρ

)
m + 4

− λ0 + ρ

m + 2

∣∣∣∣∣
2

=
u2(m + 2)(m + 4)

4

∣∣∣∣∣w
(
ν0 + ρ

)
u(m + 4)

− λ0 + ρ

u(m + 2)

∣∣∣∣∣
2

(33)

=
pp

′

4

∣∣∣∣∣w
(
ν0 + ρ

)
p

− λ0 + ρ

p′

∣∣∣∣∣
2

.
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Notice from (31) and (32) that

tjα
(
ν0 + ρ

)
p

− λ0 + ρ

p′

=

(
Λ0 +

(
j +

n
′
+ 1

2p

)
α

)
− 1

p′

(
p
′
Λ0 +

n + 1
2

α

)
mod Cδ

=

(
j +

n
′
+ 1

2p
− n + 1

2p′

)
α mod Cδ

and

tjαrα

(
ν0 + ρ

)
p

− λ0 + ρ

p′

=

(
Λ0 +

(
j − n

′
+ 1

2p

)
α

)
− 1

p′

(
p
′
Λ0 +

n + 1
2

α

)
mod Cδ

=

(
j − n

′
+ 1

2p
− n + 1

2p′

)
α mod Cδ.

Thus, we obtain∣∣∣∣∣ tjα
(
ν0 + ρ

)
p

− λ0 + ρ

p′

∣∣∣∣∣
2

=
1

2
(

pp′)2

(
2pp

′
j +
(

n
′
+ 1
)

p
′ − (n + 1)p

)2
,

∣∣∣∣∣ tjαrα

(
ν0 + ρ

)
p

− λ0 + ρ

p′

∣∣∣∣∣
2

=
1

2
(

pp′)2

(
2pp

′
j −
(

n
′
+ 1
)

p
′ − (n + 1)p

)2
. (34)

Hence, if n
′ ≡ 0 (mod 4), then we obtain from (27), (28), (33) and (34) that

b2Λ0⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ0

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ1

.

If n
′ ≡ 2 (mod 4) then we also obtain from (29), (30), (33) and (34)

b2Λ0⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ1

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ0

.

The Formula (20) now follows.
Applying the same argument as above to the case of b2Λ1⊗λ

ν (τ), we obtain⎧⎨⎩c̃2Λ1
tjα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

= c̃2Λ1
2Λ0

if n
′ ≡ 0 (mod 4)

c̃2Λ1
tjαrα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

= c̃2Λ1
2Λ1

if n
′ ≡ 0 (mod 4) .

(35)
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and ⎧⎨⎩c̃2Λ1
tjα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

= c̃2Λ1
2Λ1

if n
′ ≡ 2 (mod 4)

c̃2Λ1
tjαrα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0

= c̃2Λ1
2Λ0

if n
′ ≡ 2 (mod 4) .

(36)

Notice that we have c̃MΛ0+NΛ1
mΛ0+nΛ1

= c̃NΛ0+MΛ1
nΛ0+mΛ1

due to the outer automorphism of ŝl2.
Hence, we obtain that

c̃2Λ1
2Λ0

= c̃2Λ0
2Λ1

and c̃2Λ1
2Λ1

= c̃2Λ0
2Λ0

(37)

Therefore, if n
′ ≡ 0 (mod 4) then we get from (35), (36), (33), (34) and (37) that

b2Λ1⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ1

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ0

.

Similarly, if n
′ ≡ 2 (mod 4) then we obtain that

b2Λ1⊗λ
ν (τ) = ∑

j∈Z
q

1
8pp′

(
2pp

′
j+
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ0

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2

c̃2Λ0
2Λ1

.

The Formula (21) now follows.
Let us now prove (22).
The proof is exactly the same as those of (20) and (21) except for calculations of the string function

c̃ρ

w(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0
. Recall from the assumption that n ∈ 4Z and n

′ ∈ 4Z+ 1. Then, by (23)–(25)
we obtain

c̃ρ

tjα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0
= c̃ρ

2Λ0+
n′ −n

2 α
= c̃ρ

2Λ0+
1
2 α

= c̃ρ
ρ

and
c̃ρ

tjαrα(ν0+ρ)−(λ0+ρ)−2(u−1)Λ0
= c̃ρ

2Λ0− n′+n+2
2 α

= c̃ρ

2Λ0−2α+ 1
2 α

= c̃ρ
ρ.

The result now follows.

It is immediate from Theorem 4 that the branching function of (L (2Λ0)⊕ L (2Λ1))⊗ L (λ) for ŝl2
is given by

b2Λ0⊗λ
ν (τ) + b2Λ1⊗λ

ν (τ)

= ∑
j∈Z

q
1

8pp′
(

2pp
′
j+
(

n
′
+1
)

p
′−(n+1)p

)2 (
c̃2Λ0

2Λ0
+ c̃2Λ0

2Λ1

)

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j−
(

n
′
+1
)

p
′−(n+1)p

)2 (
c̃2Λ0

2Λ0
+ c̃2Λ0

2Λ1

)
.

In the following theorem, we explicitly calculate c̃2Λ0
2Λ0

+ c̃2Λ0
2Λ1

and c̃ρ
ρ in terms of the Dedekind

eta function.

Theorem 5. c̃2Λ0
2Λ0

+ c̃2Λ0
2Λ1

= η(τ)

η( τ
2 )η(2τ)

and c̃ρ
ρ = η(2τ)

η(τ)2 , where η (τ) = q
1
24 Π∞

n=1 (1− qn).
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Proof. It follows from the Weyl-Kac character formula that

chL (2Λ0) =
1

eρR ∑
w∈W

ε(w)ew(2Λ0+ρ), (38)

where
W =

{
tjα, tjαrα|j ∈ Z

}
and

R = Π∞
n=1 (1− qn)

(
1− e−αqn−1

)
(1− eαqn) .

Calculating w (2Λ0 + ρ) for w ∈ W, we obtain from (38)

chL (2Λ0) =
1

eρR

(
∑
j∈Z

e2Λ0+ρ+4jα− (4j)2+4j
4 δ − ∑

j∈Z
e2Λ0+ρ+(−4j−1)α− (−4j−1)2+(−4j−1)

4 δ

)
. (39)

Similarly, we can evaluate chL (2Λ1) as follows:

1
eρR

q−
1
2

(
∑
j∈Z

e2Λ0+ρ+(4j+1)α− (4j+1)2+(4j+1)
4 δ − ∑

j∈Z
e2Λ0+ρ+(−4j−2)α− (−4j−2)2+(−4j−2)

4 δ

)
. (40)

Using (39), (40) and the Jacobi triple product identity, we have

chL (2Λ0)− q
1
2 chL (2Λ1)

=
1

eρR ∑
j∈Z

(−1)je2Λ0+ρ+jα− j2+j
4 δ

=
e2Λ0

R ∑
j∈Z

(−1)jejαq
j2+j

4

=
e2Λ0

R

∞

∏
n=1

(
1− q

n
2

) (
1− eαq

n
2

) (
1− e−αq

n−1
2

)
(41)

= e2Λ0
∞

∏
n=1

(
1− q

2n−1
2

) (
1− eαq

2n−1
2

) (
1− e−αq

2n−1
2

)
= e2Λ0

∞

∏
n=1

1− qn− 1
2

1− qn

∞

∏
n=1

(1− qn)
(

1− eαq
2n−1

2

) (
1− e−αq

2n−1
2

)
= e2Λ0

∞

∏
n=1

1− qn− 1
2

1− qn ∑
j∈Z

(−1)jejαq
j2
2 .

Recall from ([11], (12.7.1)) that

chL (2Λ0) = ∑
λ∈max(2Λ0)

c2Λ0
λ eλ. (42)

and
chL (2Λ1) = ∑

λ∈max(2Λ1)

c2Λ1
λ eλ. (43)

From (42) and (43), the coefficient of e2Λ0 in chL (2Λ0)− q
1
2 chL (2Λ1) should be equal to

c2Λ0
2Λ0

− q
1
2 c2Λ1

2Λ0
. (44)
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Comparing (44) with the coefficient of e2Λ0 in (41), we obtain

c2Λ0
2Λ0

− q
1
2 c2Λ1

2Λ0
=

∞

∏
n=1

1− qn− 1
2

1− qn . (45)

By substituting x = q
1
2 , we obtain from (45)

c2Λ0
2Λ0

− xc2Λ1
2Λ0

=
∞

∏
n=1

1− x2n−1

1− x2n .

By letting x �−→ −x, we get

c2Λ0
2Λ0

+ xc2Λ1
2Λ0

=
∞

∏
n=1

1 + x2n−1

1− x2n ,

and this implies

c2Λ0
2Λ0

+ q
1
2 c2Λ1

2Λ0
=

∞

∏
n=1

1 + qn− 1
2

1− qn . (46)

On the other hand, it is easy to check that m2Λ0 −
|2Λ0|2

4 = − 1
16 and m2Λ1 −

|2Λ0|2
4 = 7

16 , and these

yield that c̃2Λ0
2Λ0

= q−
1

16 c2Λ0
2Λ0

and c̃2Λ1
2Λ0

= q
7
16 c2Λ1

2Λ0
. So, (46) gives rise to

q
1
16

(
c̃2Λ0

2Λ0
+ c̃2Λ1

2Λ0

)
=

∞

∏
n=1

1 + qn− 1
2

1− qn . (47)

Thus,

η (τ)

η
(

τ
2
)

η (2τ)

=
q−

1
16

∏∞
n=1

(
1− q

n
2

)
∏∞

n=1 (1 + qn)

=
q−

1
16 ∏∞

n=1

(
1 + q

n
2

)
∏∞

n=1 (1− qn)∏∞
n=1 (1 + qn)

=
q−

1
16 ∏∞

n=1

(
1 + qn− 1

2

)
∏∞

n=1 (1− qn)

= c̃2Λ0
2Λ0

+ c̃2Λ1
2Λ0

(see (47)) .

Next, we compute c̃ρ
ρ.

Replacing all positive roots α by kα (k ∈ Z≥1), we obtain from the denominator identity that

ekρ ∏
α∈Δ+

(
1− e−kα

)mult(α)
= ∑

w∈W
ε(w)ew(kρ).
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Thus, it follows from the Jacobi triple identity that

chL (ρ)

=
1

eρR ∑
w∈W

ε(w)ew(2ρ)

=
1

eρR
e2ρ ∏

α∈Δ+

(
1− e−2α

)mult(α)

= eρ
∞

∏
j=1

(
1− q2j) (1− e−2αq2(j−1)

) (
1− e2αq2j)(

1− qj
) (

1− e−αq(j−1)
) (

1− eαqj
) (

q = e−δ
)

(48)

= eρ
∞

∏
j=1

(
1 + qj)(
1− qj

) ∞

∏
j=1

(
1− qj

) (
1 + e−αq(j−1)

) (
1 + eαqj

)
=

∞

∏
j=1

(
1 + qj)(
1− qj

) ∑
j∈Z

eρ−jαq
j2−j

2

=
∞

∏
j=1

(
1 + qj)(
1− qj

) ∑
j∈Z

eρ−jα− j2−j
2 δ.

On the other hand, we get from ([11], (12.7.1)) that

chL (ρ) = ∑
λ∈max(ρ)

cρ
λeλ. (49)

Comparing the coefficients of eρ in (48) and (49), we have

cρ
ρ =

∞

∏
j=1

1 + qj

1− qj .

Moreover, it is easy to check mρ − |ρ|2
4 = 0 which implies c̃ρ

ρ = cρ
ρ.

The result now follows.

6. Super-Virasoro algebras

In this section, we shall investigate relationships between our results on branching functions and
the representation theory of super-Virasoro algebras. As by-products, we generalize the tensor product
decomposition formulas ([6], (4.1.2a) and (4.1.2b)) to the case of principal admissible weights.

Let us first review the theta functions associated to an affine Lie algebra g = C
[
t, t−1]⊗ g⊕CK ⊕

Cd and its Cartan subalgebra h.
For λ ∈ Pm (m ∈ Z≥0), the theta function θλ is defined as

θλ = e−
|λ|2
2m δ ∑

α∈Q

etαλ,

where Q is the root lattice of g. Using the coordinate (τ, z, t) for the Cartan subalgebra h, we get

θλ (τ, z, t) = e2πimt ∑
γ∈Q+ λ

m

q
m
2 |γ|

2
e2πim(γ|z),

where λ is the projection of λ onto h.
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In particular, if we take λ = md + 1
2 nα + rK ∈ Pm for g = ŝl2 then the corresponding theta

function is
θλ (τ, z, t) = e2πimt ∑

k∈Z+ n
m

qmk2
e2πim(kα|z). (50)

Evaluating (50) at (τ, 0, 0), we have

θ (τ, 0, 0) = ∑
j∈Z

qm(j+ n
2m )

2 (
q = e2πiτ

)
. (51)

For convenience, we shall simply write θn,m for (51) in the remaining part of this section.

Next, we review the super-Virasoro algebras Virε

(
ε = 0, 1

2

)
. (For ε = 0 or 1

2 , Virε is called the
Ramond and Neveu-Schwarz superalgebra, respectively.)

The super-Virasoro algebra Virε is the complex superalgebra with a basis{
c, �j, gm|j ∈ Z and m ∈ ε +Z

}
, and it satisfies commutation relations

1.
[
�i, �j

]
= (i − j)�i+j +

1
12
(
i3 − i

)
δi+j,0c,

2.
[
c, �j

]
= 0,

3. [gm, �n] =
(
m − n

2
)

gm+n,
4. [gm, c] = 0,
5. {gm, gn} = 2�m+n +

1
3

(
m2 − 1

4

)
δm+n,0c,

where { , } denotes an anti-commutator bracket between two odd elements.
Recall that every minimal series irreducible module of Virε corresponds to the pair of numbers(

z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
. Here, z

(
p,p

′)
is the central charge equals z

(
p,p

′)
= 3

2

(
1−

2
(

p−p
′)2

pp′

)
, and h

(
p,p

′)
r,s;ε

is the minimal eigenvalue of �0 equals h

(
p,p

′)
r,s;ε =

(
pr−p

′
s
)2
−
(

p−p
′)2

8pp′
+ 1

16 (1− 2ε) for p, p
′
, r, s ∈ Z,

2 ≤ p
′
< p, p − p

′ ∈ 2Z, gcd
(

p−p
′

2 , p
′
)

= 1, 1 ≤ r ≤ p
′ − 1, 1 ≤ s ≤ p − 1 and r − s ∈ 2Z (we refer

to ([16], Theorem 5.2) for the details).

Write Vε

(
z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
for the minimal series module over Virε corresponding to(

z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
. According to [17,18], it follows that

chVε

(
z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
= q

1
24 z

(
p,p

′)
ηε (τ)

(
θ pr−p′ s

2 , pp′
2

− θ pr+p′ s
2 , pp′

2

)
,

where ηε (τ) =

⎧⎨⎩
η(2τ)

η(τ)2 if ε = 0
η(τ)

η( τ
2 )η(2τ)

if ε = 1
2 .

By (51), we see that

θ pr−p′ s
2 , pp′

2

= ∑
j∈Z

q
1

8pp′
(

2pp
′
j+pr−p

′
s
)2

,

θ pr+p′ s
2 , pp′

2

= ∑
j∈Z

q
1

8pp′
(

2pp
′
j+pr+p

′
s
)2

.
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So, the normalized character of Vε

(
z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
is

χ

(
p,p

′)
r,s;ε (τ)

= ηε (τ)

(
∑
j∈Z

q
1

8pp′
(

2pp
′
j+pr−p

′
s
)2

− ∑
j∈Z

q
1

8pp′
(

2pp
′
j+pr+p

′
s
)2)

, (52)

where χ

(
p,p

′)
r,s;ε (τ) = q−

1
24 z

(
p,p

′)
chVε

(
z
(

p,p
′)

, h

(
p,p

′)
r,s;ε

)
.

Let r = −(n + 1) and s =
(

n
′
+ 1
)

in (52). Then, by Theorem 4, Theorem 5 and (52), we obtain
the following result.

Proposition 1. Let m = v
u (u ∈ 2Z≥1, v ∈ 2Z+ 1). Suppose that λ is a principal admissible weight of

ŝl2 such that λ = λ0 − (u − 1)(m + 2)Λ0 ∈ Pm
u,1 for λ0 ∈ Pu(m+2)−2

+ . Then, the branching function

b2Λ0⊗λ
ν (τ) + b2Λ1⊗λ

ν (τ) (resp. bρ
ν (τ)) of (L (2Λ0)⊕ L (2Λ1))⊗ L (λ) (resp. L (ρ)⊗ L (λ)) is the same as

the normalized character χ

(
p,p

′)
−(n+1),n′+1; 1

2
(τ) (resp. χ

(
p,p

′)
−(n+1),n′+1;0

(τ)) of the Neveu-Schwarz (resp. Ramond)

superalgebra.

It follows from Section 4 that

(L (2Λ0)⊕ L (2Λ1))⊗ L (λ) = ∑
ν

(
V2Λ0,λ

ν ⊕ V2Λ1,λ
ν

)
⊗ L (ν) (53)

and
L (ρ)⊗ L (λ) = ∑

ν
′

Vρ,λ
ν
′ ⊗ L

(
ν
′)

, (54)

where ν and ν
′

are taken over Pm+2
u,1 such that ν ≡ 2Λ0 + λ mod Q and ν

′ ≡ ρ + λ mod Q, respectively.
According to [17] the coset Virasoro action introduced in Section 4 can be extended to the action of

super-Virasoro algebras, and (53) and (54) can be considered as decompositions of Vε ⊕ [g, g]-module.
Thus, (14) and Proposition 1 imply that V2Λ0

ν ⊕ V2Λ1
ν (resp. Vρ

ν ) should be isomorphic to the

minimal series module V1
2

(
zp,p

′
, hp,p

′

−(n+1),n′+1; 1
2

)
(resp. V0

(
zp,p

′
, hp,p

′

−(n+1),n′+1;0

)
) as Vir 1

2
-modules

(resp. Vir0-modules). Hence, we obtain the following theorem.

Theorem 6. Let m and λ be the same as Proposition 1. Then, we have

(L (2Λ0)⊕ L (2Λ1))⊗ L (λ) = ∑
ν

V1
2

(
zp,p

′
, hp,p

′

−(n+1),n′+1; 1
2

)
⊗ L (ν)

and

L (ρ)⊗ L (λ) = ∑
ν
′

V0

(
zp,p

′
, hp,p

′

−(n+1),n′+1;0

)
⊗ L

(
ν
′)

,

where ν and ν
′

are taken over Pm+2
u,1 such that ν ≡ 2Λ0 + λ mod Q and ν

′ ≡ ρ + λ mod Q, respectively.
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1. Introduction

Nonassociative algebras comprise a large area of algebra. Among them, Lie algebras and their
modifications are widely used in different branches of mathematics and its applications including PDEs,
physics, quantum mechanics, informatics, and biology (see, for example, [1–5] and references therein).
There are other classes of nonassociative algebras which are less investigated. For example, octonions
and generalized Cayley–Dickson algebras play very important roles in mathematics and quantum field
theory [6–11]. Their structures and identities have attracted great attention. They are used not only
in algebra and noncommutative geometry, but also in noncommutative analysis and PDEs, particle
physics, mathematical physics, in the theory of Lie groups and algebras and their generalizations,
mathematical analysis, operator theory, and in applications in natural sciences including physics and
quantum field theory (see [2,7–9,12–25] and references therein).

A multiplicative law of their canonical generators is nonassociative and leads to a more general
notion of a metagroup instead of a group [26]. The preposition meta is used to emphasize that such
an algebraic object has milder properties than a group. Their axiomatic metagroups satisfy Conditions
(1)–(3) with the weak relation (9), as shown in Definition 1 in Section 2. They were used in [26] to
investigate automorphisms and derivations of nonassociative algebras.

An extensive area of investigation of PDEs intersects with cohomologies and deformed
cohomologies [27]. Therefore, it is important to develop this area using octonions, Cayley–Dickson
algebras, and more general metagroup algebras.

It appears that generators of Cayley–Dickson algebras form objects, which are nonassociative
generalizations of groups. They are called metagroups. This means that metagroup algebras include
the Cayley–Dickson algebras . This article is devoted to algebras generated by metagroups. Note that
a class of metagroups differs substantially from a class of groups. Indeed, a metagroup may be
nonassociative, power non-associative, or nonalternative. Moreover, left or right inverse elements in
the metagroup may not exist or it may contain elements for which left and right inverse elements do
not coincide (see Definition 1 in Section 2).

Axioms 2019, 8, 78; doi:10.3390/axioms8030078 www.mdpi.com/journal/axioms35
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On the other hand, algebras are frequently studied using cohomology theory. However,
the already developed cohomology theory operates with associative algebras. It has been investigated
by Hochschild and other authors [1,28–30], but it is not applicable to nonassociative algebras. In some
particular cases of nonassociative algebras, such as Lie algebras, pre-Lie algebras, flexible algebras,
and alternative algebras, homology theory was developed for the needs of studies of their structures
(see, for example, [2,31–33] and references therein). It is necessary to note that classes of these
algebras are quite different from classes of generalized Cayley–Dickson algebras and nonassociative
algebras with metagroup relations. This work is devoted to the development of cohomology theory
for nonassociative algebras, namely for its subclass of algebras with metagroup relations.

Previously, cohomologies of loop spaces on quaternion and octonion manifolds were studied
in [17]. They have specific features in comparison with the case of complex manifolds. This is
especially caused by the noncommutativity of the quaternion skew field and the nonassociativity of
the octonion algebra.

In this article, nonassociative algebras with metagroup relations are studied. Their modules and
acyclic complexes are investigated. Their cohomology theory is scrutinized in Section 2. This requires
the development of a specific axiomatic model of such algebras and their modules. Necessary structural
properties of metagroups are studied in Lemmas 1 and 2. Acyclic complexes and co-chain complexes
are described in Proposition 1 and Theorem 1. A relation of the cohomologies with quotient modules is
given by Theorem 2. Extensions and cleftings of these algebras are studied in Theorems 3–5 under the
framework of cohomology theory. Broad families of such algebras are described. In Theorem 6, inner
derivations of nonassociative algebras are investigated. A semisimplicity of nonassociative algebras is
investigated in Theorem 7 and Corollary 1.

Different types of products of metagroups are investigated in Theorems 8 and 9 in Section 3.
Examples are given. It is shown that a class of nonassociative algebras with metagroup relations
contains a subclass of generalized Cayley–Dickson algebras.

All of the key results of this paper are obtained for the first time. They can be used for
further studies of nonassociative algebras cohomologies, the structure of nonassociative algebras,
operator theory, and the spectral theory of Cayley–Dickson algebras, PDEs, noncommutative analysis,
noncommutative geometry, mathematical physics, and their applications in the sciences.

2. Cohomology Theory of Nonassociative Algebras

To avoid misunderstandings we give the necessary definitions.

Definition 1. Let G be a set with a single-valued binary operation (multiplication) G2 � (a, b) �→ ab ∈ G,
where G satisfies the following conditions:

(1) For each a and b in G, there is a unique x ∈ G with ax = b and
(2) A unique y ∈ G exists, satisfying ya = b, which is denoted by x = a \ b = Divl(a, b) and y = b/a =

Divr(a, b) correspondingly,
(3) A neutral (i.e., unit) element eG = e ∈ G exists: eg = ge = g for each g ∈ G.

The set of all elements h ∈ G commuting and associating with G is
(4) Com(G) := {a ∈ G : ∀b ∈ G, ab = ba},
(5) Nl(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ab)c = a(bc)},
(6) Nm(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ba)c = b(ac)},
(7) Nr(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (bc)a = b(ca)},
(8) N(G) := Nl(G) ∩ Nm(G) ∩ Nr(G);

C(G) := Com(G) ∩ N(G) is called the center C(G) of G.

We call G a metagroup if a set G possesses a single-valued binary operation and satisfies Conditions (1)–(3) and
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(9) (ab)c = t3(a, b, c)a(bc)
for each a, b, and c in G, where t3(a, b, c) ∈ Ψ, Ψ ⊂ C(G);
where t3 shortens a notation t3,G, where Ψ denotes a (proper or improper) subgroup of C(G).

Then G will be called a central metagroup if, in addition to (9), it satisfies the condition
(10) ab = t2(a, b)ba

for each a and b in G, where t2(a, b) ∈ Ψ.

Particularly, Invl(a) = Divl(a, e) is a left inversion, and Invr(a) = Divr(a, e) is a right inversion.
In view of the nonassociativity of G, in general, a product of several elements of G is usually

specified by opening “(” and closing “)” parentheses. We denote the product of elements a1,...,an in G
by {a1, ..., an}q(n), where a vector q(n) indicates an order of pairwise multiplications of elements in
the row a1, ..., an in braces in the following manner. The enumerate positions are as follows: before
a1 by 1, between a1 and a2 by 2,..., by n between an−1 and an, and by n + 1 after an. Then, we put
qj(n) = (k, m) if there are k opening "(" and m closing ")" parentheses in the ordered product at the
j-th position of the type )...)(...(, where k and m are nonnegative integers, q(n) = (q1(n), ...., qn+1(n))
with q1(n) = (k, 0) and qn+1(n) = (0, m).

Traditionally, Sn denotes the symmetric group of the set {1, 2, ..., n}. Henceforth, maps and
functions on metagroups are assumed to be single-valued unless otherwise specified .

Let ψ : G → G be a bijective surjective map satisfying the following condition: ψ(ab) = ψ(a)ψ(b)
for each a and b in G. Then, ψ is called an automorphism of the metagroup G.

Lemma 1. (i). Let G be a central metagroup. Then, for every a1,...,an in G, v ∈ Sn and vectors
q(n) and u(n) indicating an order of pairwise multiplications and n ∈ N, there exists an element
tn = tn(a1, ..., an; q(n), u(n)|v) ∈ Ψ such that

(1) {a1, ..., an}q(n) = tn{av(1), ..., av(n)}u(n) .

(ii). If G is a metagroup and if v is the neutral element v = id in Sn, then property (1) is satisfied.

Proof. From Conditions (1)–(8) in Definition 1, it follows that C(G) itself is a commutative group.
(i). For n = 1, evidently t1 = 1, since a = 1a for each a ∈ G. For n = 2, Formula (1) is a direct

consequence of condition (10) in Definition 1. Consider n = 3. When u is the identity element of S3,
the statement follows from condition (9) in Definition 1. For any transposition u of two elements of
the set {1, 2, 3}, the statement follows from (9) and (10) in Definition 1. Elements of S3 can be obtained
by multiplication of pairwise transpositions. Therefore, from the condition Ψ ⊂ C(G), it follows that
formula (1) is valid.

Now, let n ≥ 4 and suppose that this lemma is proved for any products consisting of
less than n elements. In view of Properties (1) and (2) in Definition 1, it is sufficient to verify
Formula (1) of this lemma for {a1, ..., an}q(n) = (...((a1a2)a3)...)an =: {a1, ..., an}l(n) since Ψ ⊂
C(G). In this particular case, {av(1), ..., av(n)}u(n) = {av(1), ..., av(n−1)}u(n−1)an. Formula (1) follows
from the induction hypothesis, since (...((a1a2)a3)...)an−1 = tn−1{av(1), ..., av(n−1)}u(n−1) and hence
((...((a1a2)a3)...)an−1)an = tn−1({av(1), ..., av(n−1)}u(n−1)an) and putting tn = tn−1, where tn−1 =

tn−1(a1, ..., an−1; q(n − 1), u(n − 1)|w) with w = v|{1,...,n−1}, v(n) = n.
In the general case, {av(1), ..., av(n)}u(n) = {b1, ..., bj, ..., bk}p(k), where j is such that either bj = cjan

with cj = {av(j), ..., av(j+m−1)}r(m) and with v(j+m) = n or bj = ancj with cj = {av(j+1), ..., av(j+m)}r(m)

and with v(j) = n. Also, b1 = av(1),...,bj−1 = av(j−1), bj+1 = av(j+1),..., bk = av(n) with suitable vectors
p(k) and r(m). If m > 1, then k < n and using the induction hypothesis for {b1, ..., bj, ..., bk}p(k) and bj,
we get that elements s and t in Ψ exist so that {b1, ..., bj, ..., bk}p(k) = s{b1, ..., bj−1, bj+1, , ..., bk}p(k−1)bj
= st({b1, ..., bj−1, bj+1, , ..., bk}p(k−1)cj)an, where p(k− 1) is a corresponding vector prescribing an order
of multiplications.
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Again, applying the induction hypothesis to the product of n − 1 elements
{b1, ..., bj−1, bj+1, , ..., bk}p(k−1)cj, we deduce that there exists w ∈ Ψ, such that

{av(1), ..., av(n)}u(n) = stw((...((a1a2)a3)...)an−1)an.
Therefore, a case remains when m = 1. Let the first multiplication in {av(1), ..., av(n)}u(n)

containing an be (av(k)av(k+1)) =: bk. We put bj = av(j) for each 1 ≤ j ≤ k − 1. We also put
bj−1 = av(j) for each k + 1 < j ≤ n, where either an = av(k) or an = av(k+1). Therefore, using
previous identities, we rewrite the considered product as {av(1), ..., av(n)}u(n) = {by(1), ..., by(n−1)}w(n−1)
with an element y ∈ Sn−1 of the symmetric group and a vector w(n − 1), indicating an order of
pairwise products (see Definition 1). From the induction hypothesis, we deduce that there exists
tn−1 ∈ Ψ, so that tn−1{by(1), ..., by(n−1)}w(n−1) = pbk with p = {b1, ..., bk−1, bk+1, ..., bn−1}w(n−1),
because G is the central metagroup. Applying the induction hypothesis for n = 3, we infer that
t3 ∈ Ψ exists, such that tn−1t3{by(1), ..., by(n−1)}w(n−1) = (pa)an, where either a = av(k+1) or
a = av(k), correspondingly. From the induction hypothesis for n − 1, it follows that t̃n−1 ∈ Ψ

exists, so that t̃n−1 pa = (...((a1a2)a3)...)an−1, and hence, {a1, ..., an}l(n) = tn{av(1), ..., av(n)}u(n),
where tn = t̃n−1tn−1t3.

(ii). Now, let G be a metagroup and v = id be the neutral element of the symmetric group
Sn, where id(k) = k for each k ∈ N. Then, using condition (10) of Definition 1 is unnecessary,
because transpositions are already not utilized. For n = 1 and n = 2, we get t1 = 1 and t2 = 1,
since a = 1a and ab = 1ab for each a and b in G. For n = 3, Formula (1) of this lemma follows on from
condition (9) in Definition 1. Then, the proof in case (ii) by induction is a simplification of that of
case (i).

Lemma 2. If G is a metagroup, then for each a and b ∈ G, the following identities are fulfilled:

(1) b \ e = (e/b)t3(e/b, b, b \ e);
(2) (a \ e)b = (a \ b)t3(e/a, a, a \ e)/t3(e/a, a, a \ b);
(3) b(e/a) = (b/a)t3(b/a, a, a \ e)/t3(e/a, a, a \ e).

Proof. Conditions (1)–(3) in Definition 1 imply that

(4) b(b \ a) = a, b \ (ba) = a;
(5) (a/b)b = a, (ab)/b = a

for each a and b in G. Using Condition (9) in Definition 1 and Identities (4) and (5), we deduce that
e/b = (e/b)(b(b \ e)) = (b \ e)/t3(e/b, b, b \ e) which leads to (1).

Let c = a \ b. Then, from Identities (1) and (4), it follows that (a \ e)b = (e/a)t3(e/a, a, a \ e)(ac)
= ((e/a)a)(a \ b)t3(e/a, a, a \ e)/t3(e/a, a, a \ b) which provides (2).

Now, let d = b/a. Then, Identities (1) and (5) imply that b(e/a) = (da)(a \ e)/t3(e/a, a, a \ e) =
(b/a)t3(b/a, a, a \ e)/t3(e/a, a, a \ e) which demonstrates (3).

Definition 2. Let A be an algebra over an associative unital ring T , such that A has a natural structure of
a (T , T )-bimodule with a multiplication map A × A → A, which is right and left distributive, a(b + c) =
ab + ac, (b + c)a = ba + ca, and also satisfies the identities r(ab) = (ra)b, (ar)b = a(rb), (ab)r = a(br),
s(ra) = (sr)a, and (ar)s = a(rs) for any a, b, and c in A, r and s in T . Let G be a metagroup and T be
an associative unital ring.

Henceforth, the ring T is assumed to be commutative, unless otherwise specified.
Then, by T [G], a metagroup algebra is denoted over T for all formal sums s1a1 + ... + snan satisfying

Conditions (1− 3) below, where n is a positive integer, s1,...,sn are in T , and a1,...,an belong to G:

(1) sa = as for each s in T and a in G,
(2) s(ra) = (sr)a for each s and r in T , and a ∈ G,
(3) r(ab) = (ra)b, (ar)b = a(rb), (ab)r = a(br) for each a and b in G, r ∈ T .
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Note 1. Let M be an additive commutative group such that M is a two-sided G-module, where G is a metagroup.
We remind the reader that this means that automorphisms p(g) and s(g) of M correspond to each g ∈ G. For
short, we use gx = p(g)x and xg = xs(g) for each g ∈ G.

Note that, usually, M has a natural structure of a two-sided Z-module, because M is the additive
commutative group, where Z denotes the ring of all integers. Therefore, M is a two-sided G-module if and
only if it is a two-sided Z[G]-module according to the formulas (∑g∈G n(g)g)x = ∑g∈G n(g)(gx) and
x(∑g∈G n(g)g) = ∑g∈G(xg)n(g), where n(g) ∈ Z for each g ∈ G.

One can consider the additive group of integers Z as the trivial two-sided G-module putting gn = ng = n
for each g ∈ G and n ∈ Z, where G is a metagroup.

Example 1. I. Recall the following: Let A be a unital algebra over a commutative associative unital ring
F supplied with a scalar involution a �→ ā so that its norm N and trace T maps have values in F and
fulfill conditions:

(1) aā = N(a)1 with N(a) ∈ F,
(2) a + ā = T(a)1 with T(a) ∈ F,
(3) T(ab) = T(ba)

for each a and b in A.
If a scalar f ∈ F satisfies the condition ∀a ∈ A f a = 0 ⇒ a = 0, then such element f is called cancelable.

For a cancelable scalar f , the Cayley–Dickson doubling procedure provides new algebra C(A, f ) over F such that

(4) C(A, f ) = A ⊕ Al,
(5) (a + bl)(c + dl) = (ac − f d̄b) + (da + bc̄)l and
(6) (a + bl) = ā − bl

for each a and b in A. Then, l is called a doubling generator. From the definitions of T and N, it follows that
∀a ∈ A, ∀b ∈ A T(a) = T(a+ bl) and N(a+ bl) = N(a) + f N(b). The algebra A is embedded into C(A, f )
as A � a �→ (a, 0), where (a, b) = a + bl. This is put by induction An( f(n)) = C(An−1, fn), where A0 = A,
f1 = f , n = 1, 2, ..., f(n) = ( f1, ..., fn). Then, An( f(n)) are generalized Cayley–Dickson algebras when F is
not a field or Cayley–Dickson algebras when F is a field.

It is natural to put A∞( f ) :=
⋃∞

n=1 An( f(n)), where f = ( fn : n ∈ N). If char(F) �= 2, let Im(z) =
z − T(z)/2 be the imaginary part of a Cayley–Dickson number z, and hence N(a) := N2(a, ā)/2,
where N2(a, b) := T(ab̄).

If the doubling procedure starts from A = F1 =: A0, then A1 = C(A, f1) is a ∗-extension of F.
If A1 has a basis {1, u} over F with the multiplication table u2 = u + w, where w ∈ F and 4w + 1 �= 0
with the involution 1̄ = 1, ū = 1 − u, then A2 is the generalized quaternion algebra, and A3 is the
generalized octonion (Cayley–Dickson) algebra.

When F = R and fn = 1, each n by Ar will denote the real Cayley–Dickson algebra with
generators i0, ..., i2r−1, such that i0 = 1, i2j = −1 for each j ≥ 1, ijik = −ikij for each j �= k ≥ 1. Note that
the Cayley–Dickson algebra Ar for each r ≥ 3 is nonassociative, for example, (i1i2)i4 = −i1(i2i4), etc.
Moreover, for each r ≥ 4, the Cayley–Dickson algebra Ar is nonalternative (see [7–9]). Frequently, ā
is also denoted by a∗ or ã. Then, Gr = {ij, − ij : j = 0, 1, ..., 2r − 1} is a finite metagroup for each
3 ≤ r < ∞.

Let An be a Cayley–Dickson algebra over a commutative associative unital ring R that is
characteristically different from two, such that A0 = R, n ≥ 2. Take its basic generators i0, i1, ..., i2n−1,
where i0 = 1. Choose Ψ as a multiplicative subgroup contained in the ring R, such that f j ∈ Ψ for each
j = 0, ..., n. Put Gn = {i0, i1, ..., i2n−1} × Ψ. Then, Gn is a central metagroup.

II. More generally, let H be a group such that Ψ ⊂ H with relations hik = ikh and (hg)ik = h(gik)

for each k = 0, 1, ..., 2n − 1 and each h and g in H. Then, Gn = {i0, i1, ..., i2n−1} × H is also a metagroup.
If the group H is noncommutative, then the latter metagroup can be noncentral (see Condition (10) in
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Definition 1). Using the notation of Example 1. I, we get that the Cayley–Dickson algebra A∞ over the
real field R with fn = 1 for each n provides an example of a metagroup G∞ = {ij, − ij : 0 ≤ j ∈ Z},
where Z denotes the ring of integers.

III. Generally metagroups need not be central. From given metagroups, new metagroups can
be constructed using their direct or semidirect products. Certainly, each group is a metagroup also.
Therefore, there are abundant families of noncentral metagroups and also of central metagroups
different from groups.

In another way, smashed products of groups and of metagroups can be considered by providing
other examples of metagroups (for more detail, see Section 3).

Definition 3. Let R be a ring, which may be nonassociative relative to the multiplication. If the mapping
R× M → M, R× M � (a, m) �→ am ∈ M exists, such that a(m+ k) = am+ ak and (a+ b)m = am+ bm
for each a and b in R, m and k in M, then M will be called a generalized left R-module or, for short, a
left R-module or left module over R.

If R is a unital ring and 1m = m for each m ∈ M, then M is called a left unital module over R,
where 1 denotes the unit element in the ring R. Symmetrically, a right R-module is defined.

If M is a left and right R-module, then it is called a two-sided R-module or a (R,R)-bimodule.
If M is a left R-module and a right S-module, then it is called a (R,S)-bimodule.

A two-sided module M over R is called cyclic if an element y ∈ M exists such that M = R(yR)

and M = (Ry)R, where R(yR) = {s(yp) : s, p ∈ R} and (Ry)R = {(sy)p : s, p ∈ R}.
Let G be a metagroup. Take a metagroup algebra A = T [G] and a two-sided A-module M,

where T is an associative unital ring (see Definition 2). Let Mg be a two-sided T -module for each
g ∈ G, where G is the metagroup. Let M have the decomposition M = ∑g∈G Mg as a two-sided
T -module. Let M also satisfy the following conditions:

(1) hMg = Mhg and Mgh = Mgh,
(2) (bh)xg = b(hxg) and xg(bh) = (xgh)b and bxg = xgb,
(3) (hs)xg = t3(h, s, g)h(sxg) and (hxg)s = t3(h, g, s)h(xgs) and (xgh)s = t3(g, h, s)xg(hs)

for every h, g, s in G and b ∈ T and xg ∈ Mg. Then, a two-sided A-module M satisfying conditions
(1)–(3) is called smashly G-graded. For short, it is also called "G-graded" instead of "smashly
G-graded". In particular, if the module M is G-graded and splits into a direct sum M =

⊕
g∈G Mg of

two-sided T -submodules Mg, then we say that that M is directly G-graded. For a nontrivial (nonzero)
G-graded module X with the nontrivial metagroup G, it is supposed that g ∈ G exists such that
Xg �= Xe if something else is not outlined.

Similarly, G-graded left and right A-modules are defined. Henceforward, speaking about
A-modules (left, right, or two-sided), it is supposed that they are G-graded and, for short,
“an A-module” is written instead of “a G-graded A-module”, unless otherwise specified.

If P and N are left A-modules and a homomorphism γ : P → N is such that γ(ax) = aγ(x) for
each a ∈ A and x ∈ P, then γ is called a left A-homomorphism. Analogously, right A-homomorphisms
are defined for right A-modules. For two-sided A modules, a left and right A-homomorphism is called
an A-homomorphism.

For left T -modules M and N by HomT (M, N), a family of all left T -homomorphisms is
defined from M into N. A similar notation is used for a family of all T -homomorphisms (or right
T -homomorphisms) of two-sided T -modules (or right T -modules correspondingly). If an algebra A
is specified, a homomorphism may be written for short, instead of an A-homomorphism.

Example 2. Let T be a commutative associative unital ring. Also, let G be a metagroup and A = T [G] be
a metagroup algebra, where A is considered to be a T -algebra. Put K−1 = A, K0 = A ⊗T A and use induction
Kn+1 = Kn ⊗T A for each natural number n. Each Kn is supplied with a two-sided A-module structure:
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(1) ∀p ∈ T [C(G)], p · (x0, ..., xn+1) = ((px0), ..., xn+1) and

(x0, ..., (xn+1 p)) = (x0, ..., xn+1) · p and

∀j ∈ {1, ..., n}, p · (x0, ..., xn+1) = (x0, ..., (pxj), ..., xn+1) and

(x0, ..., (xj p), ..., xn+1) = (x0, ..., xn+1) · p,

where 0 · (x1, ..., xn) = 0;
(2) (xy) · (x0, ..., xn+1) = t3 · (x · (y · (x0, ..., xn+1)))

with t3 = t3(x, y, b), (see also Formula (9) in Definition 1 above);
(3) t3 · ((x0, ..., xn+1) · (xy)) = ((x0, ..., xn+1) · x) · y with t3 = t3(b, x, y);
(4) (x · (x0, ..., xn+1)) · y = t3 · (x · ((x0, ..., xn+1) · y)) with t3 = t3(x, b, y);
(5) x · (x0, ..., xn+1) = tn+3(x, x0, ..., xn+1; v0(n + 3); l(n + 3)) · ((xx0), x1, ..., xn+1)

where {x, x0, ..., xn+1}v0(n+3) = x{x0, ..., xn+1}l(n+2),

{x0, ..., xn+1}l(n+2) = {x0, ..., xn}l(n+1)xn+1,

{x0}l(1) = x0, {x0x1}l(2) = x0x1;
where b = {x0, ..., xn+1}l(n+2),

tn(x1, ..., xn; u(n), w(n)) := tn(x1, ..., xn; u(n), w(n)|id)
using the shortened notation;

(6) (x0, ..., xn+1) · x = tn+3(x0, ..., xn+1, x; l(n + 3), vn+2(n + 3)) · (x0, ..., xn, (xn+1x))
for every x, y, x0, ..., xn+1 in G, where (x0, ..., xn+1) denotes a basic element of Kn over T , corresponding
to the left ordered tensor product

(...((x0 ⊗ x1)⊗ x2)...⊗ xn)⊗ xn+1,

{x0, ..., xn+1, x}vn+2(n+3) = {x0, ..., xn, xn+1x}l(n+2).

Proposition 1. For each metagroup algebra A = T [G] (see Definition 2), an acyclic left A-complex K exists.

Proof. Take two-sided A-modules Kn, as in example 2. We construct a boundary T -linear operator
∂n : Kn → Kn−1 on Kn. For basic elements, it is given by the following formulas:

(1) ∂n((x · (x0, x1, ..., xn, xn+1)) · y) =

∑n
j=0(−1)j · tn+4(x, x0, ..., xn+1, y; l(n + 4), uj+1(n + 4))

·((x · (< x0, x1, ..., xn+1 >j+1,n+2)) · y), where
(2) < x0, ..., xn+1 >1,n+2:= ((x0x1), x2, ..., xn+1),
(3) < x0, ..., xn+1 >2,n+2:= (x0, (x1x2), x3, ..., xn+1),...,
(4) < x0, ..., xn+1 >n+1,n+2:= (x0, ..., xn−1, (xnxn+1)),
(5) ∂0(x · (x0, x1)) · y = (x · (x0x1)) · y,
(6) {x0, x1, ..., xn+1}l(n+2) := (...((x0x1)x2)...)xn+1;
(7) {x, x0, ..., xn+1, y}u1(n+4) := (x{(x0x1), x2, ..., xn+1}l(n+1))y,...,
(8) {x, x0, ..., xn+1, y}un+1(n+4) := (x{x0, x1, ..., (xnxn+1)}l(n+1))y

for each x, x0, ..., xn+1, y in G. On the other hand, from formulas (1) and (2) in Definition 1, it follows
that tn+4(x, x0, ..., xn+1, y; l(n + 4), uj+1(n + 4)) = tn+2(x0, ..., xn+1; l(n + 2), vj+1(n + 2)) for each j =
0, ..., n, where

(9) {x0, ..., xn+1}v1(n+2) := {(x0x1), x2, ..., xn+1}l(n+1),...,
(10) {x0, ..., xn+1}vn+1(n+2) := {x0, x1, ..., (xnxn+1)}l(n+1)

for every x0, ..., xn+1 in G. Therefore, ∂n is a left and right A-homomorphism of (A, A)-modules.
In particular, ∂1((x · (x0, x1, x2)) · y) = (x · ((x0x1), x2)) · y − t3(x0, x1, x2) · (x · (x0, (x1x2))) · y,
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∂2((x · (x0, x1, x2, x3)) · y) = (x · ((x0x1), x2, x3)) · y − t4(x0, ..., x3; l(4), v2(4)) · ((x · (x0, (x1x2), x3)) ·
y) + t4(x0, ..., x3; l(4), v3(4); id)((x · (x0, x1, (x2x3))) · y).

Define a T -linear homomorphism sn : Kn → Kn+1, which, for basic elements, has the form

(11) sn(x0, ..., xn+1) = (1, x0, ...., xn+1) for every x0, ..., xn+1 in G. From Formulas (9) and (10) in
Definition 1 and (1) in Lemma 1 the identities

(12) tn(x1, ..., xn; q(n), u(n)|v)tn(x1, ..., xn; u(n), q(n)|v−1) = 1
(13) tn(x1, ..., xn; q(n), u(n))tn(x1, ..., xn; u(n), w(n)) = tn(x1, ..., xn; q(n), w(n)) follow for every

element x1,...,xn in metagroup G. Vectors q(n), u(n), and w(n) indicate the orders of their
multiplication, v ∈ Sn and n ∈ N. The following identity is evident:

(14) tn+1(1, x1, ..., xn; q(n + 1), u(n + 1)|v(n + 1)) = tn(x1, ..., xn; q(n), u(n)|v(n))
for data q(n), u(n) and v(n) obtained from q(n + 1), u(n + 1), and v(n + 1) correspondingly
by taking the identity 1b = b1 = b into account for each b ∈ G. Hence, sn((x0, ..., xn+1) · y) =
(sn(x0, ..., xn+1)) · y for every x0, ..., xn+1, y in G.

Let pn : Kn+1 → Kn be a T -linear mapping, such that
(15) pn(a ⊗ b) = a · b and pn(b ⊗ a) = b · a for each a ∈ Kn and b ∈ A. Therefore, from Formulas (13)

and (14), we deduce that pnsn = id is the identity on Kn. Consequently, sn is a monomorphism.

Therefore, from Formulas (1), (11), (13), and (14) we infer that (∂n+1sn + sn−1∂n)(x0, ..., xn+1) =

= ∂n+1(1, x0, ..., xn+1)+ sn−1(∑n
j=0(−1)jtn+2(x0, ..., xn+1; l(n + 2), vj+1(n + 2))· < x0, ..., xn+1 >j+1,n+2

)) = = ∑n+1
j=0 (−1)jtn+3(1, x0, ..., xn+1; l(n + 3), vj+1(n + 3))· < 1, x0, x1, ..., xn+1 >j+1,n+3 +

+∑n
j=0(−1)jtn+2(x0, ..., xn+1; l(n + 2), vj+1(n + 2))· < 1, x0, ..., xn+1 >j+2,n+3= (x0, ..., xn+1), for every

x0,...,xn+1 in G (see also Definitions 2 and 3 and the notations above).
Thus, the homotopy conditions

(16) ∂n+1sn + sn−1∂n = 1 for each n ≥ 0
are fulfilled, where 1 denotes the identity operator on Kn. Therefore, the recurrence relation

(17) ∂n∂n+1sn = sn−2∂n−1∂n

is accomplished, since

∂n∂n+1sn = ∂n(1− sn−1∂n) = ∂n − (∂nsn−1)∂n = ∂n − (1− sn−2∂n−1)∂n.

On the other hand, from Formula (11), it follows that Kn+1, as the left A-module, is generated by
snKn. Then, proceeding by induction in n with the help of (17), we deduce that ∂n∂n+1 = 0 for each
n ≥ 0, since ∂0∂1 = 0 according to Formulas (1) and (5).

An opposite algebra Aop exists. The latter, as an T -linear space, is the same, but has the
multiplication x ◦ y = yx for each x, y ∈ Aop. Let Ae := A ⊗T Aop denote the enveloping algebra of A.
Apparently, K0 = A ⊗T A coincides with A ⊗T Aop as a left and right A-module. Hence, the mapping
∂0 : K0 → K−1 provides the augmentation ε : Ae → A.

Thus, identity (16) means that the left complex K 0 ← A ←−
∂0

K0 ←−
∂1

K1 ←−
∂2

K2←−. .. ←−
∂n

Kn ←−−
∂n+1

Kn+1 ← ....
is acyclic.

Example 3. For the Cayley–Dickson algebra An over a field F of characteristics not equal to two, let G = Gn,
as the (multiplicative) metagroup, consist of all elements bik with b ∈ Ψ, k = 0, 1, 2, ..., where i0, i1, i2, ...
are generators of the Cayley–Dickson algebra An, 2 ≤ n ≤ ∞. Then, M = Aj

n is the module over Z[G],
where j ∈ N.

Example 4. For a topological space U, it is possible to consider the module M = C(U, Aj
n) of all continuous

mappings from U into Aj
n, j ∈ N, Aj

n, which is supplied with the box product topology.

Example 5. If (U,B, μ) is a measure space, where μ : B → [0, ∞) is a σ-additive measure on a σ-algebra B
of a set U, for F = R and fk = 1 for each k, it is possible to consider the space Lp((U,B, μ), Aj

n) of all Lp
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mappings from U into Aj
n, where An is taken relative to its norm induced by the scalar product Re(ȳz) = (y, z),

j ∈ N, 1 ≤ p ≤ ∞.

Example 6. For an additive group H, one can consider the trivial action of A on H. Therefore, the direct
product M

⊗
H becomes an A-module for an A-module M. In particular, H may be a ring.

Example 7. If there is another ring S and a homomorphism φ : S → T , then each left (or right) T -module
M can be considered as a left (or right, correspondingly) S-module by the rule bm = (φb)m (or mb = m(φb)
correspondingly) for each b ∈ S and m ∈ M.

Vice versa, if M is a right (or left) S-module, then the right (or left, correspondingly) module
exists M(φ) = M ⊗S T (or (φ)M = T ⊗S M, correspondingly), which is called the right (or left
correspondingly) covariant φ-extension of M. Similarly, the contravariant right and left extensions
M(φ) = HomS (T , M) or (φ)M are defined for right or left S-modules M, respectively.

This also can be applied to a metagroup algebra A = S [G] over a commutative associative unital
ring S as in Example 1. Then, by changing a ring, we get right A(φ) or A(φ) and left (φ)A or (φ)A
algebras over T . Then, imposing the relation ta = at for each a ∈ A and t ∈ T provides a metagroup
algebra over T , which also has a two-sided T -module structure. It will be denoted by (φ)A(φ) or
(φ)A(φ), respectively. Particularly, this is applicable to cases when Z[Ψ] ⊂ S or φ is an embedding.

Notation 1. Let A = T [G] be a metagroup algebra (see Definition 2). Put L0 = T , L1 = A and by induction,
Ln+1 = Ln ⊗T A for each natural number n.

If N is a two-sided A-module, it can also be considered as a left Ae-module by the rule (x ⊗ y∗)b :=
(x ⊗ b)⊗ y for each x ∈ A, y∗ ∈ Aop, and b ∈ N, Ae = A ⊗T Aop is an enveloping algebra, where Aop

denotes the opposite algebra of A, where y∗ in Aop corresponds to y in element A.

Theorem 1. If K is an acyclic left A-complex for a metagroup algebra A = T [G], as in Proposition 1, and M
is a two-sided A-module satisfying Conditions (1− 3) in Definition 3, then a co-chain complex Hom(L, M)

exists:

(1) 0 → HomT (L0, M)−→
ε∗

HomT (L1, M)−→
δ1 HomT (L2, M)−→

δ2 HomT (L3, M)−→
δ3 HomT (L4, M)−→

δ4 ...

such that f ∈ HomT (L1, M) is a co-cycle, if and only if f is a T -linear derivation from A into M.

Proof. Notation 1 and Example 2 permit each basic element (x0, ..., xn+1) of Kn over T to be written as

(1) (x0, ..., xn+1) = tn+2(x0, ..., xn+1; l(n + 2), w(n + 2))· ((x0 ⊗ (x1, ..., xn))⊗ xn+1) and
(2) (x0, ..., xn+1) = tn+2(x0, ..., xn+1; l(n + 2), w(n + 2))· (z ⊗ (x1, ..., xn)), where (x1, ..., xn) is a basic

element in Ln for every x0, ..., xn+1 in G, {x0, ..., xn+1}w(n+2) = (x0{x1, ..., xn}l(n))xn+1, z ∈ Ae,
z = x0 ⊗ x∗n+1.

Each homomorphism f ∈ HomT (Ln, M) is characterized by its values on elements (x1, ..., xn),
where x1,..,xn belong to a metagroup G. Consider f as a T -linear function from An into M. Since M
satisfies Conditions (1− 3) in Definition 3, then f has the decomposition

(2) f (x1, ..., xn) = ∑g∈G fg(x1, ..., xn),

where fg : Gn → Mg for every g and x1, ..., xn in G.
Therefore, the restrictions follow from Conditions (1− 3) in Definition 3, which take into account

the nonassociativity of G:

(3) (xy) · fg(x1, ..., xn) = t3(x, y, g) · (x · (y · fg(x1, ..., xn))),
(4) t3(g, x, y) · ( fg(x1, ..., xn) · (xy)) = ( fg(x1, ..., xn) · x) · y,
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(5) (x · fg(x1, ..., xn)) · y = t3(x, g, y) · (x · ( fg(x1, ..., xn) · y))
for every g and x, y, x1, ..., xn in G, where coefficients t3 are prescribed by Formula (9) in
Definition 1. Also,

(6) x · fg(x1, ..., xn) := x · ( fg(x1, ..., xn)) and
(7) fg(x1, ..., xn) · y := ( fg(x1, ..., xn)) · y.

For n = 0 and g = e, naturally, the identities are fulfilled:
(8) (xy) · fe( ) = x · (y · fe( )), ( fe( ) · x) · y = fe( ) · (xy) and (x · fe( )) · y = x · ( fe( ) · y).

A co-boundary operator exists that takes into account the nonassociativity of the (multiplicative)
metagroup G:

(9) (δn f )(x1, ..., xn+1) = ∑n+1
j=0 (−1)jtn+1(x1, ..., xn+1; l(n + 1), uj+1(n + 1)) · [ f , x1, x2, ..., xn+1]j+1,n+1,

where
(10) [ f , x1, ..., xn+1]1,n+1 := x1 · f (x2, ..., xn+1), {x1, ..., xn+1}u1(n+1) = x1{x2, ..., xn+1}l(n);
(11) [ f , x1, ..., xn+1]2,n+1 := f ((x1x2), ..., xn+1), {x1, ..., xn+1}u2(n+1) = {(x1x2), ..., xn+1}l(n);...;
(12) [ f , x1, ..., xn+1]n+1,n+1 := f (x1, x2, ..., (xnxn+1)); {x1, ..., xn+1}un+1(n+1) = {x1, ..., (xnxn+1)}l(n);
(13) [ f , x1, ..., xn+1]n+2,n+1 := f (x1, x2, ..., xn) · xn+1, {x1, ..., xn+1}un+2(n+1) = {x1, ..., xn+1}l(n+1) =

(...((x1x2)x3)...xn)xn+1; with u0(n + 1) = l(n + 1).

From Gn+1 onto Kn+1, the homomorphism (δn f ) is extended by the T -linearity. On the other
hand, Condition (1) in Definition 3 implies that

(14) For each b ∈ G, h1,b exists, so that h1,b : Kn+1 → M1 and fb = h1,bLb, where Lb is the left
multiplication operator on b:

(15) (h1,bLb)(x1, ..., xn) = b · (h1,b(x1, ..., xn)) for every x1, ..., xn in G. Moreover, zg = 0 (or gz = 0) in
Z[G] for g ∈ G and z ∈ Z[G], if and only if z = 0, since G is a metagroup.

By virtue of Proposition 1, these formulas imply that δn+1 ◦ δn = 0 for each n, since (δn+1 ◦
δn f )(x1, ..., xn+2) = f (∂n−1 ◦ ∂n(x1, ..., xn+2)) for every x1, ..., xn+2 in G. Thus, the complex given by
formula (1) is exact.

Particularly, f ∈ HomT (L0, M) is a co-cycle if and only if

(16) (δ0 f )(x) = x f ( )− f ( )x = 0 for each x ∈ G.

We mention that HomT (L0, M) is isomorphic with M.
The one-dimensional co-chain f ∈ HomT (L1, M) is determined by the mapping f : G → M.

Taking Formula (9) into account, we infer that it is a co-cycle if and only if

(17) t2(x, y; l(2), u1(2)) · x · f (y)− t2(x, y; l(2), u2(2)) · f (xy)+ t2(x, y; l(2), u3(2)) · f (x) · y = x · f (y)−
f (xy) + f (x) · y = 0

for each x and y in G. That is, f is a derivation from the metagroup G into the G-module M. There is
the embedding T ↪→ A of T into A as T e, since e = 1 ∈ G. Thus, f has a T -linear extension to
a T -linear derivation from A into M by the following formula:

(18) f (xy) = x · f (y) + f (x) · y.

Remark 1. Suppose that the conditions of Theorem 1 are fulfilled. A two-dimensional co-chain
is a 2-co-cycle, if and only if (δ2 f )(x1, x2, x3) = ∑3

j=0(−1)jt3(x1, x2, x3; l(3), uj+1(3)) ·
[ f , x1, x2, x3]j+1,3 = t3(x1, x2, x3; l(3), u1(3)) · x1 · f (x2, x3)− t3(x1, x2, x3; l(3), u2(3)) · f ((x1x2), x3)+

t3(x1, x2, x3; l(3), u3(3)) · f (x1, (x2x3))− t3(x1, x2, x3; l(3), u4(3)) · f (x1, x2) · x3 = 0.
That is,

(1) t3(x1, x2, x3) · x1 · f (x2, x3) + t3(x1, x2, x3) · f (x1, (x2x3)) = f ((x1x2), x3) + f (x1, x2) · x3
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for each x1, x2 and x3 in G.

Usually, Zn(A, M) denotes the set of all n-co-cycles, and the notation Bn(A, M) is used for the
set of n-co-boundaries in HT (Ln, M). Since, as the additive group, M is commutative, then there are
defined groups of cohomologies Hn(A, M) = Zn(A, M)/Bn(A, M) as the quotient (additive) groups.

For n = 0, the co-boundaries are set as zero, and hence, H0(A, M) ∼= MA. In the case n = 1, a
mapping f : A → M is a co-boundary if the element m = h( ) ∈ M exists, for which f (x) = xm − mx
for each x ∈ A. Such a derivation f is called an inner derivation of A defined by an element m ∈ M.
The set of all inner derivations is denoted by InnT (A, M).

From the cohomological point of view, the additive group H1(A, M) is interpreted as the group of
all outer derivations H1(A, M) ∼= OutT (A, M) ∼= DerT (A, M)/InnT (A, M), where Z1(A, M) =

DerT (A, M); InnT (A, M) = B1(A, M), where the family of all derivations (T -homogeneous
derivations) from X into a two-sided module M over T is denoted by Der(X, M) (or DerT (X, M)

respectively).
A two-co-chain f : G × G → M is a two-co-boundary, if a one-co-chain h : G → M exists such

that for each x and y in G, the following identity is fulfilled:

(2) f (x, y) = (δh)(x, y) = ∑2
j=0(−1)jt2(x, y; l(2), uj+1(2)) · [h, x1, x2]j+1,2,

= x · h(y)− h(xy) + h(x) · y.

Let A = T [G] be a metagroup algebra over a commutative associative unital ring T (also see
Definitions 1–3).

Let M, N, and P be left A-modules, and a short exact sequence exists:

(3) 0 → M−→
ξ

P−→η N → 0,

where ξ is an embedding, such that ξ and η are left A-homomorphisms. Then, P is called an
enlargement of a left A-module M with the help of a left A-module N. If there is another enlargement
of M with the help of N,

(4) 0 → M−→
ξ ′

P′−→
η′

N → 0

such that an isomorphism π : P → P′ exists for which πξ = ξ ′1M and 1Nη = η′π, then enlargements
(3) and (4) are called equivalent, where 1M : M → M notates the identity mapping, 1M(m) = m for
each m ∈ M.

It is said that an enlargement clefts, if and only if a left A-homomorphism ω : N → P exists,
fulfilling the restriction ηω = 1N .

In the particular case when P = M ⊕ N, ξ is also an identifying mapping with the first direct
summand, and η is a projection on the second direct summand, an enlargement is called trivial.

Theorem 2. Let A be a nonassociative metagroup algebra and let M and N be left A-modules, where A = T [G],
G is a metagroup (see Definitions 2 and 3). Then, the family T = HomT (N, M) can be supplied with a two-sided
A-module structure, such that H1(A, T) is the set of classes of modules M with the quotient module N.

Proof. The family T = HomT (N, M) evidently has the structure of a left module over a ring T
(see Definition 3), and it can be supplied with a two-sided A-module structure:

(1) ∀ r ∈ T and ∀ n ∈ N and ∀ a ∈ A:
(a · r)(n) = a · (r(n)) and (r · a)(n) = r(a · n).
By virtue of Theorem 1, each element f ∈ Z1(A, T) induces a (generalized) derivation by

Formula (18) in Theorem 1. Each zero-dimensional co-chain m ∈ M provides an inner derivation
δ0m(a) = am − ma due to formula (16) in Theorem 1. Then, one co-cycle f induces an enlargement
by Formula (3) in Remark 1 with P = M ⊕ N being the direct sum of left A-modules in which N is
a submodule and with the left action of A on N: a ◦ n = a · n + f (a) · n for each n ∈ N and a ∈ A.
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Suppose that a class of an one co-cycle f is zero, an element u ∈ T exists so that f = δ1u. Then,
elements of the form m + u(m) form its submodule M′, which is isomorphic with M. Moreover,
P = N ⊕ M′ is the direct sum of A-modules. Thus, an enlargement is trivial.

Vice versa, suppose that an enlargement given by formula (3) in Remark 1 exists. That is, a left
A-homomorphism γ : N → P satisfying the restriction ηγ = 1N exists, where 1N notates the identity
mapping on N. It induces f ∈ Z1(A, T), such that f (a)n = γ(a · n)− (a · γ)(n) for all n ∈ N and for
each element a of the algebra A.

Suppose that there is another enlargement which clefts, that is, a left T -homomorphism ω : N → P
exists, fulfilling the restriction ηω = 1N . We put u(n) = ω(n)− γ(n) for each n ∈ N; hence, u ∈ T.
Then, f1 = δ1u is a co-cycle of zero class.

Theorem 3. Suppose that A is a nonassociative metagroup algebra over a commutative associative unital
ring T , a left A-module N and a two-sided A-module M are given. Then, H2(A, T) is the set of classes of
enlargements of A with a kernel M such that M2 = {0} and with the quotient algebra A. Moreover, an action
of A on M in this enlargement coincides with the structure of a two-sided A-module on M.

Proof. If P is an enlargement with a kernel M such that M2 = 0 and a quotient module A = P/M
and a = p + M with p ∈ P, then a · m = p · m and m · a = m · p supply M with the two-sided
A-module structure. Take a T -linear mapping γ : A → P inverse from the left to a natural
epimorphism and put f (a, b) = γ(ab) − γ(a)γ(b) for each a and b in A. Then, we infer that
γ(a(bc)) = f (a, bc) + γ(a)γ(bc) = f (a, bc) + γ(a)( f (b, c) + γ(b)γ(c)) and γ((ab)c) = f (ab, c) +
γ(ab)γ(c) = f (ab, c) + ( f (a, b) + γ(a)γ(b))γ(c), consequently, 0 = t3(a, b, c)γ(a(bc))− γ((ab)c) =

t3(a, b, c) f (a, bc) + t3(a, b, c)γ(a)( f (b, c) + γ(b)γ(c))− f (ab, c)− ( f (a, b) + γ(a)γ(b))γ(c).
Taking into account that γ(a)m = a · m and mγ(a) = m · a for each m ∈ M and a ∈ A, we deduce

using Formula (1) in Remark 1 that 0 = t3(a, b, c) · a · f (b, c)− f (ab, c) + t3(a, b, c) · f (a, bc)− f (a, b) ·
c = (δ2 f )(a, b, c).

Thus, f ∈ B2(A, M) and hence, f = (δ1h) with h ∈ C1(A, M) := HomT (A, M).
It remains to prove that the set S of all elements γ(a) + h(a) forms a subalgebra isomorphic with

A in P . From the construction of S, it follows that S is a a two-sided T -module. We verify that it is
closed relative to the multiplication for all a and b in A:

(γ(a) + h(a))(γ(b) + h(b)) = γ(a)γ(b) + γ(a)h(b) + h(a)γ(b) = γ(ab) − f (a, b) + ah(b) +
h(a)b = γ(ab) + h(ab) + ah(b) − h(ab) + h(a)b − f (a, b) = γ(ab) + h(ab) + (δ1h)(a, b) − f (a, b) =

γ(ab) + h(ab).
If A, M, and f are given, then an enlargement P can be constructed as the direct sum P = M⊕ A of

two-sided T -modules and with the multiplication rule (m1 + b1)(m2 + b2) = m1b2 +m2b1 + f (b1, b2) +

b1b2 for every m1 and m2 in M and b1 and b2 in A. It rests to verify that this multiplication rule is
homogeneous over T and right and left distributive. At first, we evidently get (m1 + b1)(s(m2 +

b2)) = (s(m1 + b1))(m2 + b2) = s((m1 + b1)(m2 + b2)) = sm1b2 + sm2b1 + s f (b1, b2) + sb1b2 and
(sp)(m1 + b1) = s(p(m1 + b1)) for all s, p ∈ T and m1 and m2 in M and b1 and b2 in A, since T ⊂
C(A) and f (s, p) = 0. Moreover, we infer that (m1 + b1)((m2 + b2) + (m3 + b3)) = (m1 + b1)((m2 +

m3) + (b2 + b3)) = m1(b2 + b3) + (m2 + m3)b1 + f (b1, b2 + b3) + b1(b2 + b3) = m1b2 + m1b3 + m2b1 +

m3b1 + f (b1, b2) + f (b1, b3) + b1b2 + b1b3 = (m1 + b1)(m2 + b2) + (m1 + b1)(m3 + b3), and analogously,
((m1 + b1) + (m2 + b2))(m3 + b3) = (m1 + b1)(m3 + b3) + (m2 + b2)(m3 + b3) for all m1, m2 and m3 in
M and b1, b2 and b3 in A.

Definition 4. Let M and P and N be two-sided A-modules, where A is a nonassociative metagroup algebra
over a commutative associative unital ring T . An A-homomorphism (isomorphism) f : M → P is called a right
(operator) A-homomorphism (isomorphism) if it is such for M and N as right A-modules, that is, f (x + y) =
f (x) + f (y) and f (xa) = f (x)a for each x and y in M and a ∈ A (see also Definition 3). If an algebra
A is specified, a homomorphism (isomorphism) may be written for short instead of an A-homomorphism (an
A-isomorphism, respectively).
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An enlargement (P, η) of M by N is called right inessential if a right isomorphism γ : N → P exists,
satisfying the restriction ηγ|N = 1|N.

Theorem 4. Suppose that M is a two-sided A-module, where A is a nonassociative metagroup algebra over
a commutative associative unital ring T . Then, for each n ≥ 0, a two-sided A-module Pn exists such that
Hn+1(A, M) is isomorphic with the additive group of equivalence classes of right inessential enlargements of M
by Pn.

Proof. Consider two right inessential enlargements (E1, η1) and (E2, η2) of M by N, where ξ1 and
ξ2 are embeddings of M into E1 and E2 correspondingly. Take a submodule Q of E1 ⊕ E2 consisting
of all elements (x1, x2) satisfying the condition η1(x1) = η2(x2). Then, a quotient module Q/T
exists, where T = {(ξm,−ξm) : m ∈ M}. Therefore, (ξ1M ⊕ ξ2M)/T is isomorphic with M,
and homomorphisms η1 and η2 induce a homomorphism η of Q/T onto N. Hence, the submodule
ker(η) is isomorphic with M. Then, an addition of enlargements is prescribed by the formula
(E1, η1) + (E2, η2) := (Q/T, η). Evidently, sums of equivalent enlargements are equivalent.

For an enlargement (E, η) of M by N, one takes the direct sum of modules E ⊕ M and puts Tb
to be its submodule consisting of all elements (ξm,−bξm) with m ∈ M, where ξ is an embedding of
M into E, b ∈ T . Therefore, a homomorphism η induces a homomorphism bη of (E ⊕ M)/Tb onto
N, since the mapping (ξm, m) �→ bξm + m is a homomorphism of (ξM)⊕ M onto M. Also, the ring
T is commutative and associative. This induces an enlargement of M by N, denoted by (bE, bη) and
hence, an operation of scalar multiplication of an enlargement (E, η) on b ∈ T . From this construction,
it follows that equivalent enlargements have equivalent scalar multipliers on b ∈ T .

Let Pn be a T -linear span of all elements (x1, ..., xn+1) with x1,...,xn+1 in G such that
((bx1), x2, ..., xn+1) = (x1, ..., (bxn+1)) for each b ∈ T . Next, we put

(1) (x1, ..., xn+1) · y := tn+2(x1, ..., xn+1, y; l(n + 2), un+2(n + 2)) · (x1, ..., xn, (xn+1y)) and
(2) y · (x1, ..., xn+1) = ∑n+1

j=1 (−1)j+1·
tn+2(y, x1, ..., xn+1; u1(n + 2), uj+1(n + 2))· < y, x1, x2, ..., xn+1 >j,n+2

(also see Notations (2–4) of Proposition 1 and (10)–(13) in Theorem 1) for every y, x1, ..., xn+1 in G.
That is, Pn is the two-sided A-module, where A has the unit element.

By Rn = R(Pn, M), we denote the family of all right homomorphisms of Pn into M. For each
p ∈ Rn, let an arbitrary element ṗ ∈ Cn(A, M) in the additive group of all n co-chains (that is, n times
T -linear mappings of A into M) on A with values in M be prescribed by the formula ṗ(a1, ..., an) =

p(a1, ..., an, 1) for all a1, ..., an in A. Consequently, ( ṗ(a1, ..., an)) · y = p(a1, ..., an, y) for each y ∈ A,
since tn+3(x1, ..., xn+1, 1, g; l(n + 3), un+3(n + 3)) = 1 for all x1, ..., xn+1 and g in G. This makes the
mapping p �→ ṗ an T -linear isomorphism of Rn onto Cn(A, M).

Supply Cn(A, M) with a two-sided A-module structure

(3) (x0 · f )(x1, ..., xn) = x0 · ( f (x1, ..., xn)) and
(4) ( f · x0)(x1, .., xn) = ∑n−1

k=0 (−1)ktn+1(x0, x1, ..., xn; u1(n + 1), uk+2(n + 1)) · f (x0, ..., xkxk+1, ..., xn)

+(−1)n( f (x0, ..., xn−1)) · xn

for each f ∈ Cn(A, M) and all x0, x1, ..., xn in G, extending f by T -linearity on A from G, where uj(n +

1) are given by Formulas (10)–(13) in Theorem 1. Thus, the mapping p �→ ṗ is an operator isomorphism.
Consequently, Hp(A, Rn) is isomorphic with Hp(A, Cn(A, M)) for each integer (n and p) such that
n ≥ 0 and p ≥ 0. On the other hand, Hp(A, Cn(A, M)) is isomorphic with Hp+n(A, M) for each p ≥ 1;
hence, Hp(A, Rn) is isomorphic with Hp+n(A, M).

By virtue of Theorem 2 applied with p = 1, we infer that Hn+1(A, M) is isomorphic with the
additive group of equivalence classes of right inessential enlargements of M by Pn.
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Theorem 5. Let M be a two-sided A-module, where A is a nonassociative metagroup algebra over a commutative
associative unital ring T . Then, to each n + 1-co-cycle f ∈ Zn+1(A, M), an enlargement of M by a two-sided
A-module Pn corresponds such that f becomes a co-boundary in it.

Proof. An n + 1-co-cycle f ∈ Zn+1(A, M) induces an enlargement (E, η) of M by Pn due to Theorem 4.
An element h in Z1(A, Rn) corresponding to f is characterized by the equality

(h(x1))(x2, ..., xn+1, 1) = tn+1(x1, ..., xn+1; u1(n + 1), l(n + 1)) · f (x1, ..., xn+1)

for all x1, ..., xn+1 in G. This enlargement (E, η) as the two-sided A-module is Pn ⊕ M such that
x1 · ((x2, ..., xn+1, 1), 0) = (x1 · (x2, ..., xn+1), f (x1, ..., xn+1)). Let γ(a1, ..., an) = (a1, ..., an, 0) for all
a1, ..., an in A. Therefore, we deduce that f (x1, ..., xn+1) = tn+1(x1, ..., xn+1; l(n + 1), u1(n + 1)) · {x1 ·
γ(x2, ..., xn+1, 1) −γ(x1 · (x2, ..., xn+1, 1))}.

An n-co-chain v ∈ Cn(A, E), defined by v(a1, ..., an) = ((a1, ..., an, 1), 0), exists for all a1, ..., an in A.
Thus, f = δv.

Theorem 6. Let A be a nonassociative metagroup algebra over a commutative associative unital ring T .
Then, an algebra B over T exists such that B contains A and each T -homogeneous derivation d : A → A is the
restriction of an inner derivation of B.

Proof. Naturally, an algebra A has the structure of a two-sided A-module. In view of Theorem 1,
each derivation of the two-sided algebra A can be considered an element of Z1(A, A).

Applying Theorem 5 by induction, one obtains a two-sided A-module Q containing M for which
an arbitrary element of Zn+1(A, M) is represented as the co-boundary of an element of Cn(A, Q).
At the same time, M and Q satisfy Conditions (1)–(3) in Definition 3. This implies that the natural
injection of Hn+1(A, M) into Hn+1(A, Q) maps Hn+1(A, M) into zero.

Therefore, a two-sided A-module E exists, which, as a two-sided T -module, is a direct sum,
A ⊕ P, and P is such that for each f ∈ Z1(A, A), an element p ∈ P exists that generally depends on f
with the property f (a) = a · p − p · a. The metagroup G corresponds to the algebra A. By enlarging P,
if necessary, we can consider that to P, a metagroup G also corresponds in such a manner that
properties (1)–(3) in Definition 3 are fulfilled.

Now, we take A ⊕ P as the underlying two-sided T -module of B and supply it with the
multiplication (a1, p1)(a2, p2) := (a1a2, a1 · p2 + p1 · a2) as the semidirect product for each a1, a2 in
A and p1, p2 in P. An embedding ξ of A into B is ξ(a) = (a, 0) for each a in A. This implies that
f (a) = (a, 0)(0, p)− (0, p)(a, 0) = a(0, p)− (0, p)a.

Theorem 7. Suppose that A is a nonassociative metagroup algebra of finite order over a commutative associative
unital ring T and M is a finitely generated two-sided A-module. Then, M is semisimple if and only if its
cohomology group is null Hn(A, M) = 0 for each natural number n ≥ 1.

Proof. Certainly, if E is an A-module and N is its A-submodule, then a natural quotient morphism
π : E → E/N exists. Therefore, an enlargement (E, η) of a two-sided A-module M by a two-sided
A-module N is inessential if and only if there is a submodule T in E complemented to ξ(M) such that T
is isomorphic with E/ξ(M), where ξ is an embedding of M into E. If M is semisimple, then it is either
a simple or a finite product of simple modules, since M is finitely generated. For a finitely generated
module E and its submodule N, the quotient module E/N is not isomorphic with E, since the algebra
A is of finite order over the commutative associative unital ring T .

By virtue of Theorems 4 and 5, if, for an algebra A, its corresponding finitely generated two-sided
A-modules are semisimple, then its cohomology groups of dimension n ≥ 1 are zero.

Vice versa, suppose that Hn(A, M) = 0 for each natural number n ≥ 1. Consider a finitely
generated two-sided A-module E and its two-sided A-submodule N. At first, we take into account the
right A-module structure Er of E with the same right transformations, but with zero left transformations.
Then, the left inessential (Er, ηr) enlargement of Mr by Nr = Er/ξr(Mr) exists, where ηr : Er →
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Er/ξr(Mr) is the quotient mapping and ξr is an embedding of Mr into Er. From Theorem 4, it follows
that the enlargement (Er, ηr) is right inessential. Analogously, considering the left A-module structures
El and Ml we infer that (El , ηl) is also left inessential.

Note 2. Let A be a nonassociative metagroup algebra over a commutative associative unital ring T with a
characteristic char(T ) other than two and three. Its opposite algebra Aop exists. The latter, as an F-linear space,
is the same, but with the multiplication x ◦ y = yx for each x, y ∈ Aop. To each element h ∈ A or y ∈ Aop, there
is posed a left multiplication operator Lh by the formula xLh = hx or a right multiplication operator xRy = xy
for each x ∈ A, respectively. Having the anti-isomorphism operator S : A → Aop, A � x �→ xS ∈ Aop,
S(xy) = S(y)S(x), we get

(1) RhS = SLhS and LhS = SRhS for each x and h in A. Then, taking into account (1) analogously
to formula (4) in Theorem 4, we put x0 · (Lx1 , Rx2) = t−1

3 (x0, x1, x2) · (x0Lx1)Lx2S − x0(Lx1 Rx2)

+t−1
3 (x0, x1, x2) · (x0Rx1S)Rx2 .

Then, taking into account the multipliers t3, this gives
(2) x0 · (Lx1 , Rx2) = x0(Lx1 Lx2S − Lx1 Rx2 + Rx1SRx2) for all x0, x1, x2 in G. Next, symmetrically, S(x0 ·

(Lx1 , Rx2)) provides the formula for (Ly1 , Ry2) · y0 for each y0, y1 and y2 in G. We consider the enveloping
algebra Ae = A ⊗T Aop. Extending these rules by T -linearity on A and A ⊗T Aop from G one supplies
the tensor product M = Ae over T with the two-sided A-module structure.

Corollary 1. Let A be a semisimple, nonassociative metagroup algebra of finite order over a commutative
associative unital ring T with a characteristic char(T ) other than two and three, and let M be a two-sided
A-module described in Note 2. Then, Hn(A, M) = 0 for each natural number n ≥ 1.

Proof. Since A is semisimple, then the module M from Note 2 is semisimple. Consequently,
the statement of this corollary follows from Theorem 7.

3. Products of Metagroups

The main subject of this paper are cohomologies on metagroups. Nonetheless, in this section, it is
shortly demonstrated that there are abundant families of metagroups besides those which appear in
areas described in the introduction.

Theorem 8. Let Gj be a family of metagroups (see Definition 1 in Section 2), where j ∈ J, J is a set. Then,
their direct product G = ∏j∈J Gj is a metagroup and

(1) C(G) = ∏j∈J C(Gj).

Proof. Each element a ∈ G is written as a = {aj : ∀j ∈ J, aj ∈ Gj}. Therefore, a product ab =

{c : ∀j ∈ J, cj = ajbj, aj ∈ Gj, bj ∈ Gj} is a single-valued binary operation on G. Then, we get that
a \ b = {d : ∀j ∈ J, dj = aj \ bj, aj ∈ Gj, bj ∈ Gj} and a/b = {d : ∀j ∈ J, dj = aj/bj, aj ∈ Gj, bj ∈ Gj}.
Moreover, eG = { ∀j ∈ J, eGj} is a neutral element in G, where eGj denotes a neutral element in Gj for
each j ∈ J. Thus, Conditions (1)–(3) of Definition 1 in Section 2 are satisfied.

From Conditions (4)–(7) of Definition 1 in Section 2 for each Gj, we infer that

(2) Com(G) := {a ∈ G : ∀b ∈ G, ab = ba} = {a ∈ G : a = {aj : ∀j ∈ J, aj ∈ Gj}; ∀b ∈ G, b = {bj :
∀j ∈ J, bj ∈ Gj}; ∀j ∈ J, ajbj = bjaj} = ∏j∈J Com(Gj),

(3) Nl(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ab)c = a(bc)} = {a ∈ G : a = {aj : ∀j ∈ J, aj ∈ Gj}; ∀b ∈
G, b = {bj : ∀j ∈ J, bj ∈ Gj}; ∀c ∈ G, c = {cj : ∀j ∈ J, cj ∈ Gj}; ∀j ∈ J, (ajbj)cj = aj(bjcj)} =

∏j∈J Nl(Gj), and similarly,
(4) Nm(G) = ∏j∈J Nm(Gj) and
(5) Nr(G) = ∏j∈J Nr(Gj).

This and (8) of Definition 1 in Section 2 imply that
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(6) N(G) = ∏j∈J N(Gj). Thus,
(7) C(G) := Com(G) ∩ N(G) = ∏j∈J C(Gj).

Let a, b, and c be in G. Then,

(ab)c = {(ajbj)cj : ∀j ∈ J, aj ∈ Gj, bj ∈ Gj, cj ∈ Gj} = {t3,Gj(aj, bj, cj)aj(bjcj) : ∀j ∈ J, aj ∈
Gj, bj ∈ Gj, cj ∈ Gj} = t3,G(a, b, c)a(bc), where

(8) t3,G(a, b, c) = {t3,Gj(aj, bj, cj) : ∀j ∈ J, aj ∈ Gj, bj ∈ Gj, cj ∈ Gj}.

Therefore, Formulas (7) and (8) imply that Condition (9) of Definition 1 in Section 2 is also
satisfied. Thus, G is a metagroup.

Remark 2. (1) Let A and B be two metagroups, and let C be a commutative group such that Cm(A) ↪→
C, Cm(B) ↪→ C, C ↪→ C(A) and C ↪→ C(B), where Cm(A) denotes a minimal subgroup in C(A)

generated by {tA(a, b, c) : a ∈ A, b ∈ A, c ∈ A}.

Using direct products, it is always possible to extend either A or B to get such a case. In particular, either A
or B may be a group. Let an equivalence relation Ξ on the Cartesian product A × B be such that

(2) (γv, b)Ξ(v, γb) and (γv, b)Ξγ(v, b) and (γv, b)Ξ(v, b)γ
for every v in A, b in B and γ in C.

(3) Let φ : A → A(B) be a single-valued mapping, where A(B) denotes a family of all bijective surjective
single-valued mappings of B onto B subjected to the conditions given below. If a ∈ A and b ∈ B,
then ba is written instead of φ(a)b for short, where φ(a) : B → B. Also, let ηφ : A × A × B → C,
κφ : A × B × B → C and ξφ : ((A × B)/Ξ)× ((A × B)/Ξ) → C be single-valued mappings written
as η, κ, and ξ for short, such that

(4) (bu)v = bvuη(v, u, b), eu = e, be = b;
(5) η(v, u, γb) = η(v, u, b);
(6) (cb)u = cubuκ(u, c, b);
(7) κ(u, γc, b) = κ(u, c, γb) = κ(u, c, b) and

κ(u, γ, b) = κ(u, b, γ) = e;
(8) ξ((γu, c), (v, b)) = ξ((u, c), (γv, b)) = ξ((u, c), (v, b)) and

ξ((γ, e), (v, b)) = e and ξ((u, c), (γ, e)) = e
for every u and v in A, b, c in B, γ in C, where e denotes the neutral element in C and in A and B.

We put
(9) (a1, b1)(a2, b2) = (a1a2, ξ((a1, b1), (a2, b2))b1ba1

2 )

for each a1, a2 in A, b1 and b2 in B.
The Cartesian product A × B supplied with such a binary operation (9) is denoted by A

⊗φ,η,κ,ξ B.

Theorem 9. Let the conditions of Remark 2 be fulfilled. Then, the Cartesian product A × B supplied with
a binary Operation (9) in Remark 2 is a metagroup.

Proof. From the conditions of Remark 2, it follows that the binary operation (9) in Remark 2 is
single-valued.

Let I1 = ((a1, b1)(a2, b2))(a3, b3) and I2 = (a1, b1)((a2, b2)(a3, b3)), where a1, a2, a3 belong to A,
and b1, b2, b3 belong to B. Then, we infer that

I1 = ((a1a2)a3, ξ((a1, b1), (a2, b2))ξ((a1a2, b1ba1
2 ), (a3, b3))(b1ba1

2 )ba1a2
3 ) and

I2 = (a1(a2a3), ξ((a1, b1), (a2a3, b2ba2
3 ))[ξ((a2, b2), (a3, b3))]

a1

b1(b
a1
2 ba1a2

3 )κ(a1, b2, ba2
3 )η(a1, a2, b3)). Therefore,

(1) I1 = t3((a1, b1), (a2, b2), (a3, b3))I2 with
(2) t3((a1, b1), (a2, b2), (a3, b3)) = t3,A(a1, a2, a3)t3,B(b1, ba1

2 , ba1a2
3 )
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ξ((a1, b1), (a2a3, b2ba2
3 ))[ξ((a2, b2), (a3, b3))]

a1 κ(a1, b2, ba2
3 )η(a1, a2, b3)

/[ξ((a1, b1), (a2, b2))ξ((a1a2, b1ba1
2 ), (a3, b3))].

Apparently, t3,A
⊗φ,η,κ,ξ B((a1, b1), (a2, b2), (a3, b3)) ∈ C for each aj ∈ A, bj ∈ B, j ∈ {1, 2, 3},

where for shortening of a notation, t3,A
⊗φ,η,κ,ξ B is denoted by t3.

If γ ∈ C, then
γ((a1, b1)(a2, b2)) = (γa1a2, ξ((a1, b1), (a2, b2))b1ba1

2 ) = (a1a2, b1ba1
2 )γξ((a1, b1), (a2, b2)) =

((a1, b1)(a2, b2))γ.
Hence, γ ∈ C(A

⊗φ,η,κ,ξ B). Consequently, C ⊆ C(A
⊗φ,η,κ,ξ B).

Next, we consider the following equation:

(3) (a1, b1)(a, b) = (e, e), where a ∈ A, b ∈ B.

From (2) of Definition 1 in Section 2 and (9) in Remark 2, we deduce that
(4) a1 = e/a.

Consequently, ξ((e/a, b1), (a, b))b1b(e/a) = e, and hence
(5) b1 = e/[ξ((e/a, b(e/a)), (a, b))b(e/a)].

Thus, a1 ∈ A and b1 ∈ B given by (4) and (5) provide a unique solution of (3).
Similarly, from the following equation

(6) (a, b)(a2, b2) = (e, e), where a ∈ A, b ∈ B we infer that
(7) a2 = a \ e.

Consequently, ξ((a, b), (a \ e, b2))bba
2 = e, and hence, ba

2 = [ξ((a, b), (a \ e, b2))b] \ e. On the other
hand, (ba

2)
e/a = η(e/a, a, b2)b2 Consequently,

(8) b2 = (b \ e)e/a/{[(ξ((a, b), (a \ e, (b \ e)e/a))]e/aη(e/a, a, (b \ e)e/a)}.

Thus, Formulas (7) and (8) provide a unique solution to (6).
Next, we put (a1, b1) = (e, e)/(a, b) and (a2, b2) = (a, b) \ (e, e) and

(9) (a, b) \ (c, d) = ((a, b) \ (e, e))(c, d)

t3((e, e)/(a, b), (a, b), ((a, b) \ (e, e))(c, d))/t3((e, e)/(a, b), (a, b), (a, b) \ (e, e));
(10) (c, d)/(a, b) = (c, d)((e, e)/(a, b))

t3((e, e)/(a, b), (a, b), (a, b) \ (e, e))/t3((c, d)(e/(a, b)), (a, b), (a, b) \ (e, e))

and eG = (e, e), where G = A
⊗φ,η,κ,ξ B. Note that (3) of Definition 1 in Section 2 follows on from (8)

and (9) of Remark 2. Therefore, Properties (1)–(3) and (9) of Definition 1 in Section 2 are fulfilled for
A
⊗φ,η,κ,ξ B.

Definition 5. The metagroup A
⊗φ,η,κ,ξ B provided by Theorem 9 is called a smashed product of metagroups

A and B with smashing factors φ, η, κ, and ξ.

Remark 3. From Theorems 8 and 9, it follows that by taking the nontrivial mappings η, κ, and ξ and starting
from groups with nontrivial C(Gj) or C(A), it is possible to construct new metagroups with nontrivial C(G),
and ranges t3,G(G, G, G) of t3,G may be infinite. Indeed, using extensions of groups (or metagroups) by
semidirect or direct products, it is possible to take initial groups (or metagroups) A and B such that quotient
groups A1 of A by C(A) and B1 of B by C(B) are infinite. Therefore, their automorphism groups Aut(A1) and
Aut(B1) are infinite, because they contain all inner automorphisms.

With suitable smashing factors φ, η, κ, and ξ and with nontrivial metagroups or groups A and B
it is easy to get examples of metagroups in which e/a �= a \ e for an infinite family of elements a in
A
⊗φ,η,κ,ξ B using Formulas (1) in Lemma 2 in Section 2 and (2) in Theorem 9. Evidently smashed

products (see Remark 2 and Theorem 9) are nonassociative generalizations of semidirect products.
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Smashed twisted products and smashed twisted wreath products of metagroups or groups are
described in [34]. They also provide tools for a construction of a wide class of metagroups and
nonassociative algebras with metagroup relations.

Conclusions 1. The results of this article can be used for further studies of cohomology theory of
nonassociative algebras and noncommutative manifolds with metagroup relations. It is interesting to
mention possible applications in mathematical coding theory, analysis of information flows, and their
technical realizations [35–38], because codes are frequently based on binary systems and algebras.
Indeed, metagroup relations are weaker than relations in groups. Therefore, a code complexity can
increase by using nonassociative algebras with metagroup relations in comparison with group algebras
or Lie algebras.

Besides the applications of cohomologies outlined in the introduction, they also can be used in
mathematical physics and quantum field theory. This also can be applied to cohomologies of PDEs
and solutions of PDEs with boundary conditions, which can have practical importance [27,39]. It will
be interesting to investigate cohomologies of nonassociative algebras related with a class of directed
ringoids [40,41], because the latter have applications to non locally compact groups.
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1. Introduction

Associative separable algebras play an important role and have found many-sided application
(see, for example, [1–9] and references therein). Studies of their structure are based on cohomology
theory. On the other hand, cohomology theory of associative algebras was investigated by Hochschild
and other authors [10–13], but it is not applicable to nonassociative algebras. Cohomology theory of
group algebras is an important and great part of algebraic topology.

It is worth mentioning that nonassociative algebras with some identities in them found
many-sided applications in physics, noncommutative geometry, quantum field theory, partial
differential equations (PDEs) and other sciences (see [14–25] and references therein).

An extensive area of investigations of PDEs intersects with cohomologies and deformed
cohomologies [13]. Therefore, it is important to develop this area over octonions, generalized
Cayley–Dickson algebras and more general metagroup algebras (see also Appendix A). Some results
in this area are presented in [26]. The structure of metagroups, their construction and examples,
and smashed and twisted wreath products were studied and described in [26–28]. In particular, a class
of metagroup algebras contains a family of generalized Cayley–Dickson algebras and nonassociative
analogs of C∗ algebras.

For comparison it is worth noting that there are algebras with relations T induced by Jordan-type
or Lie-type homomorphisms in the sense of [29]. Their unified approach (UJLA) was studied in [22].
In those works the unital universal envelope UR(A) of a nonassociative algebra A with relations T was
considered, where R denotes an associative commutative unital ring. The algebra UR(A) is associative
and may be noncommutative. This theory is applicable to Lie algebras, alternative algebras, Jordan
algebras and UJLA fitting to algebras with relations T.

However, this technique is not applicable to the metagroup algebras studied in this article. Indeed,
there are several obstacles. The algebra UR(A) is associative and with it a lot of information about the
metagroup algebras is lost. A derivation functor cannot serve as a starting point for a construction
of a cohomology theory for the metagroup algebras. Moreover relations in metagroup algebras are
external to them and do not fit to the nonassociative algebras with relations T considered in [22,29].

Axioms 2019, 8, 139; doi:10.3390/axioms8040139 www.mdpi.com/journal/axioms55
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This article is devoted to a separability of nonassociative algebras with metagroup relations.
Conditions are found under which they are separable. Algebras satisfying these conditions are
described in Theorems 1–3.

All main results of this paper are obtained for the first time.

2. Separable Nonassociative Algebras

Nonassociative metagroups, their centers, metagroup algebras and modules over them were
defined in [26–28] (see also Appendix A). To avoid misunderstandings we also give specific necessary
definitions and notations.

Definition 1. Let Ψ be a (proper or improper) subgroup in the center C(G) of a metagroup G, let 1 denote a
unit in T , e be a unit in G and let

A be a nonassociative metagroup algebra over a commutative associative unital ring T such that

Ψ1 ⊆ (G1) ∩ T e, (1)

where (G1) ∪ T e ⊂ A, A = T [G] denotes a metagroup algebra.
A G-graded A-module P (also see Definition 3 in [26]) is called projective if it is isomorphic with a direct

summand of a free G-graded A-module. The metagroup algebra A is called separable if it is a projective G-graded
Ae-module.

One puts μ(z) = 1Az for each z ∈ Ae, where A is considered as the G-graded right Ae-module.

Proposition 1. Suppose that A is a nonassociative algebra satisfying condition (1). Then the following
conditions are equivalent:

A is separable (2)

the exact sequence
0 → Ker μ → Ae −→μ A → 0 splits (3)

an element b ∈ Ae exists such that μ(b) = 1A and xb = bx and b(xy) = (bx)y and (xb)y = x(by)
and (xy)b = x(yb) f or all x and y in A,

(4)

where Ae is considered as the G-graded two-sided A-module.

Proof. The implication (2) ⇒ (3) is evident.
(3) ⇒ (4). If the exact sequence (3) splits, then Ae as the Ae-module is isomorphic with A⊕ ker(μ),

where ⊕ denotes a direct sum. Therefore, A is separable. The sequence (3) splits if and only if
there exists p ∈ HomAe(A, Ae) such that μp = idA. With this homomorphism p put b = p(1A).
Then (xb)y = (xp(1A))y = p(x1A)y = p(x(1Ay)) = p((xy)1A) = (xy)b, hence μ(b) = μp(1A) = 1A
and xb = xp(1A) = p(x1A) = p(1Ax) = p(1A)x = bx. Thus (4) is valid.

(4) ⇒ (2). Suppose that condition (4) is fulfilled. Then a mapping p : A → Ae exists such that
p(x) = bx. The element b has the decomposition b = ∑j bjgj with gj = gj,1 ⊗ gj,2, where gj,1 ∈ G
and gj,2 ∈ Gop and bj ∈ T for each j. Therefore, using condition (4) above and conditions (1)–(3) in
Definition 3 in [26] we infer that

p(xy) = ∑
j

∑
k

∑
l

bjgj((ckxk)(dlyl)) = ∑
j

bj(gjx)y = (bx)y = p(x)y

and
p(yx) = (by)x = (yb)x = y(bx) = yp(x)
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for each x and y ∈ A, where x = ∑k ckxk and y = ∑l dlyl with xk and yl in G, ck and dl in T for each
k and l. Thus p ∈ HomAe(A, Ae). Moreover, μ(p(x)) = μ(bx) = μ(b)x = 1Ax = x for each x ∈ A,
consequently, the exact sequence (3) splits.

Definition 2. An element b ∈ Ae fulfilling condition (4) in Proposition 1 is called a separating idempotent of
an algebra A.

Lemma 1. Let A be a nonassociative algebra satisfying condition (1). Let also M be a two-sided A-module.

I f p ∈ HomAe(ker(μ), M) and κ : A → Ae with κ(x) = x ⊗ 1− 1⊗ x f or each x ∈ A, then pκ

is a derivation o f A with values in M.
(5)

A mapping χ : p �→ pκ is an isomorphism o f HomAe(ker(μ), M) onto Z1
T (A, M). (6)

χ−1(B1
T (A, M)) = {ψ|ker(μ) : ψ ∈ HomAe(Ae, M)}. (7)

Proof. (5). Since μκ = 0, then Im(κ) ⊆ ker(μ). By virtue of Theorem 1 in [26] μκ is the derivation
having also properties (6) and (7).

Theorem 1. Suppose that A is a nontrivial nonassociative algebra satisfying condition (1). Then H1
T (A, M) =

0 for each two-sided A-module M if and only if A is a separable T -algebra.

Proof. In view of Proposition 1 the algebra A is separable if and only if the exact sequence (3) splits.
That is, a homomorphism h exists h ∈ HomAe(A, ker(μ)) such that its restriction h|ker(μ) is the identity
mapping. Therefore, if H1

T (A, ker(μ)) = 0, then the algebra A is separable due to Lemma 1.
Vice versa if a homomorphism h ∈ HomAe(Ae, ker(μ)) exists with h|ker(μ) = id, then each

p ∈ HomAe(ker(μ), M) has the form f |ker(μ) with f = ph ∈ HomAe(Ae, M). By virtue of Lemma 1
Z1
T (A, M) = B1

T (A, M) for each two-sided A-module M.

Theorem 2. Let a noncommutative algebra A fulfill condition (1) and

Dim(A/J(A)) ≤ 1 (8)

and A/J(A) is projective as the T -module (9)

and J(A)k = 0 f or some k ≥ 1, (10)

where J(A) denotes the radical of A.
Then a subalgebra D in A exists such that A = D ⊕ J(A) as T -modules and A/J(A) is isomorphic with

D as the algebra.

Proof. For k = 1 we get A = D.
For k = 2 a natural projection π : A → A/J exists, where J = J(A) = rad(AA), since J2 = 0.

The algebra A is G-graded and T ⊆ Z(A), hence rad((Ae)Ae) ⊆ (rad(AA))e, where e is the unit
element of G. In view of conditions (1)–(3) in Definition 3 in [26] J is the two-sided ideal in A and
Jm
r = Jm

l for each positive integer m, where J1
l = J, J1

r = J, Jm+1
l = J Jm

l and Jm+1
r = Jm

r J. Condition (4)
in Definition 1 in [27] and conditions (1)–(3) in Definition 3 in [26] imply that A/J is also G-graded,
since T ⊂ Z(A).

By condition (9) the T -module A/J is projective, consequently, an exact splitting sequence of
T -modules exists

0 → J → A → A/J → 0. (11)
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Thus a homomorphism κ : A/J → A of T -modules exists such that πκ = id on A/J. For any two
elements x and y in A/J we put

Φ(x, y) = κ(xy)− κ(x)κ(y) (12)

Therefore, we infer that

πΦ(x, y) = πκ(xy)− π(κ(x)κ(y)) = xy − xy = 0 (13)

since π is the algebra homomorphism and πκ = id. Thus Φ(x, y) ∈ ker(π) = J. One has by the
definition that

Dim(A/J) = sup{n : ∃ two-sided A/J-module M Hn
T (A/J, M) �= 0} (14)

Then put ux = uκ(x) and xu = κ(x)u to be the right and left actions of A/J on J. Since κ is the
homomorphism of T -modules and T ⊆ Z(A), then for each pure states x, y and u we infer:

(xy)u − t3x(yu) = κ(xy)u − (κ(x)κ(y))u = Φ(x, y)u ∈ J2 = 0 (15)

where t3 = t3(x, y, u). Then we deduce that

u(xy)− t−1
3 (ux)y = uκ(xy)− u(κ(x)κ(y)) = uΦ(x, y) ∈ J2 = 0 (16)

where t3 = t3(u, x, y). Thus J has the structure of the two-sided A/J-module.
Evidently, Φ is T -bilinear. Then for every pure states x, y and z in A/J:

(δ2Φ)(x, y, z) = t3x(κ(yz)− κ(y)κ(z))− (κ((xy)z)− κ(xy)κ(z))+

t3(κ(x(yz))− κ(x)κ(yz))− (κ(xy)− κ(x)κ(y))z

= t3κ(x)κ(yz)− t3κ(x)(κ(y)κ(z))− κ((xy)z) + κ(xy)κ(z)

+t3κ(x(yz))− t3κ(x)κ(yz)− κ(xy)κ(z) + (κ(x)κ(y))κ(z) = 0 (17)

consequently, Φ ∈ B2
T (A/J, J), where t3 = t3(x, y, z). Thus by the T -linearity a homomorphism h in

HomT (A/J, J) exists possessing the property

Φ(x, y) = xh(y)− h(xy)− h(x)y (18)

for each x and y in A/J.
Let now p = κ + h ∈ HomT (A/J, J), consequently, πp = πκ = id|A/J , since π(J) = 0.

This implies that p(xy)− p(x)p(y) = 0 for each x and y in A/J, since κ(xy)− κ(x)κ(y) = Φ(x, y) =
xh(y)− h(xy) + h(x)y and h(x)h(y) ∈ J2 = 0. Since p(1A/J)− 1A ∈ J, then (p(1)− 1)2 = 1 − p(1).
Therefore, p is the algebra homomorphism. This implies that D = Im(p) is the subalgebra in A such
that A = D ⊕ J.

Let now k > 2 and this theorem is proven for 1, . . . , k − 1. Put A1 = A/J2, then J/J2 is the
two-sided ideal in A1 and A1/(J/J2) is isomorphic with A/J, also (J/J2)2 = 0. Thus J(A1) = J/J2

and A1 satisfies conditions (8)–(10) of this theorem and is G-graded, since A and J are G-graded and
T ⊂ Z(G) due to condition (4) in Definition 1 in [27] and conditions (1)–(3) in Definition 3 in [26].

From the proof for k = 2 we get that a subalgebra D1 in A1 exists such that A1 = D1 ⊕ J/J2.
Consider a subalgebra E in D such that E ∩ J = J2 and D1 = E/J2. Then E/J is isomorphic with
E/(E ∩ J) ≈ (E + J)/J = A/J. Moreover, (J2)k−1 = Jk+k−2 ⊆ Jk = 0, hence J(E) = J2. Thus the
algebra E fulfills conditions (8)–(10) of this theorem and is G-graded and J(E)k−1 = 0.

By the induction supposition a subalgebra F in E exists such that E = F ⊕ J2; consequently,
F + J = E + J = A and F ∩ J = F ∩ E ∩ J = F ∩ J2 = 0. Thus A = F ⊕ J.
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Theorem 3. Suppose that conditions of Theorem 2 are satisfied and condition (8) takes the form
Dim(A/J(A)) = 0. Then for any two G-graded subalgebras B and C in A such that A = B ⊕ J(A)

and A = C ⊕ J(A) an element v ∈ J(A) exists for which (1− v)C = B(1− v) such that (1− v) has a right
inverse and a left inverse.

Proof. Let q : A → B and r : A → C be the canonical projections induced by the decompositions
A = B ⊕ J and A = C ⊕ J, where J = J(A). Then pπ = q and sπ = r, where π : A → A/J is
the quotient homomorphism, p : A/J → A and s : A/J → C are homomorphisms as in the proof
of Theorem 2, since q and r are homomorphisms of algebras. We put w(x) = p(x)− s(x) for each
x ∈ A/J, w : A/J → J. Then we deduce that

π(wπ) = π(pπ)− π(sπ) = πq − πr = π(idA − r)− π(idA − q) = 0, (19)

since Im(idA − q) = Im(idA − r) = J = ker(π). Therefore, Im(w) = Im(wπ) ⊆ J, hence w ∈
HomT (A/J, J). Then we infer that

w(xy) = p(xy)− s(xy) =
p(x)(p(y)− s(y)) + (p(x)− s(x))s(y) = xw(y) + w(x)y

(20)

consequently, w is the derivation of the algebra A/J with values in the two-sided A-module A/J
(see also the proof of Theorem 2). Since Dim(A/J) = 0, then w is the inner derivation by Theorem 1
in [26]. Thus an element v ∈ J exists for which w(x) = xv − vx for each x ∈ A/J. This implies that
p(x)(1 − v) = (1 − v)s(x) for each x ∈ A/J. The element (1 − v) has a right inverse and a left inverse,
since Jk = 0 implies vk

l = 0 and vk
r = 0, where v1

l = v, v1
r = v, vm+1

l = vvm
l and vm+1

r = vm
r v for each

positive integer m. Therefore,

B(1− v) = p(A/J)(1− v) = (1− v)s(A/J) = (1− v)C (21)

Remark 1. Definition 1 is natural. For example, if J is a commutative associative unital ring and S is a
subgroup in C(G), then T1 := J [S] is a commutative associative unital ring such that S1 ⊆ G1∩ T1e.

3. Conclusions

The results of this article can be used for further studies of nonassociative algebras, their structure,
cohomologies, algebraic geometry, PDEs, their applications in the sciences, etc. They also can serve
for investigations of extensions of nonassociative algebras, decompositions of algebras and modules,
and their morphisms. In particular, they can be applied to cohomologies of PDEs and solutions of
PDEs with boundary conditions which can have a practical importance [13,30].

Other applications are in mathematical coding theory, information flows analysis and their
technological implementations [31–34]. Indeed, frequently codes are based on binary systems and
algebras. On the other hand, metagroup relations are weaker than relations in groups. This means
that a code complexity can increase by using nonassociative algebras with metagroup relations in
comparison with group algebras or Lie algebras.

Besides applications of cohomologies outlined in the introduction they also can be used in
mathematical physics and quantum field theory [15].
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Appendix A. Metagroups

Let G be a set with a single-valued binary operation (multiplication) G2 � (a, b) �→ ab ∈ G defined
on G satisfying the conditions:

for each a and b in G there is a unique x∈ G with ax = b (A1)

and a unique y ∈ G exists satisfying ya = b (A2)

which are denoted by
x = a \ b = Divl(a, b) and y = b/a = Divr(a, b) correspondingly,
there exists a neutral (i.e., unit) element eG = e ∈ G:

eg = ge = g for each g ∈ G. (A3)

The set of all elements h ∈ G commuting and associating with G:

Com(G) := {a ∈ G : ∀b ∈ G, ab = ba}, (A4)

Nl(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ab)c = a(bc)}, (A5)

Nm(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ba)c = b(ac)}, (A6)

Nr(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (bc)a = b(ca)}, (A7)

N(G) := Nl(G) ∩ Nm(G) ∩ Nr(G); (A8)

C(G) := Com(G) ∩ N(G) (A9)

is called the center C(G) of G.
We call G a metagroup if a set G possesses a single-valued binary operation and satisfies

conditions (A1)–(A3) and
(ab)c = t3(a, b, c)a(bc) (A10)

for each a, b and c in G, where t3(a, b, c) ∈ Ψ, Ψ ⊂ C(G); where t3 shortens a notation t3,G, where Ψ

denotes a (proper or improper) subgroup of C(G).
Then G will be called a central metagroup if in addition to (A10) it satisfies the condition:

ab = t2(a, b)ba (A11)

for each a and b in G, where t2(a, b) ∈ Ψ.
From conditions (1)–(3) in Definition 3 in [26] it follows that for each a and b in the metagroup

algebra A = T [G] and x in a (smashly G-graded) two-sided A-module M there may exist a
T -homomorphism P1(a, b, x) : M′ → M′′ of right T -modules M′ := a(bM) and M′′ := (ab)M such
that [P1(a, b, x)]a(bx) = (ab)x for chosen a, b and x. Similar homomorphisms P2(a, x, b) and P3(x, a, b)
may exist on a(Mb) and M(ab), respectively. Generally these homomorphisms P1(a, b, x), P2(a, x, b)
and P3(x, a, b) depend nontrivially on all variables a, b and x (see also Remark 1 in [26]). So they cannot
be realized by identities of Jordan-type or Lie-type or UJLA-type (see also the introduction).
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1. Introduction

Nonassociative algebras compose a great area of algebra. In nonassociative algebra,
noncommutative geometry, and quantum field theory, there frequently appear binary systems which
are nonassociative generalizations of groups and related with loops, quasi-groups, Moufang loops,
etc., (see References [1–4] and references therein). It was investigated and proved in the 20th century
that a nontrivial geometry exists if and only if there exists a corresponding loop [1,5,6].

Octonions and generalized Cayley–Dickson algebras play very important roles in mathematics
and quantum field theory [7–13]. Their structure and identities attract great attention. They are
used not only in algebra and noncommutative geometry but also in noncommutative analysis, PDEs,
particle physics, mathematical physics, the theory of Lie groups, algebras and their generalization,
mathematical analysis, and operator theory and their applications in natural sciences including physics
and quantum field theory (see References [7,11,12,14–19] and references therein).

A multiplicative law of their canonical bases is nonassociative and leads to a more general
notion of a metagroup instead of a group [11,20,21]. The preposition “meta” is used to emphasize
that such an algebraic object has properties milder than a group. By their axiomatics, metagroups
satisfy the conditions of Equations (1)–(3) and rather mild relations (Equation (9)). They were used
in References [20,21] for investigations of automorphisms, derivations, and cohomologies of
nonassociative algebras. In the associative case, twisted and wreath products of groups are used
for investigations not only in algebra but also in algebraic geometry, geometry, coding theory, and
PDEs and their applications [22–25]. Twisted structures also naturally appear in investigations in the
G-N theory of wave propagation of the components of displacement, stress, temperature distribution,
and change in the volume fraction field in an isotropic homogeneous thermoelastic solid with voids
subjected to thermal loading due to laser pulse [26].

In this article, nonassociative metagroups are studied. Necessary preliminary results on
metagroups are described in Section 2. Quotient groups of metagroups are investigated in Theorem 1.
Identities in metagroups established in Lemmas 1, 2, and 4 are applied in Sections 3 and 4.

Different types of smashed products of metagroups are investigated in Theorems 3 and 4.
Besides them, direct products are also considered in Theorem 2. They provide large families of
metagroups (see Remark 2).

In Section 4, smashed twisted wreath products of metagroups and particularly also of groups are
scrutinized. It appears that, generally, they provide loops (see Theorem 5). If additional conditions
are imposed, they give metagroups (see Theorem 6). Their metaisomorphisms are investigated

Axioms 2019, 8, 127; doi:10.3390/axioms8040127 www.mdpi.com/journal/axioms63
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in Theorem 7. In Theorem 8 and Corollary 2, smashed splitting extensions of nontrivial central
metagroups are studied.

All main results of this paper are obtained for the first time. They can be used for further
studies of binary systems, nonassociative algebra cohomologies, structure of nonassociative algebras,
operator theory and spectral theory over Cayley–Dickson algebras, PDEs, noncommutative analysis,
noncommutative geometry, mathematical physics, and their applications in the sciences (see also the
conclusions).

2. Nonassociative Metagroups

To avoid misunderstandings, we give necessary definitions. A reader familiar with
References [1,20,21] may skip Definition 1. For short, it will be written as a metagroup instead
of a nonassociative metagroup.

Definition 1. Let G be a set with a single-valued binary operation (multiplication) G2 � (a, b) �→ ab ∈ G
defined on G satisfying the following conditions:

For each a and b in G, there is a unique x ∈ G with ax = b (1)

and a unique y∈ G exists satisfying ya = b, which are denoted by

x = a\b = Divl(a, b) and y = b/a = Divr(a, b) correspondingly, (2)

There exists a neutral (i.e., unit) element eG = e ∈ G:

eg = ge = g for each g ∈ G. (3)

If the set G with the single-valued multiplication satisfies the conditions of Equations (1) and (2),
then it is called a quasi-group. If the quasi-group G satisfies also the condition of Equation (3), then it
is called an algebraic loop (or in short, a loop).

The set of all elements h ∈ G commuting and associating with G is as follows:

Com(G) := {a ∈ G : ∀b ∈ G, ab = ba}, (4)

Nl(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ab)c = a(bc)}, (5)

Nm(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (ba)c = b(ac)}, (6)

Nr(G) := {a ∈ G : ∀b ∈ G, ∀c ∈ G, (bc)a = b(ca)}, (7)

N(G) := Nl(G) ∩ Nm(G) ∩ Nr(G); (8)

C(G) := Com(G) ∩ N(G) is called the center C(G) of G.

We call G a metagroup if a set G possesses a single-valued binary operation and satisfies the
conditions of Equations (1)–(3) and

(ab)c = t(a, b, c)a(bc) (9)

for each a, b, and c in G, where t(a, b, c) = tG(a, b, c) ∈ C(G). If G is a quasi-group satisfying the
condition of Equation (9), then it will be called a strict quasi-group.

Then, the metagroup G will be called a central metagroup, if it satisfies also the following
condition:

ab = t2(a, b)ba (10)

for each a and b in G, where t2(a, b) ∈ C(G).
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If H is a submetagroup (or a subloop) of the metagroup G (or the loop G) and gH = Hg for each
g ∈ G, then H will be called almost normal. If, in addition, (gH)k = g(Hk) and k(gH) = (kg)H for
each g and k in G, then H will be called a normal submetagroup (or a normal subloop respectively).

Henceforward, notations Invl(a) = Divl(a, e) and Invr(a) = Divr(a, e) will be used.
Elements of a metagroup G will be denoted by small letters; subsets of G will be denoted by

capital letters. If A and B are subsets in G, then A − B means the difference of them: A − B = {a ∈
A : a /∈ B}. Henceforward, maps and functions on metagroups are supposed to be single-valued
unless otherwise specified.

Lemma 1. If G is a metagroup, then for each a and b ∈ G, the following identities are fulfilled:

b\e = (e/b)t(e/b, b, b\e) (11)

(a\e)b = (a\b)t(e/a, a, a\e)/t(e/a, a, a\b); (12)

b(e/a) = (b/a)t(b/a, a, a\e)/t(e/a, a, a\e). (13)

Proof. The conditions of Equations (1)–(3) imply that

b(b\a) = a, b\(ba) = a; (14)

(a/b)b = a, (ab)/b = a (15)

for each a and b in G. Using the condition of Equation (9) and the identities of Equations (14) and
(15), we deduce the following:

e/b = (e/b)(b(b\e)) = (b\e)/t(e/b, b, b\e)

which leads to Equation (11).
Let c = a\b; then, from the identities of Equations (11) and (14), it follows that

(a\e)b = (e/a)t(e/a, a, a\e)(ac) = ((e/a)a)(a\b)t(e/a, a, a\e)/t(e/a, a, a\b)

which provides Equations (12).
Now, let d = b/a; then, the identities of Equations (11) and (15) imply that

b(e/a) = (da)(a\e)/t(e/a, a, a\e) = (b/a)t(b/a, a, a\e)/t(e/a, a, a\e)

which demonstrates Equation (13).

Lemma 2. Assume that G is a metagroup. Thenm for every a, a1, a2, and a3 in G and p1, p2, and p3 in C(G),
we have the following:

t(p1a1, p2a2, p3a3) = t(a1, a2, a3); (16)

t(a, a\e, a)t(a\e, a, e/a) = e. (17)

Proof. Since (a1a2)a3 = t(a1, a2, a3)a1(a2a3) and t(a1, a2, a3) ∈ C(G) for every a1, a2, a3 in G, then

t(a1, a2, a3) = ((a1a2)a3)/(a1(a2a3)). (18)

Therefore, for every a1, a2, a3 in G and p1, p2, and p3 in C(G), we infer the following:

t(p1a1, p2a2, p3a3) = (((p1a1)(p2a2))(p3a3))/((p1a1)((p2a2)(p3a3)))

= ((p1 p2 p3)((a1a2)a3))/((p1 p2 p3)(a1(a2a3))) = ((a1a2)a3)/(a1(a2a3)),
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since

b/(pa) = p−1b/a and b/p = p\b = bp−1 (19)

For each p ∈ C(G), a and b in G, because C(G) is the commutative group. Thus, t(p1a1, p2a2, p3a3) =

t(a1, a2, a3).
From the condition in Equation (9), Lemma 1, and the identity of Equation (16), it follows that

t(a, a\e, a) = ((a(a\e))a)/(a((a\e)a)) = a/[at(e/a, a, a\e)] = e/t(a\e, a, e/a)

for each a ∈ G, implying Equation (17).

Theorem 1. If G is a metagroup and C0 is a subgroup in a center C(G) such that t(a, b, c) ∈ C0 for each a, b,
and c in G, then its quotient G/C0 is a group.

Proof. As traditionally, the following notation is used:

AB = {x = ab : a ∈ A, b ∈ B}, (20)

Invl(A) = {x = a\e : a ∈ A}, (21)

Invr(A) = {x = e/a : a ∈ A} (22)

for subsets A and B in G. Then from the conditions of Equations (4)–(8), it follows that, for each a, b,
and c in G, the following identities take place:

((aC0)(bC0))(cC0) = (aC0)((bC0)(cC0)) and aC0 = C0a. Evidently eC0 = C0. In view of Lemmas 1 and 2
(aC0)\e = e/(aC0), consequently, for each aC0 ∈ G/C0 a unique inverse (aC0)

−1 exists. Thus the quotient
G/C0 of G by C0 is a group.

Lemma 3. Let G be a metagroup, then Invr(G) and Invl(G) are metagroups.

Proof. At first, we consider Invr(G). Let a1 and a2 belong to G. Then, there are unique e/a1 and e/a2,
since the map Invr is single-valued (see Definition 1). Since Invr ◦ Invl(a) = a and Invl ◦ Invr(a) = a
for each a ∈ G, then Invr : G → G and Invl : G → G are bijective and surjective maps.

We put â1 ◦ â2 = (e/a2)(e/a1) for each a1 and a2 in G, where âj = Invr(aj) for each j ∈ {1, 2}.
This provides a single-valued map from Invr(G)× Invr(G) into Invr(G). Then, for each a, b, x, and y
in G, the equations â ◦ x̂ = b̂ and ŷ ◦ â = b̂ are equivalent to (e/x)(e/a) = e/b and (e/a)(e/y) = e/b,
respectively. That is, x̂ = (e/b)/(e/a) and ŷ = (e/a)\(e/b) are unique. On the other hand, e/e = e
and ê ◦ b̂ = e/b = b̂ ◦ ê = b̂ for each b ∈ G.

Then, we infer the following:

â1 ◦ (â2 ◦ â3) = ((e/a3)(e/a2))(e/a1) =

tG(e/a3, e/a2, e/a1)(e/a3)((e/a2)(e/a1)) = tG(â3, â2, â1)(â1 ◦ â2) ◦ â3,

Consequently, tInvr(G)(â1, â2, â3) = e/tG(â3, â2, â1). Evidently, Invr(C(G)) = C(G) and C(Invr(G)) =

C(G). Thus, the conditions of Equations (1)–(3) and (9) are satisfied for Invr(G).
Similarly, putting Invl(aj) = ǎj and ǎ1 ◦ ǎ2 = (a2\e)(a1\e) for each aj ∈ G and j ∈ {1, 2, 3}, the

conditions of Equations (1)–(3) and (9) are verified for Invl(G).

Lemma 4. Assume that G is a metagroup and that a ∈ G, b ∈ G, and c ∈ G. Then

e/(ab) = (e/b)(e/a)t(e/a, a, b)/t(e/b, e/a, ab) (23)
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and
(ab)\e = (b\e)(a\e)t(ab, b \ e, a\e)/t(a, b, b\e). (24)

(a/(bc) = ((a/c)/b)t(a/(bc), b, c), (25)

(bc)\a = (c\(b\a))/t(b, c, (bc) \ a). (26)

Proof. From Equations (9) and (15), we deduce that
((e/b)(e/a))(ab) = t(e/b, e/a, ab)(e/b)((e/a)(ab)) = t(e/b, e/a, ab)/t(e/a, a, b), which implies

Equation (23). Then, from Equations (9) and (14), we infer the following:

(ab)((b\e)(a\e)) = ((ab)(b\e))(a\e)/t(ab, b\e, a\e) = t(a, b, b\e)/t(ab, b\e, a\e)

which implies Equation (24).
Utilizing Equations (14) and (9), we get b(c((bc) \ a)) = a/t(b, c, (bc)\a); hence, c((bc)\a) = (b \

a)/t(b, c, (bc)\a), implying Equation (26).
Equations (15) and (9) imply that ((a/(bc))b)c = t(a/(bc), b, c)a; consequently,

(a/c)t(a/(bc), b, c) = (a/(bc))b, and hence,

((a/c)/b)t(a/(bc), b, c) = a/(bc).

3. Smashed Products and Smashed Twisted Products of Metagroups

Theorem 2. Let Gj be a family of metagroups (see Definition 1), where j ∈ J, J is a set. Then, their direct
product G = ∏j∈J Gj is a metagroup and

C(G) = ∏
j∈J

C(Gj). (27)

Proof. It is given in Theorem 8 in Reference [21].

Remark 1. Let A and B be two metagroups, and let C be a commutative group such that

Cm(A) ↪→ C, Cm(B) ↪→ C, C ↪→ C(A) and C ↪→ C(B), (28)

where Cm(A) denotes a minimal subgroup in C(A) containing tA(a, b, c) for every a, b, and c in A.
Using direct products, it is always possible to extend either A or B to get such a case. In particular, either

A or B may be a group. On A × B, an equivalence relation Ξ is considered such that

(γv, b)Ξ(v, γb) and (γv, b)Ξγ(v, b) and (γv, b)Ξ(v, b)γ (29)

for every v in A, b in B, and γ in C.

Let φ : A → A(B) be a single-valued mapping, (30)

where A(B) denotes a family of all bijective surjective single-valued mappings of B onto B subjected to the
conditions of Equations (31)–(34) given below. If a ∈ A and b ∈ B, then it will be written shortly ba instead of
φ(a)b, where φ(a) : B → B. Let also

ηA,B,φ : A × A × B → C, κA,B,φ : A × B × B → C
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and
ξA,B,φ : ((A × B)/Ξ)× ((A × B)/Ξ) → C

be single-valued mappings written shortly as η, κ, and ξ correspondingly such that

(bu)v = bvuη(v, u, b), eu = e, be = b; (31)

η(v, u, γb) = η(v, u, b); (32)

(cb)u = cubuκ(u, c, b); (33)

κ(u, γc, b) = κ(u, c, γb) = κ(u, c, b) (34)

and κ(u, γ, b) = κ(u, b, γ) = e;

ξ((γu, c), (v, b)) = ξ((u, c), (γv, b)) = ξ((u, c), (v, b))

and
ξ((γ, e), (v, b)) = e and ξ((u, c), (γ, e)) = e (35)

for every u and v in A, b, and c in B, γ in C, where e denotes the neutral element in C and in A and B.
We put

(a1, b1)(a2, b2) = (a1a2, ξ((a1, b1), (a2, b2))b1ba1
2 ) (36)

for each of a1 and a2 in A and of b1 and b2 in B.
The Cartesian product A × B supplied with such a binary operation of Equation (36) will be denoted by

A
⊗φ,η,κ,ξ B.

Then, we put
(a1, b1) � (a2, b2) = (a1a2, ξ((a1, b1), (a2, b2))b

a1
2 b1) (37)

for each of a1 and a2 in A and of b1 and b2 in B.
The Cartesian product A × B supplied with a binary operation of Equation (37) will be denoted by

A �φ,η,κ,ξ B.

Theorem 3. Let the conditions of Remark 1 be fulfilled. Then, the Cartesian product A × B supplied with
a binary operation of Equation (36) is a metagroup. Moreover, there are embeddings of A and B into
A
⊗φ,η,κ,ξ B = C1 such that B is an almost normal submetagroup in C1. If in addition Cm(C1) ⊆ Cm(B) ⊆ C,

then B is a normal submetagroup.

Proof. The first part of this theorem was proven in Theorem 9 in Reference [21]. Naturally, A is
embedded into C1 as {(a, e) : a ∈ A} and B is embedded into C1 as {(e, b) : b ∈ B}. Let a ∈ A and b0 ∈
B; then, (a, b0)B = {(a, ξ((a, b0), (e, b))b0ba) : b ∈ B} and B(a, b0) = {(a, ξ((e, b), (a, b0))bb0) : b ∈ B},
since be

0 = b0 by (31). From Ba = B, b0B = B, Bb0 = B, C ⊂ C(B) and Equations (30) and (35),
it follows that (a, b0)B = B(a, b0), where Ba = {ba : b ∈ B}. Thus, B is an almost normal submetagroup
in C1 (see Definition 1). If in addition Cm(C1) ⊆ Cm(B) ⊆ C, then evidently B is a normal submetagroup
(see also the condition of Equation (29)), since tC1(g, b, h) ∈ Cm(C1) and tC1(h, g, b) ∈ Cm(C1) for each
g and h in G, b ∈ H.

Theorem 4. Suppose that the conditions of Remark 1 are satisfied. Then, the Cartesian product A × B supplied
with a binary operation of Equation (37) is a metagroup. Moreover, there exist embeddings of A and B into
A �φ,η,κ,ξ B = C2 such that B is an almost normal submetagroup in C2. If additionally Cm(C2) ⊆ Cm(B) ⊆ C,
then B is a normal submetagroup.
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Proof. The conditions of Remark 1 imply that the binary operation of Equation (37) is single-valued.
We consider the following formulas:
I1 = ((a1, b1) � (a2, b2)) � (a3, b3) and I2 = (a1, b1) � ((a2, b2) � (a3, b3)), where a1, a2, and a3 are in

A and where b1, b2, and b3 are in B. Utilizing Equations (31)–(35) and (37), we get the following:

I1 = ((a1a2)a3, ξ((a1a2, ba1
2 b1), (a3, b3))ξ((a1, b1), (a2, b2))b

a1a2
3 (ba1

2 b1))

and

I2 = (a1(a2a3), ξ((a1, b1), (a2a3, ba2
3 b2))[ξ((a2, b2), (a3, b3))]

a1(ba1a2
3 ba1

2 )b1κ(a1, ba2
3 , b2)η(a1, a2, b3)).

Therefore
I1 = t((a1, b1), (a2, b2), (a3, b3))I2 (38)

with

t((a1, b1), (a2, b2), (a3, b3)) = tA(a1, a2, a3)ξ((a1, b1), (a2, b2))

ξ((a1a2, ba1
2 b1), (a3, b3))/{tB(b

a1a2
3 , ba1

2 , b1)

ξ((a1, b1), (a2a3, ba2
3 b2))[ξ((a2, b2), (a3, b3))]

a1 κ(a1, ba2
3 , b2)η(a1, a2, b3))},

(39)

Consequently, t((a1, b1), (a2, b2), (a3, b3)) ∈ C for each aj ∈ A, bj ∈ B, j ∈ {1, 2, 3}. We denote

t((a1, b1), (a2, b2), (a3, b3))

in more details by
tA�φ,η,κ,ξ B((a1, b1), (a2, b2), (a3, b3))

(see Equation (39)).
Evidently, Equation (3) is a consequence of Equations (35) and (37).
Note that, if γ ∈ C, then

γ((a1, b1) � (a2, b2)) = (γa1a2, ξ((a1, b1), (a2, b2))b
a1
2 b1) =

(a1a2, ba1
2 b1)γξ((a1, b1), (a2, b2)) = ((a1, b1) � (a2, b2))γ.

Therefore, γ ∈ C(A �φ,η,κ,ξ B). Consequently, C ⊆ C(A �φ,η,κ,ξ B).
Then, we seek a solution of the following equation:

(a1, b1) � (a, b) = (e, e), (40)

where a ∈ A, b ∈ B.
From Equations (2) and (37), it follows that

a1 = e/a (41)

Consequently, ξ((e/a, b1), (a, b))b(e/a)b1 = e. Therefore, Equations (1) and (35) imply that

b1 = [ξ((e/a, b(e/a)), (a, b))b(e/a)]\e. (42)

Thus, a1 ∈ A and b1 ∈ B prescribed by Equations (41) and (42) provide a unique solution of
Equation (40).

Analogously for the following equation

(a, b)(a2, b2) = (e, e), (43)
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where a ∈ A, b ∈ B, we deduce that
a2 = a\e. (44)

Consequently, ξ((a, b), (a\e, b2))ba
2b = e, and hence, ba

2 = e/[ξ((a, b), (a\e, b2))b]. From Equations (31)
and (32), it follows that (ba

2)
e/a = η(e/a, a, b2)b2; consequently,

b2 = (e/b)e/a/{[(ξ((a, b), (a\e, (e/b)e/a))]e/aη(e/a, a, (e/b)e/a)}. (45)

Thus, a unique solution of Equation (43) is given by Equations (44) and (45).
Then, we have (a1, b1) = (e, e)/(a, b) and (a2, b2) = (a, b)\(e, e) and get the following:

(a, b) \ (c, d) = ((a, b)\(e, e))(c, d)

t((e, e)/(a, b), (a, b), ((a, b)\(e, e))(c, d))/t((e, e)/(a, b), (a, b), (a, b)\(e, e)); (46)

(c, d)/(a, b) = (c, d)((e, e)/(a, b))

t((e, e)/(a, b), (a, b), (a, b)\(e, e))/t((c, d)(e/(a, b)), (a, b), (a, b)\(e, e)) (47)

and eG = (e, e), where G = A �φ,η,κ,ξ B. This means that the properties of Equations (1)–(3) and (9)
are fulfilled for A �φ,η,κ,ξ B.

Evidently, there are embeddings of A and B into C2 as (A, e) and (e, B), respectively. Suppose that
a ∈ A and b0 ∈ B, then

(a, b0) � B = {(a, ξ((a, b0), (e, b))bab0) : b ∈ B} and
B � (a, b0) = {(a, ξ((e, b), (a, b0))b0b) : b ∈ B}.

Therefore, (a, b0) � B = B � (a, b0) by the conditions of Equations (30) and (35), since Ba = B and
C ⊂ C(B). Thus, B is an almost normal submetagroup in C2 (see Definition 1). If additionally Cm(C2) ⊆
Cm(B) ⊆ C, then apparently B is a normal submetagroup (see also the condition of Equation (29)),
since tC2(g, b, h) ∈ Cm(C2) and tC2(h, g, b) ∈ Cm(C2) for each g and h in G, b ∈ B.

Definition 2. We call the metagroup A
⊗φ,η,κ,ξ B provided by Theorem 3 (or A �φ,η,κ,ξ B by Theorem 4)

a smashed product (or a smashed twisted product correspondingly) of metagroups A and B with smashing factors
φ, η, κ, and ξ.

Remark 2. From Theorems 2–4, it follows that, taking nontrivial η, κ, and ξ and starting even from groups
with nontrivial C(Gj) or C(A), it is possible to construct new metagroups with nontrivial C(G) and ranges
tG(G, G, G) of tG that may be infinite.

With suitable smashing factors φ, η, κ, and ξ and with nontrivial metagroups or groups A and B, it is easy
to get examples of metagroups in which e/a �= a\e for an infinite family of elements a in A

⊗φ,η,κ,ξ B or in
A �φ,η,κ,ξ B. Evidently, smashed products and smashed twisted products (see Definition 2) are nonassociative
generalizations of semidirect products. Combining Theorems 3 and 4 with Lemmas 3 and 4 provides other types
of smashed products by taking b̂1 ◦ b̂a1

2 instead of b1ba1
2 or b̌a1

2 ◦ b̌1 instead of ba1
2 b1 on the right sides of Equations

(36) and (37), correspondingly, etc.

4. Smashed Twisted Wreath Products of Metagroups

Lemma 5. Let D be a metagroup and A be a submetagroup in D. Then, there exists a subset V in D such that
D is a disjoint union of vA, where v ∈ V, that is,

D =
⋃

v∈V vA (48)
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and
(∀v1 ∈ V, ∀v2 ∈ V, v1 �= v2) ⇒ (v1 A ∩ v2 A) = ∅). (49)

Proof. The cases A = {e} and A = D are trivial. Let A �= {e} and A �= D, and let C(D) be a center of
D. From the conditions of Equations (4)–(8), it follows that z ∈ C(D) ∩ A implies z ∈ C(A).

Assume that b ∈ D and z ∈ C(D) are such that zbA ∩ bA �= ∅. It is equivalent to (∃s1 ∈ A, ∃s2 ∈
A, zbs1 = bs2). From Equation (14), it follows that (zbs1 = bs2) ⇔ (zs1 = s2) ⇔ (z = s2/s1 ∈ A)

because z ∈ C(D). Thus,

(∃b ∈ D, ∃z ∈ C(D), zbA ∩ bA = ∅) ⇔ (∃b ∈ D, ∃z ∈ C(D)− A). (50)

Suppose now that b1 ∈ D, b2 ∈ D and b1 A ∩ b2 A �= ∅. This is equivalent to (∃s1 ∈ A, ∃s2 ∈ A,
b1s1 = b2s2). By the identity of Equation (15), the latter is equivalent to b1 = (b2s2)/s1. On the other
hand,

(b2s2)/s1 = (b2s2)(e/s1)t(e/s1, s1, s1 \ e)/t((b2s2)/s1, s1, s1\e)
= b2(s2(e/s1))t(b2, s2, e/s1)t(e/s1, s1, s1 \ e)/t((b2s2)/s1, s1, s1\e)

by Equations (9), (13), and (15). Together with (50) this gives the equivalence:

(∃b1 ∈ D, ∃b2 ∈ D, b1 A ∩ b2 A �= ∅) ⇔ (∃b1 ∈ D, ∃b2 ∈ D, ∃s ∈ A, ∃z ∈ C(D)− A, b1 = zb2s). (51)

Let Υ be a family of subsets K in D such that k1 A ∩ k2 A = ∅ for each k1 �= k2 in K. Let Υ be
directed by inclusion. Then, Υ �= ∅, since A ⊂ D and A �= D. Therefore, from Equations (50) and (51)
and the Kuratowski-Zorn lemma (see Reference [27]), the assertion of this lemma follows, since a
maximal element V in Υ gives Equations (48) and (49).

Definition 3. A set V from Lemma 5 is called a right transversal (or complete set of right coset representatives)
of A in D.

The following corollary is an immediate consequence of Lemma 5.

Corollary 1. Let D be a metagroup, A be a submetagroup in D, and V be a right transversal of A in D. Then,

∀a ∈ D, ∃1s ∈ A, ∃1b ∈ V, a = sb f or a given triple (A, D, V). (52)

Remark 3. We denote b in the decomposition of Equation (52) by b = τ(a) = aτ and s = ψ(a) = aψ, where
τ and ψ are the shortened notations of τA,D,V and ψA,D,V, respectively. That is, there are single-valued maps

τ : D → V and ψ : D → A. (53)

These maps are idempotent τ(τ(a)) = τ(a) and ψ(ψ(a)) = ψ(a) for each a ∈ D.

I f b = aτ , then we denote e/b by ae/τ and b\e by aτ\e. (54)

According to Equation (2), s = a/b; hence, aψ = a/aτ . From Equation (13) ,it follows that a/b =

a(e/b)t(e/b, b, b \ e)/t(a/b, b, b\e); consequently, by Lemma 2,

s = aae/τt(ae/τ , aτ , aτ\e)/t(aae/τ , aτ , aτ\e). (55)

Notice that the metagroup need not be power-associative. Then, e/s and s\e can be calculated with the
help of the identity of Equation (11). Suppose that a and y belong to D, s = aψ, b = aτ , s2 = yψ, and b2 = yτ .
Then, (aτy) = b(s2b2). According to Equation (52) there exists a unique decomposition b(s2b2) = s3b3,
where s3 ∈ A, b3 ∈ V; hence, (aτy)τ = b3. On the other hand, by Equation (9) ay = s(b(s2b2))t(s, b, y) =
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(ss3)b3t(s, b, y)/t(s, s3, b3). We denote a subgroup C(D) ∩ A in C(D) by CA(D) or shortly CA, when D is
specified. From Lemma 2 and Equation (51), it follows that

C(D)τ is isomorphic with C(D)/CA, (56)

where C(D)τ = {aτ : a ∈ C(D)}.
Let Cm(A) be a minimal subgroup in C(A) generated by a set {tA(a, b, c) : a ∈ A, b ∈ A, c ∈ A}.

From Equation (9), it follows that Cm(A) ⊂ CA(D) and AC(D) is a submetagroup in D. By virtue of Theorem
1, (AC(D))/CA(D) and A/CA(D) are groups such that A/CA(D) ↪→ (AC(D))/CA(D). For each d ∈ D,
there exists a unique decomposition

d = dψdτ (57)

by Equation (53). Take in particular γ ∈ C(D); then, γ = γψγτ , where γψ ∈ CA(D), γτ ∈ V. Therefore,
C(D)/CA(D) ⊂ V and there exists a subset V0 in V such that (C(D)/CA(D))V0 = V, since C(D)/CA(D)

is a subgroup in (AC(D))/CA(D) (see Equation (56)). Equation (57) implies that (dτ)ψ = e and (dψ)τ = e
for each d ∈ D. Using this, we subsequently deduce that

(dψγ)ψ = dψγψ, (58)

(dψγ)τ = γτ , (59)

(dτγ)ψ = γψ, (60)

(dτγ)τ = dτγτ (61)

for each d ∈ D and γ ∈ C(D). Hence,
(dγ) = (dγ)ψ(dγ)τ = (dψdτ)(γψγτ) = (dψγψ)(dτγτ) = (dψγ)ψ(dτγ)τ ,

where dψγψ ∈ A and dτγτ ∈ V. From a uniqueness of this representation, it follows that

(dγ)ψ = dψγψ (62)

and
(dγ)τ = dτγτ f or each d ∈ D and γ ∈ C(D). (63)

Using Equation (63) we infer that

(aτy)τ = (ay)τ [tD(aψ, (aτy)ψ, (ay)τ)/tD(aψ, aτ , y)]τ . (64)

On the other hand, if γ ∈ C(D), then γψ = γ/γτ and Equations (64) and (60) imply particularly that

(aτγ)τ = (aγ)τ f or each a ∈ D and γ ∈ C(D), (65)

since tD(a, d, γ) = e for each a and d in D and γ ∈ C(D). Then, from s = aψ, aτy = s3b3, it follows
that aψ(aτy)ψ = ss3 and (ay)ψ = [(ss3)b3tD(s, b, y)/tD(s, s3, b3)]

ψ; consequently, by Lemma 2 and
Equation (62),

aψ(aτy)ψ = (ay)ψ[tD(aψ, (aτy)ψ, (ay)τ)/tD(aψ, aτ , y)]ψ (66)

for each a and y in D. Particularly,

aψ(aτγ)ψ = (aγ)ψ f or each a ∈ D and γ ∈ C(D). (67)

From Equations (64) and (65), it follows that the metagroup D acts on V transitively by right shift
operators Ry, where Rya = ay for each a and y in D. Therefore, we put

(aτ)[c] := (aτc)τ f or each a and c in D. (68)
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Then from Equations (64), (65), (68), and (9) and Lemma 2, we deduce that, for each a, c, and d in D

(aτ)[cd] = ((aτ)[c])[d][tD((aτc)ψ, (aτc)τ , d)/(tD((aτc)ψ, ((aτc)τd)ψ, ((aτc)d)τ)tD(aτ , c, d))]τ . (69)

In particular, (aτ)[e] = aτ for each a ∈ D. Next, we put eτ = b∗. It is convenient to choose b∗ = e. Hence,
b[s]∗ = (eτ)[s] = (eτs)τ = sτ = e = eτ for each s ∈ A. Thus, the submetagroup A is the stabilizer of e and
Equation (68) implies that

e[s] = e and e[q] = q f or each s ∈ A and q ∈ V. (70)

Remark 4. Let B and D be metagroups, A be a submetagroup in D, and V be a right transversal of A in D.
Let also the conditions of Equations (28)–(35) be satisfied for A and B. By Theorem 2, there exists a metagroup

F = BV , where BV = ∏v∈V Bv, Bv = B f or each v ∈ V. (71)

It contains a submetagroup
F∗ = { f ∈ F : card(σ( f )) < ℵ0},

where σ( f ) = {v ∈ V : f (v) �= e} is a support of f ∈ F and card(Ω) denotes the cardinality of a set Ω.
Let Th f = f h for each f ∈ F and h : V → A. We put
Ŝd(Th f J) = ThS−1

d
f Sd J,

where J : V × F → B, J( f , v) = f Jv, Sd Jv = Jv[d\e] for each d ∈ D, f ∈ F and v ∈ V. Then, for each f ∈ F,
d ∈ D we put

f {d} = Ŝd(Tgd f E), (72)

where
s(d, v) = e/(v/d)ψ, gd(v) = s(d, v),

f Ev = f (v) f or each v ∈ V (73)

(see also Equations (52) and (68)). Hence,
f {e} = f , (74)

since ve\e = v and s(e, v) = e.

Lemma 6. Let the conditions of Remark 4 be satisfied. Then, for each of f and f1 in F and of d and d1 in D,
v ∈ V,

( f f1)
{d}(v) = κ(s(d, v), f (v[d\e]), f1(v[d\e])) f {d}(v) f {d}

1 (v) (75)

and
f {dd1}(v) = {[( f {d1}){d}]w2(d,d1,v)(vw1(d, d1, v))}w3(d, d1, v), (76)

where wj = wj(d, d1, v) ∈ C(D), j ∈ {1, 2, 3}, wτ
1 = w1.

Proof. Equations (72) and (33) imply the identity of Equation (75).
Let v ∈ V, d and d1 belong to D, and f ∈ F; then, from Equations (72) and (73), it follows that

f {dd1}(v) = f s(dd1,v)(v[(dd1)\e]) (77)

and
( f {d1}){d}(v) = ( f s(d1,v))s(d,v[d1\e])((v[d1\e])[d\e]). (78)

From Equations (24), (69), (58), (61), (11), and (13) and Lemma 2, we deduce that

(dd1)\e = (d1\e)(d \ e)tD(dd1, d1\e, d\e)/tD(d, d1, d1\e)
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and
v[(dd1)\e] = (v[d1\e])[d\e]w1(d, d1, v), (79)

where w1(d, d1, v) = γτ , where

γ = tD(dd1, d1\e, d \ e)tD((v/d1)
ψ, (v/d1)

τ , d\e)
/[tD(d, d1, d1\e)tD(v, e/d1, e/d)tD((v/d1)

ψ, ((v/d1)
τ/d)ψ, (v/(dd1))

τ)].

Then Equations (73), (66), (25), (13), and (62) and Lemma 2 imply that

s(dd1, v) = e/([(v/d1)(e/d)]ψγ
ψ
1 , (80)

where γ1 = tD(v/(dd1), d, d1)tD(e/d, d, d \ e)/tD(v/(dd1), d, d\e) by (13), (25) and Lemma 2;

[(v/d1)(e/d)]ψ = (v/d1)
ψ[(v/d1)

τ(e/d)]ψγ
ψ
2 , (81)

where
γ2 = tD((v/d1)

ψ, (v/d1)
τ , e/d)/tD((v/d1)

ψ, ((v/d1)
τ(e/d))ψ, ((v/d1)(e/d))τ).

Note that
s(dd1, v) = (e/[(v/d1)

τ(e/d)]ψ)(e/(v/d1)
ψ)γ3/{γ

ψ
1 γ

ψ
2 } (82)

by Equations (81) and (23), where

γ3 = tD(e/(v/d1)
ψ, (v/d1)

ψ, [(v/d1)
τ(e/d)]ψ)

/tD(e/[(v/d1)
τ(e/d)]ψ, e/(v/d1)

ψ, (v/d1)
ψ[(v/d1)

τ(e/d)]ψ).

Then,
(v/d1)

τ = [v(d1\e)]τγτ
4 = v[d1\e]γτ

4

by Equations (11), (13), (63), and (68), where γ4 ∈ Cm(D). Hence,

[(v/d1)
τ(e/d)]ψ = [v[d1\e](e/d)]ψγ

ψ
5 ,

since
(γτ

4 )
ψ = e, (83)

where γ5 = tD(v[d1\e]/d, d, d\e)/tD(e/d, d, d \ e).
Thus, the identities of Equations (80)–(83) imply that

s(dd1, v) = s(d, v[d1\e])s(d1, v)w2(d, d1, v), (84)

where
w2(d, d1, v) = γ3/(γψ

1 γ
ψ
2 γ

ψ
5 ), w2(d, d1, v) ∈ C(D).

By Lemmas 1 and 2 and Equation (73), representations of γj simplify:

γ2 = tD(e/s(d1, v), v[d1\e], e/d)/tD(e/s(d1, v), e/s(d, v[d1\e]), v[(dd1)\e]),
γ3 = tD(s(d1, v), e/s(d1, v), e/s(d, v[d1\e]))

/tD(s(d, v[d1\e]), s(d1, v), e/(s(d, v[d1\e])s(d1, v))).

Therefore, w2(d, d1, v) ∈ C(D) ∩ A for each d and d1 in D and v ∈ V, since s(d, d1, v), s(d, v[d1\e]),
and s(d1, v) belong to A. Then, from Equations (77), (84), (31), (32), we infer that

f {dd1}(v) = {[( f s(d1,v))s(d,v[d1\e])]w2(d,d1,v)((v[d1\e])[d\e]w1(d, d1, v))}w3(d, d1, v), (85)
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where w3(d, d1, v) = e/[η(s(d, v[d1\e])w2, s(d1, v), b)η(s(d, v[d1\e]), w2, bs(d1,v))],
w2 = w2(d, d1, v), b = f ((v[d1\e])[d\e]w1(d, d1, v)). Equations (68) and (61) imply that (vγ)[a] =

v[a]γτ for each v ∈ V and γ ∈ C(D), a ∈ D; consequently, ((vw1)
[d1\e])[d\e] = (v[d1\e])[d\e]w1, and

hence, vw1 ∈ V for each v ∈ V, d and d1 in D, w1 = w1(d, d1, v) by Equation (79), since w1 = γτ .
Thus Equation (76) follows from Equations (78) and (85).

Definition 4. Suppose that the conditions of Remark 4 are satisfied and on the Cartesian product C = D × F
(or C∗ = D × F∗) a binary operation is given by the following formula:

(d1, f1)(d, f ) = (d1d, ξ((dψ
1 , f1), (dψ, f )) f1 f {d1}), (86)

where ξ((dψ
1 , f1), (dψ, f ))(v) = ξ((dψ

1 , f1(v)), (dψ, f (v))) for every d and d1 in D, f and f1 in F (or F∗

respectively), and v ∈ V.

Theorem 5. Let C, C∗, D, F, and F∗ be the same as in Definition 4. Then, C and C∗ are loops and there are
natural embeddings D ↪→ C, F ↪→ C, D ↪→ C∗, and F∗ ↪→ C∗ such that F (or F∗) is an almost normal subloop
in C (or C∗ respectively).

Proof. The operation of Equation (86) is single-valued. Let a = (d, f ) and b = (d0, f0), where d and d0

are in D and where f and f0 are in F (or F∗).
The equation ay = b is equivalent to dd2 = d0 and

ξ((dψ, f ), (dψ
2 , f2)) f f {d}

2 = f0,

where d2 ∈ D, f2 ∈ F (or f2 ∈ F∗ respectively), y = (d2, f2), ξ((dψ, f ), (dψ
2 , f2))(v) =

ξ((dψ, f (v)), (dψ
2 , f2(v))) for each v ∈ V. Therefore, d2 = d\d0, f {d}

2 = [ξ((dψ, f ), ((d\d0)
ψ, f2)) f ]\ f0

by Equation (1) and Theorem 2. On the other hand, f {e}
2 = f2 by Equation (74) and f2(v) =

{[( f {d}
2 ){d3}]w2(vw1)}w3 by Equation (76), where wj = wj(d, d3, v), j ∈ {1, 2, 3}, d3 = d\e, and

dd3 = e by Equation (14). Thus, using Equation (35), we get that

y = (d\d0, {{([ξ((dψ, f ), ((d\d0)
ψ, [( f \ f0)

{d\e}]w2 w3)) f ] \ f0)
{d\e}}w2(vw1)}w3)

belongs to C (or C∗ respectively), giving Equation (1).
Then, we seek a solution x ∈ C (or x ∈ C∗ respectively) of the equation xa = b. It is equivalent to

two equations: d1d = d0 and

ξ((dψ
1 , f1(v)), (d, f (v))) f1(v) f {d1}(v) = f0(v)

for each v ∈ V, where d1 ∈ D, f1 ∈ F (or f1 ∈ F∗ respectively), and x = (d1, f1). Therefore, d1 = d0/d
and f1(v) = f0(v)/[ξ(((d0/d)ψ, f1(v)), (d, f (v))) f {d0/d}(v)]. Thus,

x = (d0/d, f0/[ξ(((d0/d)ψ, f1), (d, f )) f {d0/d}])

belongs to C (or C∗ respectively), giving Equation (2).
Moreover, (e, e)(d, f ) = (d, f ) and (d, f )(e, e) = (d, f ) for each d ∈ D, f ∈ F (or f ∈ F∗

respectively) by Equations (35) and (86). Therefore, the condition of Equation (3) is also satisfied.
Thus, C and C∗ are loops.

Evidently D � d �→ (d, e) and F � f �→ (e, f ) ∈ C (or F∗ � f �→ (e, f ) ∈ C∗ respectively) provide
embeddings of D and F (or D and F∗ respectively) into C (or C∗ respectively).
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It remains to verify that F (or F∗ respectively) is an almost normal subloop in C (or C∗ respectively).
Assume that d1 ∈ D, f1 ∈ F. Then,

(d1, f1)F = {(d1, ξ((dψ
1 , f1), (e, f )) f1 f {d1}) : f ∈ F}

and
F(d1, f1) = {(d1, ξ((e, f ), (dψ

1 , f1)) f f1) : f ∈ F}.

Using the embedding CV ↪→ F and Equation (35), we infer that (d1, f1)F = F(d1, f1), since
F{d1} = F by Equation (68), Lemma 5, and Equation (30). It can be verified similarly that F∗ is the
almost normal subloop in C∗.

Definition 5. The product Equation (86) in the loop C (or C∗) of Theorem 5 is called a smashed twisted wreath
product of D and F (or a restricted smashed twisted wreath product of D and F∗ respectively) with smashing
factors φ, η, κ, and ξ, and it will be denoted by C = DΔφ,η,κ,ξ F (or C∗ = DΔφ,η,κ,ξ F∗ respectively). The loop C
(or C∗) is also called a smashed splitting extension of F (or of F∗ respectively) by D.

Theorem 6. Let the conditions of Remark 4 be satisfied and Cm(D) ⊆ C, where C is as in Equation (28). Then,
C and C∗ supplied with the binary operation of Equation (86) are metagroups.

Proof. In view of Theorem 5, C and C∗ are loops. To each element b in B, there corresponds an element
{b(v) : ∀v ∈ V, b(v) = b} in F which can be denoted by b also. From the conditions of Equations
(29)–(35), we deduce that

γa = γ and f γ = f for every γ ∈ C and a ∈ A. (87)

Hence, Equations (87) and (86) imply that (C(A), C(F)) ⊆ C(C). On the other hand, w1 = γτ

with γ ∈ Cm(D) and w2 = γ3/(γψ
1 γ

ψ
2 γ

ψ
5 ) with γ1,...,γ5 in Cm(D) (see Equation (84)); hence, the

condition Cm(D) ⊂ C implies that Equation (76) simplifies to

f {dd1}(v) = ( f {d}(v)){d1}w3(d, d1, v) (88)

for each f ∈ F, v ∈ V, and d and d1 in D, since C ⊆ C(A) by Equation (28). Next, we consider the
following products:

I1 = ((d2, f2)(d1, f1))(d, f ) = ((d2d1, ξ((dψ
2 , f2), (d

ψ
1 , f1)) f2 f {d2}

1 )(d, f ) (89)

and
I2 = (d2, f2)((d1, f1)(d, f )) = (d2, f2)(d1d, ξ((dψ

1 , f1), (dψ, f )) f1 f {d1}). (90)

Then, Equations (86), (90), and (33)–(35) imply that

I2 = (d2(d1d), ξ((dψ
1 , f1), (dψ, f ))ξ((dψ

2 , f2), ((d1d)ψ, f1 f {d1}))κ(s(d2, v), f1(v[d2\e]), f {d1}(v[d2\e])) f2(v)[ f {d2}
1 (v)( f {d1}){d2}(v)]. (91)

From Equations (88), (89), (76), and (35), we infer that

I1 = ((d2d1)d, ξ((dψ
1 , f1), (dψ, f ))ξ(((d2d1)

ψ, f2 f {d2}
1 ), (dψ, f ))( f2 f {d2}

1 )( f {d1}){d2}w3, (92)

where w3 = w3(d1, d2, v). Therefore, from Equations (91) and (92), we infer that

I1 = tC((d2, f2), (d1, f1), (d, f ))I2, (93)

where
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tC((d2, f2), (d1, f1), (d, f )) = tD(d2, d1, d)tB( f2, f1, f {d2d1})ξ((dψ
1 , f1), (dψ, f ))

ξ((dψ
2 , f2), ((d1d)ψ, f1 f {d1}))κ(s(d2, v), f1(v[d2\e]), f {d1}(v[d2\e]))

/[ξ((dψ
2 , f2), (d

ψ
1 , f1))ξ(((d2d1)

ψ, f2 f {d2}
1 ), (dψ, f ))w3(d1, d2, v)]; (94)

tB( f2, f1, f )(v) = tB( f2(v), f1(v), f (v)); (95)

ξ((dψ
2 , f2), (d

ψ
1 , f1))(v) = ξ((dψ

2 , f2(v)), (d
ψ
1 , f1(v))) (96)

for every f , f1, f2 in F, d, d1, d2 in D, and v ∈ V. Then from Equation (93), C(F) = (C(B))V

(see Theorem 2) and Equation (28), it follows that the loops C and C∗ satisfy the condition of Equation
(9), since (C, CV) ⊆ C(C). Thus, C and C∗ are metagroups.

Remark 5. Generally, if A �= {e} and A �= D, B, φ, η, κ, and ξ are nontrivial, where A, B, and D are
metagroups or particularly may be groups, then the loops C and C∗ of Theorem 5 can be non-metagroups.
If Equation (35) drops the conditions ξ((e, e), (v, b)) = e and ξ((v, b), (e, e)) = e for each v ∈ V and
b ∈ B, then the proofs of Theorems 3–5 demonstrate that C1 and C2 are strict quasi-groups and that C and C∗

are quasi-groups.

Definition 6. Let P1 and P2 be two loops with centers C(P1) and C(P2). Let also

μ(a, b) = ν(a, b)μ(a)μ(b) (97)

for each a and b in P1, where ν(a, b) ∈ C(P2). Then, μ will be called a metamorphism of P1 into P2. If in
addition μ is surjective and bijective, then it will be called a metaisomorphism and it will be said that P1 is
metaisomorphic to P2.

Theorem 7. Suppose that A, B, and D are metagroups and that A ⊂ D, V1, and V2 are right transversals of A
in D, Fj = BVj ,

Pj = DΔφ,η,κ,ξ Fj, P∗
j = DΔφ,η,κ,ξ F∗j , j ∈ {1, 2}.

Then, P1 is metaisomorphic to P2 and P∗
1 to P∗

2 .

Proof. By virtue of Theorem 5, Pj and P∗
j are loops, where j ∈ {1, 2}, CVj ⊂ C(Pj). From Equations (62)

and (73), it follows that

sj(δd, v) = sj(d, v/δ) = δψj sj(d, v) (98)

for each d ∈ D, v ∈ Vj, and δ ∈ C(D), where sj, v[a]j , dτj , and dψj correspond to Vj, j ∈ {1, 2}. Then,
Equations (68) and (63) imply that

v[δ/d]j = v[e/d]δτj (99)

for each d ∈ D, v ∈ Vj, and δ ∈ C(D), j ∈ {1, 2}. Therefore, from the identities of Equations (98), (99),
and (84) and Lemma 2, we infer that

w2(δd, δ1d1, δ2v) = w2(d, d1, v) (100)

for each of d and d1 in D, δ, δ1 and δ2 in C(D), and v ∈ V.
For each of f ∈ F1 and v ∈ V2, we put

μ f (v) = f e/vψ1 (vτ1). (101)
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From Lemma 5, it follows that Vτ1
2 = V1 and vτ1

1 �= vτ1
2 for each v1 �= v2 in V2, where Vτ1

2 = {vτ1 :
v ∈ V2}. Then, Equations (87), (62), (100), and (101) and Lemma 1 imply that

f {d}μ = f μ{d} (102)

for each f ∈ F1, d ∈ D, where f μ{d} = (μ f ){d}, f {d}μ = μ( f {d}) (see also Equation (72)). From the
identity of Equation (102) and the conditions of Equations (33) and (34), we infer that

μ((d1, f1)(d, f ))(v) = κ(e/vψ1 , f1(vτ1), f {d1}(vτ1))(μ(d1, f1))(μ(d, f )) (103)

for each of d and d1 in D, f and f1 in F1, and v ∈ V2, where μ(d, f ) = (d, μ f ), (d, f )(v) = (d, f (v)).
Hence,

ν((d1, f1), (d, f ))(v) = κ(e/vψ1 , f1(vτ1), f {d1}(vτ1)) ∈ C (104)

for each v ∈ V2 (see also Equations (28) and (30)). Thus, P1 is metaisomorphic to P2 and P∗
1 to P∗

2 .

Theorem 8. Suppose that D is a nontrivial metagroup. Then, there exists a smashed splitting extension C∗ of a
nontrivial central metagroup H by D such that [H, C∗]C(H) = H, where [a, b] = (e/a)((e/b)(ab)) for each
a and b in C∗.

Proof. Let d0 be an arbitrary fixed element in D − C(D). Assume that A is a submetagroup in D such
that A is generated by d0 and a subgroup C0 contained in a center C(D) of D, Cm(D) ⊆ C0 ⊆ C(D),
where Cm(D) is a minimal subgroup in a center C(D) of D such that tD(a, b, c) ∈ Cm(D) for each of a,
b, and c in D. Therefore,

akan = p(k, n, a)ak+n (105)

for each a ∈ A, k, and n in C = {0,−1, 1,−2, 2, ...}, where the following notation is used: a2 = aa,
an+1 = ana and a−n = e/an, and a0 = e for each n ∈ N and p(k, n, a) ∈ Cm(A). Hence, in
particular, A is a central metagroup. Then, d0Cm(A) is a cyclic element in the quotient group
A/Cm(A) (see Theorem 1). Then, we choose a central metagroup B generated by an element b0

and a commutative group C1 such that b0 /∈ C1, Cm(D) ↪→ C1 and C(A) ↪→ C1 and the quotient group
B/Cm(B) is of finite order l > 1. Then, let φ : A → A(B) satisfy the condition of Equation (30) and be
such that

φ(d0)b0 = b2
0. (106)

To satisfy the condition of Equation (106), a natural number l can be chosen as a divisor of
2|d0Cm(A)| − 1 if the order |d0Cm(A)| of d0Cm(A) in A/Cm(A) is positive; otherwise, l can be taken as
any fixed odd number l > 1 if A/Cm(A) is infinite.

Then, we take a right transversal V of A in D so that A is represented in V by e. Let Ξ, η, κ, and ξ

be chosen to satisfy the conditions of Equations (29)–(35), where Cm(B) ↪→ C, Cm(A) ↪→ C, C0 ↪→ C,
and C1 ↪→ C. With these data, according to Theorem 6, C∗ is a metagroup, since Cm(D) ↪→ C1 and
Cm(D) ↪→ C0. That is, C∗ is a smashed splitting extension of the central metagroup F∗ by D.

Apparently, there exists f0 ∈ F∗ such that f0(e) = b0, f0(v) = e for each v ∈ V − {e}. Therefore,
f {v}
0 (v) = b0 for each v ∈ V, since s(v, v) = e, v[v\e] = [v(v\e)]τ = e.

Let v1 �= v2 belong to V. Then, (v2(v1\e))τ = v3 ∈ V. Assume that v3 = e. The latter is
equivalent to v2(v1\e) = a ∈ A. From Equation (13), it follows that v2 = a/(v1\e) = γav1, where
γ = tD(v1, v1\e, v1)/tD(av1, v1\e, v1) by Equation (11) and Lemma 2, since e/(v1\e) = v1. Hence,
v2 = vτ

2 = (γav1)
τ = γτv1 by Equation (63), and consequently, (v2(v1\e))τ = γτ = e, contradicting

the supposition v1 �= v2. Thus, v3 �= e, and consequently, f {v1}
0 (v2) = es(v1,v2) = e by Equation (31).

This implies that { f {v}
0 : v ∈ V}C(F∗) generates F∗.

Evidently, [v(d0\e)]τ �= e for each v ∈ V − {e}, since d0\e ∈ A and the following conditions
s ∈ D, sq ∈ A, and q ∈ A imply that s ∈ A because A is the submetagroup in D. Note that
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e/d = (d \ e)/tA(e/d, d, d\e) for each d ∈ A by Equation (11); consequently, s(d, e) = dtA(e/d, d, d\e).
On the other hand, tA(a, b, c) ∈ C for each of a, b, and c in A and

f γ
0 = f0 f or each γ ∈ C (107)

by Equation (87); hence, f {d0}
0 (e) = φ(d0)b0 = b2

0, and consequently,

f {d0}
0 = f 2

0 ,

since
f {d0}
0 (v) = e f or each v ∈ V − {e}. (108)

Therefore, we deduce using Equation (107) that

[(e, f0), (e/d0, e)] = (e, w f0), (109)

where
w = ξ((e, f0), (e/d0, e))ξ((d0, e), (e/d0, f0))

ξ((e, e/ f0), (e, ( f0)
2))/tF∗(e/ f0, f0, f0), (110)

tF∗( f , g, h)(v) = tB( f (v), g(v), h(v)) f or each v ∈ V, f , g and h in F∗. (111)

Thus, w = w(v) ∈ C for each v ∈ V and f0 ∈ [F∗, C∗], since CV ∩ F∗ ⊂ C(F∗). Hence, F∗ ⊆
[F∗, C∗]C(F∗), since F∗ ↪→ C∗ and C(C∗) ∩ F∗ ⊆ C(F∗). On the other hand, Cm(A) ↪→ C, Cm(B) ↪→ C,
Cm(D) ↪→ Cj, and Cj ↪→ C for each j ∈ {0, 1}. Therefore, Equations (107), (108), and (88) imply that
cF∗ = F∗c and c[F∗, C∗]C(F∗) = [F∗, C∗]C(F∗)c for each c ∈ C∗. Hence, [F∗, C∗]C(F∗) ⊆ F∗. Taking
H = F∗, we get the assertion of this theorem.

Corollary 2. Let the conditions of Theorem 8 be satisfied and D be generated by Cm(D) and at least two
elements d1, d2,... such that d1 �= e and [d2\e, d1\e] = e. Then, the smashed splitting extension C∗ can be
generated by C(F∗) and elements c1, c2,... such that dj\e ∈ F∗cj for each j.

Proof. We take d0 = d1 in the proof of Theorem 8; thus, c1 = (d1\e, e), c2 = (d2\e, f0), and cj = (dj\e, e)
for each j ≥ 3. Therefore Equations (66), (108), and (35) imply that

[c2, c1] = (e, p f0), where

p = ξ((d2\e, f0), (d1\e, e))ξ((d1, e), ((d2\e)(d1 \ e), f0))

ξ((e, e)/(d2\e, f0), (d2 \ e, ( f0)
2))/tF∗(e/ f0, f0, f0), (112)

since [d2\e, d1\e] = e and e/(d2\e) = d2. Thus, the submetagroup of C∗ which is generated by Cm(D)

and {cj : j} contains the metagroup D and (e, p f0). Therefore, the following set { f {d} : d ∈ D}C(F∗)
generates the central metagroup F∗, since V ⊂ D and { f {v} : v ∈ V}C(F∗) generate F∗. Notice that
Cm(D) ↪→ C(F∗). Hence, {cj : j}C(F∗) generates C∗.

Example 1. Assume that A is a unital algebra over a commutative associative unital ring F supplied with
a scalar involution a �→ ā so that its norm N and trace T maps have values in F and fulfil conditions:

aā = N(a)1 with N(a) ∈ F, (113)

a + ā = T(a)1 with T(a) ∈ F, (114)
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T(ab) = T(ba) (115)

for each a and b in A.
We remind that, if a scalar f ∈ F satisfies the condition ∀a ∈ A f a = 0 ⇒ a = 0, then such element f is

called cancelable. For such a cancelable scalar f , the Cayley–Dickson doubling procedure induces a new algebra
C(A, f ) over F such that

C(A, f ) = A ⊕ Al, (116)

(a + bl)(c + dl) = (ac − f d̄b) + (da + bc̄)l (117)

and
(a + bl) = ā − bl (118)

for each a and b in A. Such an element l is called a doubling generator. From Equations (113)–(115), it
follows that ∀a ∈ A, ∀b ∈ A T(a) = T(a + bl) and N(a + bl) = N(a) + f N(b). Apparently, the algebra
A is embedded into C(A, f ) as A � a �→ (a, 0), where (a, b) = a + bl. It is put by induction An( f(n)) =

C(An−1, fn), where A0 = A, f1 = f , n = 1, 2, ..., and f(n) = ( f1, ..., fn). Then, An( f(n)) is a generalized
Cayley–Dickson algebra, when F is not a field, or a Cayley–Dickson algebra, when F is a field.

There is an algebra A∞( f ) :=
⋃∞

n=1 An( f(n)), where f = ( fn : n ∈ N). In the case of char(F) �= 2,
let Im(z) = z− T(z)/2 be the imaginary part of a Cayley–Dickson number z and, hence, N(a) := N2(a, ā)/2,
where N2(a, b) := T(ab̄).

If the doubling procedure starts from A = F1 =: A0, then A1 = C(A, f1) is a ∗-extension of F. If A1

has a basis {1, u} over F with the multiplication table u2 = u + w, where w ∈ F and 4w + 1 �= 0, with the
involution 1̄ = 1, ū = 1 − u, then A2 is the generalized quaternion algebra and A3 is the generalized octonion
(Cayley–Dickson) algebra.

Particularly, for F = R and fn = 1 for each n by Ar the real Cayley-Dickson algebra with generators
i0, ..., i2r−1 will be denoted such that i0 = 1, i2j = −1 for each j ≥ 1, and ijik = −ikij for each j �= k ≥ 1.
Note that the Cayley–Dickson algebra Ar for each r ≥ 3 is nonassociative, for example, (i1i2)i4 = −i1(i2i4),
etc. Moreover, for each r ≥ 4, the Cayley–Dickson algebra Ar is nonalternative (see References [7,11,12]).
Frequently, ā is also denoted by a∗ or ã.

Then, Gr = {ij, − ij : j = 0, 1, ..., 2r − 1} is a finite metagroup for each 3 ≤ r < ∞. Equation (117) is
an example of the smashed product.

Then, one can take a Cayley–Dickson algebra An over a commutative associative unital ring R of
characteristic different from two such that A0 = R, n ≥ 2. There are basic generators i0, i1, ..., i2n−1,
where i0 = 1. Choose Ψ as a multiplicative subgroup contained in the ring R such that fj ∈ Ψ for each
j = 0, ..., n. Put Gn = {i0, i1, ..., i2n−1} × Ψ. Then, Gn is a central metagroup because, in this case, Ψ

is commutative.

Example 2. More generally, suppose that H is a group such that Ψ ⊂ H, with relations hik = ikh and
(hg)ik = h(gik) for each k = 0, 1, ..., 2n − 1 and each h and g in H. Then, Gn = {i0, i1, ..., i2n−1} × H is also
a metagroup. If the group H is noncommutative, then the latter metagroup can be noncentral (see the condition
of Equation (10) in Definition 1). Utilizing the notation of Example 1, we get that the Cayley–Dickson algebra
A∞ over the real field R with fn = 1 for each n provides a pattern of a metagroup G∞ = {ij, − ij : 0 ≤ j ∈ Z},
where Z denotes the ring of integers.

Example 3. Certainly, in general, metagroups need not be central. On the other hand, if a metagroup is
associative, then it is a group [1]. Apparently, each group is a metagroup also. For a group G, its associativity
evidently means that tG(a, b, c) = e [1].

From the given metagroups, new metagroups can be constructed using their direct, semidirect products,
smashed products, and smashed twisted wreath products. Therefore, there are abundant families of noncentral
metagroups and also of central metagroups different from groups.
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Equations (39), (46), (47), (85), (86), and (94)–(96) provide examples of metagroups with complicated
nonassociative noncommutative structures. The presented above theorems also permit to construct different
examples of nonassociative quasi-groups and loops.

5. Conclusions

The results of this article can be used for further studies of metagroups, quasi-groups, loops,
and noncommutative manifolds related with them. Besides applications of metagroups, loops,
and quasi-groups outlined in the introduction, it is interesting to mention possible applications
in mathematical coding theory and classification of information flows and their technological
implementations [28–30] because, frequently, codes are based on binary systems. Moreover, twisted
products are used for creating complicated codes [22]. In view of this, to study creating more
complicated codes with the help of smashed twisted products of metagroups, Equations (86)
and (94)–(96) provide additional options in the nonassociative case in comparison with the
associative case.

Wreath products of groups are used for studies of varieties [24], so it will be interesting to
investigate noncommutative varieties using metagroups. Then, twisted products are utilized for
investigations of Lie groups and semi-Riemann manifolds [23,25]. Therefore, we will study their
nonassociative metagroup analogs that can be used in noncommutative geometry and quantum field
theory [16,31–35] because Lie groups and manifolds are actively used in these areas.
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1. Introduction

Andre Weil explains (see [1]) that the areas of modern mathematics need to be unified in a simple
and general theory. In this way, we will see more clearly which are the main problems in mathematics
(as opposed to the less important themes and results).

In physics, unification theories have contributed to a better understanding of certain phenomena.
The unified approaches suggested in this communication refer to the theory of functions and algebraic
structures, two of the pillars of modern physical tools.

The purpose of this paper is three-fold: (i) we present new results on transcendental numbers;
(ii) we obtain new results in the theory of the unification of non-associative structures; (iii) we re-initiate
a debate on unification(s) in mathematics.

In the next section, we will give several examples of unification problems. This section is related
to the paper [2] on transcendental numbers. Some knowledge of Hopf algebra theory is needed in
order to understand some results from this section.

The third section presents structures that unify (non-)associative structures. The main
non-associative structures are Lie algebras and Jordan algebras. Arguably less studied, Jordan algebras
have applications in physics, differential geometry, ring geometries, quantum groups, analysis, biology,
etc. (see [3]). There are several ways to unify Lie algebras, Jordan algebras and associative algebras.
We will also refer to cases when the unification of (non-)associative structures could be realized just in
the conclusions of theorems.

This paper is related to a talk and a poster presented at “Noncommutative and non-associative
structures, braces and applications”, Malta, 11–15 March 2018, and to a private communication made
at the “Workshop on Non-associative Algebras and Applications”, Lancaster University, UK, July 2018.

All tensor products will be defined over the field k.

2. Examples of Unification Problems

In this section, we will give several examples of unification problems related to transcendental
numbers.

The following two identities with transcendental numbers:∫ +∞

−∞
e−x2

dx =
√

π , (1)
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Axioms 2018, 7, 85

∫ +∞

−∞
e−ix2

dx =

√
π

2
(1− i) , (2)

were unified and proven (by contour integration) in [4].
The next formulas (from [2]) can be also unified:

eπi + 1 = 0 , (3)

|ei − π| > e (4)

and:

| e1−z + ez̄ |> π ∀z ∈ C . (5)

Remark 1. Let us consider the two-variable complex function f : C × C → R, f (z, w) = |ez + ew|,
which gives the length of the sum of the vectors ez and ew. The Formulas (3)–(5) can be unified using the
function f (z, w):

f (πi, 0) = 0, f (1− z, z̄) > π ∀z ∈ C, f (i, πi + ln π) > e.

Remark 2. The function f (z, w) can be expressed in another form using the formula |ex+iα + ey+iβ| =

ρ
√

1 + sin(2θ) cos(α − β), where ρ =
√

e2x + e2y and θ = cos−1
(

ex

ρ

)
. The relations from Remark 1 can

be reinterpreted using this formula. For example, in the first formula: ρ =
√

2, θ = π
4 , α = π, β = 0;

so, f (πi, 0) =
√

2
√

1 + sin(π
2 ) cos(π) = 0.

Remark 3. While properties about the image of the function f (z, w) unify the Formulas (3)–(5), the formula
ex+iy = ex(cos y + i sin y) could be considered a common part (or an essential part) of all of them.

This latest formula can be related to a certain subcoalgebra of the trigonometric coalgebra (see [5]). Indeed,
the properties of the trigonometric functions cos and sin lead to the trigonometric coalgebra, given by the maps:
Δ(c) = c ⊗ c − s ⊗ s, Δ(s) = s ⊗ c + c ⊗ s, ε(c) = 1, ε(s) = 0. Euler’s relation leads to the subcoalgebra
generated by c + is.

The dual case states that 1+ ix generates an ideal in the C algebra C[X]
X2+1 = C[x], where x2 = −1. In other

words, Euler’s relation implies that ∀a, b ∈ C, there exists c ∈ C such that (a + bx)(1 + ix) = c(1 + ix)
(this can be checked directly).

According to [5], the role of such objects in number theory is unexplored at the moment.

Remark 4. The properties of the hyperbolic functions cosh and sinh lead to the following coalgebra, given by
the maps: Δ(c) = c ⊗ c + s ⊗ s, Δ(s) = s ⊗ c + c ⊗ s, ε(c) = 1, ε(s) = 0. There exists a subcoalgebra
generated by c + s, which can be related to Theorem 1 of [2], leading to some kind of “Euler formula” for
hyperbolic functions.

Remark 5. The coalgebras from Remarks 3 and 4 can be unified as follows. For a ∈ k, we consider the coalgebra
generated by c and s, Δ(c) = c ⊗ c + a2s ⊗ s, Δ(s) = s ⊗ c + c ⊗ s, ε(c) = 1, ε(s) = 0. There exists a
subcoalgebra generated by c + as.

Remark 6. The following inequalities hold (see also [2]): π > |ei − π| > e.
The last inequality was proven in [2]: |ei − π| > e ⇐⇒ (π + e)(π − e) + 1 > 2π cos 1. Now,

π > 3.141, e < 2.719; so, (π + e)(π − e) + 1 > 3.47292 and cos 1 < 1 − 1
2 + 1

4! = 13
24 , 2π cos 1 <

3.142× 13
12 = 3.4038(3).

The inequality π > |ei − π| is equivalent to 2π cos 1 > 1, which follows from cos 1 > cos 60◦ = 1
2 .
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Remark 7. The next formula generalizes the Basel problem limn→∞ ∑n
k=1

1
k2 = π2

6 :

n

∑
1

1
k2 <

2
3

(n + 1
n

)n
∀n ∈ N∗. (6)

It could be an interesting problem to prove a similar formula for non-associative algebras. Likewise,
one could try to generalize it for q-shifted factorials (see, for example, [6]).

3. The Unification of Non-Associative Structures

3.1. UJLA Structures

The UJLA (Unification of Jordan, Lie (and) Associative (algebras)) structures could be seen as
structures that comprise the information encapsulated in associative algebras, Lie algebras and Jordan
algebras. Thus, the category of the UJLA structures can be seen as a category that “includes” the
categories of Jordan, Lie and associative algebras. A motivation for this unification is related to the
study of bundles over Grassmannian manifolds.

Definition 1. For a k-space V, let η : V ⊗ V → V, a ⊗ b �→ ab, be a linear map such that:

(ab)c + (bc)a + (ca)b = a(bc) + b(ca) + c(ab), (7)

(a2b)a = a2(ba), (ab)a2 = a(ba2), (ba2)a = (ba)a2, a2(ab) = a(a2b), (8)

∀ a, b, c ∈ V. Then, (V, η) is called a UJLA structure.

Remark 8. If (A, θ), where θ : A ⊗ A → A, θ(a ⊗ b) = ab, is a (non-unital) associative algebra, then we
define a UJLA structure (A, θ′), where θ′(a ⊗ b) = αab + βba, for some α, β ∈ k. For α = β = 1

2 , (A, θ′)
is a Jordan algebra, and for α = 1 = −β, (A, θ′) is a Lie algebra.

Theorem 1. (Nichita [7]) Let (V, η) be a UJLA structure. Then, (V, η′), η′(a ⊗ b) = [a, b] = ab − ba is a
Lie algebra.

Theorem 2. (Nichita [7]) Let (V, η) be a UJLA structure. Then, (V, η′), η′(a ⊗ b) = a ◦ b = 1
2 (ab + ba) is

a Jordan algebra.

Remark 9. The structures from the two above theorems are related by the relation:

[a, b ◦ c] + [b, c ◦ a] + [c, a ◦ b] = 0.

Remark 10. The classification of UJLA structures is an open problem.

Remark 11. If the characteristic of k is two, then a Lie algebra is also a Jordan algebra.

Proof. Because the characteristic of k is two, the Lie algebra L is also commutative.
It follows easily that [[x, x], x] = 0 ∀x ∈ L.
Now, in the Jacobi identity, we take z = x2: [[x, y], x2] + [[y, x2], x] + [[x2, x], y] = 0.
From the above observations, it follows that [[x, y], x2] = [x, [y, x2]]. Therefore, L is also a

Jordan algebra.

3.2. Yang–Baxter Equations

The authors of [8] argued that the Yang–Baxter equation leads to another unification of
(non-)associative structures.
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For V a k-space, we denote by τ : V ⊗ V → V ⊗ V the twist map defined by τ(v ⊗ w) = w ⊗ v
and by I : V → V the identity map of the space V; for R : V ⊗ V → V ⊗ V a k-linear map,
let R12 = R ⊗ I, R23 = I ⊗ R, R13 = (I ⊗ τ)(R ⊗ I)(I ⊗ τ).

Definition 2. A The Yang–Baxter operator is an invertible k-linear map, R : V ⊗ V → V ⊗ V, which satisfies
the braid condition (sometimes called the Yang–Baxter equation):

R12 ◦ R23 ◦ R12 = R23 ◦ R12 ◦ R23. (9)

If R satisfies (9), then both R ◦ τ and τ ◦ R satisfy the quantum Yang–Baxter equation (QYBE):

R12 ◦ R13 ◦ R23 = R23 ◦ R13 ◦ R12. (10)

Therefore, Equations (9) and (10) are equivalent.
Let A be a (unitary) associative k-algebra, and α, β, γ ∈ k; the authors of [9] defined the k-linear

map RA
α,β,γ : A ⊗ A → A ⊗ A,

a ⊗ b �→ αab ⊗ 1 + β1⊗ ab − γa ⊗ b (11)

which is a Yang–Baxter operator if and only if one of the following cases holds:

(i) α = γ �= 0, β �= 0;
(ii) β = γ �= 0, α �= 0;

(iii) α = β = 0, γ �= 0.

An interesting property of (11), can be visualized in knot theory, where the link invariant
associated with RA

α,β,γ is the Alexander polynomial.
For (L, [, ]) a Lie algebra over k, z ∈ Z(L) = {z ∈ L : [z, x] = 0 ∀ x ∈ L}, and α ∈ k, the authors

of the papers [10,11] defined the following Yang–Baxter operator: φL
α : L ⊗ L −→ L ⊗ L,

x ⊗ y �→ α[x, y]⊗ z + y ⊗ x . (12)

Remark 12. The Formulas (11) and (12) lead to the unification of associative algebras and Lie algebras in the
framework of Yang–Baxter structures. At this moment, we do not have a satisfactory answer to the question how
Jordan algebras fit in this framework (several partial answers were given).

3.3. Unification of the Conclusions of Theorems

Sometimes, it is not easy to find structures that unify theorems for (non-)associative structures,
but we could unify just the conclusions of theorems, as we will see in the next theorems.

Theorem 3. If A is a Jordan algebra, a Lie algebra or an associative algebra and if a, b ∈ A, then:

D : A → A, D(x) = a(bx) + b(ax) + (ax)b − a(xb)− (xb)a − (xa)b

is a derivation.

Proof. We consider three cases. If A is a Jordan algebra, then D(x) = a(bx) + b(ax) + (ax)b− a(xb)−
(xb)a − (xa)b = a(bx)− (xa)b = a(bx)− b(ax). According to [12], D is a derivation.

If A is a Lie algebra, then D(x) = a(bx) + b(ax) + (ax)b − a(xb) − (xb)a − (xa)b = a(bx) −
b(ax) = a(bx) + b(xa) = (ab)x. Therefore, D is a derivation.

If A is an associative algebra, then D(x) = a(bx) + b(ax) + (ax)b − a(xb)− (xb)a − (xa)b =

(ab + ba)x − x(ab + ba). Therefore, D is a derivation.

86



Axioms 2018, 7, 85

Theorem 4. If A is a Jordan algebra, a Lie algebra or an associative algebra and if a, b ∈ A, then D : A →
A, D(x) = a(bx)− (xa)b is a derivation.

Proof. The proof follows the same argumentation as the previous one, for which reason it is
omitted.

Remark 13. We presented unifications of formulas, structures, categories and theorems. It is currently an open
problem whether these types can be formulated in a unified form.
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1. Introduction

Voted the most famous formula by undergraduate students, the Euler’s identity states that
eπi + 1 = 0. This is a particular case of the Euler’s–De Moivre formula:

cos x + i sin x = eix ∀x ∈ R, (1)

and, for hyperbolic functions, we have an analogous formula:

cosh x + J sinh x = exJ ∀x ∈ C, (2)

where we consider the matrices

J =

⎛⎜⎜⎜⎝
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

⎞⎟⎟⎟⎠ (3)

I =

⎛⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞⎟⎟⎟⎠ (4)

I′ =

(
1 0
0 1

)
. (5)

In fact, R(x) = cosh(x)I + sinh(x)J = cosh x + J sinh x = exJ also satisfies the equation

(R ⊗ I′)(x) ◦ (I′ ⊗ R)(x + y) ◦ (R ⊗ I′)(y) = (I′ ⊗ R)(y) ◦ (R ⊗ I′)(x + y) ◦ (I′ ⊗ R)(x) (6)

Axioms 2019, 8, 60; doi:10.3390/axioms8020060 www.mdpi.com/journal/axioms89
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called the colored Yang–Baxter equation. This fact follows easily from J12 ◦ J23 = J23 ◦ J12 and
xJ12 + (x + y) J23 + yJ12 = yJ23 + (x + y) J12 + xJ23, and it shows that the formulas (1) and (2)
are related.

While we do not know a remarkable identity related to (2), let us recall an interesting inequality
from a previous paper: |ei − π| > e. There is an open problem to find the matrix version of
this inequality.

The above analysis is a consequence of a unifying point of view from previous papers ([1,2]).
In the remainder of this paper, we first consider the unification of the Jordan, Lie, and associative

algebras. In Section 3, we explain that derivations and co-derivations can be unified. We suggest
applications in differential geometry. Finally, we consider a “modified” Yang–Baxter equation which
unifies the problem of the three matrices, generalized eigenvalue problems, and the Yang–Baxter matrix
equation. There are several versions of the Yang–Baxter equation (see, for example, [3,4]) presented
throughout this paper.

We work over the field k, and the tensor products are defined over k.

2. Weak Ujla Structures, Dual Structures, Unification

Definition 1. (Ref. [5]) Given a vector space V, with a linear map η : V ⊗V → V, η(a⊗ b) = ab, the couple
(V, η) is called a “weak UJLA structure” if the product ab = η(a ⊗ b) satisfies the identity

(ab)c + (bc)a + (ca)b = a(bc) + b(ca) + c(ab) ∀ a, b, c ∈ V. (7)

Definition 2. Given a vector space V, with a linear map Δ : V → V ⊗V, the couple (V, Δ) is called a “weak
co-UJLA structure” if this co-product satisfies the identity

(Id + S + S2) ◦ (Δ ⊗ I) ◦ Δ = (Id + S + S2) ◦ (I ⊗ Δ) ◦ Δ (8)

where S : V ⊗V ⊗V → V ⊗V ⊗V, a ⊗ b ⊗ c �→ b ⊗ c ⊗ a , I : V → V, a �→ a and Id : V ⊗V ⊗V →
V ⊗ V ⊗ V, a ⊗ b ⊗ c �→ a ⊗ b ⊗ c.

Definition 3. Given a vector space V, with a linear map φ : V ⊗ V → V ⊗ V, the couple (V, φ) is called a
“weak (co)UJLA structure” if the map φ satisfies the identity

(Id + S + S2) ◦ φ12 ◦ φ23 ◦ φ12 ◦ (Id + S + S2) = (Id + S + S2) ◦ φ23 ◦ φ12 ◦ φ23 ◦ (Id + S + S2) (9)

where φ12 = φ ⊗ I, φ23 = I ⊗ φ , Id : V ⊗ V ⊗ V → V ⊗ V ⊗ V, a ⊗ b ⊗ c �→ a ⊗ b ⊗ c and
I : V → V, a �→ a.

Theorem 1. Let (V, η) be a weak UJLA structure with the unity 1 ∈ V. Let φ : V ⊗ V → V ⊗ V, a ⊗ b �→
ab ⊗ 1. Then, (V, φ) is a “weak (co)UJLA structure”.

Proof. (Id + S + S2) ◦ φ23 ◦ φ12 ◦ φ23 ◦ (Id + S + S2)(a ⊗ b ⊗ c) = (Id + S + S2) ◦ φ23 ◦ φ12 ◦ φ23(a ⊗
b ⊗ c + b ⊗ c ⊗ a + c ⊗ a ⊗ b) = (Id + S + S2) ◦ φ23 ◦ φ12(a ⊗ bc ⊗ 1 + b ⊗ ca ⊗ 1 + c ⊗ ab ⊗ 1) =

(Id + S + S2) ◦ φ23(a(bc) ⊗ 1 ⊗ 1 + b(ca) ⊗ 1 ⊗ 1 + c(ab) ⊗ 1 ⊗ 1) = (Id + S + S2)(a(bc) ⊗ 1 ⊗ 1 +

b(ca)⊗ 1 ⊗ 1 + c(ab)⊗ 1 ⊗ 1) = a(bc)⊗ 1 ⊗ 1 + b(ca)⊗ 1 ⊗ 1 + c(ab)⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ a(bc) + 1 ⊗
1⊗ b(ca) + 1⊗ 1⊗ c(ab) + 1⊗ a(bc)⊗ 1 + 1⊗ b(ca)⊗ 1 + 1⊗ c(ab)⊗ 1.

Similarly,
(Id + S + S2) ◦ φ12 ◦ φ23 ◦ φ12 ◦ (Id + S + S2)(a ⊗ b ⊗ c) = (Id + S + S2) ◦ φ12 ◦ φ23 ◦ φ12(a ⊗ b ⊗

c + b ⊗ c ⊗ a + c ⊗ a ⊗ b) = (ab)c ⊗ 1 ⊗ 1 + (bc)a ⊗ 1 ⊗ 1 + (ca)b ⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ (ab)c + 1 ⊗ 1 ⊗
(bc)a + 1⊗ 1⊗ (ca)b + 1⊗ (ab)c ⊗ 1 + 1⊗ (bc)a ⊗ 1 + 1⊗ (ca)b ⊗ 1.

We now use the axiom of the “weak UJLA structure”.
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Theorem 2. Let (V, Δ) be a weak co-UJLA structure with the co-unity ε : V → k. Let φ = Δ ⊗ ε : V ⊗ V →
V ⊗ V. Then, (V, φ) is a “weak (co)UJLA structure”.

Proof. The proof is dual to the above proof. We refer to [6–8] for a similar approach.
A direct proof should use the property of the co-unity: (ε ⊗ I) ◦ Δ = I = (I ⊗ ε) ◦ Δ. After

computing
φ12 ◦ φ23 ◦ φ12(a ⊗ b ⊗ c) = ε(b)ε(c)(a1)1 ⊗ (a1)2 ⊗ a2 and
φ23 ◦ φ12 ◦ φ23(a ⊗ b ⊗ c) = ε(b)ε(c)a1 ⊗ (a2)1 ⊗ (a2)2,
one just checks that the properties of the linear map Id + S + S2 will help to obtain the desired

result.

Theorem 3. Let (V, η) be a weak UJLA structure with the unity 1 ∈ V. Let φ : V ⊗ V → V ⊗ V, a ⊗ b �→
ab ⊗ 1 + 1⊗ ab − a ⊗ b. Then, (V, φ) is a “weak (co)UJLA structure”.

Proof. One can formulate a direct proof, similar to the proof of Theorem 1.
Alternatively, one could use the calculations from [7] and the axiom of the “weak UJLA

structure”.

3. Unification of (Co)Derivations and Applications

Definition 4. Given a vector space V, a linear map d : V → V, and a linear map φ : V ⊗ V → V ⊗ V, with
the properties

φ12 ◦ φ23 ◦ φ12 = φ23 ◦ φ12 ◦ φ23 (10)

φ ◦ φ = Id, (11)

the triple (V, d, φ) is called a “generalized derivation” if the maps d and φ satisfy the identity
φ ◦ (d ⊗ I + I ⊗ d) = (d ⊗ I + I ⊗ d) ◦ φ.
Here, we have used our usual notation: φ12 = φ⊗ I, φ23 = I ⊗φ , Id : V ⊗V → V ⊗V, a⊗ b �→ a⊗ b

and I : V → V, a �→ a.

Theorem 4. If A is an associative algebra and d : A → A is a derivation, and φ : A ⊗ A → A ⊗ A, a ⊗ b �→
ab ⊗ 1 + 1⊗ ab − a ⊗ b, then (A, d, φ) is a “generalized derivation”.

Proof. According to [7], φ verifies conditions (10) and (11). Recall now that d(ab) = d(a)b +

ad(b) ∀a, b ∈ A, d(1A) = 0.
(d⊗ I + I ⊗ d) ◦ φ(a⊗ b) = (d⊗ I + I ⊗ d)(ab⊗ 1+ 1⊗ ab− a⊗ b) = d(ab)⊗ 1− d(a)⊗ b + 1⊗

d(ab)− a ⊗ d(b).
φ ◦ (d ⊗ I + I ⊗ d)(a ⊗ b) = φ(d(a)⊗ b + a ⊗ d(b) = d(a)b ⊗ 1 + 1 ⊗ d(a)b − d(a)⊗ b + ad(b)⊗

1 + 1⊗ ad(b)− a ⊗ d(b).

Theorem 5. If (C, Δ, ε) is a co-algebra, d : C → C is a co-derivation, and ψ = Δ ⊗ ε + ε ⊗ Δ − Id :
C ⊗ C → C ⊗ C, c ⊗ d �→ ε(d)c1 ⊗ c2 + ε(c)d1 ⊗ d2 − c ⊗ d, then (C, d, ψ) is a “generalized derivation”.
(We use the sigma notation for co-algebras.)

Proof. The proof is dual to the above proof.
According to [7], ψ verifies conditions (10) and (11). From the definition of the co-derivation, we

have ε(d(c)) = 0 and Δ(d(c)) = d(c1)⊗ c2 + c1 ⊗ d(c2) ∀c ∈ C.
ψ ◦ (d ⊗ I + I ⊗ d)(c ⊗ a) = ε(a)d(c)1 ⊗ d(c)2 − d(c)⊗ a + ε(c)d(a)1 ⊗ d(a)2 − c ⊗ d(a),
(d⊗ I + I ⊗ d) ◦ ψ(c⊗ a) = ε(a)d(c1)⊗ c2 + ε(c)d(a1)⊗ a2 − d(c)⊗ a + ε(a)c1 ⊗ d(c2) + ε(c)a1 ⊗

d(a2)− c ⊗ d(a).
The statement follows on from the main property of the co-derivative.
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Definition 5. Given an associative algebra A with a derivation d : A → A, M an A-bimodule and D : M →
M with the properties

D(am) = d(a)m + aD(m) D(ma) = D(m)a + md(a) ∀a ∈ A, ∀m ∈ M,

the quadruple (A, d, M, D) is called a “module derivation”.

Remark 1. A “module derivation” is a module over an algebra with a derivation. It can be related to the
co-variant derivative from differential geometry. Definition 5 also requires us to check that the formulas for D
are well-defined.

Note that there are some similar constructions and results in [9] (see Theorems 1.27 and 1.40).

Theorem 6. In the above case, A ⊕ M becomes an algebra, and δ : A ⊕ M → A ⊕ M, (a ⊕ m) �→ (d(a)⊕
D(m)) is a derivation of this algebra.

Proof. We just need to check that δ((a ⊕ m)(b ⊕ n)) = δ((ab ⊕ an + mb)) = d(ab)⊕ D(an + mb)
equals δ((a⊕m)(b⊕ n)) = δ((a⊕m))(b⊕ n) + (a⊕m)δ(b⊕ n) = (d(a)⊕ D(m))(b⊕ n) + (a⊕

m)(d(b)⊕ D(n)) = (d(a)b ⊕ d(a)n + D(m)b) + (ad(b)⊕ aD(n) + md(b)).

Remark 2. A dual statement with a co-derivation and a co-module over that co-algebra can be given.

Remark 3. The above theorem leads to the unification of module derivation and co-module derivation.

4. Modified Yang–Baxter Equation

For A ∈ Mn(C) and D ∈ Mn(C), a diagonal matrix, we propose the problem of finding X ∈
Mn(C), such that

AXA + XAX = D . (12)

This is an intermediate step to other “modified” versions of the Yang–Baxter equation (see, for
example, [10]).

Remark 4. Equation (12) is related to the problem of the three matrices. This problem is about the properties of
the eigenvalues of the matrices A, B and C, where A + B = C. A good reference is the paper [11]. Note that if
A is “small” then D − AXA could be regarded as a deformation of D.

Remark 5. Equation (12) can be interpreted as a “generalized eigenvalue problem” (see, for example, [12]).

Remark 6. Equation (12) is a type of Yang–Baxter matrix equation (see, for example, [13,14]) if D = On and
X = −Y.

Remark 7. For A ∈ M2(C), a matrix with trace -1 and

D = −
(

det(A) 0
0 det(A)

)
, (13)

Equation (12) has the solution X = I’.

Remark 8. There are several methods to solve (12). For example, for A3 = In, one could search for solutions of
the following type: X = αIn + βA + γA2. Now, (12) implies that (2αβ + γ2 + α)A2 + (α2 + 2βγ + γ)A +

(2αγ + β2 + β)In − D = 0.
It can be shown that we can produce a large class of solutions in this way, if D is of a certain type.
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