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In Figure 13, we use a confusion matrix to evaluate cross viewing angle detection accuracy of
this method using 3-CSD-maps. As can be seen in the figure, this method achieves the best accuracy
in the counter-diagonal and around 90% in the other areas, which means that this method can get
good accuracy for cross view toe-off detection. Figure 14 presents the ROC curves of this method
under all viewing angles compared with [24,25,36]. We can see that the proposed method significantly
outperforms the comparation methods.

Figure 13. The confusion matrix of cross viewing angle detection accuracy of this method using
3-CSD-maps.

Figure 14. The ROC curves of this method compared with [24,25,36] under all viewing angles.

5. Conclusions and Future Work

This paper presents a promising vision-based method to detect toe-off events. The main
contribution of this paper is the design of consecutive silhouettes difference maps for toe-off event
detection. Convolutional neural network is employed for feature dimension reduction and toe-off
event classification. Experiments on a public database have demonstrated good performance of our
method in terms of detection accuracy. The main advantages of the proposed method can be described
as following.
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• Comparing with wearable sensors-based methods, this method can detect toe-off event from
2D video data without the cooperation of participants. Usually, in the field of medicine,
wearable sensors-based methods are the first choice for gait analysis, due to their high accuracy.
However, these methods are suffering the disadvantages of high cooperation from users and
power consumption restriction. The method proposed by this paper, which also achieves good
accuracy for toe-off event detection by using a web camera, can overcome the disadvantages of
wearable sensors-based methods for gait analysis.

• Comparing with other vision-based methods, this method provides a better accuracy for toe-off
event detection. Gait cycle detection is a basic step of gait recognition. An accurate toe-off event
detection algorithm can produce an accurate gait cycle detection algorithm. Thus, the method
proposed by this paper would be beneficial to gait recognition.

Although a promising feature representation method is proposed in this paper for toe-off event
detection, more efforts are needed to improve the method of gait events detection from video data in
our future work.

• A much larger database is needed to test the practical performance of toe-off event detection
under different conditions.

• CSD-map provides a good feature representation for detecting toe-off events from video data.
It also would be applicable for other gait events detection, such as heel strike, foot flat, mid-stance,
heel-off, and mid-swing.
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Abstract: In recent years, the problem of concept drift has gained importance in the financial domain.
The succession of manias, panics and crashes have stressed the non-stationary nature and the
likelihood of drastic structural or concept changes in the markets. Traditional systems are unable or
slow to adapt to these changes. Ensemble-based systems are widely known for their good results
predicting both cyclic and non-stationary data such as stock prices. In this work, we propose RCARF
(Recurring Concepts Adaptive Random Forests), an ensemble tree-based online classifier that handles
recurring concepts explicitly. The algorithm extends the capabilities of a version of Random Forest
for evolving data streams, adding on top a mechanism to store and handle a shared collection of
inactive trees, called concept history, which holds memories of the way market operators reacted
in similar circumstances. This works in conjunction with a decision strategy that reacts to drift by
replacing active trees with the best available alternative: either a previously stored tree from the
concept history or a newly trained background tree. Both mechanisms are designed to provide fast
reaction times and are thus applicable to high-frequency data. The experimental validation of the
algorithm is based on the prediction of price movement directions one second ahead in the SPDR
(Standard & Poor’s Depositary Receipts) S&P 500 Exchange-Traded Fund. RCARF is benchmarked
against other popular methods from the incremental online machine learning literature and is able to
achieve competitive results.

Keywords: ensemble methods; adaptive classifiers; recurrent concepts; concept drift; stock price
direction prediction

1. Introduction

Financial market forecasting is a field characterized by data intensity, noise, non-stationary,
unstructured nature, a high degree of uncertainty, and hidden relationships [1], being the financial
markets complex, evolutionary, and non-linear dynamical systems [2]. Many approaches try to predict
market data using traditional statistical methods. Albeit, these tend to assume that the underlying
data have been created by a linear process, trying to make predictions for future values accordingly [3].
However, there is a relatively new line of work based on machine learning, whose success has surprised
experts given the theory and evidence from the financial economics literature [4–6]. Many of these
algorithms are able to capture nonlinear relationships in the input data with no prior knowledge [7].
For instance, Random Forest [8] has been one of the techniques obtaining better results predicting
stock price movements [9–12].

In recent years, the notion of concept drift [13] has gained attention in this domain [14]. The Asian
financial crisis in 1997 and, more recently, the great crisis in 2007–2008 have stressed the non-stationary
nature and the likelihood of drastic structural or concept changes in financial markets [14–19].
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Incremental machine learning techniques deal actively or passively [20] with the non-stationary
nature of the data and its concept changes [13]. However, the problem of recurring concepts [21–23],
where previous model behaviors may become relevant again in the future, is still a subject of study.
As part of the so-called stability–plasticity dilemma, most of the incremental approaches need to
re-learn previous knowledge once forgotten, wasting time and resources, and losing accuracy while
the model is out-of-date. Although some authors have started to consider recurring concepts [24–28],
the number of contributions focused on the financial forecasting domain is still very limited [29,30].
This might be partially explained by the fact that, in this context, the presence of noise and the
uncertainties related to the number of market states, their nature, and the transition dynamics have
a severe impact on the feasibility of establishing a ground truth.

Our contribution is an algorithm that deals with gradual and abrupt changes in the market
structure through the use of an adaptive ensemble model, able to remember recurring market behaviors
to predict ups and downs. The algorithm proposed improves a previous algorithm, namely Adaptive
Random Forest (ARF) [31], by being able to react more accurately in the case of abrupt changes in the
market structure. This is accomplished through the use of a concept history [21,22,32–34], which stores
previously learned concept representations. When a structural change is detected, it replaces drifting
classifiers with either a new concept model or with a concept extracted from the history, using dynamic
time-windows to make the decision. As this concept representation is already trained, our algorithm is
able to react faster than its predecessor, which is unable to profit from previous models.

The remainder of the paper is organized as follows. In Section 2, we review related work and
approaches. In Section 3, we propose the algorithm RCARF. In Section 4, we describe the experimental
design, present our empirical results and discuss their implications. Finally, in Section 5 we conclude
with a summary of our findings and future lines of research.

2. Related Work

The number of approaches proposed for financial applications is vast. In terms of market price
forecasting and trend prediction, these can be approached by looking at fundamental and technical
indicators. Even though there is controversy regarding the potential of the latter to produce profitable
trading strategies [5,35], the fact is that they are widely used in short-term trading [36]. Kara et al. [37]
proposed a set of 10 technical indicators identified by domain experts and previous studies [38–44].
This approach has been used in more recent works (e.g., [4]). Some of them, such as the work of
Patel [12], discretize features based on a human approach to investing, deriving the technical indicators
using assumptions from the stock market.

Stock markets are non-stationary by nature. Depending on the period, they can show clear
trends, cycles, periods where the random component is more prevalent, etc. Furthermore, stock prices
are affected by external factors such as the general economic environment and political scenarios
that may result in cycles [12]. Under these circumstances, incremental and online machine learning
techniques [28,45] that adapt to structural changes, usually referred to as concept drift [13], are gaining
traction in the financial domain [14].

In parallel, ensemble techniques are known for their good performance at predicting both cyclic
and non-stationary data such as stock prices [9,12,46]. Ensembles are able to cover many different
situations by using sets of learners. If a specific type of pattern reappears after a certain time, some of
the trained models should be able to deal with it. These techniques, which are commonly used for
trend prediction in financial data, are also one of the current trends of research in incremental learning.
Lately, several incremental ensembles have been proposed [47] to deal not only with stationary data
and recurring drifts but, also with non-stationary data in evolving data streams [20,22,34,48–51].

There are different types of concept drift detection mechanisms for handling gradual or abrupt
changes, blips or recurring drifts [24,26–28,52] that can be used to deal with changes in the market
behavioral structure [53]. As opposed to stationary data distributions, where the error rate of the
learning algorithm will decrease when the number of examples increases, the presence of changes
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affects the learning model continuously [54]. This creates the need to retrain the models over time
when they are no longer relevant for the current state of the market [15].

In the case of repeated cycles, handling of recurring concepts can help reduce the cost of
retraining a model if a similar one has already been generated in the past. Fast recognition of
a reappearing model may also improve the overall model accuracy as the trained model will provide
good predictions immediately.

Gomes et al. [31] proposed an adaptive version of Random Forest that creates new trees when
the accuracy of a participant in the ensemble decreases down to a certain threshold. These trees,
considered background learners, are trained only with new incoming data and replace the model that
raised a warning when this is flagged as drifting. Their Adaptive Random Forest algorithm (ARF)
provides a mechanism to update decision trees in the ensemble and keep historical knowledge only
when this is still relevant. However, once a tree is discarded, it is completely removed from memory.
In presence of recurring concepts, ARF needs to train the trees from scratch.

Gonçalves et al. [23] proposed a recurring concept drift framework (RCD) that raises warnings
when the error rate of a given classifier increases. Their approach creates a collection of classifiers and
chooses one based on the data distribution. This data distribution is stored in a buffer of a limited
length for each of the classifiers. When there is a warning, the newest data distribution is compared to
the data distributions of other stored classifiers, to verify whether the new context has already occurred
in the past.

Elwell et al. [20] dealt with recurrent concepts in a similar way. Their approach, Learn++.NSE,
keeps one concept per batch, not limiting the number of classifiers. The idea, along the lines of
Hosseini et al. [48], is to keep all the accumulated knowledge in a pool of classifiers to be used
eventually, if needed. However, this approach suffers from scalability bottlenecks in continuous data
streams as it does not prune the list of active classifiers. Other approaches have proposed explicit
handling of recurring concepts by checking for similarity [21,22,32–34]. These store old models in
a concept history for comparison when the current model is flagged as changing.

An alternative approach is the use of Evolving Intelligent Systems (EIS) [55]. These have achieved
great results classifying non-stationary time series [19,29,30]. The latest EIS works apply meta-cognitive
scaffolding theory for tuning the learned model incrementally in what-to-learn, when-to-learn, and
how-to-learn [56]. These have also introduced the ability to deal with recurrent concepts explicitly,
beating other methods at predicting the S&P500 [29,30]. In this space, Pratama et al. recently proposed
pENsemble [57], an evolving ensemble algorithm inspired by Dynamic Weighted Majority (DWM) [50].
pENsemble counts with explicit drift detection, and it is able to deal with non-stationary environments
and handle recurring drifts because of its base classifiers. These have a method that functions as
a rule recall scenario, triggering previously pruned rules portraying old concepts to be valid again.
However, pENsemble differs from our approach and the rest of the architectures of this work in the
fact that it is built upon an evolving classifier. There is still an important gap between EIS and the rest
of the literature for data stream classification. Features such as meta-cognition and explicit handling of
recurrent concepts are still in an early level of adoption outside EIS. Furthermore, extensive application
of EIS to challenging domains as stock market prediction is only starting.

Our proposal, which is described in detail in the next section, applies explicit recurring drift
handling for price direction prediction to intra-day market data. The foundations of the algorithm start
with the core ideas of ARF [31] as an evolving and incremental ensemble technique. The proposed
approach extends these with the capability to store old models in a concept history. These models
are subsequently retrieved when they are deemed suitable to improve the predictions of the current
ensemble. The approach leverages certain ideas from some of the papers cited above, also including
adaptive windowing to compare old and background learners based on buffers of different sizes,
depending on the speed of the changes.
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3. Adaptive Ensemble of Classifiers for Evolving and Recurring Concepts

The idea behind our proposal, Recurring Concepts Adaptive Random Forest (RCARF), is the
development of an algorithm able to adapt itself to gradual, abrupt and also recurring drifts in the
volatile data streams of the stock market. The main contribution of the approach is the explicit
handling of recurring drifts in an incremental ensemble. This process is managed by two key
components: the concept history, and the associated Internal Evaluator. Both are represented in
Figure 1, which illustrates the overall structure of the algorithm.

Figure 1. RCARF structure.

In Algorithm 1, we show the overall pseudocode for the RCARF algorithm. RCARF inherits
several features of the Adaptive Random Forest (ARF) algorithm proposed by Gomes et al. [31].

As mentioned above, RCARF is a Random Forest classifier [8]. These algorithms use a collection
(ensemble) of “base” classifiers. Traditionally, the forest is a homogeneous set of tree-based classifiers.
The full forest classifier performs a prediction for every example in a data stream. Each example or
batch of examples is pushed to all the base classifiers, each of which then casts its vote for the most
likely class for the example. Each vote is multiplied by the base classifier’s weight, a value that is
adapted later depending on whether the related base classifier prediction matches the “real” class of the
example. The random component arises from the fact that each of the base classifiers in the ensemble
takes into account only a random set of the examples’ features. Even though each base classifier is
deciding its individual vote based on partial information, the voting mechanism usually provides very
accurate predictions, in many circumstances due to the reinforcing process of the voting mechanism.

This general approach requires some adaptations to handle structural changes on the fly.
RCARF implements a basic drift handling strategy along these lines inherited from ARF. To be
ready to react properly to structural breaks, these algorithms have a mechanism to detect potential
drifts in advance and ensure a smooth transition to new trees. A signal (warning) is raised by a very
sensitive drift detector. This triggers the creation of a background tree and starts its training. In the
case drift is confirmed (drift signal) at a later stage, the background tree replaces the associated one.
Otherwise, it is discarded.

Unlike its predecessor, RCARF is also able to spot the recurrence of previously trained trees and
retrieve them from a shared collection of inactive classifiers called concept history. Specific mechanisms
in the decision process, such as the internal evaluator, are designed to make the best decision under
drift conditions by using only the most adequate sample of recent data.
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Algorithm 1 RCARF algorithm. Adapted from ARF in [31]. Symbols: m, maximum features evaluated
per split; n: total number of trees (n = |T|); δw, warning threshold; δd, drift threshold; C(·), change
detection method; S, data stream; B, set of background trees; W(t), tree t weight; P(·), learning
performance estimation function; CH, concept history; TC, temporal concept saved at the start of
warning window.

1: function RECURRINGCONCEPTSADAPTIVERANDOMFORESTS(m, n, δw, δd)
2:
3: T ← CreateTrees(n)
4:
5: W ← InitWeights(n)
6:
7: B, CH ← ∅
8:
9: while HasNext(S) do

10:
11: (x, y) ← next(S)
12:
13: for all t ∈ T do
14:
15: ŷ ← predict(t, x)
16:
17: W(t) ← P(W(t), ŷ, y)
18:
19: RFTreeTrain(m, t, x, y) � Train t on the current instance(x,y)
20:
21: if C(δw, t, x, y) then � Warning detected?
22:
23: lastError ← evaluate(t) � Save overall error of t
24:
25: TC ← copy(t) � Copy current tree at the start of warning window
26:
27: b ← CreateTree() � Init background tree
28:
29: B(t) ← b
30:
31: end if
32:
33: if C(δd, t, x, y) then � Drift detected?
34:
35: t ← bestTransition(t, B(t), CH)
36:
37: addToConceptHistory(TC) � Push current concept to CH
38:
39: end if
40:
41: end for
42:
43: for all b ∈ B do � Train each background tree
44:
45: RFTreeTrain(m, b, x, y)
46:
47: end for
48:
49: end while
50:
51: end function

In both adaptive versions of Random Forest, base classifiers are always the Hoeffding Trees used
in ARF. That means that, hereafter, we use the term “tree” to refer to each one of these base classifiers.
However, it is worth noting that the mechanism we propose does not depend on the type of base
classifier, which may be replaced transparently.

For the description of the algorithm, it is important to take into account that every tree generated
will be in one of three different states:

• Active trees: Trees currently running in the ensemble for test and train. In the case of drift,
an active tree is moved to the concept history.

• Background trees (one per active tree): A new background tree is created when an active tree
signals a warning. This starts growing in parallel until a drift is signaled by its active tree (the
moment when this gets replaced by either the background tree or a tree from the concept history).
We refer to the training time of a background tree as the warning window of its active tree.
As in ARF, each background tree inherits warning and drift related parameters values and the
maximum subspace size per split from its active tree.

• Concept history trees: These were active trees in the past, but eventually they were replaced
because of their low performance in a certain period of time. Throughout this work, when these
trees are re-activated, they are called recurring trees.
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Code kept from ARF includes the function responsible for inducing each base tree (Algorithm 2)
and the warning and drift detection and handling (Lines 1–21, 27–29 and 43–47 in Algorithm 1).
The method retains the mechanisms related to the ensemble itself (bagging, weighting and voting).
However, in RCARF, we introduce the steps required to manage the concept history and how to
perform an informed decision as to how to replace active trees in case of drift (Lines 23–25, and 35–37).
These aspects of RCARF are detailed in the sections that follow.

Algorithm 2 Random Forest Tree Train (RFTreeTrain). Symbols: λ, fixed parameter to Poisson
distribution; GP, grace period before recalculating heuristics for split test; m: maximum features
evaluated per split; t, decision tree selected; (x, y), current training instance. Adapted from [31].

1: function RFTREETRAIN(m, t, x, y)
2:
3: k ← Poisson(λ = 6)
4:
5: if k > 0 then
6:
7: l ← FindLea f (t, x)
8:
9: UpdateLea f Counts(l, x, k)

10:
11: if examplesSeen(l) ≥ GP then
12:
13: AttempSplit(l)
14:
15: if DidSplit(l) then
16:
17: CreateChildren(l, m)
18:
19: end if
20:
21: end if
22:
23: end if
24:
25: end function
26:

3.1. Concept History

As stated previously, one of the core elements of RCARF is the addition of a concept history to
the ARF schema. The concept history (CH) is a collection of trees shared by all trees in the ensemble.
This collection is created during the execution of the algorithm, and is stored for future use when an
episode of concept drift impacts the performance of active trees. If an active tree is inserted in the
concept history, it becomes available for the whole ensemble. If a tree from the concept history is
“promoted” to be an active tree, it is immediately removed from the concept history.

RCARF relies on the assumption that, particularly in the case of abrupt drift, the background tree
learned from scratch from the beginning of the warning window may be at a disadvantage compared
to an old tree adapted to obtain good results but subsequently discarded. This situation, which would
be affected by the speed of the concept drift, is especially likely if we can expect episodes of recurring
drift in the data. In that case, the concept history already contains trained trees well-adapted to the
recurring concept. Thus, instead of discarding useful trees, the objective would be storing them and
then recovering them whenever they become relevant again.

Figure 1 illustrates the structure of RCARF. First, incoming data examples are tested using the
ensemble evaluator. Only then, the example is used also for training the active tree.

As stated in the algorithm in Algorithm 1 and by Gomes et al. in [31], when the error statistics
increase over time up to a certain threshold, a warning is activated and a background tree is created to
replace the active model in the case of drift. After performing these steps, a change detector decides if
the algorithm must be prepared for the occurrence of concept drift (warning detection, Line 21) or if
a drift has really happened (drift detection, Line 33).

In both ARF and RCARF, the “warning window” is defined as the period of time that starts when
an active tree raises a warning and finishes when the same tree detects a drift. Each warning window
is specific to an active tree, and resets in the case of false alarm; that is, if a new warning is raised by
the same tree before the drift is confirmed. In ARF, if a drift is detected (Line 33), the warning window

228



Entropy 2019, 21, 25

is finished and the background tree replaces the active tree. In RCARF, during the warning window,
there is also an online evaluation on the background tree (the one linked to the active tree that has
raised the warning) and all trees in the concept history to compare their performance. This is the task
of an “internal evaluator”, described below. Only when a drift is detected, the tree with the lowest
error according to the internal evaluator is promoted to active (Line 35). The previously stored copy of
the active tree is then moved to the concept history (Line 37).

3.2. Internal Evaluator

RCARF has two types of evaluators: the ensemble one and the internal one.

• Ensemble evaluator (global, Line 15): It is in charge of the predicted accuracy and results of
the algorithm.

• Internal evaluator (tree-specific, Algorithm 3): This is one of the main components of our proposal.
During the warning window, we must collect information to be able to take the best decision of
which is the best classifier in case drift happens. Given that we are estimating performance when
drift is happening, only the latest examples are relevant. This evaluator is updated every time
that a new example is tested. As we can see in Algorithm 4, the internal sliding window changes
size dynamically during the warning window only for the background trees. The window size is
fixed for trees in the concept history, and it is provided as an input parameter.

Algorithm 3 Internal evaluator. It computes the best transition in the case of drift. Symbols: t, active
tree; b, background tree; CH, concept history; c, tree from CH; WS(CH), fixed window size in CH;
WS(b), current window size in b, W(c), error statistics in c for the latest examples in WS(CH); W(b),
error statistics in b according to WS(b).

1: function BESTTRANSITION(t, b, CH)
2:
3: for all c ∈ CH do � Rank of errors of each tree in CH
4:
5: addToRank(c, countErrors(W(c))/WS(CH))
6:
7: end for
8:
9: if minError(rank) ≤ (countErrors(W(b))/WS(b)) then

10:
11: R ← extractClassi f ier(CH, minErrorKey(rank)) � Get and remove tree from the concept history
12:
13: else
14:
15: R ← b
16:
17: end if
18:
19: return R
20:
21: end function
22:

Algorithm 4 Internal evaluator with dynamic windows for background trees. Symbols: WS, evaluator
window size; W, evaluator window; SI, size increments; MS, minimum size of window.

1: function ADDEVALUATIONRESULTS(value = correctlyClassifies ? 0 : 1)
2:
3: removeFirstElement(W)
4:
5: add(W, value) � Add result [1 (error) or 0 (success)] to window
6:
7: updateWindowSize()
8:
9: if (countO f Errors(W)/WS) < getErrorBe f oreWarning then

10:
11: WS = WS + SI
12:
13: else if WS > MS then
14:
15: WS = WS − SI
16:
17: end if
18:
19: end function
20:

The adaptation mechanism for the window size in Algorithm 4 is as follows: if the error obtained
by a background tree for its internal evaluator window size (WS) in the latest testing examples is
lower than the error obtained by the active tree when it raised the warning signal, then WS decreases
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down to a minimum size. Otherwise, it increases once per iteration (that is, per example evaluated).
Increments and decrements of WS are performed according to an input parameter that defines “size
increments” (SI).

The logic of the resizing mechanism relies on the interpretation of the error obtained by the
background trees. In cases where it is greater than the error obtained by the active tree before
warning, we believe that the underlying reason must be either because the background tree has not
been trained with enough samples yet, or because the structure of the data stream is continuously
changing (in a period of transition). In the second scenario, a smaller sample of the latest examples
could be more accurate in estimating which is the best classifier for the latest concept (WS decreases).
Otherwise, a larger sample would be desirable, as it would provide a more representative set of data
(WS increases).

3.3. Training of the Available Trees

The addition of the concept history and the differences in the replacement strategy used in RCARF
entail the need to discuss the way data are used to train the trees. As in ARF, both the active and
background trees are trained with new examples as soon as they are available (Lines 19 and 45 in
Algorithm 1). However, trees in the concept history are adapted to data that correspond to a different
concept. Therefore, they are not retrained unless they are promoted to active.

As mentioned above, in the case of drift, the active tree is replaced by either the best tree from the
concept history or the background tree (Lines 35–37 in Algorithm 1) following Algorithm 3. In the case
that the background tree was selected for promotion, the training examples from the warning window
would already have been used for its training. Conversely, if a concept history tree were selected for
promotion, these training examples would be discarded.

As stated by Alippi et al. [21], there is always a delay from the start of a concept drift to the start
of the warning window. During this lag, it is not possible to warrant the isolation of a given concept.
In this paper, for simplicity, we avoid taking into consideration this delay as a part of our analysis.
Therefore, for the purpose of this work, we assumed that the start of every warning window that ends
with the trigger of the drift (thus, when this is not a false alarm), matches the start of a concept drift.
For this reason, even though active trees are being updated during warning windows, we consider
that the moment in which they are best adapted to a given concept is just before the warning window.
Hence, the tree that is pushed to the concept history is a snapshot of the active tree at the start of the
warning window (see Lines 25 and 37 in Algorithm 1).

4. Experimentation: Predicting the S&P500 Price Trend Direction

4.1. Data

Data for this work were produced in the following way. First, we downloaded Exchange-Traded
Fund (ETF) SPY prices for the entire first quarter of 2017 at second level from QuantQuote (Data source:
https://www.quantquote.com). This ETF, one of most heavily-traded ones, tracks the popular US
index S&P 500. Secondly, we selected 10 different technical indicators as feature subsets based on
the work by Kara et al. [37]. The default value of 10 s that we set for the number of periods, n, was
extended in the case of the two moving averages. Once we considered the additional possibilities,
5 and 20 s, we ended up with the 14 features described in Table 1. These were computed with the
TA-lib technical analysis library (Technical Analysis library: http://ta-lib.org/) using its default values
for all parameters other than the time period.
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Table 1. Selected technical indicators. Formulas as reported in Kara et al. [37] applied to second-level.
Exponential and simple moving averages for 5 and 20 s added as extra features.

Name of Indicators Formulas

Simple n-second moving average (5, 10, 20) Ct+Ct−1+...+Ct−n+1
n

Weighted n-second moving average (5, 10, 20) n×Ct+(n−1)×Ct−1+...+Ct−n+1
n+(n−1)+...+1

Momentum Ct − Ct−n

Stochastic K% Ct−LLt−n
HHt−n−LLt−n

× 100

Stochastic D% ∑n−1
i=0 Kt−i%

n

RSI (Relative Strength Index) 100 − 100
1+(∑n−1

i=0 Upt−i/n)/(∑n−1
i=0 Dwt−i/n)

MACD (Moving average convergence divergence) EMA(12)t − EMA(26)t

Larry William’s R% Hn−Ct
Hn−Ln

× 100

A/D (Accumulation/Distribution) Oscillator Ht−Ct−1
Ht−Lt

CCI (Commodity Channel Index) Mt−SMt
0.015Dt

Ct is the closing price; Lt the low price; Ht the high price at time t; EMA exponential moving average,
EMA(k)t: EMA(k)t−1 + α × (ct − EMA(k)t−1); α smoothing factor: 2/1 + k; k is time period of k
second exponential moving average; LLt and HHt mean lowest low and highest high in the last t
seconds, respectively; Mt : Ht + Lt + Ct/3; SMt : ∑n

i=1 Mt−i+1)/n; Dt : (∑n
i=1 |Mt−i+1 − SMt|)/n; Upt

means the upward price change; Dwt means the downward price change at time t. n is the period used
to compute the technical indicator in seconds.

The label, categorized as “0” or “1”, indicates the direction of the next change in the EFT. If the
SPY closing price at time t is higher than that at time t − 1, direction t is “1”. If the SPY closing price at
time t is lower or equal than that at time t − 1, direction t is “0”. Furthermore, as part of the labeling
process, a lag of 1 s has been applied over the feature set. Thus, if the technical indicators belong to the
instant t − 1, the label reflects the price change from t − 1 to t.

Short sellers are usually averse to holding positions over non-market hours and try to close them
at the end of the day [58]. The price may jump, or the market can behave very differently in the next
morning. Therefore, only prices during market hours are considered in this work. In addition, as the
technical indicators selected depend on the 35 previous seconds of data, the first 35 s are discarded
for each day after processing the technical indicators. This filtering aims to avoid the influence of the
previous day trends, and prices before market hours.

4.2. Experimental Setting

We designed the experiments presented in this section with two separate purposes in mind.
First, were compared the utility of the recurring drift detection implemented in RCARF vs. the

basic ARF approach. To perform a fair comparison between RCARF and ARF, both algorithms used
the same ADaptive WINdowing (ADWIN) [59] change detector for warnings and drifts. Furthermore,
both learners used the same adapted version of Hoeffding Trees as base classifier, and the same number
of trees in their configuration.

Secondly, we aimed to prove that RCARF is a suitable candidate for this task compared to
other state-of-the-art learners for data stream classification. For this comparison, we selected the
following learners, all of them from the literature of online classification of non-stationary data streams:
DWM [50] using Hoeffding Trees as base classifiers, a RCD learner [23] of Hoeffding Trees and
Hoeffding Adaptive Tree (AHOEFT) [60]. All of the experiments were performed using the MOA
framework [61], which provides implementations of the aforementioned algorithms, in a Microsoft
Azure Virtual Machine “DS3 v2” with the Intel(R) Xeon(R) CPU E5-2673 v4 @ 2.30 GHz processor and
14 GB RAM.
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ARF is able to train decision trees in parallel with multithreading to reduce the running time.
However, in RCARF, multithreading would impact the results because of the addition of the concept
history as a shared storage space used by all trees. Thus, in this work, all experiments were run on
a single thread. The impact of multithreading is out of the scope of our proposal.

The dataset was modeled as a finite, ordered stream of data, and evaluation and training
were performed simultaneously using Interleaved-Test-Then-Train evaluation [61]. In this method,
a prediction is obtained for each example, and success or failure is recorded before the example is used
for training and adjusting the model.

We evaluated each algorithm using the accumulated classification error at the end of the period.
This error was calculated by dividing the number of misclassified examples by the total number of
examples. However, this accumulated error was not adequate to compare how different algorithms
behave in particular moments of time. Thus, we also calculated at regular intervals the error of
each algorithm calculated over a fixed window of time (500 examples). This sequence could then be
compared graphically.

Given the stochastic nature of the algorithms based on Random Forests (RCARF and ARF),
in these cases, we performed 20 experiments and averaged the results. The statistical significance of the
differences of performance among the algorithmic approaches was formally tested using a protocol that
starts verifying the normality of the distribution of prediction errors over the mentioned experiments
using the Lilliefors test. In the case that the null hypothesis of normality was rejected, we relied on the
Wilcoxon test [62]. Otherwise, we tested for homoscedasticity using Levene’s test and, depending on
whether we could reject the null hypothesis, the process ends testing for equality of means using
either a Welch test or a t-test. The significance levels considered in the tests for normality and
homoscedasticity were set at 5%. For the rest, we considered both 5% and 1%.

It is worth emphasizing that the approach that we describe predicts short-term market trends,
but it does not generate any trading signals (that would require further processing). All the tested
algorithms, including our proposed method, used the values of the raw technical indicators at specific
points in time to generate a binary class prediction of the price trend (up or stable/down) for new
data patterns. Ensemble based approaches have a number of internal classifiers whose predictions are
subsequently combined to provide this prediction for the whole ensemble. We emphasize this idea at
the end of Section 5.

4.3. Parameter Selection and Sensitivity

The parameterization effort was not subject to systematic optimization and, therefore,
the performance of the algorithm might be understated. The algorithms in the experiments held most
of their respective default parameters or recommended setups according to their authors. Nonetheless,
there are certain points common to most of the algorithms that deserve a mention.

• Base learner: All ensembles in our experiments used Hoeffding Trees as base classifier.
• Batch size: The algorithms ARF, RCARF and AHOEFT processed examples one at a time. For

RCD, we processed data in batches of 600 examples, that is, 10-min intervals. In DWM, we used
its default setup.

• Change detector: All ensembles in our experiments used ADWIN as explicit change detection
mechanism. Apart from being the default change detector in ARF, its performance has already
been proven in [31].

• Ensemble size: An ensemble size of 40 classifiers was applied by default to RCARF and ARF as
this value performed well according to the study in [31]. We used 40 classifiers in all ensembles
used in this work.

As mentioned above, in the experiments for ARF and RCARF, as change detector, we used
the ADWIN algorithm proposed in [60]. The detailed procedure is described, for instance, in [63].
ADWIN has a variable sized sliding window of performance values. If a drift is detected, the window
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size is reduced; otherwise, it increases, becoming larger with longer concepts. When used as a drift
detector, ADWIN stores two sub-windows to represent older and recent data. When the difference in
the averages between these sub-windows surpasses a given threshold, a drift is detected.

The ADWIN change detector uses a parameter, δ, the value of which is directly related to its
sensitivity. A large value sets a smaller threshold in the number of changes in the monitored statistic
(error rate in our case) that triggers the detection event. Specific values for parameters of this sort
are dependent on the signal-to-noise ratio of the specific data stream and may impact the overall
performance of the algorithm.

The RCARF algorithm assumes that a background tree is created and starts learning as soon
as a change is reported by the ADWIN detector with δw sensitivity. This background tree is only
upgraded to “active” status when drift is confirmed by a second change detector triggered with δd
sensitivity. Thus, value for warning (δw) has to be greater than the value for drift (δd). Large values
were selected for the RCARF change detector (δw and δd) to ensure that concept history trees are given
a chance to replace the active tree often enough to detect abrupt changes. These were set to δw = 0.3
and δd = 0.15.

The starting size of the dynamic windows for the internal evaluator was 10 examples,
with increments or decrements of 1 example in the background trees, and a minimum size of 5 examples.

Although this should be confirmed by further analysis, our experiments suggest that ARF is in
general more sensitive to the values of δ than RCARF. We believe that this can be explained by the fact
that, in the case of early detection of a drift or abrupt changes, when the background tree is not yet ready
to replace the active model, RCARF can still transition to a recurring decision tree that outperforms
the incompletely trained background tree. Because of the sensitivity of ARF to these parameters,
we tested three configurations for ARF (two of them, “moderate” and “ f ast”, recommended by the
authors in [31]) that are summarized in Table 2. Regarding RCD, given that it uses a single ADWIN
change detector, we selected the same value that was used for drift detection in RCARF.

Table 2. Sensitivity parameters for the ADWIN change detector in ARF and RCARF.

Configuration δw δd

ARFmoderate 0.0001 0.00001
ARF f ast 0.01 0.001

RCARF, ARFultra 0.3 0.15
RCD 0.15

4.4. Global Performance Comparison

Table 3 summarizes the results of the experimental work providing the main descriptive statistics
for the accumulated error (%) in predicting the market trend, for all the algorithms on the whole dataset
over 20 runs. As can be seen, RCARF obtains the most competitive results. The reported differences
were formally tested using the previously described protocol, and all of them were statistically
significant at 1%.

Table 3. Global comparison. Accumulated error (%) for all algorithms on the whole dataset, sorted
from best to worst result. Main descriptive statistics over 20 runs. Differences are significant at 1%.

Mean Median Var. Max. Min.

RCARF 34.7533 34.7538 0.0002 34.7791 34.7285
ARFmoderate 34.8008 34.8007 0.0002 34.8362 34.7769

ARF f ast 34.8309 34.8335 0.0003 34.8591 34.7902
RCDHOEF 35.0469 35.0469 0.0000 35.0469 35.0469
ARFultra 35.1104 35.1114 0.0002 35.1392 35.0881

DWM 35.2364 35.2364 0.0000 35.2364 35.2364
AHOEFT 35.4661 35.4661 0.0000 35.4661 35.4661
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The differences between RCARF and ARF are due to the fact that, in some of the abrupt changes,
RCARF is able to replace the active tree with a trained tree from its concept history, the performance of
which is better than the performance of the background tree used by ARF under the same circumstances.
When these gains are over the whole period (including stable periods without concept drift), the final
average difference is small. Because of the low signal to noise ratio in this domain, we believe that
these small gains in predictive accuracy may create a competitive advantage for any trading system
that might use the prediction of RCARF as part of its decision process.

Two configurations of ARF, ARFmoderate and ARF f ast, obtained the second- and third-best results,
followed by RCD. AHOEFT obtained the worst result, which was expected, as this algorithm maintains
a single tree (not an ensemble of trees). It is well-known that ensemble methods can be used for
improving prediction performance [64]. We can also conclude that configurations for ARF suggested
by the authors are better than ARFultra, which used the same parameters as RCARF. This may be
explained by the fact that this configuration may be too sensitive to noise. It produces too many
switches to background trees that are not yet accurately trained when they must be promoted to
be active trees. RCARF, instead, is able to switch to pre-trained trees stored in the concept history,
thus avoiding the corresponding decrease in performance.

As can be seen in Table 4, RCARF performed an average of 85 drifts per decision tree, for a total
of 3411 drifts on average per experiment. However, the final number of decision trees in the concept
history was in average 118 trees. As each recurring drift pushes one tree but also deletes one tree
from the concept history, the table shows that there were only 118 background drifts in an average
experiment, while there were more than 3000 recurring drifts on every experiment. This, together with
the obtained results for RCARF, shows that the recurring drift mechanism was used to resolve most of
the drift situations.

Table 4. Internal statistics for RCARF on the whole dataset over 20 runs. # Drifts, number of total drifts
during the execution (both recurring and background); Drifts per tree, number of total drifts during
the execution (both recurring and background) divided by the ensemble size; # F. Warnings, number of
active warnings at the end of the execution; # CH Trees, number of decision trees in the concept history
at the end of the execution.

Mean Median Var. Max. Min.

# Drifts 3411.1500 3411.5000 3120.2395 3518 3279
Drifts per tree 85.2788 85.2875 1.9501 88 82
# F. Warnings 13.6000 14.0000 9.2000 19 9

# CH Trees 118.2500 119.0000 46.0921 130 106

Another issue of interest is that the final number of active warnings (at the end of the experiments)
was between 9 and 19; that is, with 40 trees, a percentage between 22.5% and 50% of the total were in
warning at this point of time. Obviously, this fraction changed continuously during the experiment
and was different on every run and for each base classifier. This number depends on the sensitivity
parameter in RCARF δw, and may be taken as a measure of the number of “open” warning windows
in a given experiment. A lower value for δw may be chosen to reduce the number of warning windows
opened simultaneously.

In terms of efficiency, the average full running time of RCARF on the whole dataset over
20 experiments was 35,263 s. This is less than the 10 computing hours for an entire quarter of
market data at 1-s level. Hence, although the experiments were not run against the market in real time,
RCARF demonstrates the ability to operate in an online setting at 1-s level on the server used.

4.5. Evolution of the Ensemble over Time

To show the overall behavior of RCARF, we have included Figure 2. It shows the evolution of
error in RCARF for a short period of time (the first trading day of the year). Vertical lines are used to
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signal moments where a drift occurred and an active tree was replaced with one of the trees in the
ensemble. Red dotted lines indicate times where a background tree became active, while blue dashed
lines indicate times where a concept history tree was re-activated (recurrent drift). As we can observe
in Figure 2, drifts are detected throughout the whole period of time.

At the beginning of the experiment, the error was higher because the models had not yet had
the opportunity to adjust to the data; therefore, drifts occurred quite often and sometimes with very
short intervals among them. Later on, drifts were more sparse. Most of the transitions were to
trees that were stored in the concept history (blue dashed drifts in Figure 2), and not very often to
background trees (red dotted drifts). That is, concept history trees were used most of the time instead
of background trees, which proves that storing information from the past helped the RCARF algorithm
in this particular dataset.
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Figure 2. Sample run of RCARF on a single test for the trading first day. Error measured on windows
of 500 examples. Red dotted vertical lines mark drifts to background trees, and blued dashed vertical
lines mark drifts to recurring trees.

Figure 3 compares the results of all of the algorithms over a portion of the training set. Due to
the sampling frequency of seconds, we have smoothed the plots averaging error on 1000 examples.
The first 1000 examples are excluded from the chart due to this fact. The aim of the figure is to illustrate
the performance of the algorithms over a specific period of time. Given the length of the time series
used in the experimental analysis and the fact that the algorithms were run a number of times, it is
hard to extract clear conclusions out of it. The performance comparison should be made based on the
global performance indicators and statistical tests reported Table 3.

Having said that, the figure is consistent with the mentioned results. ARF and RCARF show
a similar behavior, and their average error over time tended to be below the one found for the other
algorithms. This is interesting because it suggests that these algorithms might indeed be superior under
most circumstances, and not under some specific market conditions that might be difficult to capture
with the AHOEFT, RCD, and DWM. RCARF and ARFmoderate, the closest competitor, often overlapped.
However, RCARF was often dominant for short periods of time. This would be consistent with the
notion that RCARF should benefit from the use of its concept history to adjust faster to drifts than ARF,
which would eventually accumulate enough evidence to converge to a similar model.
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Figure 3. Algorithm comparison. Average error measured on windows of 1000 examples for a example
period of time. For RCARF, ARFultra, ARF f ast and ARFmoderate, we show the average result of 20 runs.

5. Summary and Conclusions

In this paper, we introduce RCARF, an ensemble tree-based online classifier that handles recurring
concepts explicitly. The algorithm extends the capabilities of Adaptive Random Forests (ARF) adding
a mechanism to store and handle a shared collection of inactive trees, called concept history. This works
in conjunction with a decision strategy that reacts to drift by replacing active trees with the best
available alternative: either a previously stored tree from the concept history or a newly trained
background tree. Both mechanisms are designed to provide fast reaction times and are thus applicable
to high-frequency data.

The experimentation was conducted on data from a full quarter of both price and trade volumes
for the SPY Exchange-Traded Fund. This ETF, one of most heavily-traded ones, tracks the S&P 500
index. Both series were downloaded with a resolution of 1-s. We defined a classification problem
where the objective was to predict whether the price will rise or decrease in the price change. For this
classification task, we used as attributes a list of technical indicators commonly found in the literature.
These indicators were labeled with the predicted behavior (class) and the result was fed as a data
stream to our test bench of online stream classifiers, including our proposal, RCARF.

The experimental results show that RCARF offers a statistically significant improvement over
the comparable methods. Given that the main difference between ARF and RCARF is the fact that
the second one uses recurring concepts, the new evidence would support the hypothesis that keeping
a memory of market models adds value versus a mere continuous adaptation. The idea that old models
might end up eventually being more useful than the ones that are being fitted at the time, mostly due
to faster adaptation to the market state, has interesting implications from a financial point of view.
The reported results would support the idea of history repeating in terms of the price generation
process. The market would not always transition to completely new market states, but also switch back
to previous (or similar) ones. Recognition of the previous aspect is an extra insight for financial experts
that might be used to obtain excess returns. This, however, is something to be analyzed in the future.

This work was focused on trend prediction with adaptation to concept drift, but we did not
intend to derive any trading system. Actually, the implementation of such system might require
reframing the classification problem to include a larger number of alternatives that could discriminate
not only the direction of price changes, but also their magnitude. The current version of the algorithm
predicts to a certain point short-term market trends, whether there is a way to exploit profitably market
regularities is yet to be determined. For that reason, while it is clear that our the results are compatible
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with arguments against the efficient-market hypothesis, we cannot claim that we can beat consistently
buy and hold and, therefore, we cannot reject it.

Future extensions of this work might include optimization of the algorithm for ultra-high
frequencies and the development of further methods to adapt and resize the internal evaluator,
such as the possibility of saving the window size as part of the concept to be inherited in case of
recurring drifts and new window resizing politics for the historical models. All this might contribute to
the optimization of the process that currently selects between recurrent or new decision trees. Finally,
another possibility would be the addition of meta-cognition to evaluate recurring behaviors from the
history by looking at previous transitions of the model.
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Abstract: In this paper, a deep learning approach, Restricted Boltzmann Machine (RBM), is used to
perform automatic hand sign language recognition from visual data. We evaluate how RBM, as a
deep generative model, is capable of generating the distribution of the input data for an enhanced
recognition of unseen data. Two modalities, RGB and Depth, are considered in the model input
in three forms: original image, cropped image, and noisy cropped image. Five crops of the input
image are used and the hand of these cropped images are detected using Convolutional Neural
Network (CNN). After that, three types of the detected hand images are generated for each modality
and input to RBMs. The outputs of the RBMs for two modalities are fused in another RBM in order
to recognize the output sign label of the input image. The proposed multi-modal model is trained
on all and part of the American alphabet and digits of four publicly available datasets. We also
evaluate the robustness of the proposal against noise. Experimental results show that the proposed
multi-modal model, using crops and the RBM fusing methodology, achieves state-of-the-art results
on Massey University Gesture Dataset 2012, American Sign Language (ASL). and Fingerspelling
Dataset from the University of Surrey’s Center for Vision, Speech and Signal Processing, NYU, and
ASL Fingerspelling A datasets.

Keywords: hand sign language; deep learning; restricted Boltzmann machine (RBM); multi-modal;
profoundly deaf; noisy image

1. Introduction

Profoundly deaf people have many problems in communicating with other people in society. Due
to impairment in hearing and speaking, profoundly deaf people cannot have normal communication
with other people. A special language is fundamental in order for profoundly deaf people to be
able to communicate with others [1]. In recent years, some projects and studies have been proposed
to create or improve smart systems for this population to recognize and detect the sign language
from hand and face gestures in visual data. While each method provides different properties, more
research is required to provide a complete and accurate model for sign language recognition. Using
deep learning approaches has become common for improving the recognition accuracy of sign
language models in recent years. In this work, we use a generative deep model, Restricted Boltzmann
Machine (RBM), using two visual modalities, RGB and Depth, for automatic sign language recognition.
A Convolutional Neural Network (CNN) model, using Faster Region-based Convolutional Neural
Network (Faster-RCNN) [2], is applied for hand detection in the input image. Then, our goal is to test
how a generative deep model, able to generate data from modeled data distribution probabilities, in
combination with different visual modalities, can improve recognition performance of state-of-the-art
alternatives for sign language recognition. The contributions of this paper are summarized as follows:
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(a) A generative model, Restricted Boltzmann Machine (RBM), is used for hand sign recognition.
We benefit from the generative capabilities of the network and the need for fewer network
parameters to achieve better generalization capabilities with fewer input data. Additionally,
we show enhanced performance by the fusion of different RBM blocks, each one considering a
different visual modality.

(b) To improve the recognition performance against noise and missing data, our model is enriched
with additional data in the form of augmentation based on cropped image regions and
noisy regions.

(c) We evaluate the robustness of the proposed model against different kinds of noise; as well as the
effect of the different model hyper-parameters.

(d) We provide state-of-the-art results on five public sign recognition datasets.

The rest of this paper is organized as follows: Section 2 reviews the related materials and methods
as well as the details of the proposed model. Experimental results on four publicly available datasets
are presented in Section 3. Finally, Section 4 concludes the work.

2. Materials and Methods

2.1. Related Work

Sign language recognition has seen a major breakthrough in the field of Computer Vision in
recent years [3]. A detailed review of sign language recognition models can be found in [4]. The
challenges of developing sign language recognition models range from the image acquisition to the
classification process [3]. We present a brief review of some related models of sign language recognition
in two categories:

• Deep-based models: In this category, the proposed models use deep learning approaches
for accuracy improvement. A profoundly deaf sign language recognition model using the
Convolutional Neural Network (CNN) was developed by Garcia and Viesca [5]. Their model
classifies correctly some letters of the American alphabet when tested for the first time, and
some other letters most of the time. They fine-tuned the GoogLeNet model and trained
their model on American Sign Language (ASL) and the Finger Spelling Dataset from the
University of Surrey’s Center for Vision, Speech, and Signal Processing and Massey University
Gesture Dataset 2012 [5]. Koller et al. used Deep Convolutional Neural Network (DCNN)
and Hidden-Markov-Model (HMM) to model mouth shapes to recognize sign language. The
classification accuracy of their model outperformed state-of-the-art mouth model recognition
systems [6]. An RGB ASL Image Dataset (ASLID) and a deep learning-based model were
introduced by Gattupalli et al. to improve the pose estimation of the sign language models. They
measured the recognition accuracy of two deep learning-based state-of-the-art methods on the
provided dataset [7]. Koller et al. proposed a hybrid model, including CNN and Hidden Markov
Model (HMM), to handle the sequence data in sign language recognition. They interpreted the
output of their model in a Bayesian fashion [8]. Guo et al. suggested a tree-structured Region
Ensemble Network (REN) for 3D hand pose estimation by dividing the last convolution outputs
of CNN into some grid regions. They achieved state-of-the-art estimation accuracy on three
public datasets [9]. Deng et al. designed a 3D CNN for hand pose estimation from a single depth
image. This model directly produces the 3D hand pose and does not need further processing.
They achieved state-of-the-art estimation accuracy on two public datasets [10]. A model-based
deep learning approach has been suggested by Zhou et al. [11]. They used a 3D CNN with a
kinematics-based layer to estimate the hand geometric parameters. The report of experimental
results of their model shows that they attained state-of-the-art estimation accuracy on some
publicly available datasets. A Deep Neural Network (DNN) has been proposed by the LIRIS
team of ChaLearn challenge 2014 for hand gesture recognition from two input modalities, RGB
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and Depth. They achieved the highest accuracy results of the challenge, using early fusion of
joint motion features from two input modalities [12]. Koller et al. presented a new approach to
classify the input frames using an embedded CNN within an iterative Expectation Maximum
(EM) algorithm. The proposed model has been evaluated on over 3000 manually labelled hand
shape images of 60 different classes and led to 62.8 top-1 accuracy on the input data [13]. While
their model is applied not only for image input but also for frame sequences of a video, there
are many rooms to improve the model performance in the case of time and complexity due to
using HMMs and the EM algorithm. Guo et al. [14] proposed a simple tree-structured REN for
3D coordinate regression of depth image input. They partitioned the last convolution outputs of
ConvNet into several grid regions and integrated the output of fully connected (FC) regressors
from regions into another FC layer.

• Non-deep models: In this category, the proposed model does not use deep learning approaches.
Philomena and Jasmin suggested a smart system composed of a group of Flex sensors, machine
learning and artificial intelligence concepts to recognize hand gestures and show the suitable form
of outputs. Unfortunately, this system has been defined as a research project and the experimental
results have not been reported [15]. Narayan Sawant designed and implemented an Indian Sign
Language recognition system to recognize the 26-character alphabet by using the HSV color model
and Principal Component Analysis (PCA) algorithm. In this work, the experimental results have
not been reported [16]. Ullah designed a hand gesture recognition system using the Cartesian
Genetic Programming (CGP) technique for American Sign Language (ASL). Unfortunately, the
designed system is still restricted and slow. Improving the recognition accuracy and learning
ability of the suggested system are necessary [17]. Kalsh and Garewal proposed a real-time system
for hand sign recognition using different hand shapes. They used the Canny edge detection
algorithm and Gray-level images. They selected only six alphabets of ASL and achieved a
recognition accuracy of 100 [18]. An Adaptive Neuro-Fuzzy Inference System (ANFIS) was
designed to recognize sign language by Wankhade and Zade. They compared the performance of
Neural Network, HMM, and Adaptive Neuro-Fuzzy Inference System (ANFIS) for sign language
recognition. Based on their experimental results for 35 samples, ANFIS had a higher accuracy
than the other methods [19]. Plawiak et al. [20] designed a system for efficient recognition of
hand body language based on specialized glove sensors. Their model used Probabilistic Neural
Network, Support Vector Machine, and K-Nearest Neighbor algorithms for gesture recognition.
The proposed model has been evaluated on data collected from ten people performing 22 hand
body languages. While the experimental results show high recognition performance, gestures
with low inter-class variability use are miss-classified.

In this work, we propose a deep-based model using RBM to improve sign language recognition
accuracy from two input modalities, RGB and Depth. Using three forms of the input images, original,
cropped, and noisy cropped, the hands of these images are detected using CNN. While each of these
forms for each modality is passed to an RBM, the output of these RBMs are fused in another RBM to
recognize the output hand sign language label. Furthermore, we evaluate the noise robustness of the
model by generating different test cases, including different types of noise applied to input images.
Based on the labels of the input images, some states, including all or parts of the output class labels, are
generated. Some of the letters, such as Z and Y, are hardly detected because of the complexities in their
signs. In this regard, we generate different states in order to have the freedom to ignore these hardly
detected letters in some of the states. We expect that the states that do not include the hardly detected
letters or digits have good recognition accuracy. The proposed model is trained on the Massey, ASL
dataset at Surrey, NYU, and ASL Fingerspelling A dataset and achieves state-of-the-art results.

2.2. Proposed Model

The proposed model includes the following steps:
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• Inputs: The original input images are entered into the model in order to extract their features. As
Figure 1 shows, we use two modalities, RGB and Depth, in the input images. In the case of one
modality in the input images, we use the model illustrated in Figures 2 and 3 for depth and RGB
input images.

Figure 1. The proposed model.

Figure 2. The proposed model in the case of using just depth modality in the input.

Figure 3. The proposed model in the case of using just RGB modality in the input.

• Hand detection: To improve the recognition accuracy of the proposed model, a fine-tuned CNN
model, based on the Faster-RCNN model [2], is used to detect hands in the input images.

• Crop the images: The input images are cropped from five regions of the image using a CNN.
• Add noise: To increase the robustness of the proposed model, two types of noise, Gaussian and

Salt-and-Pepper, are added to input images of the model.
• Enter into the RBM: In the proposed model, we use not only two modalities, RGB and Depth, but

also three forms of input image: an original input image, a five cropped input image, and a five
noisy cropped input image. For each model, we use these three forms of input image and send
them to the RBM. Six RBMs are used in this step as follows:
First RBM: The inputs of the first RBM are five RGB noisy cropped images. Each of these five
noisy crops is separately input to the RBM.
Second RBM: Five crops of RGB input image are the inputs of the second RBM.
Third RBM: Only the original detected hand of the RGB input image is considered as the input of
third RBM.
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Fourth RBM: Five depth noisy cropped images are separately sent to the fourth RBM.
Fifth RBM: The inputs of the fifth RBM are five depth cropped images.
Sixth RBM: The original depth detected hand is considered as the input of the sixth RBM.

• RBM outputs fusion: We use another RBM for fusing the outputs of six RBMs used in the previous
step. The outputs of six RBMs are fused and input into the seventh RBM in order not only to
decrease the dimension but also to generate the distribution of data to recognize the final hand
sign label. In Figure 1, we show how to use these RBMs in our model.

Details of the mentioned parts of the proposed method are explained in the following sub-sections.

2.2.1. Input Image

We use two modalities, RGB and depth, in the input images. In the case that we have only one
modality in the input images, we use a part of the model for that input modality. In the proposed
multi-modal model, Figure 4, the top part of the model, as seen in Figure 2, is the model for depth
inputs and the bottom part, as see in Figure 3, is the model for RGB inputs.

Figure 4. Flowchart of the proposed model.

2.2.2. Hand Detecting

The hands in the input image are detected using the fine-tuned Faster-RCNN [2]. Faster-RCNN is
a fast framework for object detection using CNN. Faster-RCNN network takes an input image and
a set of object proposals. The outputs of this network are the real-valued number-encoded refined
bounding-box positions for each of the output classes in the network. Faster-RCNN uses a Region
Proposal Network (RPN) to share full-image convolutional features with the detection network, which
leads to providing approximately cost-free region proposals. RPN is a fully convolutional network that
is used to predict the object bounds. Faster-RCNN achieved state-of-the-art object detection accuracy
on some public datasets. In addition, Faster-RCNN has a high frame rate detection on very deep
networks such as VGG-16. Sharing the convolutional features has led to decreasing the parameters as
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well as increasing the detection speed in the network. Due to a high speed and low cost in the object
detection, we used the Faster-RCNN to detect the hands in the input images.

2.2.3. Image Cropping

To increase the accuracy of the proposed method in recognizing the hand sign language under
different situations, different crops of input images are used, as Figure 5 shows. Using different crops
is helpful for increasing the accuracy of the model in recognizing input images in situations where
some parts of the images do not exist or have been destroyed. In addition, by using these crops, the
size of the dataset is increased, being beneficial for deep learning approaches. The proposed method is
evaluated by using different numbers of crops to select the suitable number of crops. Furthermore, the
proposed method is trained not only on the input images without any crops but also on the cropped
images. A sample generating different crops of an image is shown in Figure 6.

Figure 5. Generating different crops of the input image.

Figure 6. A sample image and generated crops.

2.2.4. Add Noise

To increase the noise robustness of the proposed method, three types of noise are added to the
input images. Figure 7 shows a sample image as well as the applied noises. Gaussian, Gaussian
Blur, and Salt-and-Pepper noises are selected due to some beneficial features such as being additive,
independent at each pixel, and independent of signal intensity. Four test sets are generated to evaluate
the noise robustness of the proposed method as follows:

1. TSet1: In this test set, Gaussian noise is added to the data.
2. TSet2: In this test set, Salt-and-Pepper noise is added to the data.
3. TSet3: In this test set, Gaussian noise is added to one part of data and Salt-and-Pepper noise is

added to another part of data.
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4. TSet4: In this test set, Gaussian Blur noise is added to the data.

Figure 7. A sample image applying different kinds of noise. (Left column): original images, (Internal

column): Gaussian noise, (Right column): Salt-and-pepper noise.

2.2.5. Entry into the RBM

RBM is an energy-based model that is shown via an undirected graph, as illustrated in Figure 8.
RBM is used as a generative model in different types of data and applications to approximate data
distribution. The RBM graph contains two layers, namely visible and hidden units. While the units of
each layer are independent of each other, they are conditioned on the units of the other layer. RBM
can be trained by using the Contrastive Divergence (CD) learning algorithm. To acquire a suitable
estimator of the log-likelihood gradient in RBM, Gibbs sampling is used. Suitable adjustment of the
parameters of RBM, such as the learning rate, the momentum, the initial values of the weights, and the
number of hidden units, plays a very important role in the convergence of the model [21,22].

Figure 8. RBM network graph.

We are using a reduced set of data where CNN approaches are not able to generalize well. In
this case, RBM, a deep learning model with fewer parameters on the generated dataset, can be a good
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alternative. In the proposed method, we use RBM for hand sign recognition. The achieved results
comparing the proposed method with the CNN models shows the outperforming of the RBM model
for hand sign recognition on the tested datasets. We use some RBMs in the proposed method for
generating the distribution of the input data as well as the recognizing the hand sign label. For each
input image modality, we use three RBMs for three forms of input images, which are: original detected
hand image, five cropped detected hand images, and five noisy cropped detected hand images. While
the input layer of these RBMs includes the size of the 227 × 227 × 3 visible neurons, the hidden layer
has 500 neurons. Figure 9 shows the RGB cropped detected hand inputs of one of the RBMs used in
the proposed model.

Figure 9. The RGB cropped detected hand inputs of one of the RBMs used in the proposed model.

2.2.6. Outputs Fusing

The outputs of the RBMs, used for each form of the input image for each input modality, are
fused in another RBM for hand sign label recognition, while in the case of having just one modality,
RGB or depth, we fused three RBM outputs of three input image forms, and fused six RBM outputs in
two-modality inputs. Figure 10 shows the RBM outputs fusing for two-modality inputs of our model.

Figure 10. RBM outputs fusing in two-modality inputs of our model.
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3. Results and Discussion

Details of the achieved results of the proposed method on four public datasets are discussed in
this section. Results are also compared to state-of-the-art alternatives. Furthermore, we self-compared
the proposed model on four used datasets.

3.1. Implementation Details

We implemented our model on Intel(R) Xeon(R) CPU E5-2699 (2 processors) with 30 GB RAM on
Microsoft Windows 10 operating system and Matlab 2017 software on NVIDIA GPU. Training and test
sets are set as defined in the public dataset description for all methods. Five crops of input images are
generated and used. We use Stochastic Gradient Descent (SGD) with a mini-batch size of 128. The
learning rate starts from 0.005 and is divided by 10 every 1000 epochs. The proposed model is trained
for a total of 10,000 epochs. In addition, we use a weight decay of 1 × 10−4 and a momentum of 0.92.
Our model is trained from scratch with random initialization. To evaluate the noise robustness of our
model, we use the Gaussian and Gaussian Blur noise with zero mean and variance equal to 0.16. The
noise density parameter of the Salt-and-Pepper noise is 0.13. Details of the used parameters in the
proposed method are shown in Table 1.

Table 1. Details of the parameters in the proposed method.

Parameter Value Parameter Value

Theta for Learning 0.005 Crop numbers 5

Weight Decay 1 × 10−4 Batch-size 128

Iteration 100, 1000, 5000, 10,000 Size of the input image 227 × 227 × 3

Gaussian Noise Mean: 0, Salt-and-pepper noise density:
Parameters Variance: 0.16 noise parameter 0.13

3.2. Datasets

The ASL Fingerspelling Dataset from the University of Surrey’s Center for Vision, Speech and
Signal Processing [23], Massey University Gesture Dataset 2012 [24], ASL Fingerspelling A [25], and
NYU [26] datasets have been used to evaluate the proposed model. Details of these datasets are shown
in Table 2. To show the effect of the background in the achieved results, we used not only the datasets
without background but also the datasets including background. Figure 11 shows some samples of the
ASL Fingerspelling A dataset.

Table 2. Details of four datasets used for the proposed model evaluation.

Dataset Language Class Numbers Samples Type

Massey American 36 2524 Image (RGB)

ASL Fingerspelling A American 24 131,000 Image (RGB , Depth)

NYU American 36 81,009 Image (RGB, Depth)

ASL Fingerspelling Dataset American 24 130,000 Image (RGB ,Depth)of the Surrey University
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Figure 11. Samples of the American Sign Language (ASL) Fingerspelling A dataset.

3.3. Parameter Evaluation

Changing some parameters in the proposed method led to different accuracies in the method.
Suitable values for the parameters are selected after testing different values for these parameters.
Figure 12 shows the effect of changing the learning rate and weight decay parameters in the proposed
method. After selecting the best values of the parameters, we fixed and tested the model.

Figure 12. Accuracy versus Weight decay and Learning rate parameters.
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Using the five crops in the training of the proposed method increases not only the size of the
dataset but also the robustness of the method in coping with the missed or destroyed parts of the
input images. Selecting the suitable number of the crops was done by testing the different values and
analyzing the accuracy of the proposed method on the training data. After testing different numbers of
crops, the number five was used. Figure 13 shows the best-achieved accuracy of the proposed method
in different crops of input images. As Figure 13 shows, while the accuracy of the proposed method
monotonically increases in the crop numbers ranging from 1 to 5, the accuracy is approximately fixed
in the higher values of the crop number. Due to decreasing of time and cost complexity, five crop
numbers were selected.

Figure 13. Accuracy versus number of crops of the proposed method on the Massey University Gesture
Dataset 2012.

3.4. Self-Comparison

The proposed model is trained on four public datasets for hand sign recognition. We use
two modalities in the input images, RGB and Depth. We used accuracy for model evaluation and
comparison, defined as follows:

Acc = NT/NT + NF, (1)

with NT being the number of the input samples correctly classified and NF the number of input
samples miss-classified. Model has a better accuracy on Massey University Gesture Dataset 2012
than the other datasets used for evaluation. This was predictable because this dataset includes only
the RGB images without background in the images. The other datasets, ASL Fingerspelling Dataset
from the University of Surrey’s Center for Vision, Speech and Signal Processing, NYU, and ASL
Fingerspelling A, have background in their images. Table 3 shows the results of this comparison.
Comparison of the results of the proposed model shows that the recognition accuracy of the proposed
model on Massey University Gesture Dataset 2012, with RGB input images, were higher than the other
used datasets.
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Table 3. Recognition accuracy of the proposed model on four datasets.

Dataset Recognition Accuracy

Massey University Gesture Dataset 2012 99.31

ASL Fingerspelling Dataset of the Surrey University 97.56

NYU 90.01

ASL Fingerspelling A 98.13

3.5. Evaluating the Robustness to Noise of the Proposed Method

Four test sets, TSet1, TSet2, TSet3, and TSet4, are generated to evaluate the robustness to noise of
the proposed method. Table 4 compares the accuracy of the proposed method in four different states,
with the details of the generated test sets being as follows:

1. TSet1: In this test set, the Gaussian noise with zero mean and variance equal to 0.16 is added.
2. TSet2: In this test set, the Salt-and-Pepper noise with noise density equal to 0.13 is added.
3. TSet3: In this test set, the Gaussian noise with zero mean, variance equal to 0.16 is added to one

part of data, and Salt-and-Pepper noise with noise density equal to 0.13 is added to another part
of data.

4. TSet4: In this test set, the Gaussian Blur noise with zero mean and variance equal to 0.16 is added.

Table 4. Accuracy of the proposed method on four test sets.

Accuracy of Proposed Method TS1 TS2 TS3 TS4

Massey University Gesture Dataset 2012 95.01 94.94 94.86 95.36

ASL Fingerspelling Dataset of the Surrey University 91.09 90.74 90.03 91.18

NYU 85.01 83.84 83.00 85.23

ASL Fingerspelling A 93.84 93.33 92.93 94.04

As Table 4 shows, the proposed model achieves higher accuracy on Massey University Gesture
Dataset 2012 dataset than with the other used datasets. Due to not having background and occlusion
as well as high transparency of the RGB images of this dataset, higher accuracy than the other used
datasets with complex background and occlusion in the input images is expected.

3.6. State-of-the-Art Comparison

The proposed method is compared with state-of-the-art alternatives in hand sign recognition
on four publicly available datasets. Comparison is done under the same conditions of training and
testing data partitioning as in previous work, for a fair comparison. As one can observe in Table 5, the
proposed model achieves the highest performance in all four datasets.

To evaluate the recognition accuracy of the proposed model for hardly detected characters such
as Z and Y, we generate three categories from the Massey University Gesture Dataset 2012 in order
to compare the proposed method with the model suggested by Garcia et al. [5]. The first category
includes all 26 characters. The second category includes only 11 characters and ignores the Z and
Y. Finally, the third category includes only 11 characters and ignores the Z and Y. Details of three
categories are as follows:

• Category1: In this category, two models are trained on alphabets to include a–y.
• Category2: In this category, two models are trained on alphabets to include a–k.
• Category3: In this category, two models are trained on alphabets to include a–e.
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Table 5. State-of-the-art comparison.

Reference Result Dataset

[9] 87.00
[10] 74.00
[14] 84.40 NYU
[27] 79.40

Ours 90.01

[5] 72.00 Massey University
Ours 99.31

[25] 87.00 ASL Fingerspelling A
Ours 98.13

[9] 69.00 ASL Surrey
Ours 97.56

The results of the comparison of Top-1 and Top-5 accuracies are shown in Tables 6 and 7.
The proposed method significantly outperforms the Garcia and Viesca [5] model in recognition accuracy.

Table 6. Comparison of Top-1 accuracy of the proposed method and Garcia [5] model in three
considered categories on Massey University Gesture Dataset 2012.

Top-1 Val Accuracy Proposed Method Garcia [5]

Alphabets [a–y] 98.91 69.65
Alphabets [a–k] 99.03 74.30
Alphabets [a–e] 99.15 97.82

Table 7. Comparison of Top-5 accuracy of the proposed method and Garcia [5] model in three
considered categories on Massey University Gesture Dataset 2012.

Top-5 Val Accuracy Proposed Method Garcia [5]

Alphabets [a–y] 99.31 90.76
Alphabets [a–k] 99.59 89.70
Alphabets [a–e] 99.78 100

4. Conclusions

We proposed the use of RBM as a deep generative model for sign language recognition in
multi-modal RGB-Depth data. We showed the model to provide a generalization in instances of low
amounts of annotated data thanks to the low number of model parameters. We also showed the model
to be robust against different kinds of noise present in the data, and benefitting from the fusion of
RGB and Depth visual modalities. We achieved state-of-the-art results in five public sign recognition
datasets. However, the model shows difficulty recognizing characters with low visual inter-class
variability, such as in the case of the high similarity of hand poses for defining Z and Y characters. For
future work, we plan to further reduce the complexity of the whole ensemble of RBMs by defining
isolated simple RBM models that can share information in early training stages. Furthermore, we plan
to extend model behavior to deal with image sequences and model spatio-temporal information of
sign gestures.
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Abstract: The ease of interpretation of a classification model is essential for the task of validating
it. Sometimes it is required to clearly explain the classification process of a model’s predictions.
Models which are inherently easier to interpret can be effortlessly related to the context of the
problem, and their predictions can be, if necessary, ethically and legally evaluated. In this paper,
we propose a novel method to generate rule-based classifiers from categorical data that can be
readily interpreted. Classifiers are generated using a multi-objective optimization approach focusing
on two main objectives: maximizing the performance of the learned classifier and minimizing its
number of rules. The multi-objective evolutionary algorithms ENORA and NSGA-II have been
adapted to optimize the performance of the classifier based on three different machine learning
metrics: accuracy, area under the ROC curve, and root mean square error. We have extensively
compared the generated classifiers using our proposed method with classifiers generated using
classical methods such as PART, JRip, OneR and ZeroR. The experiments have been conducted in full
training mode, in 10-fold cross-validation mode, and in train/test splitting mode. To make results
reproducible, we have used the well-known and publicly available datasets Breast Cancer, Monk’s
Problem 2, Tic-Tac-Toe-Endgame, Car, kr-vs-kp and Nursery. After performing an exhaustive statistical
test on our results, we conclude that the proposed method is able to generate highly accurate and
easy to interpret classification models.

Keywords: multi-objective evolutionary algorithms; rule-based classifiers; interpretable machine
learning; categorical data

1. Introduction

Supervised Learning is the branch of Machine Learning (ML) [1] focused on modeling the behavior
of systems that can be found in the environment. Supervised models are created from a set of past
records, each one of which, usually, consists of an input vector labeled with an output. A supervised
model is an algorithm that simulates the function that maps inputs with outputs [2]. The best models
are those that predict the output of new inputs in the most accurate way. Thanks to modern computing
capabilities, and to the digitization of ever-increasing quantities of data, nowadays, supervised learning
techniques play a leading role in many applications. The first classification systems date back to the
1990s; in those days, researchers were focused on both precision and interpretability, and the systems
to be modeled were relatively simple. Years later, when it became necessary to model more difficult
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behaviors, the researchers focused on developing more and more precise models, leaving aside the
interpretability. Artificial Neural Networks (ANN) [3], and, more recently, Deep Learning Neural Networks
(DLNN) [4], as well as Support Vector Machines (SVM) [5], and Instance-based Learning (IBL) [6] are
archetypical examples of this approach. A DLNN, for example, is a large mesh of ordered nodes
arranged in a hierarchical manner and composed of a huge number of variables. DLNNs are capable
of modeling very complex behaviors, but it is extremely difficult to understand the logic behind their
predictions, and similar considerations can be drawn for SVNs and IBLs, although the underlying
principles are different. These models are known as black-box methods. While there are applications in
which knowing the ratio behind a prediction is not necessarily relevant, (e.g., predicting a currency’s
future value, whether or not a user clicks on an advert or the amount of rain in a certain area), there
are other situations where the interpretability of a model plays a key role.

The interpretability of classification systems refers to the ability they have to explain their behavior
in a way that is easily understandable by a user [7]. In other words, a model is considered interpretable
when a human is able to understand the logic behind its prediction. In this way, Interpretable
classification models allow external validation by an expert. Additionally, there are certain disciplines
such as medicine, where it is essential to provide information about decision making for ethical and
human reasons. Likewise, when a public institution asks an authority for permission to investigate an
alleged offender, or when the CEO of a certain company wants to take a difficult decision which can
seriously change the direction of the company, some kind of explanations to justify these decisions
may be required. In these situations, using transparent (also called grey-box) models is recommended.
While there is a general consensus on how the performance of a classification system is measured
(popular metrics include accuracy, area under the ROC curve, and root mean square error), there is no
universally accepted metric to measure the interpretability of the models. Nor is there an ideal balance
between the interpretability and performance of classification systems but this depends on the specific
application domain. However, the rule of thumb says that the simpler a classification system is,
the easier it is to interpret. Rule-based Classifiers (RBC) [8,9] are among the most popular interpretable
models, and some authors define the degree of interpretability of an RBC as the number of its rules or
as the number of axioms that the rules have. These metrics tend to reward models with fewer rules as
simple as possible [10,11]. In general, RBCs are classification learning systems that achieve a high level
of interpretability because they are based on a human-like logic. Rules follow a very simple schema:

IF (Condition 1) and (Condition 2) and . . . (Condition N) THEN (Statement)

and the fewer rules the models have and the fewer conditions and attributes the rules have, the easier
it will be for a human to understand the logic behind each classification. In fact, RBCs are so natural
in some applications that they are used to interpret other classification models such as Decision Trees
(DT) [12]. RBCs constitute the basis of more complex classification systems based on fuzzy logic [13]
such as LogitBoost or AdaBoost [14].

Our approach investigates the conflict between accuracy and interpretability as a multi-objective
optimization problem. We define a solution as a set of rules (that is, a classifier), and establish two
objectives to be maximized: interpretability and accuracy. We decided to solve this problem by
applying multi-objective evolutionary algorithms (MOEA) [15,16] as meta-heuristics, and, in particular,
two known algorithms: NSGA-II [15] and ENORA [17]. They are both state-of-the-art evolutionary
algorithms which have been applied, and compared, on several occasions [18–20]. NSGA-II is very
well-known and has the advantage of being available in many implementations, while ENORA
generally has a higher performance. In the current literature, MOEAs are mainly used for learning
RBCs based on fuzzy logic [18,21–26]. However, Fuzzy RBCs are designed for numerical data, from
which fuzzy sets are constructed and represented by linguistic labels. In this paper, on the contrary,
we are interested in RBCs for categorical data, for which a novel approach is necessary.

This paper is organized as follows. In Section 2, we introduce multi-objective constrained
optimization, the evolutionary algorithms ENORA and NSGA-II, and the well-known rule-based
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classifier learning systems PART, JRip, OneR and ZeroR. In Section 3, we describe the structure of
an RBC for categorical data, and we propose the use of multi-objective optimization for the task of
learning a classifier. In Section 4, we show the result of our experiments, performed on the well-known
publicly accessible datasets Breast Cancer, Monk’s Problem 2, Tic-Tac-Toe-Endgame, Car, kr-vs-kp and
Nursery. The experiments allow a comparison among the performance of the classifiers learned by our
technique against those of classifiers learned by PART, JRip, OneR and ZeroR, as well as a comparison
between ENORA and NSGA-II for the purposes of this task. In Section 5, the results are analyzed and
discussed, before concluding in Section 6. Appendices A and B show the tables of the statistical tests
results. Appendix C shows the symbols and the nomenclature used in the paper.

2. Background

2.1. Multi-Objective Constrained Optimization

The term optimization [27] refers to the selection of the best element, with regard to some
criteria, from a set of alternative elements. Mathematical programming [28] deals with the theory,
algorithms, methods and techniques to represent and solve optimization problems. In this paper,
we are interested in a class of mathematical programming problems called multi-objective constrained
optimization problems [29], which can be formally defined, for l objectives and m constraints, as follows:

Min./Max. fi (x) , i = 1, . . . , l
subject to gj (x) ≤ 0, j = 1, . . . , m

(1)

where fi (x) (usually called objectives) and gj (x) are arbitrary functions. Optimization problems can
be naturally separated into two categories: those with discrete variables, which we call combinatorial,
and those with continuous variables. In combinatorial problems, we are looking for objects from a
finite, or countably infinite, set X , where objects are typically integers, sets, permutations, or graphs.
In problems with continuous variables, instead, we look for real parameters belonging to some
continuous domain. In Equation (1), x = {x1, x2, . . . , xw} ∈ X w represents the set of decision
variables, where X is the domain for each variable xk, k = 1, . . . , w.

Now, let F = {x ∈ X w | gj (x) ≤ 0, j = 1, . . . , m} be the set of all feasible solutions to
Equation (1). We want to find a subset of solutions S ⊆ F called non-dominated set (or Pareto optimal
set). A solution x ∈ F is non-dominated if there is no other solution x′ ∈ F that dominates x, and a
solution x′ dominates x if and only if there exists i (1 ≤ i ≤ l) such that fi (x

′) improves fi (x), and for
every i (1 ≤ i ≤ l), fi (x) does not improve fi (x

′). In other words, x′ dominates x if and only if x′ is
better than x for at least one objective, and not worse than x for any other objective. The set S of non
dominated solutions of Equation (1) can be formally defined as:

S =
{

x ∈ F |
 ∃ x′(x′ ∈ F ∧ D (
x′, x

)
)
}

where:
D (

x′, x
)
= ∃i(1 ≤ i ≤ l, fi

(
x′
)
< fi (x)) ∧ ∀i(1 ≤ i ≤ l, fi

(
x′
) ≤ fi (x)).

Once the set of optimal solutions is available, the most satisfactory one can be chosen by
applying a preference criterion. When all the functions fi are linear, then the problem is a linear
programming problem [30], which is the classical mathematical programming problem and for which
extremely efficient algorithms to obtain the optimal solution exist (e.g., the simplex method [31]).
When any of the functions fi is non-linear then we have a non-linear programming problem [32].
A non-linear programming problem in which the objectives are arbitrary functions is, in general,
intractable. In principle, any search algorithm can be used to solve combinatorial optimization
problems, although it is not guaranteed that they will find an optimal solution. Metaheuristics methods
such as evolutionary algorithms [33] are typically used to find approximate solutions for complex
multi-objective optimization problems, including feature selection and fuzzy classification.
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2.2. The Multi-Objective Evolutionary Algorithms ENORA and NSGA-II

The MOEA ENORA [17] and NSGA-II [15] use a (μ + λ) strategy (Algorithm 1) with
μ = λ = popsize, where μ corresponds to the number of parents and λ refers to the number of children
(popsize is the population size), with binary tournament selection (Algorithm 2) and a rank function
based on Pareto fronts and crowding (Algorithms 3 and 4). The difference between NSGA-II and
ENORA is how the calculation of the ranking of the individuals in the population is performed.
In ENORA, each individual belongs to a slot (as established in [34]) of the objective search space,
and the rank of an individual in a population is the non-domination level of the individual in its
slot. On the other hand, in NSGA-II, the rank of an individual in a population is the non-domination
level of the individual in the whole population. Both ENORA and NSGA-II MOEAs use the same
non-dominated sorting algorithm, the fast non-dominated sorting [35]. It compares each solution with
the rest of the solutions and stores the results so as to avoid duplicate comparisons between every
pair of solutions. For a problem with l objectives and a population with N solutions, this method
needs to conduct l · N · (N − 1) objective comparisons, which means that it has a time complexity of
O(l · N2) [36]. However, ENORA distributes the population in N slots (in the best case), therefore,
the time complexity of ENORA is O(l · N2) in the worst case and O(l · N) in the best case.

Algorithm 1 (μ + λ) strategy for multi-objective optimization.

Require: T > 1 {Number of generations}
Require: N > 1 {Number of individuals in the population}

1: Initialize P with N individuals
2: Evaluate all individuals of P
3: t ← 0
4: while t < T do

5: Q ← ∅
6: i ← 0
7: while i < N do

8: Parent1← Binary tournament selection from P
9: Parent2← Binary tournament selection from P

10: Child1, Child2← Crossover(Parent1, Parent2)
11: Offspring1← Mutation(Child1)
12: Offspring2← Mutation(Child2)
13: Evaluate Offspring1
14: Evaluate Offspring2
15: Q ← Q

⋃ {Offspring1, Offspring2}
16: i ← i + 2
17: end while

18: R ← P
⋃

Q
19: P ← N best individuals from R according to the rank-crowding function in population R
20: t ← t + 1
21: end while

22: return Non-dominated individuals from P
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Algorithm 2 Binary tournament selection.

Require: P {Population}
1: I ← Random selection from P
2: J ← Random selection from P
3: if I is better than J according to the rank-crowding function in population P then

4: return I
5: else

6: return J
7: end if

Algorithm 3 Rank-crowding function.

Require: P {Population}
Require: I, J {Individuals to compare}

1: if rank (P, I) < rank (P, J) then

2: return True
3: end if

4: if rank(P, J) < rank(P, I) then

5: return False
6: end if

7: return Crowding_distance (P, I) > Crowding_distance (P, J)

The main reason ENORA and NSGA-II behave differently is as follows. NSGA-II never selects
the individual dominated by the other in the binary tournament, while, in ENORA, the individual
dominated by the other may be the winner of the tournament. Figure 1 shows this behavior graphically.
For example, if individuals B and C are selected for a binary tournament with NSGA-II, individual B
beats C because B dominates C. Conversely, individual C beats B with ENORA because individual C
has a better rank in his slot than individual B. In this way, ENORA allows the individuals in each slot
to evolve towards the Pareto front encouraging diversity. Even though in ENORA the individuals of
each slot may not be the best of the total individuals, this approach generates a better hypervolume
than that of NSGA-II throughout the evolution process.

ENORA is our MOEA, on which we are intensively working over the last decade. We have
applied ENORA to constrained real-parameter optimization [17], fuzzy optimization [37], fuzzy
classification [18], feature selection for classification [19] and feature selection for regression [34].
In this paper, we apply it to rule-based classification. NSGA-II algorithm was designed by Deb et al.
and has been proved to be a very powerful and fast algorithm in multi-objective optimization contexts
of all kinds. Most researchers in multi-objective evolutionary computation use NSGA-II as a baseline
to compare the performance of their own algorithms. Although NSGA-II was developed in 2002 and
remains a state-of-the-art algorithm, it is still a challenge to improve on it. There is a recently updated
improved version for many-objective optimization problems called NSGA-III [38].
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Algorithm 4 Crowding_distance function.

Require: P {Population}
Require: I {Individual}
Require: l {Number of objectives}

1: for j = 1 to l do

2: f max
j ← max

I∈P
{ f I

j }
3: f min

j ← min
I∈P

{ f I
j }

4: f
supI

j
j ← value of the jth objective for the individual higher adjacent in the jth objective to the

individual I
5: f

in f I
j

j ← value of the jth objective for the individual lower adjacent in the jth objective to the

individual I
6: end for

7: for j = 1 to l do

8: if f I
j = f max

j or f I
j = f min

j then

9: return ∞
10: end if

11: end for

12: CD ← 0.0
13: for j = 1 to l do

14: CD ← CD +
f

supI
j

j − f
in f I

j
j

f max
j − f min

j15: end for

16: return CD

Figure 1. Rank assignment of individuals with ENORA vs. NSGA-II.

2.3. PART

PART (Partial DT Method [39]) is a widely used rule learning algorithm that was developed at the
University of Waikato in New Zealand [40]. Experiments show that it is a very efficient algorithm
in terms of both computational performance and results. PART combines the divide-and-conquer
strategy typical of decision tree learning with the separate-and-conquer strategy [41] typical of rule
learning, as follows. A decision tree is first constructed (using C4.5 algorithm [42]), and the leaf with
the highest coverage is converted into a rule. Then, the set of instances that are covered by that rule
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are discarded, and the process starts over. The result is an ordered set of rules, completed by a default
rule that applies to instances that do not meet any previous rule.

2.4. JRip

JRip is a fast and optimized implementation in Weka of the famous RIPPER (Repeated Incremental
Pruning to Produce Error Reduction) algorithm [43]. RIPPER was proposed in [44] as a more efficient
version of the incrementally reduced error pruning (IREP) rule learner developed in [45]. IREP and
RIPPER work in a similar manner. They begin with a default rule and, using a training dataset, attempt
to learn rules that predict exceptions to the default. Each rule learned is a conjunction of propositional
literals. Each literal corresponds to a split of the data based on the value of a single feature. This family
of algorithms, similar to decision trees, has the advantage of being easy to interpret, and experiments
show that JRip is particularly efficient in large datasets. RIPPER and IREP use a strategy based
on the separate-and-conquer method to generate an ordered set of rules that are extracted directly
from the dataset. The classes are examined one by one, prioritizing those that have more elements.
These algorithms are based on four basic steps (growing, pruning, optimizing and selecting) applied
repetitively to each class until a stopping condition is met [44]. These steps can be summarized as
follows. In the growing phase, rules are created taking into account an increasing number of predictors
until the stopping criterion is satisfied (in the Weka implementation, the procedure selects the condition
with the highest information gain). In the pruning phase redundancy is eliminated and long rules are
reduced. In the optimization phase, the rules generated in the previous steps are improved (if possible)
by adding new attributes or by adding new rules. Finally, in the selection phase, the best rules are
selected and the others discarded.

2.5. OneR

OneR (One Rule) is a very simple, while reasonably accurate, classifier based on a frequency table.
First, OneR generates a set of rules for each attribute of the dataset, and, then, it selects only one rule
from that set—the one with the lowest error rate [46]. The set of rules is created using a frequency table
constructed for each predictor of the class, and numerical classes are converted into categorical values.

2.6. ZeroR

Finally, ZeroR (Zero Rules [40]) is a classifier learner that does not create any rules and uses no
attributes. ZeroR simply creates the class classification table by selecting the most frequent value. Such
a classifier is obviously the simplest possible one, and its capabilities are limited to the prediction of
the majority class. In the literature, it is not used for practical classifications tasks, but as a generic
reference to measure the performance of other classifiers.

3. Multi-Objective Optimization for Categorical Rule-Based Classification

In this section, we propose a general schema for an RBC specifically designed for categorical
data. Then, we propose and describe a multi-objective optimization solution to obtain optimal
categorical RBCs.

3.1. Rule-Based Classification for Categorical Data

Let Γ be a classifier composed by M rules, where each rule RΓ
i , i = 1, . . . , M, has the

following structure:

RΓ
i : IF x1 = bΓ

i1 AND , . . . , AND xp = bΓ
ip THEN y = cΓ

i (2)

where for j = 1, . . . , p the attribute bΓ
ij (called antecedent) takes values in a set {1, . . . , vj} (vj > 1), and

cΓ
i (called consequent) takes values in {1, . . . , w} (w > 1). Now, let x = {x1, . . . , xp} be an observed

example, with xj ∈ {1, . . . , vj}, for each j = 1, . . . , p. We propose maximum matching as reasoning
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method, where the compatibility degree of the rule RΓ
i for the example x (denoted by ϕΓ

i (x)) is calculated
as the number of attributes whose value coincides with that of the corresponding antecedent in RΓ

i ,
that is

ϕΓ
i (x) =

p

∑
j=1

μΓ
ij(x)

where:

μΓ
ij(x) =

{
1 i f xj = bΓ

ij
0 i f xj 
= bΓ

ij

The association degree for the example x with a class c ∈ {1, . . . , w} is computed by adding the
compatibility degrees for the example x of each rule RΓ

i whose consequent cΓ
i is equal to class c, that is:

λΓ
c (x) =

M

∑
i=1

ηΓ
ic(x)

where:

ηΓ
ic(x) =

{
ϕΓ

i (x) i f c = cΓ
i

0 i f c 
= cΓ
i

Therefore, the classification (or output) of the classifier Γ for the example x corresponds to the class
whose association degree is maximum, that is:

f Γ (x) = argc
w

max
c=1

λΓ
c (x)

3.2. A Multi-Objective Optimization Solution

Let D be a dataset of K instances with p categorical input attributes, p > 0, and a categorical
output attribute. Each input attribute j can take a category xj ∈

{
1, . . . , vj

}
, vj > 1, j = 1, . . . , p,

and the output attribute can take a class c ∈ {1, . . . , w}, w > 1. The problem of finding an optimal
classifier Γ, as described in the previous section, can be formulated as an instance of the multi-objective
constrained problem in Equation (1) with two objectives and two constraints:

Max./Min. FD(Γ)
Min. NR(Γ)
subject to : NR(Γ) ≥ w

NR(Γ) ≤ Mmax

(3)

In the problem (Equation (3)), the function FD(Γ) is a performance measure of the classifier Γ
over the dataset D, the function NR(Γ) is the number of rules of the classifier Γ, and the constraints
NR(Γ) ≥ w and NR(Γ) ≤ Mmax limit the number of rules of the classifier Γ to the interval [w, Mmax],
where w is the number of classes of the output attribute and Mmax is given by a user. Objectives FD(Γ)
and NR(Γ) are in conflict. The fewer rules the classifier has, the fewer instances it can cover, that is,
if the classifier is simpler it will have less capacity for prediction. There is, therefore, an intrinsic conflict
between problem objectives (e.g., maximize accuracy and minimize model complexity) which cannot
be easily aggregated to a single objective. Both objectives are typically optimized simultaneously in
many other classification systems, such as neural networks or decision trees [47,48]. Figure 2 shows
the Pareto front of a dummy binary classification problem described as in Equation (3), with Mmax = 6
rules, where FD(Γ) is maximized. This front is composed of three non-dominated solutions (three
possible classifiers) with two, three and four rules, respectively. The solutions with five and six rules
are dominated (both by the solution with four rules).
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Figure 2. A Pareto front of a binary classification problem as formulated in Equation (3) where FD(Γ)
is minimized and NR(Γ) is minimized.

Both ENORA and NSGA-II have been adapted to solve the problem described in Equation (3)
with variable-length representation based on a Pittsburgh approach, uniform random initialization, binary
tournament selection, handling constraints, ranking based on non-domination level with crowding distance,
and self-adaptive variation operators. Self-adaptive variation operators work on different levels of the
classifier: rule crossover, rule incremental crossover, rule incremental mutation, and integer mutation.

3.2.1. Representation

We use a variable-length representation based on a Pittsburgh approach [49], where each
individual I of a population contains a variable number of rules MI , and each rule RI

i , i = 1, . . . , is
codified in the following components:

• Integer values associated to the antecedents bI
ij ∈ {1, . . . , vj}, for i = 1, . . . , MI and j = 1, . . . , p.

• Integer values associated to the consequent cI
i ∈ {1, . . . , w}, for i = 1, . . . , MI .

Additionally, to carry out self-adaptive crossing and mutation, each individual has two discrete
parameters dI ∈ {0, . . . , δ} and eI ∈ {0, . . . , ε} associated with crossing and mutation, where
δ ≥ 0 is the number of crossing operators and ε ≥ 0 is the number of mutation operators. Values
dI and eI for self-adaptive variation are randomly generated from {0, δ} and {0, ε}, respectively.
Table 1 summarizes the representation of an individual.

Table 1. Chromosome coding for an individual I.

Codification for Rule Set Codification for Adaptive Crossing and Mutation

Antecedents Consequent Associated Crossing Associated Mutation

bI
11 bI

21 . . . bI
q1 cI

1
...

...
...

...
... dI eI

bI
1MI

bI
2MI

. . . bI
qMI

cI
MI

3.2.2. Constraint Handling

The constraints NR(Γ) ≥ w and NR(Γ) ≤ Mmax are satisfied by means of specialized
initialization and variation operators, which always generate individuals with a number of rules
between w and Mmax.

3.2.3. Initial Population

The initial population (Algorithm 5) is randomly generated with the following conditions:
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• Individuals are uniformly distributed with respect to the number of rules with values between
w and Mmax, and with an additional constraint that specifies that there must be at least one
individual for each number of rules (Steps 4–8). This ensures an adequate initial diversity in the
search space in terms of the second objective of the optimization model.

• All individuals contain at least one rule for any output class between 1 and w (Steps 16–20).

Algorithm 5 Initialize population.

Require: p > 0 {Number of categorical input attributes}
Require: v1, . . . , vp, vj > 1, j = 1, . . . , p {Number of categories for the input attributes}
Require: w > 1, {Number of classes for the output attribute}
Require: δ > 0 {Number of crossing operators}
Require: ε > 0 {Number of mutation operators}
Require: Mmax ≥ w {Maximum number of rules}
Require: N > 1 {Number of individuals in the population}

1: P ← ∅
2: for k = 1 to N do

3: I ← new Individual
4: if k ≤ Mmax − w + 1 then

5: MI ← k + w − 1
6: else

7: MI ← Int Random(w,Mmax)
8: end if

9: {Random rule RI
i }

10: for i = 1 to MI do

11: {Random integer values associated with the antecedents}
12: for j = 1 to p do

13: bI
ij ←Random(1,vj)

14: end for

15: {Random integer value associated with the consequent}
16: if i < w then

17: cI
i = j

18: else

19: cI
i ← Random(1,w)

20: end if

21: end for

22: {Random integer values for adaptive variation}
23: dI ← Random(0,δ)
24: eI ← Random(0,ε)
25: P ← P ∪ I
26: end for

27: return P
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3.2.4. Fitness Functions

Since the optimization model encompasses two objectives, each individual must be evaluated
with two fitness functions, which correspond to the objective functions FD(Γ) and NR(Γ) of the
problem (Equation (3)). The selection of the best individuals is done using the Pareto concept in a
binary tournament.

3.2.5. Variation Operators

We use self-adaptive crossover and mutation, which means that the selection of the operators is
made by means of an adaptive technique. As we have explained (cf. Section 3.2.1), each individual
I has two integer parameters dI ∈ {0, . . . , δ} and eI ∈ {0, . . . , ε} to indicate which crossover
or mutation is carried out. In our case, δ = 2 and ε = 2 are two crossover operators and two
mutation operators, so that dI , eI ∈ {0, 1, 2}. Note that value 0 indicates that no crossover or no
mutation is performed. Self-adaptive variation (Algorithm 6) generates two children from two parents
by self-adaptive crossover (Algorithm 7) and self-adaptive mutation (Algorithm 8). Self-adaptive
crossover of individuals I, J and self-adaptive mutation of individual I are similar to each other. First,
with a probability pv, the values dI and eI are replaced by a random value. Additionally, in the case of
crossover, the value dJ is replaced by dI . Then, the crossover indicated by dI or the mutation indicated
by eI is performed. In summary, if an individual comes from a given crossover or a given mutation,
that specific crossover and mutation are preserved to their offspring with probability pv, so the value of
pv must be small enough to ensure a controlled evolution (in our case, we use pv = 0.1). Although the
probability of the crossover and mutation is not explicitly represented, it can be computed as the ratio
of the individuals for which crossover and mutation values are set to 1. As the population evolves,
individuals with more successful types of crossover and mutation will be more common, so that
the probability of selecting the more successful crossover and mutation types will increase. Using
self-adaptive crossover and mutation operators helps to realize the goals of maintaining diversity in
the population and sustaining the convergence capacity of the evolutionary algorithm, also eliminating
the need of setting an a priori operator probability to each operator. In other approaches (e.g., [50]),
the probabilities of crossover and mutation vary depending on the fitness value of the solutions.

Both ENORA and NSGA-II have been implemented with two crossover operators, rule crossover
(Algorithm 9) and rule incremental crossover (Algorithm 10), and two mutation operators: rule incremental
mutation (Algorithm 11) and integer mutation (Algorithm 12). Rule crossover randomly exchanges two
rules selected from the parents, and rule incremental crossover adds to each parent a rule randomly
selected from the other parent if its number of rules is less than the maximum number of rules. On the
other hand, rule incremental mutation adds a new rule to the individual if the number of rules of the
individual is less than the maximum number of rules, while integer mutation carries out a uniform
mutation of a random antecedent belonging to a randomly selected rule.

Algorithm 6 Variation.

Require: Parent1, Parent2 {Individuals for variation}
1: Child1 ← Parent1
2: Child1 ← Parent2
3: Self-adaptive crossover Child1, Child2
4: Self-adaptive mutation Child1
5: Self-adaptive mutation Child2
6: return Child1, Child2
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Algorithm 7 Self-adaptive crossover.

Require: I, J {Individuals for crossing}
Require: pv (0 < pv < 1) {Probability of variation}
Require: δ > 0 {Number of different crossover operators}

1: if a random Bernoulli variable with probability pv takes the value 1 then

2: dI ← Random(0,δ)
3: end if

4: dJ ← dI

5: Carry out the type of crossover specified by dI :

{0: No cross}

{1: Rule crossover}

{2: Rule incremental crossover}

Algorithm 8 Self-adaptive mutation.

Require: I {Individual for mutation}
Require: pv (0 < pv < 1) {Probability of variation}
Require: ε > 0 {Number of different mutation operators}

1: if a random Bernoulli variable with probability pv takes the value 1 then

2: eI ← Random(0,ε)
3: end if

4: Carry out the type of mutation specified by eI :

{0: No mutation}

{1: Rule incremental mutation}

{2: Integer mutation}

Algorithm 9 Rule crossover.

Require: I, J {Individuals for crossing}
1: i ← Random(1,MI)
2: j ← Random(1,MJ)
3: Exchange rules RI

i and RJ
j

Algorithm 10 Rule incremental crossover.

Require: I, J {Individuals for crossing}
Require: Mmax {Maximum number of rules}

1: if MI < Mmax then

2: j ← Random(1,MJ)
3: Add RJ

j to individual I
4: end if

5: if MJ < Mmax then

6: i ← Random(1,MI)
7: Add RI

i to individual J
8: end if
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Algorithm 11 Rule incremental mutation.

Require: I {Individual for mutation}
Require: Mmax {Maximum number of rules}

1: if MI < Mmax then

2: Add a new random rule to I
3: end if

Algorithm 12 Integer mutation.

Require: I {Individual for mutation}
Require: p > 0 {Number of categorical input attributes}
Require: v1, . . . , vp, vj > 1, j = 1, . . . , p {Number of categories for the input attributes}

1: i ← Random(1,MI)
2: j ← Random(1,p)
3: bI

ij ← Random(1,vj)

4. Experiment and Results

To ensure the reproducibility of the experiments, we have used publicly available datasets.
In particular, we have designed two sets of experiments, one using the Breast Cancer [51] dataset, and
the other using the Monk’s Problem 2 [52] dataset.

4.1. The Breast Cancer Dataset

Breast Cancer encompasses 286 instances. Each instance corresponds to a patient who suffered
from breast cancer and uses nine attributes to describe each patient. The class to be predicted is binary
and represents whether the patient has suffered a recurring cancer event. In this dataset, 85 instances
are positive and 201 are negative. Table 2 summarizes the attributes of the dataset. Among all instances,
nine present some missing values; in the pre-processing phase, these have been replaced by the mode
of the corresponding attribute.

Table 2. Attribute description of the Breast Cancer dataset.

# Attribute Name Type Possible Values

1 age categorical 10–19, 20–29, 30–39, 40–49, 50–59, 60–69, 70–79, 80–89, 90–99.
2 menopause categorical lt40, ge40, premeno
3 tumour-size categorical 0–4, 5–9, 10–14, 15–19, 20–24, 25–29, 30–34, 35–39, 40–44, 45–49, 50–54, 55–59
4 inv-nodes categorical 0–2, 3–5, 6–8, 9–11, 12–14, 15–17, 18–20, 21–23, 24–26, 27–29, 30–32, 33–35, 36–39
5 node-caps categorical yes, no
6 deg-malign categorical 1, 2, 3
7 breast categorical left, right
8 breast-quad categorical left-up, left-low, right-up, right-low, central
9 irradiat categorical yes, no
10 class categorical no-recurrence-events, recurrence-events

4.2. The Monk’s Problem 2 Dataset

In July 1991, the monks of Corsendonk Priory attended a summer course that was being held
in their priory, namely the 2nd European Summer School on Machine Learning. After a week,
the monks could not yet clearly identify the best ML algorithms, or which algorithms to avoid in which
cases. For this reason, they decided to create the three so-called Monk’s problems, and used them to
determine which ML algorithms were the best. These problems, rather simple and completely artificial,
became later famous (because of their peculiar origin), and have been used as a comparison for many

269



Entropy 2018, 20, 684

algorithms on several occasions. In particular, in [53], they have been used to test the performance of
state-of-the-art (at that time) learning algorithms such as AQ17-DCI, AQ17-HCI, AQ17-FCLS, AQ14-NT,
AQ15-GA, Assistant Professional, mFOIL, ID5R, IDL, ID5R-hat, TDIDT, ID3, AQR, CN2, WEB CLASS,
ECOBWEB, PRISM, Backpropagation, and Cascade Correlation. For our research, we have used the Monk’s
Problem 2, which contains six categorical input attributes and a binary output attribute, summarized
in Table 3. The target concept associated with the Monk’s Problem 2 is the binary outcome of the
logical formula:

Exactly two of:
{heap_shape= round, body_shape=round, is_smiling=yes, holding=sword, jacket_color=red,

has_tie=yes}

In this dataset, the original training and testing sets were merged to allow other sampling procedures.
The set contains a total of 601 instances, and no missing values.

Table 3. Attribute description of the MONK’s Problem 2 dataset.

# Atttribute Name Type Possible Values

1 head_shape categorical round, square, octagon
2 body_shape categorical round, square, octagon
3 is_smiling categorical yes, no
4 holding categorical sword, balloon, flag
5 jacket_color categorical red, yellow, green, blue
6 has_tie categorical yes, no
7 class categorical yes, no

4.3. Optimization Models

We have conducted different experiments with different optimization models to calculate the
overall performance of our proposed technique and to see the effect of optimizing different objectives
for the same problem. First, we have designed a multi-objective constrained optimization model based
on the accuracy:

Max. ACCD(Γ)
Min. NR(Γ)
subject to : NR(Γ) ≥ w

NR(Γ) ≤ Mmax

(4)

where ACCD(Γ) is the proportion of correctly classified instances (both true positives and true
negatives) among the total number of instances [54] obtained with the classifier Γ for the dataset
D. ACCD(Γ) is defined as:

ACCD(Γ) = 1
K

K

∑
i=1

TD(Γ, i)

where K is the number of instances of the dataset D, and TD(Γ, i) is the result of the classification of
the instance i in D with the classifier Γ, that is:

TD(Γ, i) =

{
1 i f ĉΓ

i = ci
D

0 i f ĉΓ
i 
= ci

D

where ĉΓ
i is the predicted value of the ith instance in Γ, and ci

D is the corresponding true value in D.
Our second optimization model is based on the area under the ROC curve:
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Max. AUCD(Γ)
Min. NR(Γ)
subject to : NR(Γ) ≥ w

NR(Γ) ≤ Mmax

(5)

where AUCD(Γ) is the area under the ROC curve obtained with the classifier Γ with the dataset D.
The ROC (Receiver Operating Characteristic) curve [55] is a graphical representation of the sensitivity
versus the specificity index for a classifier varying the discrimination threshold value. Such a curve can
be used to generate statistics that summarize the performance of a classifier, and it has been shown
in [54] to be a simple, yet complete, empirical description of the decision threshold effect, indicating all
possible combinations of the relative frequencies of the various kinds of correct and incorrect decisions.
The area under the ROC curve can be computed as follows [56]:

AUCD(Γ) =
∫ 1

0
SD(Γ, E−1

D (Γ, v))dv

where SD(Γ, t) (sensitivity) is the proportion of positive instances classified as positive by the classifier
Γ in D, 1 − ED(Γ, t) (specificity) is the proportion of negative instances classified as negative by Γ in D,
and t is the discrimination threshold. Finally, our third constrained optimization model is based on the
root mean square error (RMSE):

Max./Min. RMSED(Γ)
Min. NR(Γ)
subject to : NR(Γ) ≥ w

NR(Γ) ≤ Mmax

(6)

where RMSED(Γ) is defined as the square root of the mean square error obtained with a classifier Γ in
the dataset D:

RMSED(Γ) = 1
K

√√√√ K

∑
i=1

(ĉΓ
i − ci

D)
2

where ĉΓ
i is the predicted value of the ith instance for the classifier Γ, and ci

D is the corresponding
output value in the database D. Accuracy, area under the ROC curve, and root mean square error are
all well-accepted measures used to evaluate the performance of a classifier. Therefore, it is natural to
use such measures as fitting functions. In this way, we can establish which one behaves better in the
optimization phase, and we can compare the results with those in the literature.

4.4. Choosing the Best Pareto Front

To compare the performance of ENORA and NSGA-II as metaheuristics in this particular
optimization task, we use the hypervolume metric [57,58]. The hypervolume measures, simultaneously,
the diversity and the optimality of the non-dominated solutions. The main advantage of using
hypervolume against other standard measures, such as the error ratio, the generational distance,
the maximum Pareto-optimal front error, the spread, the maximum spread, or the chi-square-like deviation,
is that it can be computed without an optimal population, which is not always known [15].
The hypervolume is defined as the volume of the search space dominated by a population P, and is
formulated as:

HV (P) =
|Q|⋃
i=1

vi (7)
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where Q ⊆ P is the set of non-dominated individuals of P, and vi is the volume of the individual i.
Subsequently, the hypervolume ratio (HVR) is defined as the ratio of the volume of the non-dominated
search space over the volume of the entire search space, and is formulated as follows:

HVR (P) = 1 − H (P)
VS

(8)

where VS is the volume of the search space. Computing HVR requires reference points that identify
the maximum and minimum values for each objective. For RBC optimization, as proposed in this
work, the following minimum (FD lower, NRlower) and maximum (FDupper, NRupper) points, for each
objective, are set in the multi-objective optimization models in Equations (4)–(6):

FD lower = 0, FDupper = 1, NRlower = w, NRupper = Mmax

A first single execution of all six models (three driven by ENORA, and three driven by NSGA-II),
over both datasets, has been designed for the purpose of showing the aspect of the final Pareto front,
and compare the hypervolume ratio of the models. The results of this single execution, with population
size equal to 50 and 20,000 generations (1,000,000 evaluations in total), are shown in Figures 3 and 4
(by default, Mmax is set to 10, to which we add 2, because both datasets have a binary class). Regarding
the configuration of the number of generations and the size of the population, our criterion has been
established as follows: once the number of evaluations is set to 1,000,000, we can decide to use a
population size of 100 individuals and 10,000 generations, or to use a population size of 50 individuals
and 20,000 generations. The first configuration (100 × 10,000) allows a greater diversity with respect to
the number of rules of the classifiers, while the second one (50 × 20,000) allows a better adjustment
of the classifier parameters and therefore, a greater precision. Given the fact that the maximum
number of rules of the classifiers is not greater than 12, we think that 50 individuals are sufficient to
represent four classifiers on average for each number of rules (4 × 12 = 48∼50). Thus, we prefer the
second configuration (50 × 20,000) because having more generations increases the chances of building
classifiers with a higher precision.

ENORA-ACC ENORA-AUC ENORA-RMSE
HVR = 0.1844 HVR = 0.2365 HVR = 0.7398

NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE
HVR = 0.2238 HVR = 0.2721 HVR = 0.7645

Figure 3. Pareto fronts of one execution of ENORA and NSGA-II, with Mmax = 12, on the Breast
Cancer dataset, and their respective HVR. Note that in the case of multi-objective classification where
FD is maximized (ACCD and AUCD), function FD has been converted to minimization for a better
understanding of the Pareto front.
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ENORA-ACC ENORA-AUC ENORA-RMSE
HVR = 0.2393 HVR = 0.2304 HVR = 0.7104

NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE
HVR = 0.3269 HVR = 0.2352 HVR = 0.8246

Figure 4. Pareto fronts of one execution of ENORA and NSGA-II, with Mmax = 12, on the Monk’s
Problem 2 dataset, and their respective HVR. Note that in the case of multi-objective classification where
FD is maximized (ACCD and AUCD), function FD has been converted to minimization for a better
understanding of the Pareto front.

Experiments were executed in a computer x64-based PC with one processor Intel64 Family 6
Model 60 Stepping 3 GenuineIntel 3201 Mhz, RAM 8131 MB. Table 4 shows the run time for each
method over both datasets. Note that, although ENORA has less algorithmic complexity than NSGA-II,
it has taken longer in experiments than NSGA-II. This is because the evaluation time of individuals in
ENORA is higher than that of NSGA-II since ENORA has more diversity than NSGA-II, and therefore
ENORA evaluates classifiers with more rules than NSGA-II.

Table 4. Run times of ENORA and NSGA-II for Breast Cancer and Monk’s Problem 2 datasets.

Method Breast Cancer Monk’s Problem 2

ENORA-ACC 244.92 s. 428.14 s.
ENORA-AUC 294.75 s. 553.11 s.

ENORA-RMSE 243.30 s. 414.42 s.
NSGA-II-ACC 127.13 s. 260.83 s.
NSGA-II-AUC 197.07 s. 424.83 s.

NSGA-II-RMSE 134.87 s. 278.19 s.

From these results, we can deduce that, first, ENORA maintains a higher diversity of the
population, and achieves a better hypervolume ratio with respect to NSGA-II, and, second, using
accuracy as the first objective generates better fronts than using the area under the ROC curve, which,
in turn, performs better than using the root mean square error.

4.5. Comparing Our Method with Other Classifier Learning Systems (Full Training Mode)

To perform an initial comparison between the performance of the classifiers obtained with the
proposed method and the ones obtained with classical methods (PART, JRip, OneR and ZeroR), we have
executed again the six models in full training mode.

The parameters have been configured as in the previous experiment (population size equal to 50
and 20,000 generations), excepting the Mmax parameter that was set to 2 for the Breast Cancer dataset
(this case), while, for the Monk’s Problem 2, it was set to 9. Observe that, since Mmin = 2 in both cases,
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executing the optimization models using Mmax = 2 leads to a single objective search for the Breast
Cancer dataset. In fact, after the preliminary experiments were run, it turned out that the classical
classifier learning systems tend to return very small, although not very precise, set of rules on Breast
Cancer, and that justifies our choice. On the other hand, executing the classical rule learners on Monk’s
Problem 2 returns more diverse sets of rules, which justifies choosing a higher Mmax in that case. To
decide, a posteriori, which individual is chosen from the final front, we have used the default algorithm:
the individual with the best value on the first objective is returned. In the case of Monk’s Problem 2, that
individual has seven rules. The comparison is shown in Tables 5 and 6, which show, for each classifier,
the following information: number of rules, percent correct, true positive rate, false positive rate, precision,
recall, F-measure, Matthews correlation coefficient, area under the ROC curve, area under precision-recall curve,
and root mean square error. As for the Breast Cancer dataset (observe that the best result emerged from
the proposed method), in the optimization model driven by NSGA-II, with root mean square error
as the first objective (see Table 7), only PART was able to achieve similar results, although slightly
worse, but at the price of having 15 rules, making the system clearly not interpretable. In the case of
the Monk’s Problem 2 dataset, PART returned a model with 47 rules, which is not interpretable by any
standard, although it is very accurate. The best interpretable result is the one with seven rules returned
by ENORA, driven by the root mean square error (see Table 8). The experiments for classical learners
have been conducted using the default parameters.

Table 5. Comparison of the performance of the learning models in full training mode—Breast
Cancer dataset.

Learning Model Number of Rules Percent Correct TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area RMSE

ENORA-ACC 2 79.02 0.790 0.449 0.796 0.790 0.762 0.455 0.671 0.697 0.458
ENORA-AUC 2 75.87 0.759 0.374 0.751 0.759 0.754 0.402 0.693 0.696 0.491

ENORA-RMSE 2 77.62 0.776 0.475 0.778 0.776 0.744 0.410 0.651 0.680 0.473
NSGA-II-ACC 2 77.97 0.780 0.501 0.805 0.780 0.738 0.429 0.640 0.679 0.469
NSGA-II-AUC 2 75.52 0.755 0.368 0.749 0.755 0.752 0.399 0.693 0.696 0.495

NSGA-II-RMSE 2 79.37 0.794 0.447 0.803 0.794 0.765 0.467 0.673 0.700 0.454
PART 15 78.32 0.783 0.397 0.773 0.783 0.769 0.442 0.777 0.793 0.398
JRip 3 76.92 0.769 0.471 0.762 0.769 0.740 0.389 0.650 0.680 0.421

OneR 1 72.72 0.727 0.563 0.703 0.727 0.680 0.241 0.582 0.629 0.522
ZeroR - 70.27 0.703 0.703 0.494 0.703 0.580 0.000 0.500 0.582 0.457

Table 6. Comparison of the performance of the learning models in full training mode—Monk’s Problem
2 dataset.

Learning Model Number of Rules Percent Correct TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area RMSE

ENORA-ACC 7 75.87 0.759 0.370 0.753 0.759 0.745 0.436 0.695 0.680 0.491
ENORA-AUC 7 68.71 0.687 0.163 0.836 0.687 0.687 0.523 0.762 0.729 0.559

ENORA-RMSE 7 77.70 0.777 0.360 0.777 0.777 0.762 0.481 0.708 0.695 0.472
NSGA-II-ACC 7 68.38 0.684 0.588 0.704 0.684 0.597 0.203 0.548 0.580 0.562
NSGA-II-AUC 7 66.38 0.664 0.175 0.830 0.664 0.661 0.497 0.744 0.715 0.580

NSGA-II-RMSE 7 68.71 0.687 0.591 0.737 0.687 0.595 0.226 0.548 0.583 0.559
PART 47 94.01 0.940 0.087 0.940 0.940 0.940 0.866 0.980 0.979 0.218
JRip 1 65.72 0.657 0.657 0.432 0.657 0.521 0.000 0.500 0.549 0.475

OneR 1 65.72 0.657 0.657 0.432 0.657 0.521 0.000 0.500 0.549 0.585
ZeroR - 65.72 0.657 0.657 0.432 0.657 0.521 0.000 0.500 0.549 0.475

Table 7. Rule-based classifier obtained with NSGA-II-RMSE for Breast Cancer dataset.

Rule Antecedents Consequent

R1: IF age = 50–59 AND inv-nodes = 0–2 AND node-caps = no
AND deg-malig = 1 AND breast = right AND breast-quad = left-low THEN class = no-recurrence-events

R2: IF age = 60–69 AND inv-nodes = 18–20 AND node-caps = yes
AND deg-malig = 3 AND breast = left AND breast-quad = right-up THEN class = recurrence-events
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Table 8. Rule-based classifier obtained with ENORA-RMSE for Monk’s Problem 2 dataset.

Rule Antecedents Consequent

R1: IF head_shape = round AND body_shape = round AND is_smiling = no
AND holding = sword AND jacket_color = red AND has_tie = yes THEN class = yes

R2: IF head_shape = octagon AND body_shape = round AND is_smiling = no
AND holding = sword AND jacket_color = red AND has_tie = no THEN class = yes

R3: IF head_shape = round AND body_shape = round AND is_smiling = no
AND holding = sword AND jacket_color = yellow AND has_tie = yes THEN class = yes

R4: IF head_shape = round AND body_shape = round AND is_smiling = no
AND holding = sword AND jacket_color = red AND has_tie = no THEN class = yes

R5: IF head_shape = square AND body_shape = square AND is_smiling = yes
AND holding = flag AND jacket_color = yellow AND has_tie = no THEN class = no

R6: IF head_shape = octagon AND body_shape = round AND is_smiling = yes
AND holding = balloon AND jacket_color = blue AND has_tie = no THEN class = no

R7: IF head_shape = octagon AND body_shape = octagon AND is_smiling = yes
AND holding = sword AND jacket_color = green AND has_tie = no THEN class = no

4.6. Comparing Our Method with Other Classifier Learning Systems (Cross-Validation and Train/Test
Percentage Split Mode)

To test the capabilities of our methodology in a more significant way, we proceeded as follows.
First, we designed a cross-validated experiment for the Breast Cancer dataset, in which we iterated
three times a 10-fold cross-validation learning process [59] and considered the average value of the
performance metrics percent correct, area under the ROC curve, and serialized model size of all results.
Second, we designed a train/test percentage split experiment for the Monk’s Problem 2 dataset, in which
we iterated ten times a 66% (training) versus 33% (testing) split and considered, again, the average
result of the same metrics. Finally, we performed a statistical test over on results, to understand if
they show any statistically significant difference. An execution of our methodology, and of standard
classical learners, has been performed to obtain the models to be tested precisely under the same
conditions of the experiment Section 4.5. It is worth observing that using two different types of
evaluations allows us to make sure that our results are not influenced by the type of experiment.
The results of the experiments are shown in Tables 9 and 10.

Table 9. Comparison of the performance of the learning models in 10-fold cross-validation mode (three
repetitions)—Breast Cancer dataset.

Learning Model Percent Correct ROC Area Serialized Model Size

ENORA-ACC 73.45 0.61 9554.80
ENORA-AUC 70.16 0.62 9554.63

ENORA-RMSE 72.39 0.60 9557.77
NSGA-II-ACC 72.50 0.60 9556.20
NSGA-II-AUC 70.03 0.61 9555.70

NSGA-II-RMSE 73.34 0.60 9558.60
PART 68.92 0.61 55,298.13
JRip 71.82 0.61 7664.07

OneR 67.15 0.55 1524.00
ZeroR 70.30 0.50 915.00

The statistical tests aim to verify if there are significant differences among the means of each
metric: percent correct, area under the ROC curve and serialized model size. We proceeded as follows.
First, we checked normality and sphericity of each sample by means of the Shapiro–Wilk normality test.
Then, if normality and sphericity conditions were met, we applied one way repeated measures ANOVA;
otherwise, we applied the Friedman test. In the latter case, when statistically significant differences were
detected, we applied the Nemenyi post-hoc test to locate where these differences were. Tables A1–A12 in
Appendix A show the results of the performed tests for the Breast Cancer dataset for each of the three
metrics, and Tables A13–A24 in Appendix B show the results for the Monk’s Problem 2 dataset.
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Table 10. Comparison of the performance of the learning models in split mode—Monk’s problem
2 dataset.

Learning Model Percent Correct ROC Area Serialized Model Size

ENORA-ACC 76.69 0.70 9586.50
ENORA-AUC 72.82 0.79 9589.30

ENORA-RMSE 75.66 0.68 9585.30
NSGA-II-ACC 70.07 0.59 9590.60
NSGA-II-AUC 67.08 0.70 9619.70

NSGA-II-RMSE 67.63 0.54 9565.90
PART 73.51 0.79 73,115.90
JRip 64.05 0.50 5956.90

OneR 65.72 0.50 1313.00
ZeroR 65.72 0.50 888.00

4.7. Additional Experiments

Finally, we show the results of the evaluation with 10-fold cross-validation for Monk’s problem 2
dataset and for the following four other datasets:

1. Tic-Tac-Toe-Endgame dataset, with 9 input attributes, 958 instances, and binary class (Table 11).
2. Car dataset, with 6 input attributes, 1728 instances, and 4 output classes (Table 12).
3. Chess (King-Rook vs. King-Pawn) (kr-vs-kp), with 36 input attributes, 3196 instances, and binary

class (Table 13).
4. Nursery dataset, with 8 input attributes, 12,960 instances, and 5 output classes (Table 14).

Table 11. Attribute description of the Tic-Tac-Toe-Endgame dataset.

# Attribute Name Type Possible Values

1 top-left-square categorical x, o, b
2 top-middle-square categorical x, o, b
3 top-right-square categorical x, o, b
4 middle-left-square categorical x, o, b
5 middle-middle-square categorical x, o, b
6 middle-right-square categorical x, o, b
7 bottom-left-square categorical x, o, b
8 bottom-middle-square categorical x, o, b
9 bottom-right-square categorical x, o, b
10 class categorical positive, negative

Table 12. Attribute description of the Car dataset.

# Attribute Name Type Possible Values

1 buying categorical vhigh, high, med, low
2 maint categorical vhigh, high, med, low
3 doors categorical 2, 3, 4, 5-more
4 persons categorical 2, 4, more
5 lug_boot categorical small, med, big
6 safety categorical low, med, high
7 class categorical unacc, acc, good, vgood
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Table 13. Attribute description of the kr-vs-kp dataset.

# Attribute Name Type Possible Values

1 bkblk categorical t , f
2 bknwy categorical t , f
3 bkon8 categorical t , f
4 bkona categorical t , f
5 bkspr categorical t , f
6 bkxbq categorical t , f
7 bkxcr categorical t , f
8 bkxwp categorical t , f
9 blxwp categorical t , f

10 bxqsq categorical t , f
11 cntxt categorical t , f
12 dsopp categorical t , f
13 dwipd categorical g , l
14 hdchk categorical t , f
15 katri categorical b , n , w
16 mulch categorical t , f
17 qxmsq categorical t , f
18 r2ar8 categorical t , f
19 reskd categorical t , f
20 reskr categorical t , f
21 rimmx categorical t , f
22 rkxwp categorical t , f
23 rxmsq categorical t , f
24 simpl categorical t , f
25 skach categorical t , f
26 skewr categorical t , f
27 skrxp categorical t , f
28 spcop categorical t , f
29 stlmt categorical t , f
30 thrsk categorical t , f
31 wkcti categorical t , f
32 wkna8 categorical t , f
33 wknck categorical t , f
34 wkovl categorical t , f
35 wkpos categorical t , f
36 wtoeg categorical n , t , f
37 class categorical won , nowin

Table 14. Attribute description of the Nursery dataset.

# Attribute Name Type Possible Values

1 parents categorical usual, pretentious, great_pret
2 has_nurs categorical proper, less_proper, improper, critical, very_crit
3 form categorical complete, completed, incomplete, foster
4 children categorical 1, 2, 3, more
5 housing categorical convenient, less_conv, critical
6 finance categorical convenient, inconv
7 social categorical nonprob, slightly_prob, problematic
8 health categorical recommended, priority, not_recom
9 class categorical not_recom, recommend, very_recom, priority, spec_prior

We have used the ENORA algorithm together with the ACCD and RMSED objective functions
in this case because these combinations have produced the best results for the Breast Cancer and Monk’s
problem 2 datasets evaluated in 10-fold cross-validation (population size equal to 50, 20,000 generations
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and Mmax = 10 + number of classes). Table 15 shows the results of the best combination ENORA-ACC
or ENORA-RMSE together with the results of the classical rule-based classifiers.

Table 15. Comparison of the performance of the learning models in 10-fold cross-validation
mode—Monk’s Problem 2, Tic-Tac-Toe-Endgame, Car, kr-vs-kp and Nursery datasets.

Learning Model Number of Rules Percent Correct TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area RMSE

Monk’s problem 2

ENORA-ACC 7 77.70 0.777 0.360 0.777 0.777 0.762 0.481 0.708 0.695 0.472
PART 47 79.53 0.795 0.253 0.795 0.795 0.795 0.544 0.884 0.893 0.380
JRip 1 62.90 0.629 0.646 0.526 0.629 0.535 −0.034 0.478 0.537 0.482

OneR 1 65.72 0.657 0.657 0.432 0.657 0.521 0.000 0.500 0.549 0.586
ZeroR - 65.72 0.657 0.657 0.432 0.657 0.521 0.000 0.491 0.545 0.457

Tic-Tac-Toe-Endgame

ENORA-ACC/RMSE 2 98.33 0.983 0.031 0.984 0.983 0.983 0.963 0.976 0.973 0.129
PART 49 94.26 0.943 0.076 0.942 0.943 0.942 0.873 0.974 0.969 0.220
JRip 9 97.81 0.978 0.031 0.978 0.978 0.978 0.951 0.977 0.977 0.138

OneR 1 69.94 0.699 0.357 0.701 0.699 0.700 0.340 0.671 0.651 0.548
ZeroR - 65.35 0.653 0.653 0.427 0.653 0.516 0.000 0.496 0.545 0.476

Car

ENORA-RMSE 14 86.57 0.866 0.089 0.866 0.866 0.846 0.766 0.889 0.805 0.259
PART 68 95.78 0.958 0.016 0.959 0.958 0.958 0.929 0.990 0.979 0.1276
JRip 49 86.46 0.865 0.064 0.881 0.865 0.870 0.761 0.947 0.899 0.224

OneR 1 70.02 0.700 0.700 0.490 0.700 0.577 0.000 0.500 0.543 0.387
ZeroR - 70.02 0.700 0.700 0.490 0.700 0.577 0.000 0.497 0.542 0.338

kr-vs-kp

ENORA-RMSE 10 94.87 0.949 0.050 0.950 0.949 0.949 0.898 0.950 0.927 0.227
PART 23 99.06 0.991 0.010 0.991 0.991 0.991 0.981 0.997 0.996 0.088
JRip 16 99.19 0.992 0.008 0.992 0.992 0.992 0.984 0.995 0.993 0.088

OneR 1 66.46 0.665 0.350 0.675 0.665 0.655 0.334 0.657 0.607 0.579
ZeroR - 52.22 0.522 0.522 0.273 0.522 0.358 0.000 0.499 0.500 0.500

Nursery

ENORA-ACC 15 88.41 0.884 0.055 0.870 0.884 0.873 0.824 0.915 0.818 0.2153
PART 220 99.21 0.992 0.003 0.992 0.992 0.992 0.989 0.999 0.997 0.053
JRip 131 96.84 0.968 0.012 0.968 0.968 0.968 0.957 0.993 0.974 0.103

OneR 1 70.97 0.710 0.137 0.695 0.710 0.702 0.570 0.786 0.632 0.341
ZeroR - 33.33 0.333 0.333 0.111 0.333 0.167 0.000 0.500 0.317 0.370

5. Analysis of Results and Discussion

The results of our tests allow for several considerations. The first interesting observation is that
NSGA-II identifies fewer solutions than ENORA on the Pareto front, which implies less diversity
and therefore a worse hypervolume ratio, as shown in Figures 3 and 4. This is not surprising: in
several other occasions [19,34,60], it has been shown that ENORA maintains a higher diversity in the
population than other well-known evolutionary algorithms, with generally positive influence on the
final results. Comparing the results in full training mode against the results in cross-validation or in
splitting mode makes it evident that our solution produces classification models that are more resilient
to over-fitting. For example, the classifier learned by PART with Monk’s Problem 2 presents a 94.01%
accuracy in full training mode that drops to 73.51% in splitting mode. A similar, although with a more
contained drop in accuracy, is shown by the classifier learned with Breast Cancer dataset; at the same
time, the classifier learned by ENORA driven by accuracy shows only a 5.57% drop in one case, and
even an improvement in the other case (see Tables 5, 6, 9, and 10). This phenomenon is easily explained
by looking at the number of rules: the more rules in a classifier, the higher the risk of over-fitting; PART
produces very accurate classifiers, but at the price of adding many rules, which not only affects the
interpretability of the model but also its resilience to over-fitting. Full training results seem to indicate
that when the optimization model is driven by RMSE the classifiers are more accurate; nevertheless,
they are also more prone to over-fitting, indicating that, on average, the optimization models driven
by the accuracy are preferable.

From the statistical tests (whose results are shown in the Appendixes A and B) we conclude
that among the six variants of the proposed optimization model there are no statistical significative
differences, which suggests that the advantages of our method do not depend directly on a specific
evolutionary algorithm or on the specific performance measure that is used to drive the evolutions.
Significant statistical differences between our method and very simple classical methods such as OneR
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were expectable. Significant statistical differences between our method and a well-consolidated one
such as PART have not been found, but the price to be paid for using PART in order to have similar
results to ours is a very high number of rules (15 vs. 2 in one case and 47 vs. 7 in the other case).

We would like to highlight that both the Breast Cancer dataset and the Monk’s problem 2 dataset are
difficult to approximate with interpretable classifiers and that none of the analyzed classifiers obtains
high accuracy rates using the cross-validation technique. Even powerful black-box classifiers, such
as Random Forest and Logistic, obtain success rates below 70% in 10-fold cross-validation for these
datasets. However, ENORA obtains a better balance (trade-off) between precision and interpretability
than the rest of the classifiers. For the rest of the analyzed datasets, the accuracy obtained using
ENORA is substantially higher. For example, for the Tic-Tac-Toe-Endgame dataset, ENORA obtains a
98.3299% success percentage with only two rules in cross-validation, while PART obtains 94.2589%
with 49 rules, and JRip obtains 97.8079% with nine rules. With respect to the results obtained in the
datasets Car, kr-vs-kp and Nursery, we want to comment that better success percentage can be obtained
if the maximum number of evaluations is increased. However, better success percentages imply a
greater number of rules, which is to the detriment of the interpretability of the models.

6. Conclusions and Future Works

In this paper, we have proposed a novel technique for categorical classifier learning. Our proposal
is based on defining the problem of learning a classifier as a multi-objective optimization problem,
and solving it by suitably adapting an evolutionary algorithm to this task; our two objectives are
minimizing the number of rules (for a better interpretability of the classifier) and maximizing a metric
of performance. Depending on the particular metric that is chosen, (slightly) different optimization
models arise. We have tested our proposal, in a first instance, on two different publicly available
datasets, Breast Cancer (in which each instance represents a patient that has suffered from breast cancer
and is described by nine attributes, and the class to be predicted represents the fact that the patient has
suffered a recurring event) and Monk’s Problem 2 (which is an artificial, well-known dataset in which
the class to be predicted represents a logical function), using two different evolutionary algorithms,
namely ENORA and NSGA-II, and three different choices as a performance metric, i.e., accuracy,
the area under the ROC curve, and the root mean square error. Additionally, we have shown the
results of the evaluation in 10-fold cross-validation of the publicly available Tic-Tac-Toe-Endgame, Car,
kr-vs-kp and Nursery datasets.

Our initial motivation was to design a classifier learning system that produces interpretable, yet
accurate, classifiers: since interpretability is a direct function of the number of rules, we conclude that
such an objective has been achieved. As an aside, observe that our approach allows the user to decide,
beforehand, a maximum number of rules; this can also be done in PART and JRip, but only indirectly.
Finally, the idea underlying our approach is that multiple classifiers are explored at the same time in
the same execution, and this allows us to choose the best compromise between the performance and
the interpretability of a classifier a posteriori.

As a future work, we envisage that our methodology can benefit from an embedded future selection
mechanism. In fact, all attributes are (ideally) used in every rule of a classifier learned by our
optimization model. By simply relaxing such a constraint, and by suitably re-defining the first objective
in the optimization model (e.g., by minimizing the sum of the lengths of all rules, or similar measures),
the resulting classifiers will naturally present rules that use more features as well as rules that use less
(clearly, the implementation must be adapted to obtain an initial population in which the classifiers
have rules of different lengths as well as mutation operators that allow a rule to grow or to shrink).
Although this approach does not follow the classical definition of feature selection mechanisms
(in which a subset of features is selected that reduces the dataset over which a classifier is learned), it is
natural to imagine that it may produce even more accurate classifiers, and more interpretable at the
same time.
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Currently, we are implementing our own version of multi-objective differential evolution (MODE)
for rule-based classification for inclusion in the Weka Open Source Software issued under the GNU
General Public License. The implementation of other algorithms, such as MOEA/D, their adaptation in
the Weka development platform and subsequent analysis and comparison are planned for future work.
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Abbreviations

The following abbreviations are used in this manuscript:

ML Machine learning
ANN Artificial neural networks
DLNN Deep learning neural networks
CEO Chief executive officer
SVM Support vector machines
IBL Instance-based learning
DT Decision trees
RBC Rule-based classifiers
ROC Receiver operating characteristic
RMSE Root mean square error performance metric
FL Fuzzy logic
MOEA Multi-objective evolutionary algorithms
NSGA-II Non-dominated sorting genetic algorithm, 2nd version
ENORA Evolutionary non-dominated radial slots based algorithm
PART Partial decision tree classifier
JRip RIPPER classifier of Weka
RIPPER Repeated incremental pruning to produce error reduction
OneR One rule classifier
ZeroR Zero rule classifier
ENORA-ACC ENORA with objective function defined as accuracy
ENORA-AUC ENORA with objective function defined as area under the ROC curve
ENORA-RMSE ENORA with RMSE objective function
NSGA-II-ACC NSGA-II with objective function defined as accuracy
NSGA-II-AUC NSGA-II with objective function defined as area under the ROC curve
NSGA-II-RMSE NSGA-II with RMSE objective function
HVR Hypervolume ratio
TP True positive
FP False positive
MCC Matthews correlation coefficient
PRC Precision-recall curve
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Appendix A. Statistical Tests for Breast Cancer Dataset

Table A1. Shapiro–Wilk normality test p-values for percent correct metric—Breast Cancer dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 0.5316 Not Rejected
ENORA-AUC 0.3035 Not Rejected
ENORA-RMSE 0.7609 Not Rejected
NSGA-II-ACC 0.1734 Not Rejected
NSGA-II-AUC 0.3802 Not Rejected

NSGA-II-RMSE 0.6013 Not Rejected
PART 0.0711 Not Rejected
JRip 0.5477 Not Rejected
OneR 0.316 Not Rejected
ZeroR 3.818 × 10−06 Rejected

Table A2. Friedman p-value for percent correct metric—Breast Cancer dataset.

p-Value Null Hypothesis

Friedman 5.111 × 10−04 Rejected

Table A3. Nemenyi post-hoc procedure for percent correct metric—Breast Cancer dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 0.2597 - - - - - - - -
ENORA-RMSE 0.9627 0.9627 - - - - - - -
NSGA-II-ACC 0.9981 0.8047 1.0000 - - - - - -
NSGA-II-AUC 0.2951 1.0000 0.9735 0.8386 - - - - -
NSGA-II-RMSE 1.0000 0.2169 0.9436 0.9960 0.2486 - - - -
PART 0.1790 1.0000 0.9186 0.6997 1.0000 0.1461 - - -
JRip 0.9909 0.8956 1.0000 1.0000 0.9186 0.9840 0.8164 - -
OneR 0.0004 0.6414 0.0451 0.0108 0.5961 0.0002 0.7546 0.0212 -
ZeroR 0.2377 1.0000 0.9538 0.7803 1.0000 0.1973 1.0000 0.8783 0.6709

Table A4. Summary of statistically significant differences for percent correct metric—Breast Cancer dataset.

ENORA-ACC ENORA-RMSE NSGA-II-ACC NSGA-II-RMSE JRip

OneR ENORA-ACC ENORA-RMSE NSGA-II-ACC NSGA-II-RMSE JRip

Table A5. Shapiro–Wilk normality test p-values for area under the ROC curve metric—Breast Cancer dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 0.6807 Not Rejected
ENORA-AUC 0.3171 Not Rejected
ENORA-RMSE 0.6125 Not Rejected
NSGA-II-ACC 0.0871 Not Rejected
NSGA-II-AUC 0.5478 Not Rejected
NSGA-II-RMSE 0.6008 Not Rejected
PART 0.6066 Not Rejected
JRip 0.2978 Not Rejected
OneR 0.4531 Not Rejected
ZeroR 0.0000 Rejected
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Table A6. Friedman p-value for area under the ROC curve metric—Breast Cancer dataset.

p-Value Null Hypothesis

Friedman 8.232 × 10−10 Rejected

Table A7. Nemenyi post-hoc procedure for area under the ROC curve metric—Breast Cancer dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 1.0000 - - - - - - - -
ENORA-RMSE 0.9972 0.9990 - - - - - - -
NSGA-II-ACC 0.9999 1.0000 1.0000 - - - - - -
NSGA-II-AUC 1.0000 1.0000 1.0000 1.0000 - - - - -
NSGA-II-RMSE 0.9990 0.9997 1.0000 1.0000 1.0000 - - - -
PART 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 - - -
JRip 1.0000 1.0000 0.9992 1.0000 1.0000 0.9998 1.0000 - -
OneR 0.0041 0.0062 0.0790 0.0323 0.0281 0.0582 0.0345 0.0067 -
ZeroR 3.8 × 10−07 7.2 × 10−07 4.6 × 10−05 9.8 × 10−06 7.8 × 10−06 2.7 × 10−05 1.1 × 10−05 8.1 × 10−07 0.6854

Table A8. Summary of statistically significant differences for area under the ROC curve metric—Breast
Cancer dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip

OneR ENORA-ACC ENORA-AUC - NSGA-II-ACC NSGA-II-AUC - PART JRip
ZeroR ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip

Table A9. Shapiro–Wilk normality test p-values for serialized model size metric—Breast Cancer dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 5.042 × 10−05 Rejected
ENORA-AUC 2.997 × 10−07 Rejected
ENORA-RMSE 4.762 × 10−04 Rejected
NSGA-II-ACC 4.88 × 10−06 Rejected
NSGA-II-AUC 2.339 × 10−07 Rejected
NSGA-II-RMSE 2.708 × 10−06 Rejected
PART 0.3585 Not Rejected
JRip 9.086 × 10−03 Rejected
OneR 1.007 × 10−07 Rejected
ZeroR 0.0000 Rejected

Table A10. Friedman p-value for serialized model size metric—Breast Cancer dataset.

p-Value Null Hypothesis

Friedman 2.2 × 10−16 Rejected

Table A11. Nemenyi post-hoc procedure for serialized model size metric—Breast Cancer dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 0.9998 - - - - - - - -
ENORA-RMSE 0.0053 0.0004 - - - - - - -
NSGA-II-ACC 0.3871 0.0942 0.8872 - - - - - -
NSGA-II-AUC 0.8872 0.4894 0.3871 0.9988 - - - - -
NSGA-II-RMSE 4.1 × 10−05 1.3 × 10−06 0.9860 0.2169 0.0244 - - - -
PART 4.7 × 10−09 5.6 × 10−11 0.1973 0.0013 3.3 × 10−05 0.8689 - - -
JRip 0.2712 0.6997 1.2 × 10−08 7.0 × 10−05 0.0025 6.3 × 10−12 6.9 × 10−14 - -
OneR 0.0062 0.0546 1.5 × 10−12 5.5 × 10−08 5.5 × 10−06 8.3 × 10−14 8.3 × 10−14 0.9584 -
ZeroR 1.9 × 10−05 0.0004 7.3 × 10−14 8.6 × 10−12 2.3 × 10−09 8.5 × 10−14 <2 × 10−16 0.2377 0.9584
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Table A12. Summary of statistically significant differences for serialized model size metric—Breast
Cancer dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART

ENORA-RMSE ENORA-ACC NSGA-II-AUC - - - - -
NSGA-II-RMSE ENORA-ACC ENORA-AUC - - NSGA-II-AUC - -
PART ENORA-ACC ENORA-AUC - NSGA-II-ACC NSGA-II-AUC - -
JRip - - JRip JRip JRip JRip JRip
OneR OneR - OneR OneR OneR OneR OneR
ZeroR ZeroR ZeroR ZeroR ZeroR ZeroR ZeroR ZeroR

Appendix B. Statistical Tests for Monk’s Problem 2 Dataset

Table A13. Shapiro–Wilk normality test p-values for percent correct metric—Monk’s Problem 2 dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 0.6543 Not Rejected
ENORA-AUC 0.6842 Not Rejected
ENORA-RMSE 0.0135 Rejected
NSGA-II-ACC 0.979 Not Rejected
NSGA-II-AUC 0.382 Not Rejected
NSGA-II-RMSE 0.0486 Rejected
PART 0.5671 Not Rejected
JRip 0.075 Rejected
OneR 4.672 × 10−06 Rejected
ZeroR 4.672 × 10−06 Rejected

Table A14. Friedman p-value for percent correct metric—Monk’s Problem 2 dataset.

p-Value Null Hypothesis

Frideman 1.292 × 10−07 Rejected

Table A15. Nemenyi post-hoc procedure for percent correct metric—Monk’s Problem 2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 0.8363 - - - - - - - -
ENORA-RMSE 1.0000 0.9471 - - - - - - -
NSGA-II-ACC 0.1907 0.9902 0.3481 - - - - - -
NSGA-II-AUC 0.0126 0.6294 0.0342 0.9958 - - - - -
NSGA-II-RMSE 0.0126 0.6294 0.0342 0.9958 1.0000 - - - -
PART 0.8714 1.0000 0.9631 0.9841 0.5769 0.5769 - - -
JRip 2.1 × 10−06 0.0048 1.0 × 10−05 0.1341 0.6806 0.6806 0.0036 - -
OneR 0.0001 0.0743 0.0006 0.6032 0.9875 0.9875 0.0601 0.9984 -
ZeroR 0.0001 0.0743 0.0006 0.6032 0.9875 0.9875 0.0601 0.9984 1.0000

Table A16. Summary of statistically significant differences for percent correct metric—Monk’s Problem
2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE PART

NSGA-II-AUC ENORA-ACC - ENORA-RMSE -
NSGA-II-RMSE ENORA-ACC - ENORA-RMSE -
JRip ENORA-ACC ENORA-AUC ENORA-RMSE PART
OneR ENORA-ACC - ENORA-RMSE -
ZeroR ENORA-ACC - ENORA-RMSE -
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Table A17. Shapiro–Wilk normality test p-values for area under the ROC curve metric—Monk’s Problem
2 dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 0.4318 Not Rejected
ENORA-AUC 0.7044 Not Rejected
ENORA-RMSE 0.0033 Rejected
NSGA-II-ACC 0.3082 Not Rejected
NSGA-II-AUC 0.0243 Rejected
NSGA-II-RMSE 0.7802 Not Rejected
PART 0.1641 Not Rejected
JRip 0.3581 Not Rejected
OneR 0.0000 Rejected
ZeroR 0.0000 Rejected

Table A18. Friedman p-value for area under the ROC curve metric—Monk’s Problem 2 dataset.

p-Value Null Hypothesis

Frideman 1.051 × 10−08 Rejected

Table A19. Nemenyi post-hoc procedure for area under the ROC curve metric—Monk’s Problem 2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 0.8363 - - - - - - - -
ENORA-RMSE 1.0000 0.7054 - - - - - - -
NSGA-II-ACC 0.8870 0.0539 0.9556 - - - - - -
NSGA-II-AUC 1.0000 0.8544 1.0000 0.8713 - - - - -
NSGA-II-RMSE 0.5504 0.0084 0.7054 0.9999 0.5239 - - - -
PART 0.7054 1.0000 0.5504 0.0269 0.7295 0.0036 - - -
JRip 0.0238 2.3 × 10−05 0.0482 0.6806 0.0211 0.9471 7.0 × 10−06 - -
OneR 0.0084 4.7 × 10−06 0.0186 0.4715 0.0073 0.8363 1.4 × 10−06 1.0000 -
ZeroR 0.0084 4.7 × 10−06 0.0186 0.4715 0.0073 0.8363 1.4 × 10−06 1.0000 1.0000

Table A20. Summary of statistically significant differences for area under the ROC curve metric—Monk’s
Problem 2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC PART

NSGA-II-RMSE - ENORA-AUC - - - - -
PART - - - PART - PART -
JRip ENORA-ACC ENORA-AUC ENORA-RMSE - NSGA-II-AUC - PART
OneR ENORA-ACC ENORA-AUC ENORA-RMSE - NSGA-II-AUC - PART
ZeroR ENORA-ACC ENORA-AUC ENORA-RMSE - NSGA-II-AUC - PART

Table A21. Shapiro–Wilk normality test p-values for serialized model size metric—Monk’s Problem
2 dataset.

Algorithm p-Value Null Hypothesis

ENORA-ACC 4.08 × 10−05 Rejected
ENORA-AUC 0.0002 Rejected
ENORA-RMSE 0.0094 Rejected
NSGA-II-ACC 0.0192 Rejected
NSGA-II-AUC 0.0846 Rejected
NSGA-II-RMSE 0.0037 Rejected
PART 0.9721 Not Rejected
JRip 0.0068 Rejected
OneR 0.0000 Rejected
ZeroR 0.0000 Rejected
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Table A22. Friedman p-value for serialized model size metric—Monk’s Problem 2 dataset.

p-Value Null Hypothesis

Frideman 2.657 × 10−13 Rejected

Table A23. Nemenyi post-hoc procedure for serialized model size metric—Monk’s Problem 2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART JRip OneR

ENORA-AUC 1.0000 - - - - - - - -
ENORA-RMSE 1.0000 1.0000 - - - - - - -
NSGA-II-ACC 1.0000 1.0000 1.0000 - - - - - -
NSGA-II-AUC 0.9925 0.9696 0.9984 0.9841 - - - - -
NSGA-II-RMSE 0.8870 0.9556 0.7966 0.9267 0.2622 - - - -
PART 0.2824 0.1752 0.3957 0.2246 0.9015 0.0027 - - -
JRip 0.1752 0.2824 0.1110 0.2246 0.0084 0.9752 1.0 × 10−05 - -
OneR 0.0211 0.0431 0.0110 0.0304 0.0004 0.6552 1.5 × 10−07 0.9993 -
ZeroR 0.0012 0.0031 0.0006 0.0020 1.0 × 10−05 0.1907 1.3 × 10−09 0.9015 0.9993

Table A24. Summary of statistically significant differences for serialized model size metric—Monk’s
Problem 2 dataset.

ENORA-ACC ENORA-AUC ENORA-RMSE NSGA-II-ACC NSGA-II-AUC NSGA-II-RMSE PART

PART - - - - - NSGA-II-RMSE -
JRip - - - - JRip - JRip
OneR OneR OneR OneR OneR OneR - OneR
ZeroR ZeroR ZeroR ZeroR ZeroR ZeroR - ZeroR

Appendix C. Nomenclature

Table A25. Nomenclature table (Part I).

Symbol Definition

Equation (1): Multi-objective constrained optimization

xk k-th decision variable
x Set of decision variables
fi (x) i-th objective function
gj (x) j-th constraint
l > 0 Number of objectives
m > 0 Number of constraints
w > 0 Number of decision variables
X Domain for each each decision variable xk
X w Domain for the set of decision variables
F Set of all feasible solutions
S Set of non-dominated solutions or Pareto optimal set
D (x′, x) Pareto domination function

Equation (2): Rule-based classification for categorical data

D Dataset
xi ith categorical input attribute in the dataset D
x Categorical input attributes in the dataset D
y Categorical output attribute in the dataset D
{1, . . . , vi} Domain of i-th categorical input attribute in the dataset D
{1, . . . , w} Domain of categorical output attribute in the dataset D
p ≥ 0 Number of categorical input attributes in the dataset D
Γ Rule-based classifier
RΓ

i ith rule of classifier Γ
bΓ

ij Category for jth categorical input attribute and ith rule of classifier Γ
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Table A25. Cont.

Symbol Definition

cΓ
i Category for categorical output attribute and ith rule of classifier Γ

ϕΓ
i (x) Compatibility degree of the ith rule of classifier Γ for the example x

μΓ
ij(x) Result of the ith rule of classifier Γ and jth categorical input attribute xj

λΓ
c (x) Association degree of classifier Γ for the example x with the class c

ηΓ
ic(x) Result of of the ith rule of classifier Γ for the example x with the class c

fΓ (x) Classification or output of the classifier Γ for the example x

Equation (3): Multi-objective constrained optimization problem for rule-based classification

FD(Γ) Performance objective function of the classifier Γ in the dataset D
NR(Γ) Number of rules of the classifier Γ
Mmax Maximum number of rules allowed for classifiers

Equations (4)–(6): Optimization models

ACCD(Γ) Acurracy: proportion of correctly classified instances with the classifier Γ in the dataset D
K Number of instances in the dataset D
TD(Γ, i) Result of the classification of the ith instance in the dataset D with the classifier Γ
ĉΓ

i Predicted value of the ith instance in the dataset D with the classifier Γ
ci
D Corresponding true value for the ith instance in the dataset D.
AUCD(Γ) Area under the ROC curve obtained with the classifier Γ in the dataset D.
SD(Γ, t) Sensitivity: proportion of positive instances classified as positive with the classifier Γ in the dataset D
1 − ED(Γ, t) Specificity: proportion of negative instances classified as negative with the classifier Γ in the dataset D
t Discrimination threshold
RMSED(Γ) Square root of the mean square error obtained with the classifier Γ in the dataset D

Table A26. Nomenclature table (Part II).

Equations (7) and (8): Hypervolume metric

P Population
Q ⊆ P Set of non-dominated individuals of P
vi Volume of the search space dominated by the individual i
HV(P) Hypervolume: volume of the search space dominated by population P
H(P) Volume of the search space non-dominated by population P
HVR(P) Hypervolume ratio: ratio of H(P) over the volume of the entire search space
VS Volume of the search space
FD lower Minimum value for objective FD
FDupper Maximum value for objective FD
NRlower Minimum value for objective NR
NRupper Maximum value for objective NR
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