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Abstract: This Special Issue covers the broad topic of structural integrity of non-metallic materials,
and it is concerned with the modelling, assessment and reliability of structural elements of any
scale. In particular, the articles being contained in this issue concentrate on the mechanics of fracture
and fatigue in relation to applications to a variety of non-metallic materials, including concrete and
cementitious composites, rocks, glass, ceramics, bituminous mixtures, composites, polymers, rubber
and soft matters, bones and biological materials, advanced and multifunctional materials.

Keywords: Fatigue; Fracture mechanics; Structural integrity; Polymers; Composites; Ceramics;
Concrete; Rock; Soft matter; Advanced materials.

1. Introduction

The mechanics of fracture and fatigue have produced a huge body of research work in relation
to applications to metal materials and structures. However, a variety of non-metallic materials
(e.g., concrete and cementitious composites, rocks, glass, ceramics, bituminous mixtures, composites,
polymers, rubber and soft matters, bones and biological materials, advanced and multifunctional
materials) have received comparatively less attention, despite their attractiveness for a large spectrum
of applications related to the components and structures of diverse engineering branches, applied
sciences and architecture, and to the load-carrying systems of biological organisms.

This special issue covers the broad topic of structural integrity of non-metallic materials and is is
concerned with the modeling, assessment, and reliability of structural elements of any scale. Original
contributions from engineers, mechanical materials scientists, computer scientists, physicists, chemists,
and mathematicians are presented, following both experimental and theoretical approaches.

2. Fracture

A number of papers in this special issue are specifically devoted to fracture mechanics problems.
Different approaches have been used, including experimental investigations, theoretical models, and
numerical simulations. Papers [1-5] are related to concrete material, from papers [6-12] to rocks. Other
contributions investigate the fracture behavior of functionally graded materials [13], glass [14], laminate
composites [15], refractories [16], and soft matter [17]. Concrete material is also investigated in relation
to impact resistance [18] and self-healing properties [19]. Impact behavior is studied with reference to
laminate composites [20,21]. Other papers devoted to rocks concern their cutting resistance [22] and
their multiaxial response under dry and saturated conditions [23]. Finally, the mechanical behavior of
a monomer structural component is studied in [24].

3. Fatigue

Fatigue is investigated from both a experimental and theoretical point-of-view in different papers.
In [25-30] in particular, concrete behavior under fatigue loading is described, with an emphasis on
bridge applications [25-27] and concrete reinforced with fibers and rebars [25,29]. Fatigue of asphalt
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and of rocks is investigated in [31,32], respectively. Finally, an account on fatigue life assessment of
wind turbine blades is presented in [33].
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Abstract: The effects of particle size of ground granulated blast furnace slag (GGBS) on the fracture
energy, critical stress intensity, and strength of concrete are experimentally studied. Three fineness
levels of GGBS of 4000, 5000, 6000 cm?/ g were used. In addition to the control mixture without slag,
two slag replacement levels of 20% and 40% by weight of the cementitious material were selected
for preparing the concrete mixtures. The control mixture was designed to have a target compressive
strength at 28 days of 62 MPa, while the water to cementitious material ratio was selected as 0.35 for
all mixtures. Test results indicate that using finer slag in concrete may improve the filling effect and
the reactivity of slag, resulting in a larger strength enhancement. The compressive strength of slag
concrete was found to increase in conjunction with the fineness level of the slag presented in the
mixture. Use of finer slag presents a beneficial effect on the fracture energy (Gr) of concrete, even at
an early age, and attains a higher increment of Gy at later age (56 days). This implicates that the
finer slag can have a unique effect on the enhancement of the fracture resistance of concrete. The test
results of the critical stress intensity factor (KS1c) of the slag concretes have a similar tendency as that
of the fracture energy, indicating that the finer slag may present an increase in the fracture toughness
of concrete.

Keywords: fracture toughness; blast furnace slag; particle size; compressive strength; concrete

1. Introduction

Ground granulated blast furnace slag (GGBS) is a byproduct of iron making, which is produced by
water quenching of molten blast furnace slag that turns out to be a glassy material [1]. It is ground to
improve the reactivity during cement hydration. GGBS is one such supplementary material which can
be used as a cementitious ingredient in either cement or concrete composites. Research to date suggests
that the supplementary cementitious materials improve many of the performance characteristics of
concrete, such as strength, workability, and corrosion resistance [2,3]. Some of the effective parameters
like chemical composition, fineness, and hydraulic reactivity have been carefully examined by many
earlier studies [4]. Among these, the reactive glass content and fineness of GGBS alone will influence
the cementitious/pozzolanic efficiency or its reactivity in concrete composite significantly.

It is generally agreed that the use of fine GGBS improves the properties of concrete. K. Tan and X.
Pu [5] investigated the effect of finely ground GGBS on the compressive strength of concrete. Test results
showed that incorporating 20% finely ground GGBS can significantly increase the strength after 3 days.
Mantel [6] reported that the slag activity depends on the particle size distribution (fineness) of slag and
the cement used and showed that this ranges from 62%-115% at 28 days. In addition, the investigation
of Ytiksel et al. [7] reported that the increase in fineness of GGBS improves compressive strength due

Appl. Sci. 2019, 9, 805; doi:10.3390/ app9040805 5 www.mdpi.com/journal /applsci
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to the pozzolanic reaction causing a reduction in permeability, signifying that finer slag can provide
higher resistance against deteriorations from chemical or physical attacks.

The traditional properties, such as compressive strength, have been assessed to be in close relation
to the pore characteristic and interfacial transition zone (ITZ) of concrete. The test results of Duan, Gao,
and Tan et al. [5,8,9] show that mineral admixtures have a positive impact on pore refinement and ITZ
enhancement, especially at later curing stages. The development of compressive strength is significantly
related to the evolution of ITZ and the pore structure. In fact, the cementitious and pozzolanic behavior
of GGBS is essentially similar to that of high-calcium fly ash. Previous reports [5,9-11] have primarily
indicated that increasing the fineness of fly ash and slag may increase the strength and durability of
concrete attributed to the microcracking resistance of cement paste, particularly in ITZ.

The interfacial transition zone in concrete that is often modeled as a three-phase material is
represented as the third phase [12]. Existing as a thin shell around larger aggregate, the ITZ is generally
weaker than either of the two main components, the hydrated cement paste, and aggregate, of concrete.
The ITZ has less crack resistance, and accordingly, the factor occurs preferentially. A major factor
responsible for the poor strength of the ITZ is the presence of microcracks. Much of the physical
nature of the response of concrete under loading can be described in terms of microcracks that can be
observed at relatively low magnification. Cracking in concrete is mostly due to the tensile stress that
occurs under load or environmental changes. As such, the failure of concrete in tension is governed by
the microcracking, associated particularly with the ITZ [13,14].

The tensile strength of concrete is a very essential property. Not only the tensile strength but
also the behavior at the tensile fracture is of importance, particularly the toughness. When concrete
fails in tension, its behavior is characterized by both the peak stress and the energy required to fully
generate a crack. Fracture mechanics could in principle be a suitable basis for analyzing the tensile
toughness of concrete [15]. The defects and the stress concentration are the main factors causing
failure. Concrete that exhibits defects or is subjected to stress concentrations easily cracks and results
in a reduction of strength. It is important to identify the fracture behavior and toughness for widely
used high-performance concrete that normally incorporates slag or fly ash [16,17].

Because of the non-homogeneous characteristics of concrete, its fracture behavior is quite
complicated. It was proved that the methods developed in conventional fracture mechanics are
unsuitable for the analysis of the influence of fracture toughness on the behavior of concrete
structures [15]. Many theoretical models have been developed to make such an analysis possible.
Among them, three well-known models are the fictitious crack model, the crack band model, and
the two-parameter fracture model. By means of numerical techniques, for example, in the finite
element method, it is possible using these models to make a theoretical analysis for the development
of the damage zone and the complete behavior of the structure. As for the fracture mechanics of
concrete, RILEM has put forward several methods to determine the fracture properties and parameters
of concrete [18]. Hillerborg [15] determine the fracture energy according to the fictitious crack
model. Jeng and Shah [19] used the two-parameter fracture model to determine the critical stress
intensity factor.

A number of past studies on the concrete containing GGBS have been conducted, mainly dealing
with the influence of the fineness of slag on the strength and durability of concrete. More rarely,
investigations were conducted on the fracture behaviors of concrete incorporating finer GGBS.
Consequently, there is a need for exploring the effects of the particle size of GGBS on the fracture
properties of concrete. This study experimented using the three-point bend test to analyze the fracture
energy and the critical stress intensity factor for evaluating the fracture mechanics or fracture toughness
of concrete containing finer GGBS.

2. Research Significance

Laboratory investigations have shown that when the slag particle size is reduced, its mechanical
performance in concrete is improved. The finer slag with the larger surface area has an intensive
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reaction which may lead to higher enhancement of the strength, the fracture energy, and the critical
stress intensity factor of concrete. Other than the research by Jensen and Hansen [20], who observed
a dependence of the fracture energy on the aggregate type and independence from the compressive
strength of concrete, this study found that an increase in concrete compressive strength of 10% resulted
in an increase in fracture energy of around 18%.

3. Experimental Details

3.1. Materials

The materials used included a Type I Portland cement, river sand, crushed coarse aggregate with
a maximum size of 10mm, a naphthalene-sulfonate-based superplasticizer, and GGBS of three fineness
levels. The chemical composition of cement and GGBS are presented in Table 1. Three different fineness
levels of GGBS of 4000, 5000, and 6000 cm? /g with a specific gravity of 2.85 were selected in this study.

Table 1. Chemical analysis of cement and ground granulated blast furnace slag (GGBS).

Chemical .
Analysis (%) SIOZ A1203 Fe203 CaO MgO SO3 NaZO Kzo LOI
Cement 209 562 321 636 252 216 027 052 092
GGBS 331 156 033 407 77 0.1 - - 0.12

3.2. Mixture Proportions

Seven mixtures were prepared for testing in this research: A reference mixture (R0) without GGBS
and six slag mixtures, designated as S4R2, S4R4, S5R2, S5R4, S6R2, and S6R4. S4, S5, and S6 refer to slag
fineness of 4000, 5000 and 6000 cm? /g, respectively. R2 and R4 refer to the replacement ratios of 20%
and 40%, respectively, by weight of the cementitious material. The water to cementitious material ratio
(w/cm) was kept at 0.35 for all mixtures. All concretes were designed to have a target compressive
strength level at 28 days of 62 MPa. The dosage of superplasticizer was adjusted to produce a designed
slump of 250 + 20 mm and a slump flow of 600 &= 50 mm for all mixtures. The mixture proportions are
shown in Table 2.

Table 2. Mixture proportions and properties of fresh concrete.

Mixture wiem Water  Cement Slag Sand Aggregate  SP. Slump  Slump Flow

No. kg mm mm

RO 520 0 850 783 8.1 230 625
S4R2 416 104 850 803 7.5 230 625
S4R4 312 208 870 773 6.8 265 580
S5R2 0.35 182 416 104 850 803 7.8 250 620
S5R4 312 208 860 783 6.8 255 610
S6R2 416 104 850 803 7.5 255 585
S6R4 312 208 840 793 7.0 235 580

3.3. Specimen Fabrication

Cylinder specimens (100 x 200 mm) were cast from each mixture for compression testing;
three cylinders each for testing at 4 ages (7, 14, 28, 56 days). Prism specimens with diminution of
50 x 50 x 650 mm and 80 x 150 x 700 mm were cast for the determination of fracture energy (Gg)
and the critical stress intensity factor (K%ic), respectively. Four specimens were fabricated for each
mixture that tested the two specimens at 2 ages (14 and 56 days). The specimens and concrete mixtures
were prepared in accordance with ASTM C192. After casting, test specimens were covered with
plastic sheets and left in the casting room for 24 h. They were then demolded and put into a 100% RH
moist-curing room at about 23 °C until time for testing. One day before testing, the fracture energy
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specimen and the critical stress intensity factor specimen, as shown in Figures 1 and 2, were prepared
by cutting a notches 25 mm deep by 2 mm width and 50 mm deep by 2 mm width, respectively, at the

middle of the beam specimens.
P
/ Ball
LVDT

50 mm 50 mm
25 mmI
Ball ?'mtn_ Roller = f—
) | 50 mm
' 600 mm '
1 |
' 650 mm '

Figure 1. The test set up for Gg-determination.

P
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150 mm — fe— 150 mm
50 mmI
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\ | 80 mm
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Figure 2. The test set up for KSjc-determination.
3.4. Testing Procedure

The compression test was carried out in accordance with ASTM C39. The three-point bending
test was performed on the notched beam as follows to determine the Gg and K’j¢:

3.4.1. The Test for Determining Gg

The fracture energy test followed the guidelines established by RILEM [21] using a closed-loop
testing machine. The testing arrangement is shown in Figure 1. A linear variable differential
transformer (LVDT) was installed at mid-span of the beam to measure the deflection. The loading
velocity was chosen so that the maximum load was reached 30 s after the loading started. The loading
rate selected was 0.25 mm/min. A load-deflection (F-0) curve was then plotted, with the energy
“Wy” representing the area under the curve. The G (N-m) can be calculated using the following
expression [15,19]:

1
Gr = Wo +mg~7 M

where W) = area under the load-deflection curve (N-m);
m = mass of the beam between the supports (kg);

g = acceleration due to gravity;

8y = final deflection of the beam (m);

A = cross-sectional area of the beam above the notch (m?).
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3.4.2. Test for Determining KS1c

The test for the determination of KSi¢ followed the test method suggested by Jenq and Shah [19]
using a closed-loop testing machine under crack mouth opening displacement (CMOD) control.
The test setup is shown in Figure 2. A clip gauge was used to measure the CMOD. The CMOD and
the applied load were recorded continuously during the test. The test procedure included two steps
of loading and unloading. The first step was started from loading until the peak load was reached;
the applied load was manually reduced (also termed unloading) when the load passed the maximum
load and was about 95% of the peak load. When the applied load was reduced to zero, reloading
was applied. Each loading and unloading cycle was finished in about 1 min. Only one cycle of
loading-unloading was required for the test. The KSic is calculated using the following equation:

3PmaxS
ic = gpap -\ (M) F(®) @
in which,
— — 2
Fla) = 1.9 — a(1 — a)(2.15 — 3.93a + 2.742) "

V(1 +20) (1 - )

where Py = the measured maximum load (N);

S = the span of the beam; b = beam width; d = beam depth;
o = critical effective crack length;

o =o:/d.

4. Results and Discussion

4.1. Compressive Strength

Compressive strength was determined at the ages of 7, 14, 28 and 56 days on concrete stored under
moist-curing condition. The results are shown in Table 3. It is seen that all mixtures were proportioned
to have equivalent workability and target strengths of 62 MPa at the age of 28 days. This was generally
achieved except for in mixtures S4R2 and S4R4. In this case, the strength equivalence was achieved at
the age of 56 days, which was also exceeded by that of the reference mixture (R0).

The development of compressive strength for each concrete mixture is shown in Figure 3. At early
ages (7 days), as expected, the reference mixture without slag exhibited higher strength than the other
slag mixtures. The early strength gain of the reference mixture was superior to that of the slag mixtures,
indicating that replacing any amount of cement with GGBS of various fineness will reduce the strength
of concrete. Moreover, the concrete incorporating more slag (40%) displayed lower strength at an
early age than that with less slag content (20%). However, the curve slope of the slag mixtures in
Figure 3 tends to be steeper than that of the reference mixture at later ages. In other words, the strength
increment versus age for the slag mixtures is obviously larger than that of the reference mixture.
Consequently, the strength of each slag mixture exceeds that of the reference mixture at the age of
56 days.

On the other hand, it can be found from Table 3 that under the same replacement ratio (20% and
40%) of slag, the mixtures S6R2 and S6R4 presented the highest strengths at an early age (7 days),
followed by S5R2 and S5R4, and the S4R2 and S4R4 mixtures are the lowest. This is due to the fact that
incorporating finer slag into concrete may fill the micro-voids much better, exhibit higher reactivity and
producing higher packing density, resulting in a larger strength enhancement. In addition, a beneficial
effect of the fineness of slag on concrete strength can be seen in Figure 4; the compressive strength of the
slag concrete increases as the fineness level of the slag incorporated into the mixture increases for each
age and various slag replacement ratios. It is also found in Table 3 that there are significant strength
gains from 7-28 days and again from 28-56 days for the mixture containing finer slag. For example,
the strength increment of the mixtures S6R2 and S6R4 that contain finer slag displayed an increase rate
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from 100% at 7 days to 121.8% and 122.7% at 28 days, and 125.5% and 128.9% at 56 days, respectively.
These are obviously larger than the corresponding mixtures of S4R2 and S4R4 that increased from 100%
at 7 days to 114.9% and 115.1% at 28 days, and 124.2% and 126.2% at 56 days, respectively. At 28 days,
the strength of the finer-slag concrete is shown consistently to exceed that of the reference concrete,
except in the mixtures of S4R2 and S4R4. This is particularly significant considering that the cement
replacement of finer slag in each case is up to 40%. In addition, the highest strength achieved at 56 days
was 70.5 MPa for the mixture S6R4 with 40% slag replacement, while the strength obtained for the
corresponding reference mixture was a relatively lower value of 65.5 MPa.

Table 3. The compressive strength of concrete cylinders.

Mixture Compressive Strength (MPa)
N w/cm
o- 7 Days 14 Days 28 Days 56 Days
S0 56.2 60.7 63.2 65.5
(100%) (108.0%) (112.5%) (116.5%)
SaR2 54.5 59.2 62.6 67.7
035 (100%) (108.6%) (114.9%) (124.2%)
S4R4 i 53.0 58.7 61.0 66.9
(100%) (110.8%) (115.1%) (126.2%)
55.0 60.1 65.5 69.1
S5R2 (100%) (109.3%) (119.1%) (125.6%)
54.2 59.5 64.8 68.4
S5R4 (100%) (109.8%) (119.6%) (126.2%)
56.0 62.3 68.2 70.3
S6R2 (100%) (111.3%) (121.8%) (125.5%)
54.7 61.0 67.1 70.5
SOR4 (100%) (111.5%) (122.7%) (128.9%)

* Average value of three specimens
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Figure 3. Compressive strength development for cylindrical specimens.
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Figure 4. The average compressive strength of slag concrete versus the fineness of ground granulated
blast furnace slag (GGBS).

4.2. Fracture Energy

In this research, fracture energy (Gr) was determined using a notched beam in a three-point
bending test. Load-deflection curves were plotted from the tests. The energy absorbed in the test to
failure is represented by the area below the load-deflection curve for the specimen. The area represents
the fracture energy per unit area of the fracture surface. The Gr was calculated using Equation (1).
Concrete specimens were tested at 14 and 56 days. Results are presented in Table 4. At earlier ages
(14 days), the Gg values of each slag mixture are mostly less than that of the reference mixture, except
slag mixture S6R2. In addition, the concrete containing more slag (40%) presented smaller G than
that with less slag content (20%) for various ages. Nevertheless, the presence of the finer slag has
a beneficial effect on the Gr of concrete. As shown in Figure 5, increasing the fineness level of slag
leads to an increase of the Gr value of concrete. Even at an earlier age of 14 days, the G value of the
mixture with finer slag (S6R4) is in turn higher than that of the mixtures S5R4 and S4R4 for a similar
slag replacement ratio of 40%. This implies that although the pozzolanic reaction of slag does not
yet fully occur at early ages, the superior filling effect and more active hydration reaction of the finer
slag can increase the density of concrete, resulting in an increased fracture resistance. After 56 days,
the Gg value of the slag mixtures almost exceeds that of the reference mixture. In addition, it is also
found in Table 4 that the increment of fracture energy for each slag concrete from 14 days to 56 days
is attained by 18-24%, which is much higher than that of reference concrete (10.1%). This signifies
that, during the period, the pozzolanic reaction of slag activates, associating with the filling effect to
enhance the fracture toughness of the slag concrete.

Table 4. Fracture energy of the concrete.

Misxture No. Compressive Strength (MPa) Fracture Energy (N/m)
14 Days 56 Days 14 Days 56 Days Increment N/m (%)

S0 60.7 65.5 74.3 81.8 7.5 (10.1)
S4R2 59.2 67.7 712 84.5 13.3 (18.7)
S4R4 58.7 66.9 65.7 78.4 12.7 (19.3)
S5R2 60.1 69.1 72.1 89.1 17.0 (23.5)
S5R4 59.5 68.4 69.8 85.3 15.5(22.2)
S6R2 62.3 70.3 76.5 94.6 18.1 (23.7)
S6R4 61.0 70.5 73.9 92.1 18.2 (24.6)

* Average value of two specimens
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Figure 5. Fracture energy for concretes with various fineness levels and replacement ratios of slag at
ages of 14 days and 56 days.

Figure 6 compares fracture energy with the compressive strength of all slag concretes in the study.
The Gr is found to increase in conjunction with the compressive strength. This compares the trend
favorably with the studies by Giaccio [22], Gettu [23], and Xie [24]. Nevertheless, the other studies
observed smaller increases in Gg with the increases in the compressive strength of high-strength
concrete. Giaccio, Rocco, and Zerbino [22] found that G increased as compressive strength increased,
but only at a fraction of the rate. Getta, Bazant, and Kerr [23] reported that an increase in compressive
strength of 160% resulted in an increase in Gg of only 12%. Xie, Elwi, and MacGregor [24] found
that increases in compressive strength of 29% and 35% resulted in a Gy increase of 11% and 13%,
respectively. In this study, an increase in compressive strength of 10% resulted in a larger increase in
Gr of around 18%. This implicates the unique effect of using finer slag on the enhancement of the
fracture resistance of concrete.
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Figure 6. Fracture energy versus compressive strength for slag concretes.
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4.3. Critical Stress Intensity Factor

The critical stress intensity factor (K%ic) was experimentally determined with a notch beam in a
three-point bend test using a closed-loop testing machine under the crack mouth opening displacement
control. Load-CMOD curves were plotted from the tests. The K5S¢ was calculated using Equation (2).
Concrete specimens were tested at 14 and 56 days. Table 5 summarizes the results. It shows that the
related tendency of the K¢ of concrete is similar to that of the Gg. At an early age (14 days), the KSi¢c
values of slag concrete are less that of the reference concrete (R0), but exceed that of RO after 56 days.
This implies that the additional pozzolanic reaction of slag with Ca(OH), in concrete becomes active
during the period between 14 days and 56 days, which leads to the enhancement of K5|¢ of the slag
concretes. Moreover, it is seen that the concrete incorporating more slag (40%) presented a lower
KSIC value than that with less slag content (20%) for various ages. On the other hand, the concrete
containing finer slag can exhibit larger K5c values. It can be found from Figure 7 that the increase
of the fineness level of the slag leads to an increase in the Kic value of concrete for various ages.
In other words, the K5c value of the mixture with finer slag (S6R2) is in turn higher than those of
S5R2 and S4R2 for the similar slag replacement ratio of 20%. Also, the K5 of S6R4 > S5R4 > S4R4
for the similar slag replacement ratio of 40%. The reason for this result is that the finer slag particle
has a larger surface area, presenting a more active pozzolanic reaction, thus resulting in an increase of
strength and fracture toughness.

Table 5. Critical stress intensity factor of the concrete.

. Compressive Strength (MPa) Critical Stress Intensity Factor (MPaxm®?)
Mixture No.
14 Days 56 Days 14 Days 56 Days
S0 60.7 65.5 0.248 0.261
S4R2 59.2 67.7 0.246 0.276
S4R4 58.7 66.9 0.239 0.265
S5R2 60.1 69.1 0.247 0.282
S5R4 59.5 68.4 0.241 0.278
S6R2 62.3 70.3 0.252 0.286
S6R4 61.0 70.5 0.244 0.280
* Average value of two specimens.
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Figure 7. The stress intensity factor for concretes with various fineness levels and replacement ratios of
slag at the ages of 14 days and 56 days.
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Figure 8 compares the critical stress intensity factor with compressive strength for all slag-concrete

specimens in the study. As shown in the figure, the two values of stress are nearly linearly related.
The relationships shown in Figure 8 are significant because, based on the close relationship between
the particle size of slag and compressive strength (Figure 4), the critical stress intensity factor will
increase with the increase of the fineness level of the slag.
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Figure 8. Critical stress intensity factor versus compressive strength for slag concretes.

5. Conclusions

The following conclusions were made based on the experimental results and the findings of

the study:

1.

The filling effect and the reactivity of slag can be improved by reducing its particle size.
Incorporating finer slag into concrete may lead to larger early strength gains and larger strength
increments of the concrete at later ages. The compressive strength of slag concrete was found to
increase in conjunction with the fineness level of the slag incorporated into the mixture.

The use of finer slag presents a beneficial effect on the fracture energy (Gr) of concrete, even at
early ages (14 days), due to superior filling effect. Increasing the fineness level of the incorporated
slag leads to an increase of the G value of concrete or an enhanced fracture toughness.

The increment of the fracture energy of all the slag concretes measured in this study from
14-56 days was attained by 18-24%, which is found much higher than that of reference concrete
(10.1%), and accordingly, the Gg of the slag mixtures at 56 days almost exceeds that of the
reference mixture.

An increase in compressive strength of slag concrete of 10% resulted in a fracture energy increase
of around 18%. This raise rate is significantly higher than that previously found in high-strength
concretes without slag, indicating that use of the finer slag can have a unique effect on the
enhancement of the fracture resistance of concrete.

The related tendency of the critical stress intensity factor (K3|c) of the slag concretes is similar to
that of the fracture energy. At early ages (14 days), the KS|c values of slag concrete are less than
that of the reference concrete (R0) but exceed that of RO after 56 days.

Concretes incorporating finer slag exhibit larger K¢, and the KS|¢ increases in conjunction with
the fineness level of the slag. This also implies an increase in the fracture resistance of the concrete.
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Featured Application: This study provides the valuable data to assess the failure mechanism of
CFRP strengthened reinforced concrete beams and structural systems.

Abstract: The bending and shear behavior of RC beams strengthened with Carbon Fiber-Reinforced
Polymers (CFRP) is the primary objective of this paper, which is focused on the failure mechanisms
and on the moment-curvature response prior-to, and post, strengthening with different amounts
and layouts of the CFRP reinforcement. Seven reinforced concrete beams were tested in 4-point
bending, one without any CFRP reinforcement (control beam, Specimen C1), four with the same
amount of CFRP in flexure but with different layouts of the reinforcement for shear (Specimens
B1-B4), and two with extra reinforcement in bending, with and without reinforcement in shear
(Specimens B6 and B5, respectively). During each test, the load and the mid-span deflection were
monitored, as well as the crack pattern. The experimental results indicate that: (a) increasing the
CFRP reinforcement above certain levels does not necessarily increase the bearing capacity; (b) the
structural performance can be optimized through an appropriate combination of CFRP flexural and
shear reinforcement; and (c) bond properties at the concrete—-CFRP interface play a vital role, as the
failure is very often triggered by the debonding of the CFRP strips. The experimental values were
also verified analytically and a close agreement between the analytical and experimental values
was achieved.

Keywords: concrete cracking; crack patterns; carbon fiber-reinforced polymers—CFRP; RC
strengthening (in bending and shear); RC beams

1. Introduction

The Kingdom of Saudi Arabia, as well as rest of the world, contains a wide range of reinforced
concrete infrastructure which ranges from small residential houses to multi-story buildings, towers,
and pre-stressed concrete bridges. The majority of the infrastructure in Saudi Arabia was designed and
constructed on old design codes, standards, and specifications, and as a result of that, it is currently
experiencing weathering because of harsh climate, saltwater, acid attack, extreme temperature changes,
and due to the inferior quality of building material. There is a necessity to strengthen old existing
infrastructure in Saudi Arabia, which lacks in strength and stiffness. There are many different ways to
strengthen reinforced concrete structures, and one of the most common methods is the application of
CFRP (Carbon Fiber Reinforced Polymer) to the reinforced concrete member.
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CFRP has been widely used for the purpose of strengthening reinforced concrete, masonry, and
steel infrastructure. Over the past few decades, many researchers have proved the suitability of CFRP
material for structures composed of different materials, stiffness, and ductility [1-6]. By adopting the
correct retrofitting technique, CFRP can significantly increase the shear and flexure strength of concrete
structures as compared to the normal concrete structure. CFRP gains its strength via epoxy, which
is the glue that makes a bond of CFRP with the concrete surface. Flexure, shear, and compression
cracks can be prevented in reinforced concrete beams with the help of CFRP application. The benefit
of using CFRP retrofitting comes from its low density and its resistance to higher tensile forces, fatigue,
and corrosion.

However, the debonding failure mechanism, structural ductility, and long-term durability are the
main problems, which CFRP is facing due to poor bonding and reduced vapor pressure [7-9]. Fracture
of CFRP concrete beams is mainly attributed due to debonding of CFRP from the concrete surface.
Hence, flexural strength, failure behavior, and structural ductility are the most important parameters
that are always under consideration in structural design, especially when the structure is located in
the higher earthquake zone region. CFRP is a material which is brittle in nature and fails suddenly,
and has a linear elastic behavior up until failure, i.e., the tensile failure strain of FRP ranges from
2% to 4% [6]. Once the failure strain is reached, CFRP shows no signs of warning, breaks suddenly,
and results in the loss of its strength. This behavior of low ductility in reinforced concrete structures
retrofitted with CFRP is not desirable, as it does not provide any kind of early warning before failure,
thus resulting in the sudden collapse of the structure.

2. Literature Review

CFRP has been widely used in the past for repair and rehabilitation of civil infrastructure that was
showing signs of deterioration and distress due to aging. If applied properly, CFRP can increase the
service life of the structure. CERP is a brittle material and usually fails (i.e., debonding or horizontal
crack propagation) at a lower load level, hence the ultimate capacity of the reinforced concrete structural
member is very hard to achieve [10]. In the past, many researchers conducted experiments on reinforced
concrete beams retrofitted in flexure by CFRP and resulting failure patterns were observed.

Arduini and Nanni [11] conducted a parametric analysis to investigate the effects of CFRP
reinforcement on serviceability, strength, and failure mechanisms of repaired RC beams. They
presented the results of their analysis in terms of repaired /un-repaired strength and deflection ratios.
They observed that a brittle failure mechanism can develop at loads much lower than expected
when considering only flexural performance of the FRP Strengthened beams. Their research work
also concluded that the application of CFRP reinforcement can considerably result in an increase in
load-bearing capacity and can also limit deflection at the service level. Smith and Teng [12] conducted
a comprehensive review of existing plate debonding strength models that were presented by many
researchers in past. Each model was summarized and classified into one of the three categories based
on the considered approach. Teng et al. [13] conducted extensive research that has been carried out in
recent years on the use of fiber-reinforced polymer (FRP) composites for the purpose of strengthening
of reinforced concrete (RC) structures. Their paper provides a concise review of existing research on
the behavior and strength of FRP-strengthened RC structures, with a strong focus on those studies
that contribute directly to the development of strength models. Topics that were covered in their
research work includes flexural and shear strengthening of beams, flexural strengthening of slabs, and
strengthening of columns subjected to both static and seismic loads. For each of the topics covered, the
methods of strengthening were first explained, followed by a description of the common failure modes.
Kotynia [14] conducted tests on reinforced concrete (RC) beams that were strengthened externally with
CFRP strips in flexure only. The flexural behavior of the beams, as well as their failure modes, were
discussed in detail. Teng and Chen [15] provided a summary of debonding failure modes of reinforced
concrete beams that were strengthened externally with FRP reinforcement. Their paper addressed the
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following three issues: (a) classification of debonding failure modes; (b) mechanisms and processes of
debonding failures; (c) and theoretical models for debonding failures.

Kang et al. [10] conducted a detailed review of previous research programs that were conducted
by past researches in relation to debonding failure of FRP attached externally to the concrete surface.
Li et al. [16] conducted a series of experimental tests on reinforced concrete beams that were
strengthened with externally bonded CFRP sheets in flexure. They investigated debonding initiation
and the allowable tensile strain of FRP sheets in flexurally-strengthened RC beams in comparison to
different design code provisions. Hasnat et al. [17] conducted research on simply supported reinforced
concrete (RC) beams that were strengthened by carbon-fiber-reinforced polymer wrap. A CFRP
wrap resisted the premature cover debonding and acted as a U-clamp that results in an increase in
the ultimate moment capacity. Mostafa and Razaqpur [18] conducted the experiment on reinforced
concrete beams made of T-section. The load was applied and deflection responses were measured for
each beam. The complete post-peak load/softening response of each beam was also captured.

Fu et al. [19] conducted research on the effectiveness of a U-jacketing system on delaying or
preventing debonding failure. In their experimental research study, they tested eight large-scale RC
beams in order to study and investigate the effects of different forms of FRP U-jacketing on debonding
failure. Abid and Al-lami [20] conducted an extensive review of past research studies that emphasis
the strength and durability of concrete beams that were externally bonded with FRP reinforcement.
The focus of the research review was on the bond behavior, testing techniques, and models used to
assess bond strength. Flexure, shear, and fatigue behaviors of different strengthening techniques were
also reviewed and discussed in detail.

Wenwei and Guo conducted flexural testing on six reinforced concrete beams reinforced with
external CFRP laminates in order to study the effects of initial load or load history on the ultimate
strength [21]. Experimental results were explained in quantitate terms and for that purpose, a
theoretical model for flexural behavior was developed. Lee and Moy carried out an experimental and
an analytical study and developed a design-oriented expression to determine an effective laminate
strain in bonded CFRP [22]. The developed expression was also used for predicting the deboning
failures. Barros et al. conducted experimental and analytical research on reinforced concrete structures
strengthened with CFRP systems [23]. Their experimental studies show that the CFRP debonding
strain is dependent on the CFRP percentage and the longitudinal steel reinforcement ratio. Mansour
and Mahmoud conducted an experimental and analytical study to predict the ultimate moment
capacity of RC beams externally strengthened with CFRP [24]. They proposed prediction models to
obtain the load capacities for rectangular as well as T beam sections. Pan et al. conducted experimental
testing on eight reinforced concrete beams that were strengthened with FRP sheets [25]. They also
proposed an analytical model that accounts for the opening of shear and flexural cracks along the
beam. Later the results of the experimental data were compared with the proposed analytical model.
Ghandour conducted three-point loading testing on seven half-scale reinforced concrete beams, which
were strengthened with CFRP longitudinal sheets and U-wraps [26]. Kara and Ashour developed a
numerical method for predicting the curvature, deflection, and moment capacity of reinforced concrete
beams strengthened with FRP [27]. Later, the analytical results obtained from the numerical model
were compared with the published experimental data. Pellegrino and Vasic [28] did the assessment
on the design procedures that were available to predict the shear capacity of reinforced concrete
beams externally strengthened with FRP composites. Their research work was based on a database,
which was collected from recent literature and mainly focused on the basic codes for reinforced
concrete structures (without strengthening) and current models for FRP structures strengthened in
shear. Li et al. investigated debonding initiation and tensile strain of FRP laminates adhered externally
to concrete beam surfaces [16]. Experimental testing was carried out and the allowable tensile strain
in FRP sheets proposed by prevalent code provisions was assessed. Jung et al. presented both
experimental and analytical research results to predict the flexural capacity of reinforced concrete
beams strengthened in flexure with fabric reinforced cementitious matrix (FRCM) [29]. Six beams were

19



Appl. Sci. 2019, 9,1017

strengthened in flexure with FRCM composite under four-point testing. A new bond strength model
was proposed using a test database to predict the strengthening performance of the FRCM composite.
Foster et al. did an experimental investigation on reinforced concrete T-beams of varied sizes to
determine the effectiveness of unanchored and anchored externally bonded U-wrapped CFRP [30].
Beams were subjected to three-point bending with a span to depth ratio of 3.5. Dias and Barros did
experimental research to understand the effectiveness of near surface mounted (NSM) technique by
using CFRP laminates in shear [31]. T-Sections reinforced concrete beams were externally reinforced
in shear with the help of CFRP laminates at 52- and 90-degree angles. Furthermore, they discovered
that inclined laminates are more effective than vertical laminates. Osman et al. did experimental
testing on seven CFRP strengthened reinforced concrete beams under four-point loading having
different shear span-to-depth ratios [32]. A numerical analysis was also carried out on 27 reinforced
concrete beams with and without CFRP sheets. The results achieved using ANSYS were close to the
experimental results.

Keeping in mind the aforementioned literature review, it is found that there are very few
researchers who studied the effect of different CFRP reinforcement amounts and layouts on beam
moment capacity and on the failure behavior of the RC beams. The current study evaluated the effect of
the CFRP reinforcement ratio on failure patterns of reinforced concrete beams. The CFRP reinforcement
ratio was varied in the form of flexure and shear strips that resulted in different strengthening layouts
and failure patterns of the concrete beams. The originality of this research work mainly lies in the
determination of specific load levels at which debonding failure of the CFRP initiates and how different
layouts of CERP strengthening affect the shear and flexural strength and failure modes of the reinforced
concrete beams. RC beams strengthened with different amounts and layouts of CFRP were tested under
four-point bending. Moment-curvature behavior, failure loads, deflections, and failure modes were
determined experimentally, which later were also compared with the analytical capacity evaluation
models proposed by American Concrete Institute ACI 440.2R-08 [33] provisions.

3. Experimental Plan and Setup

In this research work, seven reinforced concrete beams were prepared and tested under four-point
loading. The cross-sectional sizes of all seven reinforced concrete beams were kept constant and
are selected equal to 100 mm x 200 mm with an overall equal length of 1200 mm. The beams were
designed as per ACI 318-08 [34] for tension controlled failure. Two deformed rebars of 14 mm nominal
diameter were used as a flexural steel reinforcement. Figures 1 and 2 give the details of the beams
tested under the current experimental plan. The load is applied under a displacement control system
at a constant strain rate of 0.03/min. The bending setup located in highway laboratory of King Faisal
University was used to carry out the experimental research work as shown in Figure 3. The beams
were tested under four-point loading, which gives a constant mid-span bending moment for a given
increment of load between the two loading points. Effective span in all beams was kept equal to
1100 mm. The applied bending moment M of the beam is calculated by Equation (1). As the moment
between loading point remains constant, the Sagital Method was used to calculate the curvature ¢ by
using mid-span deflection ¢ of the beam.

M:§><L1 @)

where P is the load directly obtained from the Universal Testing Machine at each increment of
displacement. L; is the distance between the support and point of application of load = 475 mm
and L is the effective span of the beam = 1100 mm, as given in Figure 3b.
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Figure 1. Details of beam specimens (a) Control specimen, (b) CFRP-B1, (c) CFRP-B2, (d) CFRP-B3,
(e) CERP-B4, (f) CERP-B5, and (g) CFRP-B6.
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Figure 2. Lateral views of the beams strengthened with CFRP layers and strips.

One out of seven beams was selected as a control specimen, while the rest of the six beams
were strengthened and retrofitted with external CFRP reinforcement ratios given in Table 1. The
thickness of external flexure and shear CFRP strips was kept equal to 1.5 mm. For all beams, the
cross-sectional sizes, internal reinforcement ratios, overall length, and thickness of CFRP strips were
kept constant, while the external flexure and shear CFRP reinforcement ratios were varied. Table 1
shows the strengthening scheme of the beams, which were divided into two groups. Beams B1, B2, B3,
and B4 were placed in group-1, where the external CFRP flexural reinforcement ratio was kept constant
(0.38%). Beam B5 and B6 were placed in group-2, where the external CFRP flexural reinforcement ratio
was doubled and kept equal to 0.75%. The flexural reinforcement ratio refers to the quantity of CFRP
that is applied at the bottom surface of the beam. Reinforcement ratio is calculated by dividing the
cross-sectional area of CFRP with the cross-sectional area of the concrete beam. In a similar way, the
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shear reinforcement ratio was calculated. Hence, the total CFRP reinforcement ratio is the sum of the
flexural and shear CFRP reinforcement ratio. However, the external CFRP shear reinforcement ratio
was also varied and was selected equal to 0 and 0.38% for Beam B5 and B6, as given in Table 1.

(a) Experimental

150

200 |

10 @00 J, 300 L 300 L 300 J, 1 0@
)

1200 |,
(b) Schematic

Figure 3. Test setup (a) and test layout for Beam CFRP-B1 (b).

Table 1. Testing specimen details.

Specimen EXt;{E:LrC;;RP Exteg‘;‘aelafFRP Total CFRP Number of Width of
Sr. No. . . . . Reinforcement CFRP Shear Flexural CFRP
Designation Reinforcement Reinforcement Ratio Strips Strips (mm)
Ratio (% Age) Ratio P P

1 Control-C1 N/A N/A N/A N/A N/A

2 CFRP-B1 0.38 0.25 0.63 8 50

3 CFRP-B2 0.38 0.31 0.69 10 50

4 CFRP-B3 0.38 0.37 0.75 12 50

5 CFRP-B4 0.38 0.56 0.94 18 50

6 CFRP-B5 0.75 0.00 0.75 N/A 100

7 CFRP-B6 0.75 0.38 113 12 100

Material Properties

Concrete with a compressive strength of 28 MPa was used for the preparation of reinforced
concrete beam specimens. The average compressive strength of concrete was determined by the
procedure mentioned in ASTM C-39 [35] and was found equal to f; = 28 MPa. The modulus of
elasticity and shear modulus of concrete were 24,870 MPa and 10,360 MPa, respectively. The modulus
of elasticity of concrete was calculated using the ACI 318-08 [34] and shear modulus of elasticity was
computed using poison ratio of 0.2. For quality control, the ready-mix concrete was delivered by a
local supplier from a plant located in Saudi Arabia. For internal reinforcement, the yield strength of
fy = 420 MPa was selected for deformed rebar. The steel reinforcement has a tensile rupture strength
of 620 MPa with elastic and shear modulus values of 200,000 MPa and 76,920 MPa, respectively.

Concrete beam specimens were cast and cured as per ASTM-C31 [36]. On completion of curing
time, the external surfaces of the beam specimens were cleaned with a wet cloth and acetone. Epoxy
(Sikadur 330) of uniform thickness was used to attach external CFRP strips to the concrete surface.
After the application of CFRP strips on the surface of the concrete, the beams specimens were cured
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for three days by using a wet layup method. Figures 1 and 2 show the layout of beam specimens along
with their external and internal reinforcement details. The CFRP has a tensile strength of 1600 MPa
with the ultimate tensile elongation value of 1.8%. The tensile modulus of elasticity of CFRP was
120,000 MPa. The epoxy has tensile bond and compressive bond strength values of 9.6 MPa and
21 MPa, respectively. The aforementioned material properties of CFRP and epoxy were provided by
their respective suppliers.

4. Results and Discussions

Figure 4 shows the mid-span bending moment-curvature behavior for the beam specimens C1,
CFRP-B1, CFRP-B2, CFRP-B3, and B4, respectively. The control specimen has shown a peak moment
value of 17.73 kN-m with the curvature value of 0.0031. Once the peak moment was reached, the control
beam specimen C1 started losing its strength and finally, it reduced to 4.92 kN-m at a curvature value
of 0.0057. The control specimen has shown a residual strength of 9.5 kN-m, which was approximately
half of the peak strength (17.73 kN-m) of the control specimen. The residual strength of the concrete
beam was mainly attributed to the cracked concrete section, which contains tensile reinforcement
having a tensile strain greater than yield but lesser than the rupture strain. In the case of different
CFRP strengthened beam specimens, higher peak moments were observed. The presence of CFRP
strips has contributed to the flexural capacity and increased not only the peak strength but has also
undergone higher displacements at the peak moment values. All of the beam specimens have shown
peak strengths ranging from 27.7 kN-m to 26.6 kN-m. The maximum peak moment of 27.7 kN-m
was observed in the case of beam CFRP-B4. All of the beams (CFRP-B1, B2, B3, and B4) carry a
uniform external CFRP flexural reinforcement ratio of 0.38%, however, the shear reinforcement was
gradually increased from 0. 25% to 0. 56%, respectively. The effect of this change in CFRP shear
reinforcement ratio could be seen in the form of small variations in peak moment carrying capacities of
the beams. For all of the beams, the relationship between curvature and moment capacities remained
linear until the curvature value of 0.0017 was reached. After this value, the inelastic behavior of
reinforced concrete became dominant and stiffness of the beam gradually started decreasing. All of
the CFRP strengthened beams have shown a high residual strength compared to the control specimen
C1. However, the highest residual strength was provided by specimen B3 and it was approximately
1.5 times the residual strength of the control specimen. Moreover, compared to the control specimen,
the deformation capacities or curvature of the CERP strengthened beams B1, B2, B3, and B4 were also
higher. Beams B1, B2, B3, and B4 have shown a rise and fall in the moment values. This rise and fall
behavior in the moment values represents the debonding of CERP strips from the surface of the beam.
After a small segment of CFRP strip was detached from the beam surface, a drop in strength occurred.
With a further increase of load, the remaining bonded part of CFRP and concrete came into action and
beams again started taking the load until the peak moment capacities of the beams was reached. Beam
B1 has the minimum CFRP reinforcement compared to all other beams, and as a result, a sudden drop
in strength was observed due to complete detachment of the CFRP strip from the concrete surface. As
the beams were subjected to further load increments, the strength of beams B1, B2, B3, and B4 became
equal to the control specimen. It showed that the contribution of CFRP reinforcement had completely
gone and only reinforced concrete beam residual strength was in action.

The mid-span bending moment-curvature behaviors of beam CFRP-B5 and CFRP-B6 and the
control specimen C1 are given in Figure 5. In the case of beam CFRP-B5 and CFRP-B6, the external
CFRP flexural reinforcement was doubled compared to beam specimens CFRP-B1, B2, B3, and B4.
Both beams B5 and B6 carry the same flexural reinforcement of 0.75%. However, beam B6 has a 0.38%
shear CFRP reinforcement ratio, whereas beam B5 does not carry any shear reinforcement. Beam
B5 has shown flexural strength of 26.52 kN-m that is 1.5 times higher than the peak strength of the
control specimen (17.73 kN-m). On the other hand, beam B6 has shown a peak strength value of
33.71 kN-m, which is approximately double the strength of the control specimen. Adding 0.38% shear
reinforcement ratio has increased the flexural strength from 26.62 to 33.71 kN-m. The presence of shear
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reinforcement hindered the diagonal shear crack propagation by intercepting their path, and in return,
the moment carrying capacity of beam B6 has improved. The relation of moment-curvature remained
linear prior to reaching the curvature values of 0.002. Beyond this value, a small rise and fall in the
moment values was observed. These falls show the initiation of debonding failure between the CFRP
and the concrete surface on the tension face of the beam.
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Figure 4. Moment-curvature relation for control specimen C1, CFRP-B1, CFRP-B2, CFRP-B3,
and CFRP-B4.
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Figure 5. Moment-curvature relation for control specimen C1, CFRP-B5, and CFRP-B6.

Moreover, beam B6 has shown higher deformation or curvature compared to beam B5. For
instance, the peak moment carrying capacity of the beam B5 occurred at a curvature value of 0.0028,
whereas the peak strength of beam B6 was observed at a curvature value of 0.0038. It implies that
the adding shear CFRP reinforcement in the presence of CFRP flexural reinforcement has not only
increased the overall flexural strength of the beam but also the deformation capacity of the beam.

In order to understand the effect of shear reinforcement on the overall strength, a comparison of the
mid-span bending moment-curvature behavior of beam CFRP-B3 and B5 is presented in Figure 6. Both
beams CFRP-B3 and B5 carry an equal amount of overall (flexural plus shear) CFRP reinforcement ratio
of 0.75%. However, in the case of beam B3, half (0.37%) of the total reinforcement (0.75%) was provided
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for flexure and the remainder was used for the shear. In the case of beam B5, the total reinforcement
(0.75%) was provided as the flexural CFRP reinforcement, as given in Table 1. Beam B3 has shown
peak strength of 27.7 kN-m compared to beam B5 that has a peak strength of 26.5 kN-m. Although
a very small increase in overall strength was observed, beam B3 has shown better performance in
terms of deformation capacity. Beam B5 has shown a curvature value 0.0028 at the peak moment of
26.5 kN-m and this was lower than the corresponding curvature value of 0.0035 for beam B3. For both
beams, the debonding of CFRP from the tensile face started at the same curvature level, as indicated
by a small fall in the moment at a curvature of 0.0019. However, the presence of shear strips provided
resistance against shear cracks and improved the overall flexural behavior of beam B3. Moreover,
beam B3 has shown better post-peak behavior compared to beam B5, as the residual strength of beam
B3 was higher than beam B5.
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Figure 6. Moment-curvature relation for control specimen C1, CFRP-B3, and CFRP-B5.

The test results show that beams with higher CFRP shear reinforcement but with a lower amount
of flexural CFRP reinforcement cannot contribute significantly in terms of the overall strength of the
beam. For instance, group-1 beams had a lower flexural CFRP reinforcement ratio (0.38%) and the
CFRP shear reinforcement was gradually increased from 0.25% to 0.56%. This increase in CFRP shear
reinforcement ratio has increased the strength of beam B1 from 26.6 kN-m to 27.7 kN-m, which is not a
significant contribution. On the other hand, when the flexural reinforcement doubled as in the case of
the group-2 beam (B6), the moment carrying capacity increased to 33.8 kN-m.

5. Analytical Prediction of Beam Capacities

Several researchers compared the experimental and analytical flexural and shear capacities of
different CFRP strengthened RC beams [21-32,37,38]. However, most of them [22,26-28,37] found
close analytical values when ACI 440.2R-08 [33] was used. In the current study, ACI 440.2R-08 [33]
was adopted to analytically obtain the flexural and shear capacities of the beams. The flexural strength
of CFRP strengthened beams depends upon the governing mode of failure. Reinforced concrete beams
strengthened with CFRP can experience three major failure modes: (i) tension failure of CERP strip; (ii)
debonding of CFRP from the concrete surface; and (iii) the crushing of concrete on the compression
sides. ACI 440.2R-08 [33] considers all three failure modes to satisfy strain compatibility and force
equilibrium conditions.

Figure 7 illustrates the internal strain and stress distribution of a CFRP strengthened rectangular
RC beam under flexure. The ultimate nominal strength of beam (M,,) is obtained by satisfying strain
compatibility and force equilibrium conditions and also considers the governing mode of failure.
Equations (2)—(6) give the flexural or ultimate moment capacity of CFRP strengthened beams. In order
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to check the debonding failure of CFRP strengthened beams, the effective strain in the CFRP strips (¢ )
should be limited to debonding strain level (¢f,), as given by Equation (4).

My = Ay (4= 3) + 45y (4= 3) @
€fd = 0.411 fC/ < 0.98/:1, (3)
nEftf
_, (e
Sf = €cy c < sfd (4)
fr = ¢rEy ®)
a=Pic (6)

§ a I g a/2 I_ Cc =0.85f."b,,a

A,
e e ° rf £ _,,Ts = Asf:
A, f; f; Ty = Ady
Strain Diaeram Actual Stress ~ Lquivalent Stress Internal Force
8" Diagram Diagram/ Diagram
Whitney's Stress
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Figure 7. Stain, stress, and force distribution diagram of CFRP strengthened RC beam.

According to ACI 440.2R-08, the shear strength of CFRP strengthened beams can be computed by
Equation (7), as follows.
Va=Ve+ Vs + ¥V @)

where V), is the nominal strength of a CFRP strengthened beam, Vs is shear strength provided by the
steel and calculated by ACI 318-08 [34], as given by Equation (8), and V. is the shear strength provided
by the concrete, which can be computed by ACI 318-08 [34], as given by Equation (9).

v, = fefd ®
S
Ve = 017/ flbyd )

where Vs the shear strength provided by the CFRP shear strips and ¥ ¢ = 0.85 is a reduction factor for
CFRP shear strips applied on the sides of beams. ACI 440.2R-08 [33] recommends Equation (10) to
calculate the shear strength provided by the FRP strips. The effective stress in FRP and area of CFRP in
shear can be calculated by using Equations (11) and (12), respectively. The dimensional variables used
in Equations (10) and (12) can be seen in Figure 8.

v = Ago fre(sina + cosa)d p, (10)
s
f
fre = €reEy (11
Afv = ZnthUf (12)
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Figure 8. Dimensional variables used in shear-strengthening calculations.

For bonded face plies or CERP strips, which is a strengthening system that does not enclose the
entire section of the beam, failure of CFRP shear strips is mainly attributed to the delamination of CFRP
from the concrete surface. Due to this reason, the bond stress was analyzed by Triantafillou [39] to
determine the usefulness of these systems and proposed the effective strain level that can be achieved.
The effective strain (e ) is calculated using a bond-reduction coefficient k,. Following Equations (13)
and (14) gives the effective strain (¢s,) and bond-reduction coefficient k. Equations (15)—(17) give the
factors ki, ky, and effective length L, used in Equation (14).

£fe = ko, < 0.004 (13)
klkzLe
=2 <.
ko 11,900, — 075 (14)
B LCI 2/3
b= (g (15)
ds, — 2L
ky = Gfo— cne (16)
dfv
23,300
e = """ 0% (17)
(I’lffEf)

Table 2 gives a detailed comparison of analytical and experimental load-carrying capacities of
the beam specimens. The control beam did not carry any flexural and shear CFRP reinforcement and
its flexural and shear capacities were computed by ACI 318-08 [34]. The flexural and shear capacities
of the CFRP strengthened beams are calculated by Equations (2) and (7), as recommended by ACI
440.2R [33]. The flexural capacity of the beam is the main function of the amount of CFRP applied at
the tensile face of the beam. As beams B1, B2, B3, and B4 carry the same amount of CFRP flexural
reinforcement ratio, these beams had the same analytical moment capacity of 25.35 kN-m. Similarly,
beam B5 and B6 have the same analytical moment capacity of 33.41 kN-m. On the other hand, the shear
capacity of the CFRP strengthened beams is proportional to the amount of CFRP shear reinforcement.
Due to the different amounts of CFRP shear reinforcement, specimens B1 to B5 have different analytical
shear capacities. However, beam B3 and B6 have the same CFRP shear reinforcement ratio and as a
result, these have the same analytical shear capacities. From the analytical flexural and shear strengths
of beams, their corresponding peak loads P;; for moment and P, for shear are calculated and presented
in Table 2. For instance, the analytical moment capacity of control beam 17.28 kN-m will result in
the corresponding load capacity of (P, = M’Ll—lxz) 72.8 kN. The analytical peak load of each beam is
evaluated as the lesser of P;,; and P, depending upon which type of failure will govern the ultimate
load carrying capacity of the beam. In order to understand the effect of CFRP flexural and shear
reinforcement, the control beam was designed to have the same flexural and shear capacity. However,
the P;, for control beam was slightly lesser than the P, and it suggests that the dominant mode of
failure in the beam is flexural rather than shear, or it indicates that the flexural failure will occur first,
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followed by the shear failure of the beam specimen. Similarly, in the case of beams B1 to B4 and B6,
flexural failure governed the overall design, and in the case of beam B5 the shear failure governed
the peak load of the beam, as given in Table 2. A comparison of experimental and analytical peak
loads has also been provided in the last column of Table 2. A very close agreement between analytical
and experimental load values was achieved for all of the tested beams. In the case of beam B5, the
difference is slightly more compared to the other beams. The experimental peak load of beam B5 was
slightly higher compared to the analytical load. In reality, the CFRP flexural strip also contributes to
the shear resistance of the beam, so to get closer analytical values requires an accurate prediction of
CFRP flexural strip contribution in shear.

Table 2. Comparison of Experimental and Analytical Failure Loads.

. . Analytical Experimental
Specimen A“?Ly;]‘_“l:l) M by, 00 A“:‘m‘f::} Vi p,(kN)  PeakLoad, P, PeakLoad, Pe PP
KN) (N)
c1 17.28 72.8 369 73.8 728 75.1 0.97
CFRP-B1 2535 106.7 617 1159 106.7 112 0.95
CFRP-B2 25.35 106.7 75.7 139.7 106.7 116 0.92
CFRP-B3 2535 106.7 92.8 168.7 106.7 1166 0.92
CFRP-B4 25.35 106.7 162.8 287.8 106.7 1168 091
CFRP-B5 33.41 1407 493 98.6 98.6 1117 0.88
CFRP-B6 33.41 1407 92.8 168.7 140.7 142 0.99

6. Cracking Behavior of Beams

6.1. Control Specimen C-1

Figure 9 shows the fracture behavior of control specimen C-1 at different load levels. Hairline
cracks were observed prior to reaching a moment value of 8.7 kN-m and a displacement value of
3.5 mm. However, with an increase of moment from 8.7 kN-m to 13.1 kN-m, the crack started to
propagate to the compression face of the beam, as shown in Figure 9a. With further increases in load,
the crack further widened and became more prominent, as shown in Figure 9b. The cracks initially
generated vertically at the bottom face of the beam and became inclined with an increase in the depth
of the beam. It shows a flexural failure followed by the shear failure of the beam. A clear wide crack
was observed prior to the failure of the beam at a moment and displacement level of 17.8 kN-m
and 8.78 mm, respectively, as given in Figure 9c. After the peak moment capacity of 17.8 kN-m, the
beam started losing its capacity and load values started decreasing, with a significant increase in the
deformation capacity of the beam. No hairline cracks with uniform spacing were observed at the
bottom section of the beam, which indicates the section was quite weak in strength. Figure 9d shows
the failure pattern of a control specimen prior to the completion of the test. At the deflection level of
12.57 mm, a major wide crack was observed, which had split the beam into two distinct parts.

6.2. Beam CFRP B1

Failure patterns of beam CFRP B1 at different load levels are shown in Figure 10. In the case of
beam B, the initial minor cracks in the form of diagonal hairline cracks were spotted near the supports
of the beam. These initial hairline cracks started to appear at a deflection value of 5.2 mm, as given in
Figure 10a. With a further increase in the load, the beam started generating the new cracks and existing
cracks were widened further, as shown in Figure 10b. As these cracks appear next to support in the
form of diagonal movement, it confirms the shear dominant failure of the beams. The failure behavior
of beam specimen B1 at the peak moment capacity of 26.6 kN-m and at a defection value of 8.9 mm
is shown in Figure 10c. At a peak moment, cracks cross the FRP shear strip, however, due to higher
shear forces, the existence of CFRP is not able to contribute much toward controlling the failure of the
beam. Figure 10d presents the post-peak failure pattern of the beam at moment and deflection values
of 10.73 kN-m and 17.3 mm, respectively. Beam B1 has only four CFRP shear strips on each face of the
beam, with a higher spacing of CFRP shear strips. None of the CFRP shear strip intercepted the shear
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cracks initiated close to the right support of the beam. Therefore, the crack propagated diagonally to
the compression face of the beam and resulted in the loss of beam strength. A significant amount of
deflection and concrete crushing was observed close to the right support of the beam, which indicates
that the bearing resistance of the beam was reduced and the concrete was finally crushed.

Failure Pattern (Graphical) Failure Pattern (Real)

(a) Moment = 13.1 kN-m, deflection = 5.0 mm

| |

(b) Moment = 15.58 kN-m, deflection = 6.95 mm
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(c) Moment = 17.84 kN-m, deflection = 8.78 mm

[ [

(d) Moment = 9.55 kN-m, deflection = 12.57 mm

Figure 9. Failure pattern of control specimen C1 at different load levels.
6.3. Beam CFRP B2

Figure 11 shows the failure patterns of beam CFRP B2 at different load levels. Beam B2 carries
a CFRP flexural reinforcement ratio of 0.38%, which was similar to beam B1, however, the CFRP
shear reinforcement of beam B2 (0.31%) was slightly higher than beam B1 (0.25%). As a result, beam
B2 carries five CFRP strips on each face of the beam, as shown in Figure 11. At a deflection value of
5.2 mm, no significant cracks were observed, however small hairline cracks were observed close to
the left support of the beam, as shown in Figure 11a. A similar kind of pattern was noticed when
the load on beam B2 was further increased until the mid-span deflection became equal to 7.7 mm, as
given in Figure 11b. With a further increase in load, the cracks not only propagated diagonally but
also became wide and visible to the naked eye. Figure 11c gives the cracking pattern of beam B2 at the
peak moment capacity of 27.6 kN-m. Once the peak moment was reached, beam B2 started losing its
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capacity and cracks became more widespread and visible. In the case of beam B2, flexural mode of
beam failure was dominant. Prior to complete failure, the diagonal crack reached the compression
face of the beam and at that point, the beam had a residual moment carrying capacity of 18.9 kN-m, as
shown in Figure 11d.

Failure Pattern (Graphical) Failure Pattern (Real)

(d) Moment = 10.73 kN-m, deflection = 17.3 mm
Figure 10. Failure Pattern of CFRP-B1 at different load levels.

6.4. Beam CFRP B3

The graphical and experimental failure patterns of beam B3 are shown in Figure 12. In the case
of beam B3, the shear reinforcement has been increased compared to beam B2, while the external
CFRP flexural reinforcement was kept similar to beam B1 and B2. In beam B3, six shear strips were
provided on each face of the beam, as shown in Figure 12. At a deformation level of 5 mm, a moment
capacity of 18.8 kN-m was observed, which was greater than the moment capacities of beam B1 and
B2, respectively. No significant number of cracks were observed in the case of beam B3, as shown in
Figure 12a. When the load was further increased, very small hairline cracks were observed on the
beams, as given in Figure 12b. Beam B3 showed better behavior compared to beam B1 and B2 at the
deformation level of 7.3 mm. Figure 12c shows the failure behavior of the beam at the peak moment
carrying capacity of 27.7 kN-m. At a peak load, the beam underwent a significant level of cracking
and slight crushing of the concrete was also observed. It shows a flexural failure due to the crushing
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of concrete. However, the crack remained confined between the two FRP strips. The major cracks
were spotted near the left part of the beam. Figure 12d shows the post peak-cracking pattern of beam
B3. The residual strength of beam B3 was close to beam B2; however, the cracks remained restricted
between two CFRP shear strips.

Failure Pattern (Graphical) Failure Pattern (Real)
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Figure 11. Failure pattern of CFRP-B2 at different load levels.
6.5. Beam CFRP B4

Figure 13 shows the graphical and experimental failure patterns of beam B4 at different load levels.
In the case of beam B4, the CFRP shear reinforcement ratio was increased to 0.56% compared to beam
B3 (0.38%), which resulted in a total of nine CFRP shear strips on each face of the beam. Figure 13a
shows no significant cracks at a deflection value of 5.2 mm. However, when the load was slightly
increased, it resulted in the formation of very small flexural and shear cracks near the mid-span of
the beam, as given in Figure 13b. Beam B4 showed a peak moment capacity of 27.7 kN-m, which is
similar to the moment capacity of beam B3. At the peak load level, the flexural cracks became more
prominent and wider, as shown in Figure 13c. However, these cracks remained confined to the two
CERP shear strips. The cracks were also very steep compared to beam B1, B2, and B3, respectively.
Figure 13d shows the cracking behavior of the beam at a deflection value of 15.4 mm. At this load
level, the cracks passed through the CFRP shear strips and resulted in debonding of the shear strips
from the concrete surface.
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Figure 12. Failure pattern of CFRP-B3 at different load levels.
6.6. Beam CFRP B5

In beam B5, the amount of flexural reinforcement was doubled compared to beam B1, B2, B3,
and B4. However, beam B5 did not contain any external CFRP shear reinforcement. Figure 14a—d
presents the graphical and experimental cracking patterns of beam B5 at different load and deflection
levels. A small number of cracks were observed at a deflection level of 5.2 mm (Figure 14a), which
later on further increased in length and thickness when the deflection value reached 6.59 mm, as
given in Figure 14b. These cracks were a mix of Mode-1 (flexural) and Mode-2 (shear) cracks, as they
resulted from the interaction of bending and shear. Beam B5 has shown a peak moment capacity of
26.5 kN-m, which was greater than control beam but less than the other beams, such as B1, B2, B3, and
B4, respectively. Prior to the peak moment capacity of 26.5 kN-m, a debonding type of failure of CFRP
from the concrete surface was also observed. Figure 14c shows a significant number of cracks in beam
B5, which were considerably wider in nature compared to the cracks that occurred at the deflection
value of 6.59 mm. These cracks became even wider and longer when the deflection was increased and
reached a value of 13.01 mm (Figure 14d).

6.7. Beam CFRP B6

Figure 15 shows the failure pattern of beam B6, which contains both flexural and shear CFRP
reinforcement. The flexural reinforcement of beam B6 was similar to beam B5 (0.75%), with a shear
reinforcement ratio of 0.38%. Like other beams, no significant cracks were observed at a deflection
value of 5.0 mm, as shown in Figure 15a. With a further increase in load and deflection value, small
hairline cracks started appearing closer to the beam support. Figure 15b shows that these cracks were
shear in nature and occurred at a deflection value of 6.94 mm. Beam B6 showed a maximum peak
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strength moment capacity of 33.8 kN-m at a deflection value of 10.8 mm. At this peak point, some of
the CFRP strips were de-bonded from the concrete surface and the cracks further moved diagonally.
Although these cracks were intercepted by the shear CFRP strips, CFRP shear strips could not hinder
their propagation in the diagonal direction, as given in Figure 15c. The final failure of the beam was
mainly due to the crushing of concrete in the compression side of the beam. The post-peak cracking
pattern of beam B6 is presented in Figure 15d. Beam B6 has shown a residual strength of 31.6 kN-m at a
deflection level of 12.1 mm. At a deflection value of 12.1 mm, one of CERP shear strips was completely
de-bonded and fell apart.

Failure Pattern (Graphical) Failure Pattern (Real)

(b) Moment = 22.1 kN-m, deflection = 6.5 mm
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(c) Moment = 27.7 kN-m, deflection = 9.5 mm

(d) Moment = 14.7 kN-m, deflection = 15.4 mm
Figure 13. Failure pattern of CFRP-B4 at different load levels.
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(c) Moment = 26.5 kN-m, deflection = 8.22 mm
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(d) Moment = 14.54 kN-m, deflection = 13.01 mm

Figure 14. Failure pattern of CFRP-B5 at different load levels.
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Figure 15. Failure pattern of CFRP-B6 at different load levels.
7. Conclusions

In this research study, a series of four-point bending tests were carried on reinforced concrete
beams which were strengthened with different amounts and layouts of external CFRP flexural and
shear reinforcement ratios. The layout of the CFRP application and the CFRP reinforcement ratio
were the main parameters of the research study. Effects of these parameters were studied in terms
of moment-curvature values, ultimate load carrying capacities, and failure patterns of the beams. A
comparison between experimental and analytical ultimate load carrying capacities of the beams is also
presented in this research study. The reinforced concrete beams were divided into two groups. Beams
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in group 1 had a CFRP flexural reinforcement ratio half of that of group 2 beams. However, the CFRP
shear reinforcement was gradually increased in the reinforced concrete beams. Based on the results
obtained from the experimental study, the following major conclusions are summarized.

e The choice of CFRP flexural reinforcement can influence the failure mode and strength gain of the
RC beams. The ultimate load carrying capacities and the deformation capacities of the beams can
increase to a certain level by increasing flexural or shear CFRP reinforcement. For this reason, a
better understanding of beam governing mode of failure is necessary. For instance, a beam which
is over-reinforced in flexure may result in the shear failure of the beam.

e Increasing the external CFRP shear reinforcement in reinforced concrete beams that have less
flexural reinforcement did not result in a significant increase in strength. It was also observed that
increasing CFRP flexural reinforcement in absence of external CFRP shear reinforcement did not
result in a significant increase in strength.

e Itwasnoted that the failure modes of the beams were highly dependent on the CFRP reinforcement
layout. For the beams that had higher spacing between CFRP shear strips or no shear
reinforcement, the failure occurred near the supports, in terms of diagonal shear cracks having a
smaller angle of occurrence. On the other hand, for the beams that had smaller spacing between
CFRP shear strips, the cracks that appeared were found to be steep and remained confined within
the CFRP shear strips. The presence of CFRP shear strips hindered crack propagation, as well as
resisted beam deformations.

e The flexural failure of the beams was initiated due to debonding of CFRP strips from the tensile
face of the beams. The delamination of CFRP flexural strips started from the mid-span of the
beam and moved laterally to the support, proving a bearing failure of the beam.

e The analytical procedure proposed by ACI R440.2-08 [33] was used to predict the moment and
shear capacities of simply supported CFRP strengthened beams and a good agreement between
the experimental and analytical ultimate load carrying capacities of the beam was obtained.
Therefore, ACI 440.2R-08 [33] can be effectively used for the design and evaluation purposes of
CFRP strengthened reinforced concrete beams.
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Abbreviations

Af area of FRP external reinforcement, (mm?)

Apy area of FRP shear reinforcement with spacing, (mm?)
As area of non-prestressed steel reinforcement, (mm?)

a depth of Whitney’s stress diagram, (mm)

by web width or diameter of circular section, (mm)

distance from extreme compression fiber to the neutral axis, (mm), ¢ = 3/8 d for tension controlled

¢ failure of beams
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d distance from extreme compression fiber to centroid of tension reinforcement, (mm)
ds effective depth of FRP flexural reinforcement, (mm)
gy effective depth of FRP shear reinforcement, (mm)
Ey tensile modulus of elasticity of FRP, (MPa)
! specified compressive strength of concrete, (MPa)
fr effective flexural stress in the FRP; stress level attained at section failure, (MPa)
j}fg effective shear stress in the FRP; stress level attained at section failure, (MPa)
fy specified yield strength of non-prestressed steel reinforcement, (MPa)
h overall thickness or height of a member, (mm)
kq modification factor applied to kv to account for concrete strength
ky modification factor applied to kv to account for wrapping scheme
L active bond length of FRP laminate, (mm)
M applied moment using testing machine
M, nominal flexural strength, (N-mm)
n number of or strips of FRP reinforcement
Py, peak load of the beam calculated from nominal moment capacity of the beam
Py peak load of the beam calculated from nominal shear capacity
P, peak load of the beam determined analytically
P. peak load of the beam determined experimentally
t nominal thickness of one ply of FRP reinforcement, (mm)
Ve nominal shear strength provided by concrete with steel flexural reinforcement, (N)
V nominal shear strength provided by FRP stirrups, (N)
Vi nominal shear strength, b (N)
Vs nominal shear strength provided by steel stirrups, (N)
wy width of FRP reinforcing plies, (mm)
ratio of depth of equivalent rectangular stress block to depth of the neutral axis for f/ = 28 MPa,
P B =085
ultimate axial strain of unconfined concrete corresponding to 0.85fc’ or maximum usable strain of
Ecu unconfined concrete (mm/mm), which can occur at 0.85fc’ or 0.003, depending on the obtained
stress-strain curve
€6 debonding strain of externally bonded FRP reinforcement, (mm/mm)
&f Effective flexural strain level in FRP reinforcement attained at failure, (mm/mm)
&fe effective shear strain level in FRP reinforcement attained at failure, (mm/mm)
&y design rupture strain of FRP reinforcement, (mm/mm)
Ko bond-dependent coefficient for shear
FRP strength reduction factor, 0.85 for shear (based on reliability analysis) for three-sided FRP
v U-wrap or two-sided strengthening schemes
) mid span deflection of beam
[ curvature of the beam
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Abstract: Tensile strength and fracture toughness are two essential material parameters for the study
of concrete fracture. The experimental procedures to measure these two fracture parameters might
be complicated due to their dependence on the specimen size or test method. Alternatively, based
on the fracture test results only, size and boundary effect models can determine both parameters
simultaneously. In this study, different versions of boundary effect models developed by Hu et al.
were summarized, and a modified Hu-Guan’s boundary effect model with a more appropriate
equivalent crack length definition is proposed. The proposed model can correctly combine the
contributions of material strength and linear elastic fracture mechanics on the failure of concrete
material with any maximum aggregate size. Another size and boundary model developed based
on the local energy concept is also introduced, and its capability to predict the fracture parameters
from the fracture test results of wedge-splitting and compact tension specimens is first validated.
In addition, the classical Bazant’s Type 2 size effect law is transformed to its boundary effect
shape with the same equivalent crack length as Koval-Gao’s size and boundary effect model.
This improvement could extend the applicability of the model to infer the material parameters
from the test results of different types of specimens, including the geometrically similar specimens
with constant crack-length-to-height ratios and specimens with different initial crack-length-to-height
ratios. The test results of different types of specimens are adopted to verify the applicability of
different size and boundary effect models for the determination of fracture toughness and tensile
strength of concrete material. The quality of the extrapolated fracture parameters of the different
models are compared and discussed in detail, and the corresponding recommendations for predicting
the fracture parameters for dam concrete are proposed.

Keywords: boundary effect; size effect; fracture toughness; tensile strength; concrete

1. Introduction

At present, several super-high arch dams have been constructed or are under construction in
Southwest China [1-3]. To ensure the good working performance of concrete dams, one of the
prerequisites is to prevent and control the formation and propagation of concrete cracks that may
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appear during the construction and operation periods. In fact, cracking is a very common, classical,
but also complicated problem in concrete structures in real-life service conditions [4], which has been
studied comprehensively from different perspectives by many researchers [5-9]. In terms of cracking
risk analysis, the true fracture toughness K. and tensile strength f; of the concrete are the key material
parameters that should be provided. The improper fracture properties may lead to a result with great
deviation from the reality. Many test results showed that the fracture toughness K. of concrete has
obvious size effect, and tensile strength f; usually depends on the specimen size and test method.
To overcome the problem of size effect in fracture properties, it is often necessary to pour different sizes
of concrete specimens to obtain the stable material parameter values. Thus, the test process is often
complicated, especially for dam concrete, and the stable material parameters can only be measured
from huge specimens [1,10]. In addition, the experimentally measured tensile strength of concrete
varies for different test methods (uni-axial tension test, splitting test, flexure test, etc.) [11,12] due to
the different fracture mechanisms. These size- or test method-dependent fracture parameters increase
the difficulty of structure design and cracking risk analysis. Hence, it is crucial to find out a simple
and relatively more accurate way to measure or predict the real fracture parameters of dam concrete.

Size effect laws (SEL) [13-17] and boundary effect models (BEM) [18,19] are two main asymptotic
approaches to capture the size effect of concrete fracture. With these two kinds of models, the
failure stress of structure with any specimen size or any crack size can be estimated, if the model
parameters are fully known. On the contrary, if the test results of geometrically similar specimens
with constant crack-length-to-height ratios or specimens with different crack to width ratios are
available, size and boundary effect models can predict the material tensile strength f; and fracture
toughness K.. The applicability of the different size and boundary effect models on the determination
of fracture toughness and tensile strength have been carefully examined with many test results in the
literature [20-23]. It is widely accepted that the size effect laws can provide the fracture toughness
directly based on the geometrically similar fracture tests; however, in order to estimate the tensile
strength, a material characteristic length [, must be assumed in advance [20]. The different versions of
boundary effect models proposed by Hu et al. [19,21,23-25] can directly determine the tensile strength
and fracture toughness. These models can be classified as the local and non-local models, according to
the stress value adopted in the models to predict the failure due to the strength of material. The local
models only use the point stress information at the crack tip, while an average stress information
along a certain length emanated from the crack tip is needed for the non-local boundary effect models.
The Koval-Gao’s size and boundary effect model developed by Gao et al. [26,27] is also a local model,
which adopts the derivative of energy release rate evaluated locally at the crack tip as the parameter
for the study of fracture dominated by the strength of material. The Koval-Gao’s size and boundary
effect model can also predict simultaneously the fracture parameters from the fracture test results.

In this study, the local and non-local versions of boundary effect models developed by
Hu et al. [19,21,23-25] are summarized, and a modified Hu-Guan’s boundary effect model with a
more appropriate equivalent crack length definition is proposed. The proposed modified Hu-Guan’s
boundary effect model considers the effect of maximum aggregate size on the equivalent crack length,
thus changes the contributions of strength of material and linear elastic fracture mechanics (LEFM) on
the specimen failure. This improvement is anticipated to be important when the maximum aggregate
size of concrete getting larger. Another size and boundary effect model developed based on a local
concept is also introduced [26,27], and its capability to predict the fracture parameters from the fracture
test results of wedge-splitting and compact tension specimens is firstly validated. Besides, the classical
Bazant’s Type 2 size effect law is transformed to a shape similar to the boundary effect model by the
authors, which could be easier to be used to determine the fracture parameters from fracture tests on
specimens with any sample size or crack size . The test results of geometrically similar wedge-splitting
and compact tension specimens with constant crack-length-to-height ratios [28-30] and specimens
with different initial crack-length-to-height ratios [31-33] are adopted, to verify the applicability of the
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different boundary effect models on the determination of fracture toughness and tensile strength for
concrete material.

2. Size and Boundary Effect Models

The size and boundary effects of quasi-brittle fracture have been studied systematically in recent
decades [13,18,19,26,27], and some progresses have been achieved in recent years by considering the
effect of aggregate size on the fracture behavior [21-24,34]. These models were developed initially for
the nominal strength prediction of samples with various specimen size and crack size, and later have
been extended to the determination of the real fracture parameters from fracture test results.

In this section, the local and non-local versions of boundary effect models developed by
Hu et al. [19,21,23-25] are summarized. Then, a modified Hu-Guan’s boundary effect model with a new
equivalent crack length definition is proposed. Following by the brief introductions of Koval-Gao’s size
and boundary effect models and BaZant’s Type 2 size effect law. All the models are written as their own
linear forms, which can be used directly to extrapolate experimental results obtained from laboratory
size specimens. The equivalent crack lengths of different models are compared in detail and the method
for the determination of fracture parameters is presented at the end of this section.

2.1. Hu et al. Boundary Effect Models

2.1.1. Hu-Duan’s Boundary Effect Model

The boundary effect models can characterize the effect of crack length on the failure load. Figure 1a
shows a wedge-splitting (or compact tension) specimen with an initial crack length ay under its failure
load Py, and Figure 1b presents the two nominal stresses in the fracture analysis. The nominal
strength oy of the specimen is defined without considering the existence of the initial crack ag, which
can be calculated by the equilibrium conditions of the forces and moments [23]:

— 4pmax
Wt '

oN (€]
where W is the sample size, t is the thickness of the specimen.

0,1 in Figure 1b represents the stress at the crack tip without considering the stress singularity,
and assuming a linear distribution along the ligament, which reads [23]:

Priax (AW + 2ag)

W —ag)2 @

On1 =

where 4y is the initial crack length.
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ao 0 O-n 1
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() (b)

Figure 1. (a) A wedge-splitting specimen under its peak load and (b) the definition of two nominal
stresses in Hu-Duan’s boundary effect model.

In Hu-Duan’s boundary effect model, the ratio of two nominal stresses oy and o, is a
dimensionless factor A (a) depending only on the initial crack length to sample size ratio & (x = a/W).
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For wedge-splitting (compact tension) specimen, A;(«) can be calculated by relating Equations (1)
and (2).
oy 2(1—w)?
M) = M= ®

The stress criterion adopted in Hu-Duan’s boundary effect model assumes failure happens when
0y1 reaches its critical value, the material tensile strength f;. Thus, one can obtain the nominal strength
on predicted by the stress criterion by the following expression:

on = A (a) fi, 4)

The criterion of LEFM is directly adopted as the energy part of Hu-Duan'’s boundary effect model.
The nominal strength predicted by the LEFM criterion can be written as a function of crack length ag:

o K

N= 37N =
Y (a)+/7tag

where Y («) is a geometrical factor. For wedge-splitting and compact tension specimen, the expression

of Y(a) is identical [35]. This is because the geometry and loading conditions are the same for compact
tension and wedge-splitting fracture tests [36]. It is given by:

®)

(2+ a)(0.886 + 4.64n — 13.3242 + 14.72a% — 5.6a*)
4y/ma(l — a)3/2

To link Equations (4) and (5), a transition (or reference) crack length a%, needs to be introduced,

which reads: )
1 K
* C
=——— = . 7
foo = 110277 <ft> @

The transition crack length aZ, is a material constant proportional to material’s characteristic length
Iey; [37]. Thus, Equation (5) can be rewritten as:

Y () = . (6)

_ fe
N (@) 112l

The Hu-Duan'’s boundary effect model for the nominal strength prediction of structure with any
crack length, can be obtained by relating Equations (4) and (8):

_ Ar()fi __AWfi
V14 [A(0) x Y(&)/112Pag/a%y /1+aa/a%’
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ON (9)
or r
t
O = —F————, 10
" ATl o
where 4, is the equivalent crack length and depends purely on the geometrical information of the
specimen, which can be calculated by:

C[A(a) x Y(2)]?
Ae1 = {T} ap. (11)

Equation (10) can be further rearranged as follows:

1 1 11227

P —
2 2 2 els
T ft KC

(12)
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Once the peak loads are recorded after the fracture tests, the equivalent crack length a,; and
nominal strength 0,1 are known accordingly. hence, the tensile strength f; and fracture toughness K,
can be calculated from the intercept and slope of the linear regression.

2.1.2. Hu-Guan’s (Hu-Wang's) Boundary Effect Model

The Hu-Guan’s and Hu-Wang’s boundary effect models [21,23,34] are developed for
wedge-splitting and three-point bending tests respectively, which all assume a constant crack-bridging
stress 0y within the partially developed fracture process zone or Aag;. (see Figure 2a). In contrast
to the local point stress value 0, (see Figure 1b) defined in Hu-Duan’s boundary effect model, o,
(see Figure 2a) is associated with the fictitious crack length Aay;., and its value is affected by the choice
of this length, thus becomes a non-local stress parameter. The strain condition along the crack plane,
the equilibrium conditions of bending stress and bending moment were considered to determine this
constant stress ¢;,2 [21,34]. It is given by [23]:

Tn2

o L4 Wi + ———Aagic (13)

o Pnzux(3w2 +W1) <W2 Aafic W—ﬂ() )
= = 7/ ,
6 6

with Wy = W —ap — Aagic and Wo = W +ag + Aage.

The advancement from Hu-Duan’s boundary effect model to Hu-Guan’s boundary effect model
is the non-local nominal stress 0, used in the stress criterion. Thus, the local version of the boundary
effect model was improved as a non-local version. Following the same idea of Hu-Duan’s boundary
effect model, Guan et al. proposed in [23] the way of calculating the tensile strength and fracture
toughness by the following linear relation:

1 1 112%x

= — Apq .
2 2 2 el
T fi Kz

(14)

The local stress o, is replaced by the non-local stress 0, and 4, is the same as the one in
Hu-Duan’s boundary effect model. It is admitted that Hu-Duan’s boundary effect model (Aag;. = 0)
may overestimate the tensile strength of the material, and Hu-Guan’s boundary effect model can lower
the predicted tensile strength when Aay;. increases [22]. This fictitious crack length Aa ;. was assumed
to be proportional to the maximum aggregate size d,x of concrete [23]:

A‘Zfic = B1dmax- (15)

It is concluded in [23] that f; = 1 is a good approximation when the maximum aggregate size
dax is the dominant aggregate size of a concrete mix and the W /d 4y ratio is below 20 (or even 50).

2.1.3. Hu-Zhang’s Boundary Effect Model

Hu-Zhang’s boundary effect model [24,25] added two more assumptions about the length scale
than Hu-Guan’s boundary effect model. That are, the fictitious crack length Aa fie = B2daw ~ 1.5day
(see Figure 2b, d,, is the average aggregate size) is accurate enough when the ratio of the sample size
and the average aggregate size varies in a certain range, and the transition crack length a%, ~ 3d,, is
appropriate to consider the micro-structure influence of granite and fine-grained polycrystalline
ceramics studied in [24,25]. Based on these two assumptions, if the average aggregate size d,,
(transition crack length a}, ) and tensile strength f; are decided, then one can directly estimate the
fracture toughness K. by Equation (7).

Since the average aggregate sizes are not known for the concrete fracture tests adopted in this
study, the Hu-Zhang’s boundary effect model will not be used to estimate the tensile strength and
fracture toughness in the next sections.
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Aayg, 1.5d;
(a) (b)

Figure 2. The definition of two nominal stresses in (a) Hu-Guan’s boundary effect model and (b)
Hu-Zhang's boundary effect model.

2.1.4. Proposed Modified Hu-Guan’s Boundary Effect Model

Based on Equation (1) and Equation (13) in Hu-Guan’s boundary effect model, the nominal
strength oy can be rewritten as a function of ;,3:

2(1 — tX) (l — a4+ ZAZXfl‘C)
2+a+ Aﬂéﬂc

ON = Op2 X ’ (16)

with 21— a)(1 — a +20a)
—a)(l —a+27ay;
Ao(e, Dagic) = R fie (17)

Unlike Aj(a) in Equation (3), Aa(a,Aagi) is no longer just geometry-related, but also
material-related by the fictitious crack length Aay;. , which is assumed to be proportional to the
maximum aggregate size dyx. In the equivalent crack length calculation, to be more appropriate, it is
recommended in this study to use A (x, Ax fic) instead of Aq(«) , thus, the modified equivalent crack
length 4., would be:

Ay = ap. (18)

2
Az (a, Dagic) x Y (a)
1.12

In the linear regression of tensile strength f; and fracture toughness K, calculation, a,; should be
replaced by a4, in this modified Hu-Guan’s boundary effect model:

1 1 112%x

2 T 2 2
T S Kz

aeD. (19)

2.2. Koval-Gao’s Size and Boundary Effect Model

The Koval-Gao’s size and boundary effect model [26,27,38] has two different forms. The second
form is similar to the traditional Type 2 size effect law [14], which can be used to predict the size
effect induced by the specimen size. The first form is close to the boundary effect model proposed
by Hu et al., which can predict simultaneously the tensile strength and fracture toughness from
the fracture test results. The Koval-Gao’s size and boundary effect model was developed initially
for cracked samples [26] by relating the contribution of the tensile strength and fracture energy.
The contribution of the tensile strength is obtained from the derivative of the energy release rate, which
is evaluated locally at the crack tip. While the contribution of the fracture energy is simply quantified
by the LEFM criterion, same as the boundary effect models developed by Hu et al. The Koval-Gao’s
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size and boundary effect model was further improved as a local fracture criterion in [27,38], which can
be easily applied for any geometry. The first form of Koval-Gao'’s size and boundary effect model reads:

1.12f

ON= —F(F———,
H(a)\/1+ ae/ak,

where H(a) = /Y2(«) +2Y (&) x dY(a)/da x a, and the equivalent crack length a,3 is defined as:

(20)

Ae3 = 7) X ag. (21)

This model can also be written as a linear form:

11 112%n
— =5+ 7543, (22)
o ff KT
with H(w)
a
Op3 = m(f N- (23)

So, the material tensile strength f; and fracture toughness K. can be calculated from the intercept

and slope of the linear regression.

2.3. BaZant's Type 2 Size Effect Law

Bazant’s Type 2 size effect law was originally developed for the size effect study of geometrically
similar specimens [13]. The law reads

R w12
o = Bf; (“m) , (24)

where Bis a geometrical dimensionless constant; W is a material constant proportional to /. B fr and

Wy were given as follows in [15]:
~r | EGc
Bft - g/(T)Cf, (25)

~cr8l(a)

8(a)
where g(a) = K2(a)W(t/P)? = Y?(a)7a is defined as the dimensionless energy release function of
LEEM; the length parameter ¢y is proportional to I, which is the effective size of fracture process
zone [15]. ¢’'(ap) can be written as a function of the geometrical correction factor H(«) presented in
Equation (20):

Wo , (26)

¢ (a) = H*(a)7. 27)

After the substitution of Equations (7), (25)-(27) into Equation (24), the type 2 size effect law can
be finally transformed to a shape similar to the boundary effect model:

1.12f;, /ax, /c -1/2
oNzg 14 %2 , 28)
H(a) cr

where 4,3 shares the same definition as the one presented in Koval-Gao’s size and boundary effect
model. This form of the BaZzant’s Type 2 size effect law can be further written as:

1 cr 1
=L g, 29
o2, KK 29)
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with
Ous = VH(@)ow. (30)

Thus, the fracture toughness K. and the effective size of the fracture process zone ¢  can be
identified from the size effect or boundary effect fracture test results. To obtain the tensile strength
of the material, a ratio 1 (71 = ¢¢/l;) between ¢y and the material characteristic length I, should
be assumed. It is reported in [20,39,40] that y; can be 0.28 or 0.29 for concrete material. Since [, =
1.1227ra%,, another ratio y, = ¢ !/ a%, can also be obtained, which is close to 1 when y; & 0.28 or 0.29
(72 =~ 1.10 or 1.14), means the effective size of the fracture process zone may be roughly equal to the
transition crack size.

It is interesting to notice that the effective size of the fracture process zone ¢ ¢ in Bazant’s Type 2 size
effect law might be able to link to the fictitious crack length Aay;. proposed in Hu-Guan’ (Hu-Wang’)
boundary effect model (see Section 2.1.2). A reasonable choice of 71 or v, would provide a better
estimation of material tensile strength f;. The theoretical and experimental studies can be done in the
future work to find out the approximate relation between c f and maximum aggregate size d;;qx Or
average aggregate size d;y.

2.4. Comparison of Different Equivalent Crack Lengths

Different size and boundary effect models have adopted different expressions for the calculation
of equivalent crack lengths. a,; (Equation (11)) in Hu-Guan’s boundary effect model depends only
on the crack-length-to-height ratio «, while a,, (Equation (18)) proposed in modified Hu-Guan'’s
boundary effect model believes the equivalent crack length depends on both the crack-length-to-height
ratio & and fictitious crack-length-to-height ratio Aa;, thus becomes geometry- and material-related.
The expression a,3 (Equation (21)) in Koval-Gao’s size and boundary effect model, and BaZant’s Type
2 size effect law is identical, which is only geometry-dependent. To better compare the different
equivalent crack lengths, a wedge-splitting specimen with W = 1000 mm (see Figure 1a) is taken as an
example, and its initial crack length varies from 50 mm to 950 mm. The variations of the equivalent
crack length for different maximum aggregate size d;;4, with fixed discrete number 1, and variable 1
with fixed dy are plotted respectively in Figures 3 and 4.

In different constructions, the maximum aggregate size d;;;,x can be very different. For concrete
used in Wudongde and Baihetan super-high arch dams, d;;4c = 40 mm, 80 mm or 150 mm for different
parts of the dam. Meanwhile for the relatively smaller structures such as piers or beams, the frequently
used dyax is only 10 mm or 20 mm. These possible djy are all considered in this section, and the
corresponding 4, are plotted in Figure 3, together with the material (d,,4x) independent equivalent
crack lengths 4,1 and a.3. For the original Hu-Guan’s boundary effect model, a,; reaches its maximum
value for any d;;,.x when the crack-length-to-height ratio « is around 0.2, means for this ratio, the LEFM
contributes the most to the failure of the specimen, thus should be recommended as the initial ratio
for the fracture test on wedge-splitting specimen. This recommended ratio for Koval-Gao’s size and
boundary effect model, and BaZant’s Type 2 size effect law is 0.3 to 0.4, which is closer to the usual
initial crack-length-to-height ratio reported in the references [1,10]. In terms of a,, proposed in this
study, it is obvious that it is different from a,;, and this difference becomes larger as the increase of d .
Hence, the proposed modified Hu-Guan’s boundary effect model would be more appropriate than its
original version, due to the fact that the two failure mechanisms are correctly combined even for the
fracture analysis of dam concrete with maximum aggregate size reaches 150 mm. However, it should
be admitted that for d,;4x such as 10 mm or 20 mm, the difference in 4,7 and 4,1 may has neglectable
effect on the fracture properties estimated by the original and modified Hu-Guan’s boundary effect
model. In addition, the increase of a,; at the tail part can be observed in Figure 3. This trend appears
naturally due to its definition. An increase 4., could maintain the validity of the failure mechanism of
LEFM for all the possible crack-length-to-height ratios.
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Figure 3. Equivalent crack length a, versus initial crack length ag for different maximum aggregate
size dyax when B = 1.

Figure 4 shows the equivalent crack length a, versus initial crack length ag for different discrete
number 1 when d,;qx = 150 mm. 4,1 and 4,3 are the same as the ones plotted in Figure 3 since they are
independent on the fictitious crack length. ;1 ranges from 0.25 to 2 is considered, which is a reasonable
range for concrete material [23]. As shown in Figure 4, 4, is strongly affected by the choice of 51
when dyqy = 150 mm, thus may provide very different fracture parameters for different boundary
effect models. It should be noted that according to the definition of ¢;,, (see Figure 2a) in original and
modified Hu-Guan’s boundary effect model, the fictitious crack length Aay;. should be smaller than
the length of the ligament, so the Hu-Guan’s boundary effect model cannot be applied directly to some
special cases (the tail part of a,, in Figure 4) when the ligament is not enough to distribute the stress.
This might be a shortcoming of the non-local models, but in fact, can be rarely encountered in the
analysis of usual fracture test results.
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Figure 4. Equivalent crack length a, versus initial crack length ag for different discrete number
when d,;5y = 150 mm.

2.5. Method for the Determination of Fracture Parameters

The fracture tests on geometrically similar specimens with constant crack-length-to-height ratios,
and specimens with different initial crack-length-to-height ratios are frequently performed to study
the dependence of fracture behaviors on specimen sizes and initial crack lengths. The test results
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obtained from these two types of specimens can be used to extrapolate the tensile strength f; and
fracture toughness K. by the size and boundary effect models.

The linear forms of original Hu-Guan’s boundary effect model (Equation (14)), modified
Hu-Guan’s boundary effect model (Equation (19)), Koval-Gao’s size and boundary effect model
(Equation (22)), and Bazant’s Type 2 size effect law (Equation (29)) have presented previously in
this section. Only the maximum loads and geometrical information of the tested specimens are
needed for the linear regression analysis. The nominal stresses in the different linear models can be
calculated by Equation (13) (original and modified Hu-Guan’s boundary effect model), Equation (23)
(Koval-Gao’s size and boundary effect model), and Equation (30) (BaZant’s Type 2 size effect law).
In addition, the different equivalent crack lengths can be calculated by Equation (11) (original
Hu-Guan’s boundary effect model), Equation (18) (modified Hu-Guan’s boundary effect model),
and Equation (21) (Koval-Gao’s size and boundary effect model and Bazant’s Type 2 size effect law).
With these two known values from the test results and specimens’ geometrical information, one can
do the linear regression analysis by the different models. Thus, the intercept and slope obtained from
the best linear fit can be used to predict the material properties.

It should be noted that for the original and modified Hu-Guan’s boundary effect models,
the extrapolated fracture parameters vary together as the adjustment of the discrete number f;.
Thus, special attention should be paid to the regression analysis, to ensure the predicted tensile
strength and fracture toughness are all acceptable. For Bazant’s Type 2 size effect law, as introduced in
Section 2.3, only the fracture toughness K and the effective size of the fracture process zone cs can be
obtained from the linear fit. To estimate the tensile strength f; of the material, a ratio 71 (71 = ¢f/1cp)
between ¢y and the material characteristic length I, should be assumed. Then f; can be calculated
as follows:

€]

Koval-Gao’s size and boundary effect model is less flexible than the other two models, because the
liner fit is unique for one set of the test results, and one can calculate the tensile strength from the
intercept and fracture toughness from the slope, respectively.

3. Model Verification and Comparison

The test results of geometrically similar wedge-splitting [28,29] and compact tension
specimens [30] with constant crack-length-to-height ratios, and wedge-splitting specimens with
different initial crack-length-to-height ratios [31-33] are adopted, to verify the applicability of
the different size and boundary effect models on the determination of fracture properties for
concrete material.

3.1. Tests of Geometrically Similar Specimens with Constant Crack-Length-to-Height Ratios

3.1.1. Zhang’s Experiments

Zhang et al. [28,29] carried out a series of experiments with geometrically similar wedge-splitting
specimens, to investigate the size effects of concrete with small aggregate size. The height of the
specimens ranges from 150 mm to 1200 mm, with the maximum aggregate size of 10 mm. There were
24 specimens in total, which were divided into 7 groups according to their heights, and each group
had at least 3 samples. The compressive strength at 60 days was 29.56 MPa.

The sample dimensions, test results, equivalent crack lengths and nominal stresses in different
boundary effect models are listed in Table 1. It should be noted that the dimensions of different samples
in one group were slightly different due to the size deviations of the molds.
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Table 1. Geometry, test results and equivalent crack length of wedge-splitting specimens [28,29].

w t Prnax Ae1 ae ae3 oN On2

Label i) ™ mm) kN mm) mm) mm) Mpa) (Mpa)

WS150-1 150  0.4638 200 4.73405 9.75 1441  26.89 0.631 2225
WS150-2 150 0.477 193 5.59249 943  14.08 2627  0.773 2.863
WS150-3 150  0.4868 200 5.22936 919 13.84 25.8 0.697  2.683
WS200-1s 200 04579 200 7.08092 1319 17.78 36.2 0.708 2.551
WS200-2s 200 04703 200 6.885 1279 1736 3545  0.689 2.601
WS200-3d 200  0.4703 200 6.61111 1279 1736 3545  0.661 2.498
WS400-1 400 04527 200 11.37149 2673 31.19 7299  0.569 2.155
WS400-2 400 04602 198  14.27358 2623 30.69 7212  0.721 2.814
WS400-3 400  0.4869 199 12.00834 245 2893 6878  0.603  2.623
WS600-1 600 04618 193 17.82212  39.19  43.6 1079  0.616 2.48
WS600-2 599  0.4551 200 1697275 39.78 4421 1089 0567 = 2223
WS600-3 600  0.4551 193 16.68785 39.85 4427 109.08 0576  2.261
WS600-5 599  0.4551 200 1822867 39.78 4421 1089  0.609 2.387
WS800-1 799 04624 196  18.65977 5211 565 14354 0477 1.95
WS800-2 800 04624 194 2260376 5217 56.56 143.72  0.583 2.384
WS800-4 798 04539 200 21.62546 53.16 5756 14535 0542  2.143
WS800-5 801 0.4577 200  21.98917 52.86 5725 145.02  0.549 2.204
WS1000-1 997 0.4521 200 22.14598  66.71 711 18211 0444 1.757
WS1000-3 997  0.4531 200 23.33836 66.55 7094 181.82  0.468 1.86
WS1000-4 999 04522 196  25.81247 66.83 7122 18244 0527  2.087
WS1000-5 1000  0.4506 200 244032 67.16 7156 183.08  0.488 1.919
WS1200-0 1198 04597 200 247045 78,66 83.03 216.19 0412 1.691
WS1200-1 1200 04554 201 242143  79.64 84.02 218.05 0.402 1.618
WS1200-2 1200 0.4545 200 28.2619  79.82 842 21836 0471 1.891

To obtain simultaneously the tensile strength and fracture toughness, the linear regressions of
original Hu-Guan’s boundary effect model (Aa fie = dnax), modified Hu-Guan’s boundary effect model
(Aa fic = dmax), Koval-Gao’s size and boundary effect model, and Bazant’s Type 2 size effect law
are plotted respectively in Figure 5. The estimated materials parameters (see Figure 5a) for original
Hu-Guan’s boundary effect model (81 = 1) are: f; = 3.05 MPa, K. = 1.25 MPay/m, a}, = 42.9 mm
and I, = 168.9 mm. It should be noticed that the results of Hu-Guan’s boundary effect model are
slightly different from the results presented in [23], because in this analysis, the more accurate sample
dimensions and peak loads are adopted from [28,29]. For modified Hu-Guan’s boundary effect model
(see Figure 5b), when By = 1 (Aagj. = duax), One can obtain f; = 3.23 MPa, K, = 1.25 MPa/m,
a3, = 38.1 mm and /, = 150.0 mm. For Koval-Gao’s size and boundary effect model, f; = 2.36 MPa,

¢ = 1.16 MPay/m, af, = 61.6 mm and I, = 242.9 mm can be calculated from the intercept and
slope shown in Figure 5c. BaZant’s Type 2 size effect law (see Figure 5d) gives K, = 1.16 MPa/m and
cf = 61.6 mm (Equation (29)). As already introduced previously in Sections 2.3 and 2.5, in order to
obtain the tensile strength f; of the material, a ratio 1 should be assumed, then f; can be calculated
by Equation (31). It is obvious that mathematically f; would increase monotonically as the increase
of 1. For the test results analyzed in this section, 71 = 0.1 and 1 gives f; = 1.48 MPa and 4.69 MPa,
respectively. If 71 = 0.28 or 0.29, the corresponding f; = 2.48 MPa or 2.52 MPa, which is close to the
estimation of Koval-Gao’s size and boundary effect model. The transition crack length a%, = 55.86 mm
and material characteristic length [, = 220.13 mm can also be calculated for the chosen 7 = 0.28.
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Figure 5. Test results in [28,29] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with f; = 1, (b) modified Hu-Guan’s boundary effect model with 81 = 1, (¢) Koval-Gao’s size
and boundary effect model and (d) Bazant’s Type 2 size effect law.

The tensile strength was not measured in [29], alternatively, we can estimate it from the measured
compressive strength by f; = 0.24 f?,{ 2 = 229 MPa [31], which is only 2.9% difference with the
estimation of Koval-Gao’s size and boundary effect model. The Hu-Guan’s boundary effect model and
its modified version still somehow overestimate the material tensile strength with 81 = 1. However, as
the increase of Aa Fics the estimated f; would decrease accordingly, as what has done in [23], to test the
effect of different Aag;. on the predicted tensile strength.

For fracture toughness K., when the sample size is larger than 600 mm, the nominal fracture
toughness K. tends to be stable, and its value ranges from 0.93 to 1.13 MPay/m, hence, K. =
1.16 MPay/m estimated by the Koval-Gao’s model and Bazant model is acceptable. While for the
original Hu-Guan model and its modified version, the estimated K. = 1.25 MPay/m when Aa fic = dmax
seems slightly higher, since the largest measured K, is only 1.09 MPa,/m for the largest specimen with
W = 1200 mm, whose failure can be assumed as totally LEFM control. Nevertheless, as the variation
of the value of Aay;. (or f1), the best estimations of f; and K. given by Hu-Guan’s boundary effect
model can be achieved.

It is worthwhile to mention that the adjustment of 1 in original and modified Hu-Guan’s
boundary effect models would alter the predicted f; and K, values simultaneously, to be more exact,
as the increase of f1, the estimated f; would decrease and K. would increase. This is simply due to the
model assumption about the competition between two failure mechanisms (strength of material and
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LEFM). A larger fictitious crack length gives a lower non-local stress 7, (see Figure 2a) distributed
along the fictitious crack, thus reduces the contribution of strength of material on the specimen failure,
and finally leads to the different combination of predicted fracture parameters. This feature may
introduce some difficulties to directly adopt the extrapolated fracture parameters to the numerical
simulation of a real structure, since one may suspend the veracity of the estimated parameters.
Therefore, before using the Hu-Guan’s boundary effect model to extrapolate the fracture parameters,
it is recommended to fix one parameter by tests or give a narrow range to it in advance. In this way,
the other parameter can be more reliable, and a reasonable ; is naturally obtained.

In terms of fracture parameters extrapolation, Bazant’s Type 2 size effect law is also aided by a
length assumption (c; = 71l,). However, the different choice of ; would change the prediction of
ft only. It is reported in [20,39,40] that <y is about 0.28 for concrete material, but as the increase of
maximum aggregate size, especially for the dam concrete with dy;qx = 150 mm, 71 ~ 0.28 should be
better verified by more experiential results. The third model, Koval-Gao's size and boundary effect
model only provides one set of fracture parameters, which seems to be less flexible than the other
models, but its estimated parameters are acceptable for this case.

3.1.2. Wittmann’s Experiments

Wittmann et al. [30] performed the fracture tests on geometrically similar compact tension
specimens. The heights of the specimens were 300 mm, 600 mm and 1200 mm, with 6 samples
for each specimen size and the maximum aggregate size was 16 mm. The measured compressive
strength at 28 days was 42.9 MPa. The sample dimensions, test results and model parameters are listed
in Table 2. Only the mean value of the maximum loads of each group (6 samples) has been reported
in [30].

Table 2. Geometry, test results and equivalent crack length of compact tension specimens [30].

. w t Pyax Ae1 Ae2 Ae3 ON On2
Series  (m) ™ (mm) kN) (mm) (mm) (mm) (MPa) (MPa)

Small 300 0.5 120 730 1776 4218 5027  0.811 2.631
Medium 600 0.5 120 12,60 3551 58.10 100.54  0.700 2.736
Large 1200 0.5 120 2070 71.02 9258 201.09 0.575 2.518

The linear regressions of different size and boundary effect models are plotted in Figure 6. When
B1 =1, the estimated materials parameters (see Figure 6a) for original Hu-Guan’s boundary effect
model are: f; = 3.83 MPa, K, = 2.10 MPay/m, a}, = 76.2 mm, I, = 300.3 mm, and for modified
Hu-Guan’s boundary effect model (see Figure 6b), the extrapolated parameters are: f; = 4.03 MPa,
K, = 2.09 MPay/m, a}, = 68.3 mm and I;, = 269.3 mm. Koval-Gao’s size and boundary effect model
gives f; = 2.93 MPa, K. = 1.87 MPay/m, a%, = 103.3 mm and /., = 407.2 mm (see Figure 6c). Bazant’s
Type 2 size effect law (see Figure 6d) gives K. = 1.87 MPay/m and ¢ r = 103.34 mm. In addition,
the tensile strength f; = 3.09 MPa is obtained for 71 = 0.28.
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Figure 6. Test results in [30] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with f; = 1, (b) modified Hu-Guan’s boundary effect model with 81 = 1, (¢) Koval-Gao’s size
and boundary effect model and (d) Bazant’s Type 2 size effect law.

The tensile strength can be estimated from the compressive strength by f; = 0.24 132 =

2.94 MPa [31]. Similar to the estimated results of Zhang's experiments (see Section 3.1.1),
the extrapolated tensile strengths of Koval-Gao’s model and BaZant’s model seem to be more reasonable
than the values given by the original and modified Hu-Guan’s boundary effect models. In terms of
fracture toughness, the difference of the values given by the different models is within 15%, therefore,
the model predictions are all acceptable. However, for the largest tested specimen (W = 1200 mm),
the measured K_ is only 1.521 MPay/m. According to the experimental size effect study [1,10], for such
a relatively huge specimen with ligament length (0.5W) to maximum aggregate size (d;x) ratio equals
37.5, the measured fracture toughness should be close to the real material fracture toughness already.
Therefore, the lower fracture toughness prediction given by Koval-Gao’s model and BaZant’s model
might be more appropriate. As already mentioned in Section 3.1.1, a choice of a smaller ; could
lower the prediction of fracture toughness given by the Hu-Guan’s model, but at the same time, an
unrealistic larger tensile strength would be obtained. This issue of the Hu-Guan’s boundary effect
model should be further studied.
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3.2. Tests of Specimens with Different Initial Crack-Length-to-Height Ratios

3.2.1. Xu's Experiments

Xu et al. [31] performed the wedge-splitting tests made of concrete with different initial
crack-length-to-height ratios. The maximum aggregate size used was 20 mm. The height and thickness
were fixed for all the specimens (W = 170 mm, t = 200 mm). There were three different initial crack
lengths ag, which were 60 mm, 80 mm and 100 mm, respectively. The measured compressive strength
feu is 47.96 MPa, and the tensile strength f; was estimated as f; = 0.24 fg’u/ 2 =3.17 MPa by Xu et al. [31].
Details of the specimen dimensions, test results and equivalent crack lengths are listed in Table 3.

Table 3. Geometry, test results and equivalent crack length of wedge-splitting specimens [31].

w t Piax ael ae2 ae3 ON On2
Label /W (am) (kN) (mm) (mm) (mm) (MPa) (MPa)

(mm)
WS70-1 170 0.353 200 10.71 14.16 23.89 34.05 1.260 2.727
WS70-2 170 0.353 200 9.65 14.16  23.89 34.05 1.135 2.457
WS70-3 170 0.353 200 11.02 14.16 23.89 34.05 1.296 2.806
WS90-1 170 0.471 200 6.56 10.85  20.63 30.1 0.772 2.471
WS90-2 170 0.471 200 6.77 10.85 20.63 30.1 0.796 2.550
WS90-3 170 0.471 200 6.96 10.85 20.63 30.1 0.819 2.621
WS110-1 170 0.588 200 4.09 7.88 17.81  23.11 0.481 2.441
WS110-2 170 0.588 198 4.36 7.88 17.81  23.11 0.513 2.602
WS110-3 170 0.588 199 494 7.88 17.81  23.11 0.581 2.948
WS110-4 170 0.588 193 3.98 7.88 17.81  23.11 0.468 2.375
WS110-5 170 0.588 200 448 7.88 17.81  23.11 0.527 2.674
WS110-6 170 0.588 193 494 7.88 17.81  23.11 0.581 2.948
WS110-7 170 0.588 200 497 7.88 17.81  23.11 0.585 2.966
WS110-8 170 0.588 196 4.82 7.88 17.81  23.11 0.567 2.877

Figure 7 presents the test results in [31] and the fitted curves of the different size and boundary
effect models. It should be noted that the low coefficients of determination (R?) are simply due to
the fluctuation of the test results. As shown in Figure 7, the linear trend of the test results is very
clear and therefore, can be used to the prediction of fracture properties. For the original Hu-Guan'’s
boundary effect model (see Figure 7a), it is provided in [23] that f; = 2.78 MPa, K. = 1.73 MPay/m,
ay, = 97.65 mm and I, = 384.84 mm when B; = 1. The modified Hu-Guan’s boundary effect model
(see Figure 7b) gives f; = 2.94 MPa, K. = 1.71 MPay/m, a%, = 85.63 mm and [, = 337.45 mm when
B1 = 1. For Koval-Gao’s size and boundary effect model, as shown in Figure 7c, one can obtain
ft = 3.08 MPa, K, = 1.10 MPay/m, a%, = 32.25 mm and ., = 127.09 mm. The estimated values for
Bazant’s Type 2 size effect law (see Figure 7d) are: K. = 1.10 MPay/m and ¢; = 32.25 mm. When
71 = 0.28, the material tensile strength f; = 3.24 MPa can be obtained by Equation (31), and the
corresponding a%, = 29.23 mm and /.;, = 115.18 mm.

The tensile strength calculated by Koval-Gao’s size and boundary effect model is again within
5% difference with the estimated tensile strength f; = 0.24 ffu/ 2 —3.17 MPa by Xu et al. [31]. With the
same discrete number B , the original Hu-Guan’s boundary effect model gives a lower tensile strength
than its modified one. In terms of fracture toughness, the estimation of Koval-Gao’s size and boundary
effect model is the same as the Bazant’s Type 2 size effect law, and lower than the values given by the
original and modified Hu-Guan’s boundary effect models. However, under current conditions, it is
difficult to decide which model provides the more appropriate fracture toughness. This is because
the tested specimen size W = 170 mm, which is only 8.5 times bigger than the maximum aggregate
size. For such a W /d,,qx ratio, the failure of the pre-cracked specimen is certainly controlled by the
non-LEFM, and the real fracture toughness of the material should be evaluated by a larger specimen
or estimated by the size and boundary effect models.
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Figure 7. Test results in [31] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with f; = 1, (b) modified Hu-Guan’s boundary effect model with 81 = 1, (¢) Koval-Gao’s size
and boundary effect model and (d) Bazant’s Type 2 size effect law.

3.2.2. Wu's Experiments

Another series of wedge-splitting tests with different initial crack-length-to-height ratios were
carried out by Wu et al. [32,33]. The maximum aggregate size was 20 mm. The height and thickness
of the specimens were W = 170 mm and f = 200 mm, respectively. The samples were classified
as 5 groups according to the different initial crack-length-to-height ratios ranging from 0.2 to 0.8.
The measured compressive strength f.,, was 38.8 MPa, and splitting tensile strength was 3 MPa. Details
of the tests are listed in Table 4, the failure loads Py, were the mean values of the different groups
provided in [32,33].

Table 4. Geometry, test results and equivalent crack length of wedge-splitting specimens [32,33].

w t Pinax Ael Ae2 ae3 ON On2
Label (mm) ao/W (mm) (kN) (mm) (mm) (mm) (MPa) (MPa)
WS1 400 0.2 200 3420 3922 4746 6895 1.710 2.672
WS2 400 04 200 2520 3025 3951 7794 1.260 3.675
WS3 400 0.5 200 16.00 23.67 3277 67.03 0.800 3.400
WS4 400 0.6 200 10.80 1792 2695 5263  0.540 3.578
WS5 400 0.8 200 3.20 8.79 19.09 2594 0.160 3.800
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The linear regressions of different models are plotted in Figure 8. When B = 1, the estimated
materials parameters (see Figure 8a) for original Hu-Guan’s boundary effect model are: f; = 4.83 MPa,
K. = 1.42 MPay/m, af, = 22.0 mm, I, = 86.6 mm, and for modified Hu-Guan’s boundary effect model
(see Figure 6b), the extrapolated parameters are: f; = 6.74 MPa, K. = 1.39 MPay/m, a}, = 10.8 mm and
I, = 42.5 mm. Koval-Gao’s size and boundary effect model gives f; = 3.90 MPa, K. = 1.61 MPay/m,
a3, =43.1 mm and /., = 169.9 mm (see Figure 6¢). Bazant’s Type 2 size effect law (see Figure 6d) gives
K. = 1.61 MPay/m and ¢ = 43.13 mm. In addition, the tensile strength f; = 4.10 MPa is obtained for
Y1 = 0.28.

0.30 0.30
1/62,=0.00195a,, + 0.04286 1/62,=0.00204a,, + 0.02200
025 4 —483MPa 035 f—674MPa
Kc=1.42 MPam’* Ke =139 MPam®®
o 020 R 0612 o 020 g2 =0.598
< <
-9 e
= =
= 0.15 = 0.15
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Equivalent crack length a,; (mm) Equivalent crack length a_, (mm)
(a) (b)
0.40 0.10
035 1/6%=0.00152a, + 0.06563 1/62,=0.0003%a,; + 0.01665
/, =3.90 MPa ¢ =43.13 mm
0301 k=161 MPam®s Kc=1.61 MPam”®
h’.; 025 R* =0.578 {.; R® =0.578
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Figure 8. Test results in [32,33] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with 8; = 1, (b) modified Hu-Guan’s boundary effect model with g1 = 1, (c) Koval-Gao’s size
and boundary effect model and (d) BaZant’s Type 2 size effect law.

For this example, the extrapolated tensile strengths of all the models are larger than the measured
splitting tensile strength (3 MPa), this is because the different fracture mechanisms of the splitting
and wedge-splitting tests. The latter one’s failure mechanism is close to the flexure test. Therefore,
the extrapolated tensile strength from the wedge-splitting tests should be close to the tensile strength
measured by the flexure test. Raphael [11,12] concluded from plenty of the experimental results that
the tensile strength measured by the flexure test is around 35% higher than the one measured by the
splitting test. Hence, the extrapolated tensile strengths by the different models are still reasonable.

The fracture toughness values given by the Koval-Gao’s model and Bazant’s model
(Kc = 1.61 MPay/m) are higher than the values obtained from the Hu-Guan’s boundary effect model
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(K = 1.42 MPa,/m) when B1 = 1. Since the measured nominal fracture toughness for the specimen
with initial crack-length-to-height ratio equals to 0.4 was 1.45 MPa+/m, it is recommended that a larger
value of B; should be adopted, to obtain a more realistic fracture toughness. For instance, one can get
ft = 3.89 MPa and K, = 1.58 MPay/m by Hu-Guan’s boundary effect model when B; = 1.5. This set
of parameters is close to Koval-Gao’s and BaZant’s models.

4. Conclusions

The local and non-local versions of boundary effect models developed by Hu et al., the modified
Hu-Guan’s boundary effect model proposed in this study, the Koval-Gao’s size and boundary model,
and BaZant’s Type 2 size effect law are all able to capture the effects of crack length and sample size
on the fracture behavior of wedge-splitting and compact tension specimens. The proposed modified
Hu-Guan’s boundary effect model provides a more appropriate definition of equivalent crack length.
This proposed model can correctly combine the contributions of strength of material and LEFM on the
material failure for concrete with any maximum aggregate size. The boundary effect shape of BaZzant’s
Type 2 size effect law shares the same equivalent crack length as Koval-Gao’s size and boundary effect
model. This improvement could extend the applicability of the model to extrapolate the material
parameters by the test results obtained from both the geometrically similar specimens with constant
crack-length-to-height ratios and specimens with different initial crack-length-to-height ratios.

The applicability of the different size and boundary effect models on the determination of fracture
toughness and tensile strength for concrete material are verified and compared by test results reported
in the literature. The original and modified Hu-Guan’s boundary effect model is more flexible, because
the two fracture parameters vary together as the adjustment of the discrete number ;. However,
there exists the risk that the reasonable fracture parameters cannot be obtained with one single B;.
Therefore, before using the Hu-Guan’s boundary effect model to extrapolate the fracture parameters,
it is recommended to fix one parameter by tests or give a narrow range to it in advance. In this way,
the other parameter can be more reliable, and a reasonable f; is naturally obtained. Besides, the
proposed modified Hu-Guan’s boundary effect model would be more appropriate than its original
version, due to the fact that the two failure mechanisms are correctly combined even for the fracture
analysis of dam concrete with maximum aggregate size reaches 150 mm. Nevertheless, for d;;,y such
as 10 mm or 20 mm, this improvement is neglectable. Bazant’s Type 2 size effect law is less flexible
than Hu-Guan’s boundary effect model, because once the test results are given, the estimated fracture
toughness is decided. The variation of the length scale or 1 would change the estimated value of
tensile strength only. In terms of Koval-Gao’s size and boundary effect model, only one set of fracture
parameters can be extrapolated from the test results. However, for the test results adopted in this
study, the predictions of the fracture properties given by Koval-Gao’s size and boundary effect model
are all acceptable.

For dam concrete, the specimen size needed to measure the stable tensile strength and fracture
toughness can be huge. Hence, it is recommended to use the size and boundary effect to determine
the two fracture parameters simultaneously. The fracture tests on at least three different sizes of
geometrically similar specimens (e.g., W = 750 mm, 1500 mm, 2250 mm with #p = 0.4) and one
specimen size with three different initial crack-length-to-height ratios (e.g.,, W = 1125 mm with
«g = 0.2, 0.4, 0.6) are encouraged to be performed, for the purpose of the extrapolation of fracture
parameters by the theoretical models. More experimental findings will be reported in the authors’
further coming publications. Comprehensive experimental studies on the wedge-splitting specimens
made of fully graded concrete are currently undergoing. All the specimens are casted in the same
time at the construction sites of Wudongde and Baihetan super-high arch dams. The mechanical and
fracture tests are performed simultaneously, to obtain the reliable and comprehensive test results
for the dam concrete. The further coming experimental evidence will improve the capability of the
different size and boundary effect models on the determination of fracture toughness and tensile
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strength for concrete material, especially the fully graded concrete, whose fracture parameters are
crucial to the dam construction and operation, but not easy to be obtained.
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Abstract: This study focuses on evaluating the effects of the fineness of fly ash on the strength, fracture
toughness, and fracture resistance of concrete. Three fineness levels of fly ash that respectively pass
sieves—no. 175, no. 250, and no. 32—were used. In addition to the control concrete mixture without
fly ash, two fly ash replacement levels of 10% and 20% by weight of the cementitious material were
selected for the concrete mixture. The experimental results indicate that the compressive strength of
the fly ash concrete decreases with the increase in the replacement ratio of fly ash but increases in
conjunction with the fineness level of fly ash. The presence of finer fly ash can have beneficial effects
on the fracture energy (Gg) of concrete at an early age (14 days) and attain a higher increment of Gp at
a later age (56 days). The concrete containing finer fly ash was found to present larger critical stress
intensity factors (K%jc) at various ages, and the K5|c also increases in conjunction with the fineness
levels of fly ash.

Keywords: fly ash; fineness; compressive strength; fracture energy; critical stress intensity factor

1. Introduction

Incorporating fly ash in concrete may affect the rate of hydration reaction and improve its
microstructure [1,2]. The improvement in microstructure occurs due to grain and pore refinements,
especially in the interfacial transition zone (ITZ) [3]. The improved microstructure can cause
enhancement in the mechanical and durability-related properties of concrete. For the replacement
amounts normally used, most fly ashes tend to reduce the early strength up to 28 days but increase the
long term strength [4].

It is generally recognized that the use of finer fly ash may increase the properties of concrete [5]
Mehta [6] reported that the majority of the reactive particles in fly ash are actually less than
10 micrometers in diameter. Studies [3-6] showed that increasing the fineness of fly ash by grinding
improves the reactivity to some extent and increases the strength of the concrete, but eventually leads to
increased water demand. Obla et al. [7] tested ultra-fine fly ash with a mean particle diameter of about
3 um and found that significant improvements in the concrete strength and durability without loss in
workability could be achieved with a commercially available ultra-fine fly ash. It could be primarily
concluded that increasing the fineness of fly ash may increase the strength of concrete attributed to the
micro-cracking resistance of cement paste, particularly in the ITZ.
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The interfacial transition zone in concrete, which is often considered to be a three-phase material,
is represented as the third phase [8,9]. Existing as a thin shell around the larger aggregate, the ITZ
is generally weaker than either of the two main components of the concrete, which are the hydrated
cement paste and the aggregate. The ITZ has less crack resistance, leading to the preferential occurrence
of cracking. A major factor responsible for the poor strength of the ITZ is the presence of micro-cracks.
Much of the physical nature of the response of concrete under loading can be described in terms of
micro-cracks that can be observed at relatively low magnification. Cracking in concrete is mostly due
to the tensile stress that occurs under load or environmental changes. As such, the failure of concrete
in tension is governed by micro-cracks, which are associated particularly with the ITZ [10,11].

The tensile strength of concrete is a very essential property. Not only the tensile strength but also
the behavior at the tensile fracture is of importance, particularly the fracture toughness. When concrete
fails in tension, its behavior is characterized by both the peak stress and the energy required to fully
generate a crack. Fracture mechanics can, in principle, be a suitable basis for analyzing the fracture
toughness of concrete [12].

The defects and stress concentrations are the main factors causing failure. Concrete with defects
or stress concentrations is more prone to cracking, which results in reduced strength. A structure made
with high-strength concrete may fail under critical stress when small cracks simultaneously occur. It is
essential, therefore, to determine fracture behavior and toughness for the widely used high-strength
high-performance concretes that normally contain fly ash or furnace slag [13,14].

Due to the non-homogeneous characteristics of concrete, its fracture behavior is quite complicated.
It has been proved that the methods developed in conventional fracture mechanics are unsuitable
for the analysis of the influence of fracture toughness on the behavior of concrete structures [15,16].
Many theoretical models have been developed to make such an analysis possible. Among them,
three well-known models are the fictitious crack model, the crack band model, and the two-parameter
fracture model. By means of numerical techniques, for example, the finite element method, it is possible
to use these models to make a theoretical analysis for the development of the damage zone and the
complete behavior of the structure. As for the fracture mechanics of concrete, the International Union
of Laboratories and Experts in Construction Materials, Systems and Structures (RILEM, from the name
in French) [17] has provided a proposal of several methods for determining the fracture properties and
parameters of concrete with a three-point bend test on a notched beam. Hillerborg [12] determined the
fracture energy according to the fictitious crack model. Shah and Jenq [18] used the two-parameter
fracture model to determine the critical stress intensity factor.

To investigate the effects of the fineness of fly ash on the strength and fracture toughness of
concrete, this study adopted the three-point bend test to analyze the fracture energy and the critical
stress intensity factor for evaluating the fracture toughness and fracture resistance of fly ash concrete.

2. Research Significance

Laboratory investigations have shown that when the fly ash particle size is reduced, its mechanical
performance in concrete is improved. This study additionally confirms the comprehensive results
that significant improvements in concrete strength and fracture toughness without loss in workability
can be achieved with fine fly ashes, whose particle size passes through no. 250 and no. 325 sieves.
Furthermore, the finer the fly ash is, the higher the enhancement of the strength, fracture energy,
and critical stress intensity factor of the concrete will be.

3. Experimental Details

Concrete beam specimens were tested to determine the relationship between compressive strength,
fracture energy, and stress intensity factor as a function of the cement replacement ratio of fly ash and
the fineness of fly ash. The water-cementitious ratio (w/cm) used was 0.35 for all concrete mixtures.
Three cement replacement ratios of 0%, 10%, and 20%, and three particle sizes of fly ash that pass through
no. 175 (90 um), no. 250 (63 um), and no. 325 (45 um) sieves were selected for the mixtures. The

60



Appl. Sci. 2019, 9, 2266

three-point bend test on notched beams was used to determine the load-deflection relations, and the
maximum load for calculating the fracture energy (Gg) and the critical stress intensity factor (KSic).

3.1. Materials

Materials used for preparing the concrete mixtures included a Type I Portland cement (Table 1),
river sand, crushed coarse aggregate with a maximum size of 10 mm, a naphthalene-sulfurate based
superplasticizer, and fly ashes with three levels of fineness. Class F fly ash from the Taichung Power
Station in Taiwan was used. The fly ash complied with the requirement of ASTM C168. Table 1 lists its
chemical and physical properties. The fly ash was classified using the method of sieving and consisted
of three lots:

1. F175: fly ash passed sieve no. 175 (90 um);
. F250: fly ash passed sieve no. 250 (63 pm);
3. F325: fly ash passed sieve no. 325 (45 pm).

Table 1. Mixture proportions of fresh concrete.

Oxide (%) Cement Fly Ash

SiO, 21.04 56

Fe,0; 5.46 24.81

Al,Os 298 53

CaO 63.56 48

MgO 2.52 1.48

SO; 2.01 0.36

Loss on ignition (%) 0.92 4.12
Specific gravity 3.15 2.31

3.2. Mixture Proportions

In the experimental program, the control mixture (R0) without adding fly ash was designed to
have a target compressive strength at 28 days of 63 MPa. The fly ash concrete mixtures designated as
FIR1, F1R2, F2R1, F2R2, F3R1, and F3R2 were prepared using varying amounts of F175, F250, and F325
fly ash. F1, F2, and F3 referred to F175, F250, and F325, respectively, and R1 and R2 referred to the
replacement ratio of 10% and 20%, respectively. The dosage of the superplasticizer was adjusted to
produce the desired slump of 250 + 25 mm and a slump-flow of 600 + 50 mm. The mixture proportions
and the slump test results are shown in Tables 2 and 3, respectively.

Table 2. Mixture proportions of concrete.

Batch Quantities (kg/m?)

; 1 2
Mixture no. wjem Water Cement Fly Ash Sand  Coarse Aggregate  SP®

RO 514 0 853 821 82
FIR1 463 51 823 834 8.0
FIR2 411 103 822 819 8.8
F2R1 0.35 180 463 51 823 834 8.4
F2R2 411 103 822 819 9.4
F3R1 463 51 823 834 9.8
F3R2 411 103 822 819 10.5

1F1,F2,F3 = Fly ash of F175, F250, and F325, respectively; R1, R2 = Fly ash replacement ratio of 10% and 20%,
respectively; RO = concrete without fly ash. 2 w/cm = water/(cement + fly ash) by weight. 3gp = Superplasticizer.
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Table 3. The slump test results of fresh concrete.

Mixtureno. w/cm  Slump (mm)  Slump-Flow (mm)

RO 250 570
FIR1 255 640
FIR2 240 560
F2R1 0.35 260 610
F2R2 250 570
F3R1 248 580
F3R2 250 620

3.3. Preparation and Casting of Test Specimens

Cylinder specimens (100 x 200 mm) were cast from each mixture for compression tests, three
cylinders each for testing at five ages. Flexure specimens with dimensions of 50 x 50 X 650 mm and
80 x 150 x 700 mm were cast for the determination of Gg and KS|¢, respectively. Four specimens were
fabricated for each mixture for the testing of each two specimens at two stages of 14 and 56 days.
The specimens were prepared in accordance with ASTM C192. After casting, test specimens were
covered with a plastic sheet for 24 hours. Then, they were demolded and put into a 100% relative
humidity (RH) moist-curing room at about 23 °C until the time of testing. At least 24 hours before the
specimens were tested, the fracture energy specimens and the critical stress intensity factor specimens,
as shown in Figures 1 and 2, were prepared by cutting a 25 mm deep by 2 mm width notch and a
50 mm by 2 mm notch, respectively, on one side at midspan.

)

LVDT
Qé Round rod

[1T 25mm | I:I__|_50mm
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Figure 1. Set-up of the three-point bending test for the determination of the fracture energy of concrete.
LVDT is the linear variable differential transformer and P is the load.
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Figure 2. Set-up of the three-point bending test for the determination of the critical stress intensity
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3.4. Testing of Specimens

A compression test was carried out in accordance with ASTM C39. The three-point bend test was
performed on the notched beam as follows to determine the Gg and KSc:

1. Test for determining Gg.

The fracture energy test followed the guidelines established by RILEM [17] using a closed-loop
testing machine. The testing arrangement is shown in Figure 1. A linear variable differential transformer
(LVDT) was installed at midspan of the beam to measure the deflection. The loading velocity was
chosen so that the maximum load was reached 30 s after the loading started. The loading rate selected
was 0.25 mm/min. A load-deflection (F-3) curve was then plotted, with the energy “W(” representing
the area under the curve. The fracture energy (Gr) according to this work of fracture method can be
calculated as [12,18]: ]
Gr = Wo +mgoo

A
where W\ = area under the load-deflection curve (N/m); mg = weight of the specimen (kg);
g = acceleration due to gravity; 5y = maximum deflection recorded (m); and A = cross-sectional area of
the beam above the notch (m?).

2. Test for determining K5yc.

The test for the determination of K¢ followed the test method suggested by Shah and Jenq [18]
using a closed-loop testing machine under the crack mouth opening displacement (CMOD) control.
The test set-up is shown in Figure 2. A clip gauge was used to measure the CMOD. The CMOD and
the applied load were recorded continuously during the test. The test procedure included loading and
unloading. The test was started from loading until the peak load was reached, and then the applied
load was manually reduced (also termed unloading) when the load passed the maximum load and was
at about 95% of the peak load. When the applied load was reduced to zero, the specimen was reloaded.
Each loading and unloading cycle was finished in about one min. Only one cycle of loading-unloading
was required for the test. The K5;c was calculated using the following Equation:

(N/m) )

S(nac)'/*F(a) (Nm-s/z)

S
Kie = 3(Pmax +0.5W) =

@

in which S
W =W’ x i 3)

1.99 - (1 - ) (2.15 - 3.93a + 2.70¢%) )
x) = (4
VR(1+20) (1 - )/
where Ppax = the measured maximum load (N); S = the span of the beam (m); b = beam width (m);

d = beam depth (m); L = beam length (m); W’ = self-weight of the beam (N); . = critical effective
crack length (m); and & = o/d.

4. Results and Discussion

4.1. Compressive Strength

Compressive strengths were determined at five ages of 7, 14, 28, 56, and 91 days on concrete stored
under moist-curing conditions. The results are given in Table 4. As can be seen in Table 3, the slump
values of all concrete mixtures were in the range of 240-260 mm, and similarly, the slump-flow fell in
the range of 550-640 mm. This indicated that all mixtures had quite similar workability. In addition,
all mixtures were proportioned to have an equivalent target strength of 63 MPa at the age of 28 days.
This was generally achieved, except for mixture FIR2. In this case, the strength equivalence was
achieved later, at the age of 56 days.
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Table 4. Compressive strength of concrete cylinders.

Compressive Strength, MPa *

Mixture no. w/cm

7 Days 14 Days 28 Days 56 Days 91 Days
565+026 621+029  661+028  703+020 71.2+038
RO (100%) (110%) (117%) (124%) (126%)
iRL 53.0+017 573+033  630+026  69.8+031 724041
(100%) (108%) (119%) (132%) (137%)
522+020 5604034  614+024  687+036 717045
FIR2 (100%) (107%) (118%) (132%) (137%)
i 035 56012 6192029  682:026  742+025 758034
(100%) (113%) (125%) (136%) (139%)
533015 5924019  668+036 731035  74.6+041
F2R2 (100%) (111%) (125%) (137%) (140%)
. 57023 635+035  703+035 758029  77.9+034
(100%) (114%) (126%) (136%) (140%)
539+014 6154029  69.1+0.19  746+023 765028
F3R2 (100%) (114%) (128%) (138%) (142%)

* Average value of three specimens.

Figure 3 shows the strength development for each concrete mixture. At an early age (7 days),
as expected, the control mixture (R0) without fly ash displayed higher strength than the other fly ash
mixtures. The early strength gain of the control mixture was superior to that of the fly ash mixtures,
indicating that replacing any amount of cement with fly ash of various fineness may reduce the
strength gain of the concrete. In addition, the concrete incorporating more fly ash (20%) presented
lower strength than that with lower fly ash content (10%). Nevertheless, the curve slope of the fly ash
mixtures in Figure 3 tended to be steeper than that of the control mixture at later ages. In other words,
the strength increment versus age for the fly ash mixture was larger than that of the control mixture.
Consequently, the strength of each fly ash mixture exceeded that of the control mixture at later ages.

On the other hand, it can be seen in Table 4 that for the same replacement ratio (20%) of fly ash,
mixture F3R2, had the highest strength at an early age (7 days), followed by F2R2, and the F1R2
had the lowest. This revealed that incorporating finer fly ash in concrete may fill the micro-voids
much better and produce higher packing density, resulting in a larger strength enhancement. In
addition, a beneficial effect of the fineness of fly ash on the concrete strength can be seen in Figure 4; the
compressive strength of fly ash concrete increased in accordance with the enhancement of the fineness
level of fly ash for each age and various fly ash replacement ratios.

Moreover, as seen in Table 4, there was a significant strength gain from 7 to 28 days, and again
from 28 days to 91 days for the mixtures containing finer fly ash. For example, the strength increment
of the mixtures F2R1 and F3R1, which contained finer fly ash, displayed an increased rate from 100%
at 7 days to 125% and 126% at 28 days, respectively, and 139% and 140% at 91 days, respectively, which
were obviously larger than those of the corresponding mixtures F1R1 that increased from 100% at
7 days to 119% at 28 days and 137% at 91 days. At 28 days, the strengths of the finer fly ash mixtures of
F2R1, F2R2, F3R1, and F3R2 were shown to consistently exceed that of the control mixture. This was
particularly significant considering that the cement replacement of finer fly ash in each case was only
10-20%. In addition, the highest strength achieved at 91 days was 76.5 MPa for the mixture F3R2 with
20% F325 fly ash replacement, while the strength obtained for the corresponding control concrete (R0)
was the relatively lower value of 71.2 MPa.
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Figure 3. Compressive strength development for cylindrical specimens.
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Figure 4. Compressive strength of fly ash concrete versus the particle size of fly ash.
4.2. Fracture Energy

Fracture energy (Gp) is the energy dissipated per unit area during the formation of a crack. In this
research, Gr was determined using a notched beam in a three-point bending test. Load-deflection
curves were plotted from the tests. The energy absorbed in the test to the point of failure was
represented by the area below the load-deflection curve for the specimen. This area represented
the fracture energy per unit area of the fracture surface. The Gr was calculated using Equation (1).
Concrete specimens were tested at 14 and 56 days. Table 5 lists the test results. It shows that, at early
ages, the G values of all fly ash concrete were lower than that of control concrete without fly ash (R0),
except for the fly ash mixture F3R2. Nevertheless, the presence of the finer fly ash had a beneficial
effect on the Gg of concrete. As shown in Figure 5, when the fineness level of the fly ash increased,
the Gg value of the concrete increased. Even at the earlier age of 14 days, the Gr value of the mixture
with finer fly ash (F3R2) was in turn higher than those of the mixtures F2R2 and FIR?2 for the similar
fly ash replacement ratio of 20%; furthermore, the Gg of the mixture F3R1 was higher than those
of F2R1 and F1R1. This implies that although the pozzolanic reaction had not yet occurred at the
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early ages, the superior filling effects of the finer fly ash could increase the denseness of the concrete,
resulting in increased fracture toughness. After 56 days, the Gg values of the fly ash concrete mixtures
all exceeded that of the control mixture, except for the mixture F1R2. In addition, it was also found that
the increment of the fracture energy for each fly ash concrete from 14 days to 56 days was attained by
21-31%, which was much higher than that of the control concrete (13.6%). This signifies that, during
this period, the pozzolanic reaction of fly ash became active, which together with the filling effect,
enhanced the fracture toughness of the fly ash concrete.

Table 5. Fracture energy of concrete.

. Compressive Strength (MPa) Fracture Energy * (N/m)
Mixture no.
14 Days 56 Days 14 Days 56 Days Increment N/m (%)
RO 62.1 +0.29 70.3 +£0.20 97.1+221 1103 +2.51 13.2 (13.6)
F1R1 57.3+0.33 69.8 +0.31 843+1.69 1094 +2.44 25.1(29.8)
F1R2 56.0 + 0.34 68.7 +0.36 785+1.88  103.5+2.10 25.0 (31.8)
F2R1 61.9 +0.29 742 +0.25 95.7+246 1158 +1.98 20.1 (21.0)
F2R2 59.2 +0.19 73.1+0.35 88.5+221 1149 +2.56 26.4 (29.8)
F3R1 63.5 +0.35 75.8 £0.29 958 +3.10 121.4 +2.88 25.6 (26.7)
F3R2 61.5+0.29 74.6 +0.23 98.1+2.66 1235+3.11 25.4 (25.9)
* Average value of two specimens.
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Figure 5. Fracture energy of concretes with various fineness levels and the replacement ratios of fly ash.

Figure 6 compares the fracture energy, and the compressive strength of all fly ash concretes in
the study. The Gg was found to increase in conjunction with the compressive strength. This trend
compares favorably with the research of Gettu [19], Giaccio [20], and Xie [21]. Nevertheless, these
researchers observed smaller increases in Gr with increases in compressive strength of high strength
concrete. Gettu et al. [19] found that an increase in compressive strength of 160% resulted in an increase
in Gg of only 12%. Giaccio et al. [20] observed that Gr increased as compressive strength increased,
but only at a fraction of the rate. Xie et al. [21] found that increases in compressive strength of 29-35%
resulted in a G increase of only 11-13%. In this study, an increase in compressive strength of 10%
resulted in a larger increase in Gg of around 14% (~13-15%) when the compressive strength varied
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between 50 and 80 MPa. This demonstrates the unique effects of using finer fly ash on the enhancement
of the fracture toughness of high-strength concrete.
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Figure 6. Fracture energy versus compressive strength of fly ash concrete.
4.3. Critical Stress Intensity Factor

The critical stress intensity factor (KSic) is the stress intensity factor calculated at the critical
effective crack tip, using the measured maximum load. In this research, the KSc was determined
with a notched beam in a three-point bend test, using a closed-loop testing machine under the crack
mouth opening displacement control. Load-CMOD curves were plotted from the tests. The K%c
was calculated using Equation (2). Concrete specimens were tested at 14 and 56 days. As seen in
Table 6, results showed that the related tendency of the K¢ of concrete was similar to that of the
Gp. At an early age (14 days), most of the KSi¢ values of the fly ash concrete were lower than that
of the control concrete (R0) but exceeded that of RO after 56 days. This implies that the additional
pozzolanic reaction of fly ash with Ca(OH); in the concrete became active during the period between
14 and 56 days, which led to the enhancement of KSic of the fly ash concrete.

Table 6. Critical stress intensity factor of concrete.

Compressive Strength (MPa)  Critical Stress Intensity Factor (N x m~3/2) *
Mixture no.

14 Days 56 Days 14 Days 56 Days

RO 62.1+0.29 70.3 £0.20 1.030 + 0.0127 1.231 + 0.0212
FIR1 57.3+£0.33 69.8 +0.31 0.964 + 0.0121 1.289 + 0.0189
F1R2 56.0 £ 0.34 68.7 + 0.36 0.908 + 0.0136 1.218 + 0.0210
F2R1 61.9 +0.29 742 +0.25 1.025 + 0.0135 1.342 + 0.0250
F2R2 59.2+0.19 73.1+0.35 0.999 + 0.0128 1.310 + 0.0244
F3R1 63.5 +0.35 75.8 £0.29 1.135 + 0.0131 1.402 + 0.0260
F3R2 61.5+0.29 74.6 +0.23 1.085 + 0.0120 1.389 + 0.0272

* Average value of two specimens.

It was also found that concrete containing finer fly ash presented larger KS;c values. This can be
observed in Figure 7, which shows that the increase in the fineness level of fly ash led to an increase in
the K5;¢ values of concrete at various ages. In other words, the KSj¢ of the mixture F3R2 with finer
fly ash was in turn higher than that of F2R2 and FIR2, for the same fly ash replacement ratio of 20%.
Furthermore, the K3|c of F3R1 > F2R1 > F1R1 for a similar fly ash replacement ratio of 10%. The reason
for attaining this result is that the finer fly ash particle had a larger surface area, exhibiting a more
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active pozzolanic reaction, and thus resulting in an increase in the strength and fracture resistance
s
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Figure 7. Stress intensity factor of concrete with various fineness levels, and the replacement ratio of fly ash.

The stress intensity factors of fly ash concrete in the fracture test were compared to compressive
strength, as seen in Figure 8. As shown in the figure, the two values of stress were nearly linearly
related. The relationships shown in Figure 8 are of some importance because based on the close
relationship between the particle size of fly ash and the compressive strength (Figure 4), the stress
intensity factor increases with the increase of the fineness level of fly ash.
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Figure 8. Stress intensity factor versus compressive strength of fly ash concrete.
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5. Conclusions

Based on the tests and evaluations presented in this study, the following conclusion can be reached:

Incorporating finer fly ash into concrete may fill the micro-voids much better and produce higher
packing density, resulting in larger strength enhancement. The compressive strength of fly ash
concrete increases in conjunction with the fineness level of fly ash presented in the mixtures for
each age and various fly ash replacement ratios.

Use of finer fly ash has beneficial effects on the fracture energy (Gg) of concrete, even at an early
age (14 days). The finer fly ash used, the greater the fracture energy of the concrete exhibited.
The increment of the fracture energy of all the fly ash concrete measured in this study from 14 days
to 56 days was attained by 21-31%, which was much higher than that of control concrete (13.6%),
such that the Gp of the fly ash mixtures at 56 days almost exceeded that of the control concrete.
An increase in fly ash concrete compressive strength of 10% resulted in an increase in the G value
of around 14% when the compressive strength varied between 50 and 80 MPa. This rate of increase
is significantly higher than that found in normal concrete, indicating that the use of finer fly ash
can have unique effects on the enhancement of the fracture toughness of high-strength concrete.
Similar to the trend of development of the fracture energy, at an early age (14 days), most of the
stress intensity factor (Kic) of the fly ash concrete was lower than that of the control concrete
(RO), but exceeded that of the RO after 56 days.

Concrete containing finer fly ash exhibited larger K% value for various ages, and the stress
intensity factor increased in conjunction with the fineness level of fly ash. This also implicates an
increase in the fracture resistance of concrete.
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Abstract: Based on the cohesive zone model, a meso-scale model is developed for numerical studies
of three-phase concrete under tension and compression. The model is characterized by adopting
mixed-mode fracture and interaction behavior to describe fracture, friction and collision in tension
and compression processes. The simulation results match satisfactorily with the experimental results
in both mechanical characteristics and failure mode. Whole deformation and crack propagation
process analyses are conducted to reveal damage evolution of concrete. The analyses also set a
foundation for the following parametric studies in which mode II fracture energy, material parameter,
frictional angle and aggregates’ mechanical characteristics are considered as variables. It shows that
the mixed-mode fracture accounts for a considerable proportion, even in tension failure. Under
compression, the frictional stress can constrain crack propagation at the beginning of the damage and
reestablish loading path during the softening stage. Aggregates” mechanical characteristics mainly
affect concrete’s performance in the mid-and-late softening stage.

Keywords: mesostructure; finite element analysis; cohesive zone model; crack propagation

1. Introduction

It is widely accepted that the dominant failure mode of concrete is quasi-brittle fracture, which
is mainly due to the expanding and connecting of initial defects and microcracks. To explain the
behavior of concrete’s fracture, concepts of fracture mechanics were introduced more than 50 years
ago [1]. Although it is suitable for applying fracture mechanics theories to the analysis of mass concrete
structures, it is inappropriate for application when microcrack and subcritical crack are not ignorable [2].
The sizes of microcracks and subcritical cracks of concrete are several orders of magnitude larger than
that of metal. Meanwhile, concrete is a kind of multiphase and heterogeneous material, so the COD
(crack opening displacement) and J-integral in elastic-plastic fracture mechanics are inappropriate for
application [3].

The macro-mechanic response of concrete is the reflection of its meso-mechanical and
micro-mechanic characteristics [2]. According to this idea, scholars have attempted to use finite
element methods to research fractures in concrete, similar to the research of metal fractures [4]. Due to
the advance of multi-processors’ parallel processing capability, finite element simulation of composite
material’s meso-mechanical characteristics has progressed [5]. Through simulation, it is possible to
predict the macro performance of concrete with its specific meso-scale structure, material and internal
property [6].

Based on the macroscopic experimental phenomena of concrete, several concrete crack models
have been proposed to simulate the fracture behavior of concrete. In the 1960s, two basic models were
proposed: the discrete crack model [7] and smeared crack model [8]. The former simulates cracking by
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the definition of nodes’ split criterion, which can describe the geometric discontinuity at cracks. The
latter simulates cracking by the definition of elements” damage, and the model is maintained to be
geometrically continuous. Representative discontinuous models include the lattice model [9], rigid
bodies-spring model [10], and interface constitutive model [11]. Although the previously mentioned
discrete crack model can provide intuitionistic and realistic simulations of crack behavior, their
calculation results are sensitive to mesh distortion. In recent years, simulating discrete crack by
cohesive zone model [12] and extended finite element method [13] are widely recognized as reliable
approaches for their low mesh sensitivity and satisfactory convergent property [14].

The cohesive zone model simulates fractures by inserting cohesive elements at the potential crack
propagation paths. The method breaks through the limit of using stress fields and stress intensity
factor to describe concrete fracture. Unlike traditional investigation of fracture mechanics, the method
uses fracture energy to define the constitutive relation between element deformation and damage on a
much grander scale. As mentioned above, the special fracture behavior caused by microcracks and
subcritical cracking can be described by elements’ fracture energy. Ongoing studies have been being
conducted on concrete fracture energy [15-20], and corresponding testing methods of different fracture
types have been proposed [21,22].

The cohesive zone model has been frequently adopted in the simulation of the concrete failure
problem and proved to be feasible in concrete tension fracture simulation [23-28]. However, very few
studies report its application in concrete compression simulation, which has a more complex damage
evolution in the fracture process [29].

Although it is widely accepted that the main concrete failure process is fracturing [30] and
many concrete crack models have been proposed to describe this process, there is still a need of a
unified approach to simulate the mechanical behavior and appearance of concrete under different
loading conditions. The objective of this research is to extend the application range of the cohesive
zone model, making the model suitable for concrete fracture simulation both under tension and
compression. Quantifying the effects of the different material and interaction parameters studied
in this paper contributes to revealing the relationship between meso-scale fracture and macroscopic
behavior of concrete.

2. Finite Element Modeling Method

The explicit method in the Abaqus/Explicit module is used in this paper to simulate concrete
tension and the compression loading process. Since friction and collision of particles play a significant
role in concrete’s compression softening stage, interaction behavior is defined to describe the contact
behavior. The general contact algorithm in Abaqus/Explicit can only be used with three-dimensional
surfaces [31], so three-dimensional models are used for simulation.

The models are built to simulate concrete uniaxial tension and compression experiments conducted
by Ren et al. [32]. The specimens used for experiments are cuboids with dimensions of 150 X 150
x 50 mm, which were cut from large plate specimens with dimensions of 500 X 500 x 50 mm. The
mean tension and compression elastic modules are 42.0 GPa and 37.5 GPa, respectively. The mean
tension and compression strengths are 3.24 MPa and 37.5 MPa, respectively. The volume proportion
of aggregates calculated by the mixture ratio is 45.1%. For computing efficiency, aggregates whose
particle diameters are greater than 2.5 mm are modeled. The fine aggregates and cement matrix are
treated as mortar whose mechanical behavior is simulated by mortar particle elements and internal
interface elements.

As incomputable microcracks occur during the fracture process, it is difficult to apply the fracture
criterion to simulate concrete fracture at the micro-scale. However, it is appropriate to use the
traction-separation law to describe the meso-scale damage and fracture caused by the microcracks.
For this reason, cohesive elements are used to simulate damage evolution and energy dissipation of
concrete. In the main study of this paper (Section 6.4), the cohesive elements are only inserted between
the elements of aggregates and mortar (interfacial transitional zones, ITZs), and inside the mortar

72



Appl. Sci. 2019, 9, 2986

elements (mortar internal interface, MII), as shown in Figure 1. In the study of Section 6.4, the cohesive
elements are also inserted inside the aggregate elements (aggregate internal interface, All), to study
the effects of aggregates’ mechanical characteristics. In this paper, the study adopts the simplifying
assumption that the interface properties of ITZs, MII, AII are the same.

X/
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P

/AW

NG\ N/

(b)

Figure 1. Element mesh of model: (a) bulk elements of aggregate (grey colored) and mortar particle
(white colored); (b) cohesive elements of ITZs (interfacial transitional zones, red colored) and mortar
internal interface (blue coloured).

The models are meshed by irregular triangle elements in the plane (Figure 1). Compared with
other polygon elements, triangle elements provide the maximum number of interfaces with the
same nodes in the plane. Cohesive elements are inserted into the interfaces to simulate damage and
fracture behaviors.

The displacement loading control is adopted to obtain the complete tension and compression
process data. The vertical motions of the nodes at the bottom boundary are constrained. The load
is applied by controlling the motions of the nodes at the top boundary. All nodes” motions in the
direction normal to the plane are constrained. In the tension and compression simulations, the final
vertical displacements of the top nodes are 0.09 mm and 0.9 mm, respectively. The total time of loading
is 100 s. In the first 20 s and last 80 s, the vertical motions of the top nodes are uniformly accelerated
and uniform, respectively.

2.1. Mortar Particle and Aggregate Material Model

The linear elastic model is adopted for modeling the behavior of the mortar particles and
aggregates. The mortar particles and aggregates are modeled by the six-node linear triangular prism
(C3D6) elements. Although the mortar particles and aggregates are assumed to be isotropic in the
two-dimensional plane, they need to be defined as anisotropic to eliminate the Poisson effect in the
direction normal to the plane. The Poisson ratios normal to the plane are set to zero.

Referring to previous material test results, different elastic moduli are set to the mortar particles and
aggregates to simulate the crack propagation caused by local deformation difference. The macroscopic
modulus (E;;) of specimens can be estimated by the following formula:

(Ea/Pa) N (Em/Pm)

Epy = ol ol omlm)
" Eq/Po+ Em/ Py

1
where E,; and E,; are the moduli of aggregates and mortar, and P, and P,, are the volume proportions
of aggregates and mortar. The formula is obtained through a short derivation. In the derivation, it is
assumed that mortar and aggregates are connected in series. Based on the volume proportions and
moduli, Equation (1) was derived.
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2.2. Aggregate Generation

The aggregates are generated through modeling arbitrary polygon aggregates based on a
pre-generated mesh [33]. The plane is meshed by triangular grids. The nodes’ coordinate information
is extracted as the basis to model aggregates, and check conflicts and overlaps. The distributions of
aggregates accord with Fuller grading cumulative distribution. The function of Fuller grading curve
can be decomposed into two dimensions [34] as:

P.(D < Dy) = Pk(1.065D00'5DmQX’0'5 —0.053D¢*Dinax 9

—0.012D0®Dnax ¢ — 0.0045D03 Dypax 8 — 0.0025D010Dmax‘10) @
where P.(D < Dy) denotes the proportion of aggregates whose particle diameter D are smaller than
the threshold value Dy, Py is the ratio of the total volume of aggregates to the concrete volume, and
Dmax is the diameter of the largest aggregate particle.

The geometrical shapes of aggregates are formed by the polygons’ vertices. A random function
expressed in terms of the polar coordinates r and 6 is used to generate the vertices, as shown in Figure 2.
To enforce randomicity and ergodicity, random numbers are introduced while generating the radius
and angle. The vertices location (7, 0) is defined as follows:

{ r=BCx[1+rnd(-1,1)xf], 0< f, <1 3)

0 =2 x[i+rand(-1,1) X fp], 0< fo <05, i=10,1,2,...... Ja—1

where rand(-1,1) is a random number less than 1 and greater than -1, « is the edge number, and f;

and fp are the radius and angle fluctuations respectively. f, and fy are used to control the irregularity

of aggregates. The greater f, and f, the more irregular the generated aggregates will be. If f, = 0 and
fo = 0, the generated aggregates are regular polygons.
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Figure 2. Aggregate generation in polar coordinates.
2.3. Interfacial Transitional Zones (ITZs) and Mortar Internal Interface (MII) Model

The ITZs and MII are modeled by eight-node three-dimensional cohesive elements (CH3DS).
Cohesive elements only allow separation in one specific direction (Figure 3). Therefore, cracks can only
propagate along the boundaries of particle elements, which may lead to mesh sensitivity [35]. In the
case of control computing cost, the fine and irregular mesh is generated to provide more path choices
for the crack propagation and to reduce the mesh sensitivity to some extent [36]. The geometrical
(constitutive) thickness of cohesive elements is set to zero to maintain the original geometrical partition.
The quadratic nominal stress criterion is adopted to define the beginning of an element’s degradation,

2 2 2
(&) +(6) + (3] - @
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where 1, t? and 0 represent the maximum allowable nominal stresses in normal and two shear
directions, respectively. Likewise, ty, ts and #; represent the values of the nominal tensile stress and
nominal shear stresses in two directions, respectively.

Thickness direction

Cohesive element node

Membrane stretch

Membrane shear

Midsurface
(possible separation surface)

Transverse shear

Figure 3. Spatial representation of CH3D8 (eight-node three-dimensional) cohesive element.

In this paper, linear damage evolution is selected to describe the traction-separation law, for its
excellent computing efficiency and high accuracy [37].

Damage evolution is defined based on the mode I and II fracture energies, which are obtainable
from the experiments. Since the model is two-dimensional, the out-of-plane shear failure mode will
not happen, and the fracture energy in mode III is not taken into account. Different types of concrete
shear experiments have shown that the mode II fracture energy of concrete is about 20 to 25 times
larger than mode I fracture energy [22,38,39]. The findings are used in the present research.

Since crack propagation paths are meandering curves at the meso-scale, mixed-mode (I + II)
fractures are more general than pure mode I or II fractures in concrete failure. The Benzeggagh—Kenane
(B-K) fracture criterion [40] is applied to define the mixed-mode fracture energy. It is given by:
®)

GC =G§ +(GE - GS){ _ G }’7

Gu + Gs

where G€ is mixed-mode fracture energy, G5 and GS are mode I and II fracture energies, G; is the
sum of shear strain energies in two directions, G, is strain energy in the normal direction, and 1 is
the material parameter. Since tearing mode fracture will not happen in the 2D models, G; is equal to
in-plane shear energy. G, and G; of a cohesive element are computed based on the deformation history
at integration points in computation, which also relates to the damage evolution of the element [31].
The quadratic nominal stress criterion and mixed-mode fracture criterion are shown in Figure 4.

2.4. Interaction

Since particles bump and grind during compression, it is necessary to define the interaction
characteristics to simulate the collision and friction. It is assumed that when the particle surfaces are in
contact, any contact pressure can be transmitted. The ‘hard” contact is adopted to describe the normal
behavior of the interaction. According to the Coulomb friction mechanism, the friction behavior
influences ultimate compressive strength and concrete performance in the softening stage [41]. The
Coulomb friction model is adopted to describe the tangential behavior of the interaction. As with
geomaterial, the friction behavior of concrete can be depicted by the friction angle ¢ [42]. The angle can
be measured by the direct shear test and uniaxial compression test [43]. With the increase of concrete
strength, the angle grows slightly. The friction angle ranges from 50 to 60 degrees. In the modeling, the
friction angle ¢ is transformed into the friction coefficient 1. The transformation formula is shown
as follows:

§=tang (6)
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Figure 4. llustration of quadratic nominal stress criterion and mixed-mode fracture criterion.
3. Calibration of Numerical Simulation

Modeling concrete, which contains multiple materials and interfaces at the meso-scale, requires a
large number of parameters. Few experiments can provide the corresponding parameters that can
one-to-one match with those used in the numerical simulation presented in this paper. Moreover, the
cohesive zone model has a mesh sensitivity problem, so calibration is necessary for obtaining a suitable
set of parameters and mesh precision.

In the calibration, it is found that the specimens with the same grading cumulative distribution
but different aggregate distributions present different compressive properties, especially during
the softening stage. Therefore, it is inadequate to include a single specimen to study the entire
concrete performances. In order to conduct universal studies, ten specimens with different aggregate
distributions are modeled randomly according to Equation (2) and (3). The number and proportion of
aggregates included in the specimens are summarized in Table 1.

Table 1. Aggregate gradation and particle number.

Aggregate Particle Diameter D (mm) Proportion Particle Number
12<D<15 5.36% 8-11
9<D<12 8.83% 20-25
6<D<9 11.74% 65-72
25<D<6 19.18% 291-308
D<25 35.69% /

To check the mesh dependence and computing efficiency, three models with the same aggregate
distribution and different mesh precisions are tested. The approximate element sizes of the models are
1.5 mm, 1.0 mm, 0.5 mm (Figure 5). The number of bulk elements and cohesive elements are listed in
Table 2. The time consumption of the models with element size of 1.0 mm and 0.5 mm are 2.5 and 11.6
times that of the model with 1.5 mm element size, respectively.

Table 2. The bulk and cohesive elements number of the model with different mesh precision.

Approximate Elements Size (mm) Bulk Element Cohesive Element
1.5 22,076 19,877
1.0 50,890 44,357
0.5 199,038 166,548
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Figure 5. The meshes with different approximate element sizes: (a) boundary constraint condition

marked by the blue triangles and the zoom area marked by the red square; (b) approximate size of 1.5
mm; (c) approximate size of 1.0 mm; (d) approximate size of 0.5 mm.

Figure 6 shows the stress-strain curves of the specimens with different element sizes. Comparing
the tension and compression simulation results, it is shown that the compressive performance is more
sensitive to mesh precision. It is indicated that the damage and fracture of cohesive elements lead
to stress redistribution. With the increase of plastic deformation ability in the local area, the stress
distribution becomes more uniform, which can make the particles stay at a higher average stress level.
Hence, the increase of cohesive element number can contribute to higher ultimate compressive strength
and higher residual strength in the softening stage. The mesh size of 1.0 mm is chosen for further
experiments due to its good simulation accuracy and acceptable time consumption.
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Figure 6. Effect of element size on global stress-strain relation under (a) tension and (b) compression.

Based on the outcomes of previous research and the simulation technique discussed in Section 2,
the models are calibrated by considering interaction relations, material and interface parameters.
Through the calibration, the frictional angle of 54.4° and the material parameters listed in Table 3
can make the models achieve satisfactory results, which are in close agreement with experimental
results in both mechanical response and failure mode. In the following, the standard models used
for analysis and parametric study are the models with ten different aggregate distributions and the
calibrated parameters.
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Table 3. Material properties of aggregate particles, mortar particles, interfacial transition zones (ITZs),
and mortar internal interface (MII).

Parameter Aggregate Mortar ITZs MII
Elastic Modulus, E (GPa) 72 28 24 26
Poisson’s ratio in plane, vy, 0.16 0.2 - -
Poisson’s ratio normal to plane, v13 and va3 0 0 - -
Shear modulus G (GPa) 31.0 11.7 10.0 10.8
Maximum nominal stress in normal direction, tJ (MPa) - - 2.6 4
Maximum nominal stress in shear direction, ) and t? (MPa) - - 10 30
Normal Mode fracture energy, G$ (N/mm) - - 0025 0.1
Shear mode Fracture energy, G$ (N/mm) - - 0625 25
B-K criterion material parameter, 1 - - 1.2 1.2

4. Tension Simulation Result

The complete tensile stress-strain curves of the specimens are shown in Figure 7. A mean curve is
plotted to show the integral trend of the curves. Assume that o;(¢) is the stress of i-th specimen at the
global strain ¢. The points (7, €) on the mean curve can be calculated as follows:

7= 0l) %
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Figure 7. Statistical characteristic of global stress-strain curve under tension.

Through the calibration, the mean curve agrees well with the curve of the experimental result [32].
The curves of standard deviation and standard deviation coefficient that are calculated with simulation
data are also plotted in Figure 7. The curves represent the absolute and relative errors of the simulation
data, respectively. It is worth noting that the standard deviation almost remains constant in the
softening stage. The stable deviation indicates that the specimens have a close damage evolution rate
at the same global deformation level in spite of their different aggregate distributions.

As shown in Figure 8, there are two typical tension failure modes: the specimen fracture with
one or two dominant cracks perpendicular to the tension direction. In the failure mode with only one
dominant crack, the crack extends through the whole cross-section as the experimental result. The
majority of the tension failures are this mode. In the other failure mode, the two dominant cracks
at different horizontal positions extend from both sides. With the crack propagation, the horizontal
projections of the two cracks intersect each other. Afterward, one of the crack’s propagation rates
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declines, and the other crack extends through the whole cross-section. Figure 9 shows the strain-stress
curves of the specimens with one or two dominant cracks. The strength and energy dissipation of the
specimen with two dominant cracks is higher than that of the specimen with one dominant crack
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Figure 8. Failure modes of the specimens under tension: (a) simulation result (with one dominant
crack); (b) simulation result (with two dominant cracks).
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Figure 9. Global stress-strain curve of the specimens with one and two dominant cracks.

The specimen with one dominant crack in Figure 8 is selected for the deformation process analysis.
In order to observe the whole deformation process, the deformation of the specimen is enlarged
geometrically, as shown in Figure 10. The specimen’s original deformation in the direction of tension
is multiplied by a deformation scale factor Dy to make the aspect ratio become 2:1 from 1:1. Eight
characteristic states are selected to describe the deformation process. The corresponding points of the
states are plotted on the stress-strain curve in Figure 9.

After the specimen is loaded, before state A, the deformation evenly distributes at the aggregates
and mortar, as shown in Figure 10a. The obvious plastic deformation appears since state B. Although
the global stress hasn’t reached the damage initial stress of the ITZ elements, a few ITZ elements
begin sustaining damage due to the stress concentration caused by the deformation difference between
mortar and aggregates.

It is obvious from Figure 10c that the deformation concentrates at ITZ elements and nearby MII
elements at state C. Many deformation concentrated areas are formed as spindle-shaped, which are
comprised by ITZ elements at mid-piece and MII elements at both ends. When the specimen attained
the ultimate tensile strength state, two potential fracture zones (FZ1 and FZ2) are formed by the
deformation concentrated areas, as shown in Figure 10d.
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Figure 10. Deformation magnification in loading direction of a specimen in eight states. Cohesive
elements of ITZs (blue coloured) and mortar internal interface (red coloured).

At state E, one of the potential fracture zones (FZ1) degrades, and another one (FZ2) extends
unstably. At state F, the first fracture initiates at the center-left. The deformation of MII elements is very
close to that of the nearby ITZ elements. The original spindle-shaped characteristic of the deformation
areas has almost disappeared.

Although the cracks develop and extend quickly afterward, the drop rate of bearing capacity slows
down, and the curve gradually flattens. At state G, a large number of ITZ elements are eliminated. As
can be noticed, a new deformation concentrated area (FZ4) has been generated at the bottom right
corner of the potential fracture zone during the stage between state F and G, while the potential fracture
zone (FZ3), which was generated since state D, begins contracting. At state H, fracture happens in this
new deformation concentrated area (FZ4). This illustrates that although the tension crack generally
propagates through the main deformation concentrated areas, the crack would bypass parts of areas
and propagate through a new fracture path due to the force redistribution.
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5. Compression Simulation Result

The aggregate distribution has a substantial influence on the concrete compressive property,
especially in the softening stage. Compared with the tension simulation result, the result of compression
simulation shows greater discreteness. The tensile behavior is determined by the weakest section,
while compressive behavior is determined by the entire specimen [41].

The crack initiation is caused by the localized shear failure, as shown in Figure 11. There are two
to four main shear bands crossing the whole section in the middle region accompanied by several
small bands on both sides. The angles between the shear bands and the direction of compression range
from 5 to 15 degrees. The specimens are divided into several wedge-shaped blocks by the shear bands
as the experimental result [32].

® (h) W i)

Figure 11. Failure modes of the specimens with different aggregate distributions under compression

The complete compressive stress-strain curves are shown in Figure 12. As with the statistical
characteristics of tension stress-curves, the datum maintains a low dispersion before the mean
compressive stress reaches its peak. Remarkably, both the curves of standard deviation and standard
deviation coefficient have a ‘valley’ at the specimens’ softening stage. In the descending branch, the
stress-strain curves of the specimens are pinched together at a certain state. The ‘valley’ symbolizes
that there is a relatively steady state in the softening stage, at which the specimens have a close residual
bearing capacity.
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Figure 12. Statistical characteristic of global stress-strain curve under compression.
Figure 13 shows the complete compressive stress-strain curve of the model with the same aggregate
distribution as the one analyzed in Section 4. Seven states labeled from ‘A’ to ‘G” on the curve are

selected to describe the crack propagation process as shown in Figure 14. The cracks newly appearing
in each state are differentiated by colors.
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Figure 13. Global stress-strain curve of a specimen under compression.
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Figure 14. Crack propagation process of a specimen: (a) State A, B, C; (b) State D, E; (c) State F, G.

The sums of the lengths of ITZ and MII elements with different damage degrees are accumulated,
as shown in Figure 15. SDEG (overall value of the scalar damage variable) values of the elements
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are extracted from the result file to determine the damage degree. When an element’s SDEG value
equals 1, the element would be eliminated to simulate visible fracture. The lengths of the elements are
calculated by the coordinates of the elements’ nodes. Since the nonlinear behavior of the specimen
is simulated by the damage of ITZ and MII elements, the total length of the elements represents a
specimen’s damage condition.
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Figure 15. The relationship between global strain and the sum of length of (a) ITZ elements and (b)
MII elements with different damage degree.

The specimen is linear-elastic until the first damage occurs. Damage firstly occurs at ITZ elements,
and then MII elements. The damage evolution rate of the specimen gradually accelerates and achieves
a constant speed with the deformation increased. Although the ultimate bearing capacity hasn’t been
reached, the crack initiates at state A. The crack nucleates at the ITZ elements parallel to the loading
direction and propagates slowly before the state B.

Afterwards, several small cracks appear from the bottom middle-right to the top-right corner
during the stage between state B and C. The bearing capacity gradually declines at this stage. A
rudiment of a shear band seems to be formed by these small cracks.

The residual bearing capacity descends rapidly during the stage between states C and E,
accompanied by the appearance of main shear bands. The MII elements’ fracture leads to the
branching and coalescence of the crack. In this stage, the damage evolution rate is fast but steady.

It is interesting that the valleys of the standard deviation curve and standard deviation coefficient
curve occur when the specimen is at state E, which indicates that the relatively steady state is
attributed to the formation of main shear bands. At this state, the residual capacity depends on the
friction action of the blocks divided by the shear bands. In the following loading process, the crack
propagation rate slows down. The specimen’s deformation gradually evolves into the slipping of the
wedge-shaped blocks.

6. Parametric Study

6.1. The Effect of Mode II Fracture Energy

Since mode I fracture was considered as the dominant form in tension damage, single fracture
energy was adopted to describe the interface fracture behavior in the previous concrete tension
simulation. In this method, the fracture energies of the interface elements are fixed values regardless of
fracture type. Moreover, since the compression failure of concrete is mostly due to shear fracture [41],
modeling with one specific fracture energy is unable to simulate the fracture behavior of concrete
both under tension and compression. Due to the multiphase and heterogeneous property of concrete,
the mixed-mode fracture would occur inevitably in concrete failure, even under uniaxial tension
conditions. Mixed-mode fracture energy is determined by mode I and mode II fracture energy, and the
two pure-mode fracture energies both have influences on concrete tensile and compressive behavior.
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In this section, the effect of mode II fracture energy on the performance of concrete under tension and
compression is studied.

As mentioned in Section 2, the experiment results show that there is a relationship between mode
I 'and II fracture energy. In this section, mode I fracture energy is fixed. The ratio of mode IT and mode
I fracture energy (&) is taken as the variable to investigate the effect of mode II fracture energy. The
ratio & is calculated by the following equation:

&=G5/GS ®8)

The tension simulation result of varying & is shown in Figure 16a. The influence on the ultimate
tensile strength is negligible. It is noteworthy that the mode II fracture energy influences the specimen’s
tensile behavior in the softening stage. The mixed-mode fracture accounts for a large proportion. In
the case that the mode II fracture energy equals the mode I fracture energy (& = 1), the total fracture
energy is 48.2% lower than that of the standard model (£ = 25). It can be inferred that the mixed-mode
fracture energy caused by the difference of the two pure-mode fracture energy accounts for about half
of the total fracture energy.
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Figure 16. Effect of mode II fracture energy on global stress-strain relationship under tension (a) and
compression (b).

The compression simulation result of varying the multiple is shown in Figure 16b. The ultimate
compressive strength is significantly influenced by the mode II fracture energy, which is different from
tensile strength. When the mode II fracture energy equals the mode I fracture energy (£ = 1), the
compressive strength and total fracture energy is 44.7% and 82.2% lower than that of the standard
model (£ = 25), respectively. As described in Sections 3 and 4, the crack initiates before and after the
specimen reaches the ultimate bearing capacity state under compression and tension, respectively. Low
mode II fracture energy will limit interface elements’ shear deformation under compression, while it
has a relatively low influence on the interface elements’ tensile deformation under tension. It can be
noticed that with the increase of mode II fracture energy, the growth of compressive strength decreases.
The limit of compressive strength gradually translates from deformation ability to the shear strength of
interface elements.

6.2. The Effect of Mixed-Mode Fracture Criterion

The concrete’s fracture is generally mixed-mode, especially under compression. The
Benzeggagh—Kenane (B-K) fracture criterion with the material parameter 1 is adopted to define
the damage evolution of mixed-mode fracture. It is accepted that the B-K criterion can adequately
specify the mixed-mode fracture energy for a wide range of composite material [44].
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In this section, the material parameter 7 is taken as the variable to investigate the effect of
mixed-mode fracture criterion. The other parameters are held the same, as listed in Table 3. Since
there are limited studies of the material parameter 1 of concrete, the parameter value of brittle epoxy
resin is taken as a reference, which ranges from 1.0 to 2.0. Through calibration, it seems that 1.2 is an
appropriate value for the parameter n under both compression and tension conditions.

Figure 17 shows the complete tensile and compressive stress-strain mean curves for varying the
parameter 7. The results indicate that the material parameter mainly affects the concrete performance
in the softening stage under both tension and compression. The ultimate tensile and compressive
strengths are slightly affected. It seems that the curves separate at the peak and gradually tend to
decrease in parallel with the increase of global strain. For the specimens with the same aggregate
distribution, the crack propagation paths are similar under tension, as are the failure modes and
the sum of crack length under compression, as shown in Figure 8. According to the B-K criterion
expression (Equation (5)), if the ratio of strain energy at a tangent to that in the normal direction is
constant, a decrease of material parameter 1 leads to the increase of total fracture energy G€. Due to
the similarity in failure modes, the bearing capacities of the specimens are mainly determined by the
fracture energy.
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Figure 17. Effect of material parameter on global stress-strain relationship under (a) tension and
(b) compression.

6.3. The Effect of Frictional Behavior

Coulombic friction is considered a key factor that influences the ultimate strength and residual
bearing capacity of concrete. The results of the direct shear test and uniaxial compression test showed
that the concrete with higher compressive strength has a greater internal friction angle. Although a
desirable strength of concrete specimens can be achieved in experiments by adjusting the material
types and aggregate gradation, it is hard to control the maximum allowable frictional stress. Therefore,
the frictional angle « is taken as the variable to investigate the effect of frictional behavior.

As shown in Figure 18, the internal frictional behavior of concrete affects the final failure mode.
With the increase of frictional angle, the inclination angles of main shear bands decrease. The local
cracks tend to propagate dispersedly into concrete blocks rather than in the direction of the shear
bands. The stress-strain curves of varying frictional angle o are shown in Figure 19. As expected,
the increase of frictional angle value has a positive influence on the concrete bearing capacity in the
whole loading process. The influence strengthens once the plastic deformation appears and weakens
when the specimens’ bearing capacity declines by about a third. The sum of the crack length of the
specimens is calculated as shown in Figure 20.
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When the tangential interaction is frictionless (ox = 0), the compressive strength and energy
dissipations are 35.9% and 77.1% lower than that of the standard model (« = 54.4°), respectively. It
is noticed that the crack propagates more sufficiently and the inclination angle of the shear bands
decreases with the increase of frictional angle. Although the cracks’ local propagation paths are
different, the main shear bands of the specimens are similar. The friction stress could constrain the
crack propagation at the beginning of the damage, which benefits the ultimate bearing capacity. In
the softening stage, the friction stress could help reestablish the loading path and make more blocks
participate in bearing load, which may cause more cracks.

6.4. The Effect of Aggregates” Mechanical Characteristics

Although the tensile behavior of concrete is dominated by the properties of ITZs and mortar,
damage and fracture may happen in aggregates during compression [45]. Different kinds of aggregates
have differences in mechanical characteristics, geometrical shape, and corresponding ITZ properties [46].
To study the effect of aggregates’ mechanical characteristics on concrete compressive performance,
based on standard models, cohesive elements are inserted into aggregates to simulate aggregate
internal interfaces (AIl). The material parameters of All elements are set by referring to the material
tests of the following common aggregate rocks: limestone [47], marble [48], granite [49], and basalt [50].
The material parameters of AIl elements are listed in Table 4.

Table 4. Material properties of aggregate internal interfaces (Alls).

Parameter Limestone = Marble Granite Basalt
Maximum nominal stress in normal direction, ) (MPa) 6.0 4.5 10.0 15.0
Maximum nominal stress in shear direction, t and t? (MPa) 45.0 40.0 90.0 120.0
Normal Mode fracture energy, G$ (N/mm) 60 160 400 1400
Shear mode Fracture energy, GSC (N/mm) 1500 4000 10,000 35,000
B-K criterion material parameter, 1 12 1.2 1.2 1.2

The stress-strain curves of varying aggregates” mechanical characteristics are shown in Figure 21.
Compared with the ultimate bearing capacity of the models without considering aggregate damage
and fracture, the ultimate bearing capacities of the models with limestone, marble, granite, basalt
aggregates fall by averages of 1.1%, 1.0%, 0.23%, 0.18%, respectively. The effect of aggregate type on
the stress-strain relationship is mainly reflected in the softening stage. As shown in Figure 22, damage
evolution of aggregates accelerates in the early softening stage. Since marble aggregates have the
lowest tensile and shear strength, they are more likely to be damaged during the compression process.
The energy dissipation of aggregates can lead to stress redistribution at the local area and enhance
residual strength.

Figure 23 shows the failure modes of the models with the same aggregate distribution and different
aggregates’ mechanical characteristics. It can be seen that the fracture of aggregates only constitutes a
minority, but the crack propagation paths at the models’ left half are obviously influenced by local crack
propagation differences caused by aggregates’ fracture. Since the shear bands at the models’ right half
form earlier than those at left half, the models have very similar failure modes (FZ5-FZ9) at the right
half. In view of these observations, it can be concluded that the influence of aggregates” mechanical
characteristics on concrete’s mechanical characteristics and failure modes is mainly concentrated in the
mid-and-late softening stage.
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7. Conclusions

The application range of the cohesive zone model for simulation of three-phase concrete (i.e.,
aggregate, mortar, and ITZs) has been extended. Through the definition of mixed-mode fracture and
interaction behavior, the model is suitable for simulation both under tension and compression. The
modeling method and relevant material parameters are discussed based on the simulation technique
and previous material experiment results. A balance between mesh sensitivity and computing
efficiency has been achieved through the calibration of mesh precision. The simulation results have
good agreement with the experiments in both mechanical characteristics and failure modes. The whole
process analyses and parametric studies are conducted to investigate the failure mechanism of concrete
under tension and compression. The following conclusions can be drawn from this study.

The ITZ and MII elements modeled by cohesive elements are appropriate to simulate concrete
meso-scale fracture behavior and damage accumulation at a smaller scale. The mesh precision level
in which the approximate element size is 1/150 of the size of the model can provide a relatively high
simulation accuracy and calculation efficiency.

The discreteness of compressive behavior caused by aggregate distribution on the stress-strain
curve is larger than that of tension behavior. In the tension simulation, the specimens with different
aggregate distributions have similar damage evolution rates at the same global deformation level. The
failure modes of concrete can be separated into two types: one or two dominant cracks perpendicular
to the tension direction.

In the concrete compression simulation, the inclination angles of shear bands range from 5 to 15
degrees. A valley in the standard deviation coefficient curve is formed, which symbolizes a relatively
steady state in the softening stage when main shear bands form.

In the parametric study, it is found that the mixed-mode fracture accounts for a considerable
proportion both in tension and compression failure. The fracture energy caused by the difference of the
two pure-mode fracture energy occupies 48.2% and 82.2% of the total fracture energy under tension
and compression, respectively. Mode II fracture energy has a significant impact on both ultimate and
residual compressive strength of concrete. In the case that mode II fracture energy is equal to mode I
fracture energy, the ultimate compressive strength reduces by 44.7%.

The mixed-mode fracture criterion mainly affects concrete performance in the softening stage
under both tension and compression, while the effects on failure mode, tensile and compressive
strength are negligible.

Frictional behavior mainly affects concrete compressive performance. In the case that there is
no internal frictional behavior, the ultimate compressive strength and energy dissipation reduce by
35.9% and 77.1%, respectively. The frictional stress can constrain crack propagation at the beginning of
damage and reestablish the loading path in the softening stage.

If the influence of aggregates” geometrical shapes and ITZ properties are subtracted, aggregates’
mechanical characteristics affect concrete’s mechanical characteristics and failure modes, mainly
concentrated in the mid-and-late softening stage.
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Abstract: Fracturing behaviour of jointed rock mass subjected to mining can significantly affect the
stability of the rock structures and rock slopes. Ore mining within an open-pit final slope would
lead to large-scale strata and surface movement of the rock slope. Rock mass structure, or more
specifically, the strength, spacing and distribution of rock joints, are the controlling factors that
govern the failure and deformation mechanisms of the final slope. Two-dimensional (2-D) physical
modelling tests have been conducted in the literature, but in general, most of them have simplified
the geological conditions and neglected some key features of rock mass structure in the field. In
this study, new three-dimensional (3-D) physical modelling methods are introduced, with realistic
modelling of mechanical behaviour of rock mass as well as identified properties of predominant
rock joint sets. A case study of Yanqianshan iron mine is considered and the corresponding 1:200
model rock slope was created for studying the rock joint effects on the strata movement and the
subsidence mechanism of the slope. The physical model test results are subsequently verified with 3-D
discrete element numerical modelling. Due to the presence of the predominant joints, the observed
well-shaped strata subsidence in Yanqgianshan iron mine was successfully reproduced in the 3-D
physical model. The failure mechanism of rock slopes differs from the trumpet-shaped subsidence
observed in unconsolidated soil. Due to the formation of an arching mechanism within the rock mass,
the strata deformation transferred gradually from the roof of the goaf to the slope surface.

Keywords: physical modelling test; rock structure; fracture; deformation; mining

1. Introduction

The stability of rocks is an important subject in rock and slope engineering [1]. Strata and surface
movements induced by mining activities in an open-pit final rock slope could trigger slope failure
and surface subsidence, creating safety risks to the mining workers. It is thus important to study
mining-induced strata and surface movement for better improving the understanding of the stress
transfer mechanism in the rock slopes, so as to apply appropriate engineering mitigation measures
to prevent and reduce disasters associated with the mining-induced slope failures. In the literature,
the methods of investigation can be broadly categorised as theoretical analysis, numerical simulation
and physical modelling. Most of the existing theoretical analysis idealises the strata as a beam or
slab, which is then analysed by various mechanical analysis methods. A commonly-used mechanical
model is, namely, the compressive arch theory. For example, He and Zhang applied the discontinuous
deformation analysis to investigate the formation of pressure arch [2]. Wang, Jing et al. used the
compressive arch theory to predict collapse of deep-buried tunnel [3]. On the other hand, Chen
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et al. used the cantilever hypothesis to analysis the mechanism of strata movement and surface
deformation in an iron mine [4]. Tu et al. conducted a research on the failure of a gate road system
based on the cantilever hypothesis [5]. Li et al. determined the static stress within fault-pillars using
the Voussoir beam theory [6]. Ju and Xu found and defined three kinds of structural model affected
by the key strata’s position in super great mining height long wall face [7]. Although the mechanism
of mining-induced strata movements can be reasonably captured by using the existing theoretical
methods, idealising the strata to be a simple solid beam or slab would lead to an inaccurate estimation
of rock mass deformation, especially under complicated geological settings, where a simple beam or
slab geometry would be insufficient. With the development of the numerical simulation method, it
has been widely used to study underground mining-induced strata and surface movement [8-14]. By
numerical simulation, the stress, strain, and displacement of strata could be conveniently analysed,
but on account of the constitutive relation and mechanical parameters of rock mass are difficult to be
defined accurately.

Physical modelling, on the other hand, has a major advantage over the theoretical method, as
a carefully designed physical model can reproduce the deformation and failure mechanisms of the
strata induced by mining under a more realistic geological conditions [15,16]. Two-dimensional (2-D)
physical models with simplified geological condition have been constructed [17], but there are only
a few attempts to model the strata behaviour three-dimensionally, especially when the strata in the
prototype has complex joint systems. Existing 2-D or three-dimensional (3-D) model tests considered
only the major structural planes, such as the fault plane and bedding plane. Any widely-distributed
joints within the rock mass are normally ignored or highly simplified [18-22]. Indeed, the presence of
rock joints and their complex distribution typically control the mechanisms of rock mass deformation
and strata movement caused by mining. When the rock mass is free from joints or relatively intact,
the failure mode of the strata caused by mining is usually collapse or topographic avalanche [23]. On
the contrary, deep subsidence pit (up to 100 m) was formed when rock mass is composed of complex
joint systems, and a series of ground fractures were also observed at the upper part of eastern final
slope (see Figure 1 for an example found at the open-pit slope of Yanqgianshan iron mine). Thus, a
physical model that could properly and realistically capture the rock joint distribution and orientation
is necessary to more correctly study the effects of rock joints on strata and surface movement.

Figure 1. Subsidence pit observed at eastern final slope in Yangianshan iron mine.

Physical modelling is an important research method but has difficulties and limitations when
used in quantitative research. This method can directly reflect the actual process of strata movement
expected in the field. The 2-D physical model is normally constructed using simplified geological
conditions, without considering the important influence of wide spread joints in the actual rock mass.
The absence of rock joints in a physical model would lead to large differences between the experimental
results and field observations, which is one of the current challenges in physical modelling tests. This
paper aims to conduct 3-D physical modelling tests which can consider the effects of multiple rock
joint orientations on strata and surface movements induced by mining processes. The eastern final
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slope in Yangianshan iron mine, Liaoning, China was chosen as a case study. The rock joint spacing
used in the physical model tests was carefully designed via a series of discrete element analyses.
The numerical outcome determined a representative rock joint spacing, which was then adopted for
detailed testing and investigation. The observed deformation and failure mechanism of the model
slope was subsequently analysed by comparing it with the discrete element calculations.

2. Geological Settings

The Yangianshan iron mine is located in Anshan City, Liaoning Province, China. The basic rock
structure of the mining area is a steep monoclinic structure trending toward 270°~300°, with a dip
angle of 70°~88° in the northeast or southeast direction. In the area of the eastern final slope, the
iron ore body is located in the middle of the area, strikes nearly east—east, and dips in the northeast
direction at approximately 70°. The ore body of the eastern final slope has a length of 300 m~550 m
and an average thickness of 80 m. The eastern final slope is located at the east of the XIV prospecting
line three sets of mutually intersecting dominant joints are found in the rock mass. One of the joint sets
is a strata layer and the other two that crosscut each other intersect this layer. To facilitate the model
construction in this study, the eastern final slope was divided into two parts along the iron vein axis.
The red shaded area shown in Figure 2 was selected as the prototype for model simulation. Laboratory
element testing including the uni-axial compression tests, splitting tests and direct shear tests have
been conducted on the field samples to obtain the mechanical parameters. The typical rock types and
the associated mechanical parameters of the rock mass found in the Yanqgianshan iron mine are listed
in Table 1.
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Figure 2. Overview of the study area. Shaded region represents the eastern final slope investigated in
this study (Xu et al. 2016).

Table 1. Mechanical parameters of the major rock masses found in the Yangianshan iron mine.

Rock Mass Compressive Deformation Cohesion Internal Friction
Strength (MPa) Modulus (GPa) (MPa) Angle (°)
Mixed rock 164.34 3~5 40~50 38~40
Diorite 181.47 2 55~60 40~42
Carbonaceous phyllite 44.52 15 35~38 35~38
Chlorite quartz schist 98.56 1.5~2 40~45 38~40
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3. Physical Model Tests

3.1. Model Contaniner

In this study, a large-scale 3-D container was created. The container was 4.3 m long, 2.3 m wide
and 3.6 m tall (Figure 3). Face A of the container is open for researcher’s access, while face B is closed.
Faces C and D are made of high-strength plexiglass, through which the in-plane deformation of a
model slope can be imaged by 3-D laser scanner and photogrammeter. Face C of the model container is
a vertical section along the centre of the veins (refer to Figure 1), and the strata and surface movement
in this section can be observed. To track the deformation, observation points can be marked on the
plexiglass. Then, a high-resolution camera can be used to obtain the location of each of these points
during the simulation of mining process. Hence, a displacement field of this section can be calculated
for interpretation.

3.6m

Entrance

L]

3-D laser scanner

Figure 3. The model box and monitoring program.

The model slopes used for testing were created according to the geological and geometric
characteristics of the eastern final slope at the Yanqianshan iron mine. The study area was scaled down
according to a geometric similarity ratio of 200:1, with due consideration of the space constraints in the
laboratory. The model has a length of 2.3 m, a width of 1.2 m and a height of 2.0 m (Figure 3), the side
view of the completed model is shown in Figure 4.

3.2. Modelling of Rock Mass

In this study, the geometric and material similarities of the tested slope were obtained based on
based on the similarity theory [24], and the similarity relationships are summarized in Table 2. In order
to correctly simulate the mechanical properties of the rock mass found in the mine area, a mixture of
cement, quartz sand, barite, iron powder, gypsum, and water was used to produce cubic blocks of
model rock mass. The final mass proportion of the model material used was determined through mass
proportion test [25,26]. The mass proportion and the mechanical parameters of the material are given
in Tables 3 and 4. The length of each cubic rock block was selected to be 7.5 cm, based on the choice of
rock joint spacing adopted in the physical model. More discussion on the choice of block size is given
later when discussing the joint spacing.
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Figure 4. The side view and the completed model.

Table 2. Similarity relationships of the main controlling parameters of the physical model.

Parameters Similarity Relationship Similarity Ratio

Geometry (Cp) —_— 200
Bulk Density (C;) e 1
Stress (C¢) —_— 1
Poisson’s Ratio (Cy,) —_— 1
Friction Angle (Cy) —_— 1

Strain (Cq) Co =C xCp, 200

Elastic Modulus Cg = g—‘: 200

Table 3. The mass proportion of the model rock mass.

Cement Quartz Sand Barite Iron Powder Gypsum Water

1 28 28 6.67 3 7.07

Table 4. Mechanical properties of the model rock mass.

Density Uniaxial Compressive Deformation Cohesion Friction Angle
(g/cm3) Strength (MPa) Modulus (MPa) (MPa) ©)
2.56 0.80 200.61 0.1735 38.94

3.3. Modelling of Rock Joints

In reality, a rock mass has a complex rock joint system. However, it is often impractical to
consider and model all the joint systems in a reduced-scaled physical model. In this study, only the
joints that have frequent occurrences and that would potentially affect the structure, strength and
deformation of rock mass were considered when constructing a physical model. Before construction,
the predominant joints in a prototype rock mass were classified into several sets based on the frequency
of their occurrences. Each set of joint surfaces was simulated using parallel planes, whereas the block
geometry for the model construction was determined according to the mutual intersection of the actual
predominant joints. For the case of the Yangianshan iron mine, the rock joints were simplified into
three predominant sets, of which any two sets would be orthogonal to each other (Figure 5). Hence,
three idealised sets of predominant joints were created in the model at 90°£10°, 0°£90° and 270° £80°.
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Each block was cubic. The contact surface between blocks was the joint surface, while the side length
of each cubic block was the joint spacing.

Eag ot

Figure 5. Three predominant sets of rock joints idealised from the Yanqianshan iron mine for physical
model testing.

According to the similarity relationships and geometric similarity ratio shown in Table 2, the
joint spacing of the prototype was divided by the geometric ratio to get the appropriate joint spacing
required in the test. For the case of the Yanqgianshan iron mine, the average joint spacing in the
prototype is about 30—40 cm. Using the scaling factor of 200, the model joint spacing would be only
1.5-2 mm. When using cubic blocks with a length of 1.5-2 mm to construct a model with a total length
of 2 m, approximately 580 million cubic blocks are required. The very small joint spacing and the
huge number of blocks required at the 200th scale created practical difficulties for the construction. To
maintain the practicality of model construction while not compromising the deformation and failure
characteristics of the mine in the prototype scale, discrete element modelling (DEM) analyses were
conducted to determine a representative joint spacing used for physical model testing. More details of
the numerical modelling are given in the next section.

On the other hand, joint strength needs to be properly scaled because it is an important parameter
that directly controls the deformation characteristics and failure modes of a rock mass. In this study,
the equivalent discontinuous modelling method of jointed rock mass proposed by Xu and Bayisa
was adopted to determine the model joint strength [27], and the relationship between joint spacing
and joint mechanical parameters was built by them. In this study, the interfaces between the blocks
represented rock joints in prototype. Thus, the friction between the blocks was simulated to follow the
prototype joint strength. In this physical modelling work, an adhesive with a strength comparable to
rock joint strength was used to fill the block interfaces. The adhesive was a mixture of barite, quartz
sand, gypsum, and white latex. The strength of the adhesive was determined by the mass proportion
of the various components. By changing the mass proportion of these components (see Table 5),
adhesives with different strength were obtained. In this study, the adhesive strength was obtained by
uniaxial compression tests, splitting tests and direct shear tests. The test results are summarized in
Table 6.

Table 5. Mass proportion of the adhesive used.

Barite Quartz Sand Gypsum White Latex
35 4.8 0.9 1
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Table 6. Mechanical properties of rock joint strength (model scale).

Cohesion (MPa) Friction Angle (°) Tensile Strength (MPa)
Joint strength of model slope 0.164 20.45 0.00698
Joint strength of field rock 33 21 15

3.4. Modelling of Mining Processes

The instability of the model slope was introduced by modelling sequences of mining processes.
Based on the site information, the ore body was approximately located at 0.75 m away from the top
surface of the slope, and it had a length of 1 m, a width of 0.4 m and a thickness of about 0.2 m
(Figures 2 and 6). The ore body was composed of four individual sandbags. The simulation of mining
process was divided into four steps by sequentially removing the sand from each bag following the
order shown in Figure 6. This is a new modelling approach that is more advantageous over the existing
methods, where blocks or PVC pipes were often used to replace an ore body and the mining process
was simulated by an extraction of these blocks or pipes at one time [28-32]. The whole process of
deformation and failure mode of the strata could be identified and investigated by the new method.

(a) Mining of ore body #1 (b) Mining of ore body #2
; 5
4
(c) Mining of ore body #3 (d) Mining of ore body #4

Figure 6. Illustration of the mining process.
4. Discrete Element Modelling

Numerical modelling of the behaviour of the rock slope was carried out using discrete element
method (DEM), for two purposes, the first one was to perform analysis to influence of joint spacing on
rock slope failure induced by mining, and to determine a representative joint spacing for informing
the model design of the reduced-scale rock slope models. The second purpose was to back-analyse
the physical model tests to improve the understanding of the rock mass deformation and failure
characteristics upon mining. In this paper, the DEM software, Three-dimensional Distinct Element
Code (3DEC) [33], was adopted in all numerical simulations. 3DEC can simulate the mechanical
behaviour of a discountinuum material, such as a jointed rock mass. The material is represented as
a collection of three-dimensional blocks. The discontinuities which bound the blocks are treated as
boundary conditions, large displacements are permitted along the boundary [34]. 3DEC simulated
mining by the “null” blocks. Using numerical modelling method to study the rock slope behaviour
overcame the difficulties encountered in the physical tests, whereby once large deformation of rock
mass occurs, any sensor installed within the slope mass would be displaced or even destroyed. Through
numerical back-analysis, it is possible to determine the stress and strain induced in each individual
block and hence to investigate the stress transfer mechanisms upon mining-induced unloading,
providing new insights into the deformation and failure mechanisms of the rock slope.

With regard to the first objective, analysis to the influence of joint spacing on rock slope
failure induced by mining was conducted to determine a critical joint spacing (I.;), which would
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be practical for modelling in the model container, while not compromising the deformation and failure
characteristics of the mine in prototype scale. Eleven rock slope models that have the same geometry
to the physical models were created in the software (Figure 7). The dimension of the numerical model
is also with a length of 2.3 m, width of 1.5 m and height of 2.0 m, the numerical model is composed
of 8747 elements and 10373 nodes. In all the analyses, the constitutive model used is Mohr-Coulomb
failure criterion model. The rigid stress-strain constitutive criterion is applied to the materials. A range
of joint spacing between 5 cm and 10 cm (0.5 cm interval) was examined to investigate its effects on
discrete element modelling (DEM) analyses were conducted to determine a representative joint spacing
used for physical model tests. In this analysis, different numerical slope models having different
joint spacings were constructed in the DEM software, 3DEC, for predicting the slope corresponding
strata and surface movements when having different values of joint spacing. The input parameters
of rock mass and rock joints are summarised in Tables 4 and 6, respectively. The horizontal direction
(X) of the eastern and western boundaries, as well as the horizontal direction (Y) of the southern and
northern boundaries of the model slopes were all fixed boundaries. On the other hand, the bottom
boundary was also set fixed in the vertical direction (Z). No mechanical constraints were applied to
the surface of the model (i.e., free to deform). In each analysis, the slope was subjected to the identical
mining methods and procedures as in the physical model tests. Four blocks having the same size of
the sandbag were set void sequentially (following Figure 6), to simulate the process of sand removal
and hence unloading.

3DEC _DP5.20

©2018 tasca Consulting Group, Inc.
Step 1179
2019/212 17:25:32

Block
Colorby: Block Group Slot: Any|
layer 1
layer 10
layer 11
layer 12
layer 13

layer 14
layer 15
layer 16

layer 2
layer 3
layer 4
layer 9
layer &
layer 7
layer &
layer 9
orebody 1
orebody 2
orebody 3
orebody 4

Figure 7. Elevation view of the 3-D numerical model.

The outcomes of the numerical analyses about influence of joint spacing on strata movement
are given in Figure 8. It can be seen that the deformation of the rock slopes that have a joint spacing
between 8 to 10 cm was almost identical, whereas while the joint spacing changes from 7.5 cm to 5 cm
the slope deformation is very distinctive, which indicates that the influence of joint spacing on the
slope behaviour should not be neglected. Hence, the critical joint spacing ., was found to be 7.5 cm,
and this critical value was adopted in the physical model tests.
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(a) The calculation model (b) Result with a joint spacing of 10 cm.

(c) Result with a joint spacing of 9 cm (d) Result with a joint spacing of 8 cm

(e) Result with a joint spacing of 7.5 cm (f) Result with a joint spacing of 7 cm

(g) Result with a joint spacing of 6 cm (h) Result with a joint spacing of 5 cm

Figure 8. Results of numerical analysis at different joint spacing; (a) model setup; (b) 10 cm; (¢) 9 cm;
(d) 8 cm; (e) 7.5 cm; (f) 7 cm; (g) 6 cm; and (h) 5 cm.

101



Appl. Sci. 2019, 9, 1360

5. Physical Test Results

The observed deformation and displacement vector after each stage of mining simulation are
shown in Figures 9-12. After mining the ore body #1 (see Figure 9), the blocks that were right above the
mining area collapsed and fell off, as expected, due to the loss of support. Then, the strata overlying
this layer of blocks underwent a substantial downward movement, which caused separation of the
overlaying strata along the flat joints. There was no change in the shape of slope surface possibly due
to the formation of arching mechanism within blocks (Figure 9a), Figure 9b also shows that the strata
deformation has not transferred to the slope surface. After mining the ore body #2 (Figure 10), the
strata deformed further towards the open area created by the previous step of mining process. The
strata right above this area of mining collapsed almost vertically, introducing significant subsidence
pit on the slope surface. This mining process did not introduce any surface subsidence near the crest of
the model slope, but the strata deformation transferred to the slope surface (Figure 10b). After mining
the ore body #3 (Figure 11), the strata right above the mined area was extensively fractured and more
blocks right above collapsed. An arch was formed to support the blocks away from the mined area
(Figure 11a). Although there was little or no surface subsidence near the crest of the slope, two rock
joints were expanded laterally in size, forming two prominent vertical cracks in this slope section. A
toppling avalanche was found near the toe of the slope. The surrounding blocks displaced toward the
mined area, and local sliding occurred along the slope surface right above the ore body #3. Finally,
after mining the ore body #4 (Figure 12), the strata above the mined area collapsed further, though
interestingly, the arch formed in the previous stage of mining remained intact and was apparently
unaffected by this last stage of mining (Figure 12a). Substantial amount of rock mass was fallen into
the mined area, resulting in large slope surface subsidence at middle of the slope. Blocks near the
subsidence pit experienced intensive disturbance and started to slip along the flat joint surface. At the
end of the mining processes, a subsidence pit was formed right above the mining area (Figure 13) due
to the significant vertical downward movement of strata. Due to the existence of predominant joints,
the observed failure mode differs from the trumpet-shaped subsidence experienced in slopes made of
unconsolidated soil [30].
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Figure 9. Slope deformation and displacement vector after mining ore body #1.
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Figure 10. Slope deformation and displacement vector after mining ore body #2.
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Figure 11. Slope deformation and displacement vector after mining ore body #3.
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Figure 12. Slope deformation and displacement vector after mining ore body #4.
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Figure 13. Front view of the model slope after four stages of mining. Subsidence pit was formed above
the mining area.

6. Discussion

6.1. Comparative Analysis of Physical Modelling Result and Numerical Simulation Result

Figure 14 illustrates the process of mining induced strata movement obtained by numerical
simulation, which is basically consistent with the physical modelling test result. The main deformation
phenomenon reappeared in numerical simulation, though the internal displacement of the rock mass is
not obtained by physical modelling, the displacement obtained by numerical simulation is consistent
with the displacement vector graph in the physical modelling test and can support the phenomenon
of strata movement obtained by physical modelling. Displacement monitoring points are set in ten
strata from the first strata directly above the mined area to the slope surface (layer 7, 8, 10, 12, 14 and
16 illustrated in Figure 7), and the horizontal spacing of these monitoring points is 15 cm. Figure 15
shows the vertical displacement of the strata directly above the mined-out area, and the displacement
value is built up with the mining. The maximum displacement will always appear in the strata that
are directly above the mined area, which indicates that mining-induced unloading triggered the strata
movement. All the displacement curves of the four mining steps tell us that a significant increase
in displacement began to appear near the boundary between the mined area and surrounding rock,
which indicates that due to the existence of steep joints, the rock mass deformation transferred mainly
upward to the slope surface. The final well-shaped displacement curve also indicates a well-shaped
rock mass subsidence.

In this study, the mining-induced strata movements in the Yangianshan iron mine can be
summarised as follows.

I. The main deformation modes were: (a) the strata separated from the flat joint surface due to the
losing of support and the overburden pressure provided by the strata, (b) the arch was formed by the
collapsed rock mass, and (c) the subsidence pit was formed by downward strata movement along the
steep joint surface and ground cracks formed by extension of steep joints.

II. Transfer of the strata movements. The strata movement transferred gradually from the roof
of the mining area to the ground surface. The mining depth or the depth of overlying strata were of
significant influence on the depth of subsidence pit formed. Both the displacement vector in Figure 12b
and the subsidence curve in Figure 15d showed that the mining-induced deformation in the rock mass
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that has a realistic joint system (Figure 5) was well-shaped, and the boundary of the subsidence pit
was controlled by the steep joints.

III. Surface deformation. Ground surface cracks formed by the extension of steep joints
experienced near the slope shoulder, the subsidence pit at slope surface resulted in tensile force
in horizontal direction, the steep joint extended under the tensile force and the cracks formed in a
certain depth from the slope surface to the internal.

The results from the numerical simulation and physical modelling were consistent with each
other. However, several issues need to be highlighted. First, the strata movement process at the macro
level was simulated in the numerical modelling, while the strata movement at the micro level was
considered in the physical modelling. Therefore, the phenomenon investigated and obtained by the
two methods are not completely consistent, especially in Figures 10a and 14c. Second, the simulation
of the mining process between two modelling methods was also different. The mining process in the
physical modelling was achieved by removing the sand from the sandbag, yet little sand was left in
the sandbag. No such issue occurs in the numerical simulation. In addition, the physical modelling
can reflect the rock joint influence on the mining induced strata movement in detail and reproduce
the whole process of slope failure microscopically. Although there are several differences between the
numerical and physical modelling, the two methods that are complementary to each other should be
interpreted holistically.

e, i,

(a) Deformation after mining ore body #1 (b) Deformation after mining ore body #2

i

(c) Deformation after mining ore body #3 (d) Deformation after mining ore body #4

Figure 14. Process of strata movement by numerical simulation.
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Figure 15. Vertical displacement by numerical simulation.
6.2. Analysis of the Typical Strata Movement Characteristics

The strata movement and deformation observed in the physical model tests and the numerical
simulation demonstrate that the presence of dominant joints has a significant influence on the strata
movement and slope failure. The vertical cracks that appeared near the slope shoulder are mainly
along the steep joints. The angle between the vertical boundary of the mining area and the cracks were
small. Thus, the whole deformation zone observed in the physical model was well-shaped and could
be a referenced to support the strata and surface movement observed in the field. Additionally, it is
interesting to reveal that the arch formed during mining was an asymmetrical pressure arch. Although
this arch can remain stable over a short period of time right after mining, the arch finally collapsed due
to further mining and other impacts, including traffic loading, mining disturbance, rainfall and so on.
The subsequent mining and activities may explain the field observations, where mining under eastern
final slope in the Yangianshan iron mine was completed in May 2014. No large-scale deformation
was observed until March 2015; at that time, a subsidence pit appeared and the road access was
destroyed. This phenomenon could be another reference for the prediction and supporting design of
the mining-induced strata and surface movement.

7. Conclusions

In this study, a 1:200 slope model was created according to the field observation made from the
Yanqgianshan iron mine. Various 3-D physical model tests were performed to investigate the effects
of predominant joints on the failure and deformation of rock slope when subjected to sequential
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excavation due to mining. The main benefits of the new 3-D modelling method are threefold: (i) it
overcame the limitations of most existing 2-D physical models, where simplified geological conditions
were often considered without a detailed consideration and modelling of rock joint distribution (3-D
modelling, however, can realistically capture the mechanical properties of rock mass and the properties
of rock joint including strengths and distribution in 3D space); (ii) the use of a 3-D model can (a)
reproduce the whole process of strata deformation and movement under realistic geological conditions,
and (b) record and measure the slope deformation characteristics during a test, which is important for
the post-test analysis of strata movement mechanism; and (iii) with the aid of 3-D discrete element
modelling, an equivalent joint spacing could be determined and was then used in the physical tests,
usefully by passing the practical difficulties of rock blocks in an experiment.

By using the new 3-D physical model test and the complementary numerical modelling, the
strata movement process was recorded and the mechanism of well-shaped subsidence in jointed
rock mass was obtained. The new modeling method has provided a new effective means to study
mining-induced strata and surface movement in jointed rock masses. Nevertheless, the observed
deformation mechanism of the physical model was qualitatively consistent with what was observed in
the field. Further study is necessary to improve the physical model to more quantitatively capture the
field observation such as the displacement and failure scope.
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Abstract: To better understand the evolution of crack propagation in brittle rock mass, the particle
velocity field evolution on both sides of secondary crack in rock-like materials (cement mortar
specimens) with pre-existing parallel double flaws under uniaxial compression is analyzed based
on the discrete element theory. By bringing in strain rate tensor, a new technique is proposed for
quantifying the failure mechanism of cracks to distinguish the types and mechanical behaviors of
secondary cracks between pre-existing parallel flaws. The research results show that the types and
mechanical behaviors of secondary cracks are distinct at different axial loading stages and can be
directly identified and captured through the presented approach. The relative motion trend between
particles determines the types and mechanical behaviors of secondary cracks. Based on particles
movement on both sides of secondary cracks between cracks, the velocity fields of particles can
be divided into four types to further analyze the causes of different types of cracks. In different
axial loading stages, the velocity field types of particles on both sides of cracks are continuously
evolving. According to the particle velocity field analysis and the proposed novel way, the types
of macroscopic cracks are not directly determined by the types of dominated micro-cracks. Under
uniaxial compression, the particles between secondary cracks and pre-existing parallel flaws form a
confined compressive member. Under the confinement of lateral particles, secondary cracks appear
as shear cracks between pre-existing parallel flaws at the beginning stage of crack initiation.

Keywords: rock-like material; crack propagation; discrete element; strain rate tensor; velocity field

1. Introduction

Fractured rock mass is one of the most significant construction objects encountered in geotechnical
engineering. Under high in-situ stress, crack propagation, and coalescence in fractured rock mass
could result in local damage or even failure, which could eventually threaten the stability and safety
of rock engineering projects [1-5]. Therefore, a thorough understanding of cracking propagation
emanating from existing flaws in fractured rock mass can benefit geotechnical engineering design and
implementation, and relevant research has had widespread attention.

A large number of experimental works are available on crack propagation and failure mode from
pre-cracked brittle rock-like materials under uniaxial compression [6-10]. It is generally accepted and
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confirmed that wing cracks in brittle rock materials under compression are mostly tensile cracks [11-14].
The initiation of secondary cracks is often related to the stress field at or near the tips of the pre-existing
flaws, but the propagation direction is distinct from the wing crack. Bobet [15] observed in the
laboratory that two initiation directions are possible: one coplanar or quasi-coplanar to the flaw, and
the other one parallel to the wing cracks but in the opposite direction. Cao et al. [16] found that the
wing cracks propagate to a certain length and then stop through prefabricating the cracks in the cement
mortar material. Then, as the load is increased, the secondary cracks begin to initiate in large amount.
Compared with wing cracks, secondary cracks often initiate with a large quantity, appearing to be a
rather complicated process, which are often difficult to distinguish in the laboratory without advanced
technology. Numerous studies [17-20] have confirmed that the relative shear results in the initiation
of secondary cracks, suggesting that the secondary cracks are shear in essence. However, Wong and
Einstein [21,22] conducted a series of laboratory experiments to find that not only is the secondary
crack made up with shear cracks, but also contains tensile cracks. Wong et al. [23] also found that shear
bands contain a large number of tensile micro-cracks in the rock bridge area, indicating that previous
understanding of secondary cracks is not profound. In addition, the propagation direction of these
micro-cracks is almost parallel to the most compressive direction, which demonstrates that the current
description of the crack nature is not accurate. Consequently, the urgent demanding for identifying
secondary crack is of strong interest to scholars.

Due to the rapidity and convenience of numerical methods, numerical simulation has become a
widely used method to study the deformation and failure mechanism of materials. The discrete element
method proposed by Cundall [24] is very effective for analyzing the crack propagation process and
explaining the types of cracks observed in the previous physical experiments. The parallel bond model
based on the discrete element theory has been widely used in rock damage analysis for decades [25-29],
and the numerical simulation results are generally in good agreement with the laboratory results.
However, due to the lack of effective approaches, the current numerical model based on parallel
bonding is not proficient in distinguishing the mechanical behaviors and types of cracked shear bands
in the process of crack propagation and coalescence for several years. Hazzard [30] presented a
technique which is described for quantifying the seismic source mechanisms of the modelled events
to investigate the failure mechanism in rock, providing insight into understanding of crack nature.
Based on the moment tensor inversion analysis, Zhang et al. [31] found that a large number of tensile
micro-cracks appeared in the rock bridge area at the initial loading stage, and an obvious shear band
formed due to the relative slip between the particles, indicating that the macroscopic shear fracture is
not completely composed of shear micro-cracks. Strain rate tensor and velocity field analysis have
been widely performed in the analysis of the deformation mechanism of earthquake fault [32,33]. Ge
et al. [34] employed tiny blocks to reveal the crustal movement deformation mode by analyzing the
velocity field and strain rate field in the region. Kostrov et al. [35] proposed that the average strain rate
tensor caused is equal to the sum of the moment tensors of all earthquakes occurring in a unit volume.
Compared to the moment tensor analysis, the strain rate tensor is more suitable for distinguishing
the mechanical behaviors and types of secondary cracks since strain rate tensor can comprehensively
characterize the source evolution mechanism of faults within a given volume without further analysis
of the moment tensors one by one. Additionally, the moment tensor analysis is required to compile
complex codes with time consuming. However, based on the discrete element theory, we can easily
obtain the strain rate tensor by arranging the measurement circle between pre-existing parallel flaws,
and accurately define two variables to quantify the crack failure mechanism, providing a more efficient
method to distinguish secondary crack types.

To further gain insight into the mechanism of secondary crack propagation, we proposed a
technique to quantify the failure mechanism of secondary crack at different loading stages by means
of adopting strain rate tensor analysis. Furthermore, according to the relative motion trend between
particles at various stress levels, the velocity fields of both sides of secondary cracks are classified for
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better explanation of crack types. Combined with particle velocity field analysis and values of variable
R, it is convenient for us to distinguish crack types and reveal essential crack characteristics.

2. Mesoscopic Parameter Calibration and Basic Theory

2.1. Specimen Preparation and Mesoscopic Parameter Calibration

The cement mortar, as a typical rock-like material for laboratory uniaxial compression tests, is
made from a mixture of 42.5R ordinary Portland cement, quartz sand, and water, with a mass ratio of
1:2.34:1.35, respectively. In order to promote the fluidity of cement mortar, a small amount of water
reducing agent was added during the preparation of specimens. The physico-mechanical parameters
of this rock-like material are listed in Table 1. The physico-mechanical properties are similar to those
of typical rock materials such as sandstone, and the ratio of tensile strength to compressive strength
is close to 1:10, indicating that it is a comparatively ideal rock-like material with high brittleness.
Therefore, it can be used as a rock-like material to study the evolution of secondary crack propagation
in brittle rocks.

Table 1. Physico-mechanical parameters of cement mortar and Sandstone.

Material Compressive Tensile Strength 6;  Young’s Modulus E Poisson’s Density p
Strength o, (MPa) (MPa) (GPa) Ratio v (g/em®)
Cement mortar 58.25 5.62 11.63 0.20 2.38
Sandstone 20~170 4~25 3~35 0.02~0.25 2.10~2.40

The specimens used in uniaxial test series are cuboid blocks with dimensions of 140 mm in height,
70 mm in width, and 40 mm in thickness. Prior to casting the cement mortar specimens, the iron piece,
fixed in the mold, is smeared with a little epoxy resin on the surface. After meticulous maintenance
in the mold for 24 h, two flaws, created by pulling out the thin iron pieces, are formed through the
thickness of the specimens during casting in such a way that the plane of the flaws is perpendicular to
the faces of the specimens. Prefabricated cracks are open cracks with a certain degree of openness,
so the internal faces do not touch each other during fabrication and loading. Two flaws are always
parallel to each other, and have a constant length of 12 mm. The thickness of the flaws is 1.2 mm
approximately. To study the influence of the crack inclination angle on the mechanical properties and
failure process of the rock mass, three flaw inclination angles of 30°, 45°, and 60° are used, and the
spacing of pre-existing parallel flaws is 15 mm. Two flaws are located at the center of the specimen. Six
cement mortar specimens (a total of 18 specimens) were prepared with the same flaw inclination angle,
and the average values of the test data are used for analysis.

The calculations performed in PFC2D (Particle Flow Code in 2 dimensions) is based on Newton’s
second law and a force-displacement law at the contacts. Newton’s second law is used to determine
the motion of each particle arising from the contact and body forces acting upon it, while the
force-displacement law is used to update the contact forces arising from the relative motion at each
contact [36]. Particle Flow Code (PFC) has great advantage in simulating the micro-mechanical
behavior and investigating the mechanism of crack propagation in brittle materials. However, the
straightforward adoption of circular (or spherical) particles cannot fully capture the behavior of complex
shaped and highly interlocked grain structures [37]. Further, PFC fails to simulate the mechanical
properties of brittle rock with higher internal friction angle. A parallel bond model is adopted as the
numerical model of specimens, and the model size and crack layout are shown in Figure 1.
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140

Figure 1. Numerical model for pre-existing parallel flaws layout (@ = 30°, Unit: mm).

The loading stops when the axial stress drops to 50% of the peak strength. Zhang et al. [38] studied
the effect of loading rate on the crack propagation and failure modes of the specimen under uniaxial
loading. To ensure that the numerical model maintains static equilibrium during the loading process,
the displacement loading rate of the numerical model is taken as 0.08 m/s. In PFC, it is a crucial step
to calibrate the mesoscopic parameters by performing a laboratory compression test on the standard
specimens. The macroscopic mechanical properties of specimens are determined by the values of
the mesoscopic parameters between the particles. A few references [39,40] reveal that the value of
the compressive strength (G;) and the tensile strength (7) will affect the failure mode and the type of
micro-crack, as such the friction coefficient between the particles has less influence on the significant
parameters such as initiation stress, peak strength, and elastic modulus of specimens. According to
the characteristics of cement mortar material, the parameters obtained by numerical simulation are
consistent with the physical experimental parameters of the complete standard specimen by adjusting
the mesoscopic parameters. The specific parameters are listed in Table 2. Since cement mortar is a
brittle material inducing complex crack types under compressive loads, so it is essential to control
the type of micro-crack by continuously adjusting the values of 6. /7., to make sure that the failure
modes of the specimens obtained by numerical simulation are in a good agreement with the laboratory
test results. The specific failure modes are shown in Figure 2, and the final mesoscopic calibration
parameters are given in Table 3.

Table 2. Physico-mechanical parameters of intact cement mortar specimens for laboratory tests and
numerical simulations.

Properties Specimens for Laboratory Tests Specimens for Numerical Simulation
Density p (g/cm?) 2.38 2.38
Young’s modulus E (GPa) 11.63 11.95
Poisson’s ratio v 0.20 0.21

Uniaxial compressive strength o,

(MPa) 58.25 57.30
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(d) (e) #

Figure 2. Comparison of failure modes between laboratory experiment and numerical simulation.
(a) @ =30°% (b) @ = 45°%; (¢) a = 60°; (d) @ = 30°; (e) @ = 45°; (f) @ = 60°. (Pictures a, b and c are
experimental results, and pictures d, e and f are numerical results).

Table 3. Microscopic parameters used in the numerical model.

Particle Parameters Values
Minimum radius R,,;, (mm) 0.18
Particle radius ratio Ryax /Ry 1.66
Density p (g/cm?) 2.38
Friction p 0.55
Effective modulus E. (GPa) 55
Normal/shear stiffness ratio ky, /ks 2.0
Tensile strength . (MPa) 225+2.0
Cohesion ¢ (MPa) 19.5+2.0
Angle of internal friction ¢ (0) 35
Bond effective modulus E, (GPa) 55
Bond normal/shear stiffness ratio E/ k_s 2.0

2.2. Strain Rate Tensor

Based on acoustic emission technology, the moment tensor inversion analysis [41-43] has been
widely used to distinguish rock fracture types. Ming et al. [44] proposed a criterion for judging
rock rupture through reasonably decomposing the variability tensor. The strain rate tensor can be
calculated through the moment tensor inversion, but it is still inadequate to adopt strain rate tensor to
judge the crack type and analyze the crack propagation law. The PFC software developed based on
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discrete element theory can not only simulate the propagation and evolution of micro-cracks in rock
masses, but also consistently monitor the strain rate tensor changes in specific regions through the
measurement circle. The schematic diagram of the main strain rate tensor when micro-cracks appear is
shown in Figure 3. When the contact between the particles breaks, the velocity of the particles will
instantly change, triggering the variation of the magnitude and direction of the strain rate tensor in the
monitored region. Therefore, the evolution law of crack propagation can be accurately reflected by
strain rate tensor.

Figure 3. Schematic diagram of the principal strain rate tensor. (The red, green and blue micro-cracks
represent tensile micro-cracks, tensile-shear micro-cracks, and compressive-shear micro-cracks,
respectively, and the principal strain tensor is denoted by two sets of light blue lines with arrows).

In PFC, when the absolute value of the difference between the actual velocity of the particles in the
measurement circle and the calculated velocity is minimized, the strain rate tensor in the measurement
circle can be obtained by establishing a system of equations [36].

Assuming that there are N particles in the measurement circle, the particle translation speed and
the centroid position are V; and x; respectively, and the average velocity V; and average position X; can
be expressed as:

Y Vi

V.= NT 1)
XX

%= @

The actual relative velocity V; and relative position of the particles ¥; are:
Vi=Vi-V; ®3)
X =%~ %; 4)

Assuming that the particles move from point x; to point x; during infinitesimal time, the average
speed difference between the two points is:

dU,‘ = dijdxj (5)
If the velocity gradient tensor o'ci]- is known, the relative velocity can be calculated as:

T; = o )

114



Appl. Sci. 2019, 9, 1749

Then the square of the absolute value of the difference between the relative velocity calculated in
the circle and the actual relative velocity is:

=2
z= Ziv,‘—vi| (7)
N
When z takes the minimum value, namely

0z
Z =0 8

Here, the velocity gradient tensor can be solved by the following equation

Yxx XXX - rVE

N_ N ( ail ): N_ )
Yxaxy Yxx |\ ap Y. Vixa

N N N

In PFC, the velocity gradient tensor can characterize the strain rate tensor, and the principal
strain rate tensor calculated by the strain rate tensor can reflect the crack propagation processes and
distinguish the crack types. If the value of the strain rate in the measurement circle is zero, it means
no micro cracks appear in this area. Once the secondary crack starts to initiate, the velocity field of
the fracture region of the particle will vary, which consequently results in the changes of strain rate
magnitudes and directions. The magnitudes and directions of the principal strain rate represent the
number of micro-cracks and deformation characteristics of the crack, respectively. To better understand
on the variation law of the strain rate tensor of secondary crack between parallel pre-existing flaws, the
layout of the measurement circle is shown in Figure 4.

Figure 4. Layout of measuring circles 1 and 2. (T1, T2, T3 and T4 denote the four crack tips.).
3. Analysis of Numerical Simulation Results

In this paper, the cracks initiate between parallel pre-existing flaws before the axial stress
peak strength are defined as secondary cracks. In PFC numerical simulation, the red, green, and
blue micro-cracks represent tensile micro-cracks, tensile-shear micro-cracks, and compressive-shear
micro-cracks, respectively.

3.1. Research on Crack Propagation Mechanism

Feignier et al. [45] suggested that the ratio of isotropic and deviatoric components of the moment
tensor can be effectively used to quantify the failure mechanisms of events and distinguish the types of
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cracks. The average strain rate tensor caused by crack propagation is equal to the sum of the moment
tensors in a unit area. Therefore, we define the variable R based on the strain rate tensor to analyze the
crack initiation mechanism and judge the crack types. The variable R is given as:

tr(di]') +100

_ 10
i)+ 2 o

where tr(;;) is the trace of the moment tensor, which can be expressed as &;; = m1 + my + mz and m; (i
=1, 2, 3) are the eigenvalues of the moment tensor obtained by the calculation described in Equation
(10). m is the deviatoric eigenvalue, which can be expressed as m} = m; — tr(@;;)/3. The ratio (R) ranges
between 100 and —100.

In the breakage process of parallel bond contact, the propagation law, and types of cracks are
determined to some extent by the velocity and movement tendency of the adjacent particles, indicating
that the continuous evolution process of the crack is essentially the evolution process of the particle
velocity. Therefore, according to the velocity and relative motion trend of the particles on both sides of
the crack, the velocity field of the particles can be obviously divided into four types, namely Types I, II,
III, and IV, as shown in Figure 5. The definitions of the four types of cracks are described as below.

(1) The typical characteristics of Type I are described as follows. The directions of horizontal
component of particle velocity on both sides of the crack are opposite, the vertical component is
in the same direction and the vertical component of the velocity is almost no different or zero. It
can be obviously seen that the relative motion tendency of the particle is mainly controlled by the
horizontal velocity component.

(2) For Type II, the directions of particle velocity on both sides of the crack are almost the same, and
the values have no difference. In this case, the motion trend between the particles has certain
inhibitory effects on the crack initiation and propagation.

(3)  For Type III, the horizontal and vertical components of the particle velocity on both sides of the
crack are the same, but the values are different.

(4) For Type 1V, the directions of particle velocity on both sides of the crack are opposite.

For the convenience, the case of the dip angle of 30° is taken as an example to intensively study
the evolution law of secondary crack propagation between parallel pre-existing double flaws. Since
secondary cracks are characterized by a large quantity and instant with complicated initiation and
coalescence mechanism, which include various kinds of micro-cracks, such as tensile micro-cracks,
tensile-shear micro-cracks, and compressive-shear micro-cracks. For a better understanding of this
phenomenon, different loading stages (a, b, ¢, d, e, and f) are selected for the main strain rate tensor
analysis, as shown in Figure 6, and the axial stresses corresponding to each loading stage are 35.12,
36.96, 37.24, 43.40, 43.51, and 45.61 MPa, respectively.

The velocity fields and the strain rate tensors in the measurement circle at the different loading
stages are shown in Figures 7 and 8. The velocity of the particles in Figure 7 is denoted by the black
line with arrows and the thick black arrow represents the relative motion of the particles near the crack.
The main strain rate tensor in Figure 8 is denoted by two sets of light green lines with arrows, with the
direction and length of the arrows indicating the direction and relative size of the main strain rate,
respectively. Table 4 shows the values of variable R in the measurement circle at different loading
stages. The corresponding R values in the measurement circle O and @ are recorded as R; and Ry, and
the short dash line in Table 4 represents no secondary cracks at different loading stages.
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() (d)

Figure 5. Schematic diagram of velocity fields for different types of particles. (a) Type L; (b) Type II;
(c) Type III; (d) Type IV.
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Figure 6. The stress-strain curve of a specimen under uniaxial compression. (Here, the dip angle of the
flaws is a = 30°. The points a, b, ¢, d, e and f correspond to different loading stages respectively.).

117



Appl. Sci. 2019, 9, 1749

ZAY

T

o3

(b)

G

LIt
e

gAY,
P

S
S
) 7y

N

WRR

7
{

!

i

N s
AR i
RN ;
. 7
SRR ]
RISNSNNRIN 444

(d)

()

7%

>

.

AN
RN
A

()

Figure 7. Particle velocity fields at different loading stages. (Pictures a, b, ¢,

(e)

d, e and f respectively

tages in Figure 6 when secondary

fields corresponding to different loading s

show particle veloci
cracks propagate.)

118



Appl. Sci. 2019, 9, 1749

() (d)
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Figure 8. Principal strain rate tensors at different loading stages. (Pictures a, b, ¢, d, e, and f respectively
show principal strain rate tensors in the two measurement circles corresponding to different loading

stages in Figure 6 when secondary cracks propagate.).

Table 4. The values of variable R in the two measurement circles at different loading stages.

Loading Stages Loading Stresses (MPa) Ry Ry
a 35.12 23.52 -
b 36.96 37.77 -
c 37.24 35.75 -
d 43.40 - 27.53
e 43.61 - 41.69
f 45.61 —45.60 23.02
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When the secondary cracks between parallel pre-existing flaws instantaneously appear in large
quantities, the values of the variable R can directly discriminate the types of newly generated cracks.
‘Shear’ is considered to occur for R varying between —30 and 30. ‘Tensile’ is considered to occur for an
event with an R larger than 30. ‘Compressive-shear’ is considered to occur for an event with R smaller
than —30. Therefore, the failure mechanisms of events can be exactly determined according to the
values of variable R. Here, it should be noted that the time step adopted by PFC is not infinitely small.
Even in the region where no crack initiates, the value of the strain rate tensor still exists, leading to
the existence of the value of the variable R without no crack initiating. Consequently, we only need
to pay more attentions to the strain rate tensor and the value of variable R at the time of secondary
crack initiation.

For better analyzing crack propagation, the secondary cracks in the measurement circle @ and @
are named as SC-1 and SC-2 respectively. It can be seen from the analysis of Figures 7 and 8 that when
the axial stress is increased to 35.12 MPa, SC-1 initiates near the tip T2 of the flaw, and the velocity
fields of the upper and lower half of the newly generated cracks are Types III and I, which represent
composite tensile-shear crack and tensile crack, respectively. At this time, the direction of the maximum
principal strain rate is close to the horizontal direction. The ratio (Ry = 22.52) indicates that the newly
generated cracks are shear cracks in essence, where the relative motion of the particles are consistent
with the direction of the maximum principal strain rate. As the axial stress is continuously increased to
36.96 MPa, one end of SC-1 extends to the tip T2 of the flaw, and the other end extends toward the tip
T4 of the flaw. The velocity field on both sides of the newly generated cracks is Type I, and the value of
Ry is 37.77, indicating that the newly generated cracks are essentially tensile cracks. When the axial
stress is increased to 37.24 MPa, SC-1 continues to extend to the crack tip T4, which finally generates
an obvious crack zone to connect the flaw tip T2 with T4. Here the particle velocity field on both sides
of the newly generated cracks near the flaw tip T4 are Type IV. Since relative shearing trend appears
between the particles, the particle velocity field on both sides of the newly generated cracks near the
flaw tip T2 are Type I. However, the variable (R; = 45.61) indicates that the newly generated crack are
essentially tensile cracks.

As the strain increases and the axial stress is slowly increased up to 43.40 MPa, SC-2 suddenly
initiates between the crack tip T1 and T3. The particle velocity fields on both sides of the upper and
lower part of the newly generated cracks are Types I and IV, which represents that the corresponding
newly generated cracks are tensile and shear crack, respectively. Here, the variable (R, = 27.53)
indicates that that the newly generated cracks are shear cracks. As the axial stress is slightly increased
up to 43.61 MPa, one end of SC-2 extends to the tip T1 of the flaw, and the other end extends toward
the tip T3 of the flaw. The velocity fields on both sides of the newly initiated cracks are Type III and the
variable (R; = 41.69) indicates that the newly generated cracks are tensile cracks. When the axial stress
is increased up to 43.61 MPa, the axial stress approaches to the peak strength at this time and SC-2
continues to extend to the crack tip T3. Eventually an obvious crack zone is generated between the
flaw tip T1 and T3. Since the relative shearing tendency appears between the particles, the particle
velocity fields on both sides of the newly generated cracks near the crack tip T3 are Type IV, while
those near the flaw tip T2 are mixed Types I and II. The variable (R, = 23.02) indicates that the newly
generated cracks are shear cracks. Meanwhile, SC-1 continues to propagate, and eventually the particle
velocity fields on both sides of the new crack turn into Type II. The variable (R, = —45.60) indicates
that the newly generated cracks that continue to propagate on a basis of SC-1 are essentially composite
compressive-shear cracks.

3.2. Analysis and Discussions

It can be seen from the above simulation results that SC-1 and SC-2 appear as shear cracks between
pre-existing parallel flaws at the beginning stage of secondary crack initiation. However, from the
velocity fields analysis of the particles, the upper part of the SC-1 are composite tensile-shear cracks
and the lower part are tensile cracks; the upper part of the SC-2 are tensile cracks, and the lower part
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are shear cracks. In addition, the newly generated cracks contain tensile micro-cracks and tensile-shear
micro-cracks, in which the number of tensile micro-cracks is dominant. As the axial stress is increased,
SC-1 continues to extend to the tip of T4, and the newly generated cracks are tensile cracks. When
SC-2 continues to extend to the tip of T3, the newly generated cracks are shear cracks. However, based
on the velocity field analysis, it can be seen that the newly generated cracks near the flaws T3 and
T4 tips are shear cracks, indicating that the types of macro-cracks are not totally determined by the
types of partial cracks. Meanwhile, the type of macro-crack does not depend on the dominant type of
micro-cracks. Since the tensile strength of the particles is much smaller than the shear strength, when
the tensile micro-cracks initiate, a shear band is gradually formed under the action of the shearing force.
Similarly, after the particles suffer the shear failure in the compressive zone, the stress concentration
effect promotes the initiation of tensile cracks. Therefore, it can be concluded that macro tensile cracks
and shear cracks partially contain shear cracks and tensile cracks respectively. SC-1 and SC-2 appear as
shear cracks between pre-existing parallel flaws at the beginning stage of secondary crack initiation,
and then extend up and down toward the tip of the flaw, and finally T2 and T4, as well as T1 and T3, are
connected in the form of arcs. The particles between the pre-existing flaws form a confined compressive
member under uniaxial compression. The type of particle velocity on both sides of the secondary crack
between the fractures is most complicated, so the velocity field types of the particles are distinctive at
different stress loading stages. For example, the velocity fields of the particles near the crack on the T4
tip of the flaw evolve from the initial Type IV into Type III, and finally remain in Type II. Thereafter,
the cracks will not propagate any more, indicating that the type of newly generated cracks near the
flaw T4 gradually evolves from shear cracks into composite tensile-shear cracks. Finally, because the
velocity fields of the particles on both sides of the crack are Type II, the velocity direction and value of
the particles are not much different, which can suppress the crack propagation to some extent.

4. Conclusions

In this study, the analysis of strain rate tensors and particle velocity fields are utilized to distinguish
crack types and study the mechanical behaviors in the region between pre-existing flaws under uniaxial
compression. The following conclusions have been drawn.

(1) By defining a variable R to quantify the crack failure mechanism, the types and mechanical
behaviors of the secondary cracks between the flaws can be effectively distinguished. The
initiation mechanism of secondary cracks between flaws is most complicated, and the types and
mechanical behaviors of newly generated cracks are distinctive in different stress loading stages.
According to the value of variable R, we can directly understand the types mechanical behaviors
of secondary cracks.

(2) According to the velocity and relative motion trend of the particles on both sides of the crack,
the velocity field of the particles can be obviously divided into four types. The type of particle
velocity field on both sides of the newly generated cracks determines the type of crack in the
measurement region. At different stress loading stages, the velocity field types of the particles on
both sides of the crack are constantly evolving and complicated.

(3) Combined with the particle velocity field analysis and the value of the variable R, it can be seen
that the macro tensile crack contains partial shear cracks, and the macro shear crack contains
partial tensile cracks, indicating that the type of macro crack is not totally determined by the
type of partial cracks. The secondary cracks contain tensile micro-cracks, shear micro-cracks, and
compressive-shear micro-cracks, and the number of tensile micro-cracks is the largest. However,
when the axial stress is reached to 35.12 MPa, the ratio (R; = 22.52) indicates that the newly
generated cracks are shear cracks in essence. Therefore, we can see that the type of macro-crack
does not depend on the dominant type of micro-cracks.

(4) Atthebeginning stage of secondary crack initiation, SC-1 and SC-2 appear as shear cracks between
pre-existing parallel flaws, then extend up and down toward the tip of the flaws, and finally
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connect the tips of T2 and T4, as well as T1 and T3, in the form of arcs. The particles between
pre-existing parallel flaws form a confined compressive member under uniaxial compression.
Under the confinement of lateral particles, the contacts between particles are broken owing to the
combined compressive and shear actions, and eventually the shear cracks are successively formed.

Author Contributions: Conceptualization, Y.L. and X.L.; Methodology, W.C.; Software, W.C.; Validation, Y.L. and
Q.Z.; Formal analysis; Writing—review and editing, W.Z. and Y.L.; Supervision, S.W. and W.C.

Funding: This research was funded by National Natural Science Foundation of China (Grant Nos. 51879149,
51779134 and 51579142), Taishan Scholars Project of Shandong Province and Open Research Fund Program of
State Key Laboratory of Water Resources and Hydropower Engineering Science (Grant No. 20185GGO01).

Acknowledgments: The authors would like to thank the anonymous reviewers for their constructive suggestions
to improve the quality of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zhu, W, Li, Y,; Li, S.; Wang, S.; Zhang, Q. Quasi-three-dimensional physical model tests on a cavern complex
under high in-situ stresses. Int. ]. Rock Mech. Min. 2011, 48, 199-209.

2. Li Y; Zhu, W,; Fu, J.; Guo, Y,; Qi, Y. A damage rheology model applied to analysis of splitting failure in
underground caverns of Jinping I hydropower station. Int. J. Rock Mech. Min. 2014, 71, 224-234. [CrossRef]

3. Li Y; Zhou, H; Zhang, L.; Zhu, W.; Li, S.; Liu, J. Experimental and numerical investigations on mechanical
property and reinforcement effect of bolted jointed rock mass. Constr. Build. Mater. 2016, 126, 843-856.
[CrossRef]

4. Li, Y,; Li, C,; Zhang, L.; Zhu, W; Li, S.; Liu, ]. An experimental investigation on mechanical property and
anchorage effect of bolted jointed rock mass. Geosci. J. 2017, 21, 253-265.

5. Li, Y; Zhou, H.; Dong, Z.; Zhu, W.; Li, S.; Wang, S. Numerical investigations on stability evaluation of a
jointed rock slope during excavation using an optimized DDARF method. Geomech. Eng. 2018, 14, 271-281.

6.  Zhou, X,; Wang, Y.; Zhang, ].; Liu, F. Fracturing behavior study of Three-Flawed specimens by uniaxial
compression and 3D digital image correlation: Sensitivity to brittleness. Rock Mech. Rock Eng. 2019, 52,
691-718. [CrossRef]

7. Ma, G.W,; Dong, Q.Q.; Fan, L.E; Gao, ].W. An investigation of non-straight fissures cracking under uniaxial
compression. Eng. Fract. Mech. 2018, 191, 300-310. [CrossRef]

8. Tang, C.A; Kou, S.Q. Crack propagation and coalescence in brittle materials under compression. Eng. Fract.
Mech. 1998, 61, 311-324. [CrossRef]

9. Park, C.H.; Bobet, A. Crack initiation, propagation and coalescence from frictional flaws in uniaxial
compression. Eng. Fract. Mech. 2010, 77, 2727-2748. [CrossRef]

10. Yang, S.Q.; Huang, Y.H.; Tian, W.L.; Zhu, ].B. Erratum to: An experimental investigation on strength,
deformation and crack evolution behavior of sandstone containing two oval flaws under uniaxial compression.
Eng. Geol. 2017, 217, 35-48. [CrossRef]

11. Yang, S.Q; Ranjith, P.G.; Jing, HW.; Tian, W.L.; Ju, Y. An experimental investigation on thermal damage and
failure mechanical behavior of granite after exposure to different high temperature treatments. Geothermics
2017, 65, 180-197. [CrossRef]

12. Zhou, X.P; Bi, J.; Qian, Q.H. Numerical simulation of crack growth and coalescence in Rock-Like materials
containing multiple pre-existing flaws. Rock Mech. Rock Eng. 2015, 48, 1097-1114. [CrossRef]

13.  Chen, W,; Li, S.; Zhu, W.; Qiu, X. Experimental and numerical research on crack propagation in rock under
compression. Chin. |. Rock Mech. Eng. 2003, 22, 18-23.

14.  Wu, Z.; Wong, L.N.Y. Frictional crack initiation and propagation analysis using the numerical manifold
method. Comput. Geotech. 2012, 39, 38-53. [CrossRef]

15. Bobet, A. The initiation of secondary cracks in compression. Eng. Fract. Mech. 2000, 66, 187-219. [CrossRef]

16. Cao, P; Liu, T.; Pu, C,; Lin, H. Crack propagation and coalescence of brittle rock-like specimens with
pre-existing cracks in compression. Eng. Geol. 2015, 187, 113-121. [CrossRef]

17.  Shen, B.; Stephansson, O.; Einstein, H.H.; Ghahreman, B. Coalescence of fractures under shear stress

experiment. J. Geophys. Res. 1995, 100, 5975-5990. [CrossRef]

122



Appl. Sci. 2019, 9, 1749

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.
36.

37.

38.

39.

40.

41.

Wong, R.H.C.; Chau, K.T. Crack coalescence in a rock-like material containing two cracks. Int. ]. Rock
Mech. Min. 1998, 35, 147-164. [CrossRef]

Cheng, H.; Zhou, X.; Zhu, J.; Qian, Q. The effects of crack openings on crack initiation, propagation and
coalescence behavior in Rock-Like materials under uniaxial compression. Rock Mech. Rock Eng. 2016, 49,
3481-3494. [CrossRef]

Bobet, A.; Einstein, H.H. Fracture coalescence in rock-type materials under uniaxial and biaxial compression.
Int. J. Rock Mech. Min. 1998, 35, 863-888. [CrossRef]

Wong, LN.Y.; Einstein, H.H. Crack coalescence in molded gypsum and carrara marble: Part 1. Macroscopic
observations and interpretation. Rock Mech. Rock Eng. 2009, 42, 475-511. [CrossRef]

Wong, L.N.Y,; Einstein, H.H. Crack coalescence in molded gypsum and carrara marble: Part 2-Microscopic
observations and interpretation. Rock Mech. Rock Eng. 2009, 42, 513-545. [CrossRef]

Wong, L.N.Y.; Einstein, H.H. Systematic evaluation of cracking behavior in specimens containing single
flaws under uniaxial compression. Int. |. Rock Mech. Min. 2009, 46, 239-249. [CrossRef]

Cundall, P.A ; Strack, O. Discrete numerical-model for granular assemblies. Geotechnique 1979, 29, 47-65.
[CrossRef]

Liu, J.; Wang, J.; Wan, W. Numerical study of crack propagation in an indented rock specimen. Comput. Geotech.
2018, 96, 1-11. [CrossRef]

Cao, R.H,; Cao, P; Lin, H.; Ma, G.W.; Zhang, C.Y.; Jiang, C. Failure characteristics of jointed rock-like material
containing multi-joints under a compressive-shear test: Experimental and numerical analyses. Arch. Civ.
Mech. Eng. 2018, 18, 784-798. [CrossRef]

Park, B.; Min, K.; Thompson, N.; Horsrud, P. Three-dimensional bonded-particle discrete element modeling
of mechanical behavior of transversely isotropic rock. Int. . Rock Mech. Min. 2018, 110, 120-132. [CrossRef]
Cao, R.H,; Cao, P; Lin, H.; Ma, G.W.; Fan, X.; Xiong, X.G. Mechanical behavior of an opening in a jointed
rock-like specimen under uniaxial loading: Experimental studies and particle mechanics approach. Arch. Civ.
Mech. Eng. 2018, 18, 198-214. [CrossRef]

Cao, R,; Lin, H.; Cao, P. Strength and failure characteristics of brittle jointed rock-like specimens under
uniaxial compression: Digital speckle technology and a particle mechanics approach. Int. J. Min. Sci. Technol.
2018, 28, 669-677. [CrossRef]

Hazzard, J.E; Young, R.P. Moment tensors and micromechanical models. Tectonophysics 2002, 356, 181-197.
[CrossRef]

Zhang, X.; Zhang, Q. Distinction of crack nature in brittle Rock-Like materials: A numerical study based on
moment tensors. Rock Mech. Rock Eng. 2017, 50, 2837-2845. [CrossRef]

Boyd, O.S.; Dreger, D.S.; Gritto, R.; Garcia, ]. Analysis of seismic moment tensors and in situ stress during
Enhanced Geothermal System development at the Geysers geothermal field, California. Geophys. J. Int. 2018,
215, 1483-1500. [CrossRef]

Stroujkova, A. Relative moment tensor inversion with application to shallow underground explosions and
earthquakes. Bull. Seismol. Soc. Am. 2018, 108, 2724-2738. [CrossRef]

Ge, W,; Wang, M.; Shen, Z.; Yuan, D.; Zheng, W. Intersiesmic kinematics and defromation patterns on the
upper crust of Qaidam-Qilianshan block. Chin. J. Geophys. Chin. 2013, 56, 2994-3010.

Kostrov, B.V.; Das, S. Structural Earthquake Source Mechanics; Science Press: Beijing, China, 1994.

Itasca Consulting Group Inc. Users” Manual for Particle Flow Code (PFC); Version 5.0; Itasca Consulting Group
Inc.: Minneapolis, MN, USA, 2014.

Lisjak, A.; Grasselli, G. A review of discrete modeling techniques for fracturing processes in discontinuous
rock masses. J. Rock Mech. Geotec. Eng. 2014, 6, 301-314. [CrossRef]

Zhang, X.; Wong, L.N.Y. Loading rate effects on cracking behavior of flaw-contained specimens under
uniaxial compression. Int. ]. Fracture 2013, 180, 93-110. [CrossRef]

Yoon, J. Application of experimental design and optimization to PFC model calibration in uniaxial compression
simulation. Int. J. Rock Mech. Min. 2007, 44, 871-889. [CrossRef]

Cho, N.; Martin, C.D.; Sego, D.C. A clumped particle model for rock. Int. |. Rock Mech. Min. 2007, 44,
997-1010. [CrossRef]

Ghazvinian, A.; Sarfarazi, V.; Schubert, W.; Blumel, M. A study of the failure mechanism of planar
Non-Persistent open joints using PFC2D. Rock Mech. Rock Eng. 2012, 45, 677-693. [CrossRef]

123



Appl. Sci. 2019, 9, 1749

42.

43.

44.

45.

Baker, C.; Young, R.P. Evidence for extensile crack initiation in point source time-dependent moment tensor
solutions. Bull. Seismol. Soc. Am. 1997, 87, 1442-1453.

Martin, C.D.; Chandler, N.A. The progressive fracture of lac du bonnet granite. Int. |. Rock Mech. Min. Sci.
Geomech. Abstr. 1994, 31, 643-659. [CrossRef]

Ming, H.J.; Feng, X.T.; Chen, B.R.; Zhang, C.Q. Analysis of rockburst mechanism for deep tunnel based on
moment tensor. Rock Soil Mech. 2013, 34, 163-172.

Feignier, B.; Young, R.P. Moment tensor inversion of induced microseisnmic events: Evidence of non-shear
failures in the —4 < m < —2 moment magnitude range. Geophys. Res. Lett. 1992, 19, 1503-1506.

® © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

124



friricd applied
A sciences

Atrticle

Numerical Analysis of the Mechanical Behaviors of
Various Jointed Rocks under Uniaxial

Tension Loading

Jiaming Shu, Lishuai Jiang *, Peng Kong and Qingbiao Wang

State Key Laboratory of Mining Disaster Prevention and Control, Shandong University of Science and
Technology, Qingdao 266590, China; 15621565102@163.com (J.S.); 17854859770@163.com (P.K.);
18805381111@139.com (Q.W.)

* Correspondence: Isjlang@sdust.edu.cn

Received: 1 April 2019; Accepted: 27 April 2019; Published: 1 May 2019

Abstract: In a complex stress field of underground mining or geotechnical practice, tension
damage/failure in rock masses is easily triggered and dominant. Unlike metals, rocks are generally
bi-modularity materials with different mechanical properties (Young’s modulus, etc.) in compression
and tension. It is well established that the Young’s modulus of a rock mass is directly related to
the presence of the fracture or joint, and the Young’s modulus estimation for jointed rocks and rock
masses is essential for stability analysis. In this paper, the tensile properties in joint rocks were
investigated by using numerical simulations based on the discrete element method. Four influencing
parameters relating to the tensile properties (joint dip angle, joint spacing, joint intersection angle,
and joint density) were studied. The numerical results show that there is an approximately linear
relationship between the joint dip angle (a) and the joint intersection angle (8) with the tensile strength
(0+), however, the changes in a and g have less influence on the Young’s modulus in tension (Ey).
With respect to joint spacing, the simulations show that the effects of joint spacing on ¢; and E; are
negligible. In relation to the joint density, the numerical results reveal that the joint intensity of rock
mass has great effect on E; but insignificant effect on ;.

Keywords: jointed rock; uniaxial tension loading; numerical analysis; discrete element method

1. Introduction

For brittle materials such as rock, tension failure is one of the most significant failure modes [1].
In a complex stress field of underground mining or geotechnical practice, tension damage/failure
in rock masses is easily triggered and dominant because: (1) The tensile strength (o) of rocks is
much lower than their compressive strength, and (2) joints and fractures of rock mass can offer little
resistance to tensile stress [2]. After an excavation is taken underground, tension failure and its induced
fractures will occur in surrounding rock masses near the opening [3-8]. The initiated fractures will
develop/propagate and bring weakening effects on the rock masses under the effect of time and constant
stress disturbance (development of entry or shaft, mining activities, etc.). As it is well established
that the Young’s modulus of a rock mass is directly related to the fracture or joint intensity [9-13], the
aforementioned fracture development can be described as a Young’s modulus degradation process in
the view of an equivalent material method in continuum mechanics.

The macroscopic mechanical behaviors of intact and jointed rocks have been widely investigated,
most of which has been focused on the material behaviors in compression [14-16]. However, unlike
metals or other materials, rocks are generally bi-modularity materials with different Young’s moduli
and Poisson’s ratios in compression and tension. Previous studies done by direct tension tests showed
that the Young’s modulus in tension (E;) was always no larger than the compressive Young’s modulus
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(Ec) [17-21]. Hawkes et al. [17] conducted direct tension tests on different kinds of rocks, and the
results showed that the ratio of E;/E. was 1/9 for Barre sandstone and 0.5 for Barre granite. Stimpson
and Chen [20] acquired the ratios to be 0.5, 1.0, 0.7, and 0.3-0.4 for four different rocks from cyclic
loading uniaxial tension and compression tests. Similar results were obtained by Yu et al. [22] with an
originally developed loading frame for direct tension. It has been addressed by researchers that the
improper assumption that E; equals to E. may lead to errors in calculating stress distributions around
underground openings by means of analytical or numerical analysis, as well as in determining the
tensile strength of rocks with Brazilian tests [18,20,22,23].

To date, it is still quite challenging to conduct direct uniaxial tension tests on intact rock specimens
in laboratories due to the difficulties in avoiding: 1) Unfavorable stress concentration over the grip
and 2) bending moments due to the non-coaxial gripping and curvature of the specimen. Various
attempts have been made in this regard. Stimpson and Chen [20] conducted their tests on rock samples
with a special hollow cylinder geometry. Okubo and Fukui [24] glued the rock samples directly to
the loading platen to carry out direct tension tests. Fahimifar and Malekpour [25] developed a direct
tension apparatus with hard steel tension jaws to ensure the connection between samples and the
apparatus and that the applied load is pure tension. Fuenkajorn and Klanphumeesri [26] developed a
compression-to-tension load converter to determine the tensile strength and Young’s modulus from
dog-bone-shaped specimens.

As described above, the Young’s modulus estimation for jointed rocks and rock masses is essential
for stability analysis. However, rock specimens with joints or fractures are difficult to be prepared,
and simplifications have to be made with rock-like materials (such as gypsum) or simple notches.
Furthermore, the uniaxial tension tests rely on specially made, non-universal apparatuses.

In recent years, numerical and computational resources have taken significant leaps forward, and
numerical methods have become strong and efficient research tools by overcoming the limitations
in laboratory and physical tests. Some previous studies have been done with numerical modelling
on the direct tension testing of rock specimens. Tang et al. [1] studied the growth of micro-fractures
in a specimen under uniaxial tension and the influence of heterogeneity on rock strength with a
self-developed finite element code (RFPA2D). Wang et al. [27] simulated crack initiation, propagation,
and coalescence for intact, single-notched, and double-notched rock specimens with RFPA3D under
uniaxial tension, and the effects of the separation distance and overlapping distance of the two notches
were investigated. Hamdi et al. [28] studied the model I fracture propagation in brittle rock under
direct tension by means of a discrete element method. Guo et al. [29] investigated fracture patterns in
layered rocks under direct tension with a discrete element method.

According to the previous studies [1,27-32], the numerical studies on rock specimens under
uniaxial or direct tension loads mainly focus on fracture initiation and propagation within the specimens.
However, the effects on the mechanical behaviors of strength and deformability, i.e., tensile strength
and Young’s modulus in tension, of jointed rock specimens subjected to uniaxial tension load are
barely discussed. In this study, rock specimens with various joint conditions are modeled with 3DEC
(a 3-Dimension Distinct Element Code by Itasca) due to its capability in simulating the behaviors of
joints (slip, separation, deformation, etc.) under mechanical loading, and the effects of joints on the
tensile properties are studied by means of uniaxial tension numerical tests. Tests of rock samples with
single joint, and multiple joints with different joint geometry parameters are designed, and their effects
on the tensile properties of rock specimens are investigated. The goal of this study is to understand the
effects of joints on the tensile properties of rocks.

2. Numerical Modelling

The numerical model is constructed by means of 3DEC, which is a three-dimensional numerical
program employing the distinct element method for discontinuum modelling. In the following analysis,
rock specimen models with different joint conditions (single, multiple parallel, and intersecting joints)
are built, and the effects of joints on the tensile properties are investigated by applying a uniaxial
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tension load. The specimen model is a cylinder with 50 mm in diameter and 100 mm in height, as
suggested by the International Society of Rock Mechanics (ISRM) [33]. All joints are considered to cut
through the specimen. A constant rate of 0.005 mm/step is applied to the upper and lower boundary to
simulate the uniaxial tension load. After the specimens fail in tension, 1000 extra steps are calculated
to capture the after-peak behavior. With the obtained stress—strain curves, o; and E; under different
joint conditions are calculated, and the effects of joint condition on the tensile strength (o) and E; are
hereby investigated.

In 3DEC, joints or fractures are considered as elements with mechanical properties. The rock
and joint properties [34] (listed in Tables 1 and 2) are applied according to a study on tunnel stability
analysis of an underground mine using 3DEC.

Table 1. Rock mass properties.

. Bulk Shear . Internal Tensile

. Density Cohesion C ..

Lithology modulus K modulus G friction strength
(kg/m®) (MPa)
(GPa) (GPa) angle ¢ (°) (MPa)
Sandstone 2630 26.49 19.05 3.75 25.9 2.25
Table 2. Joint properties.

. Cohesion C Joint friction Tensile strength
Lithology (MPa) JKN (GPa/M) JKS (GPa/M) angle (°) (MPa)
Sandstone 3.67 26.49 19.05 259 1.88

To study the effects of joints on the tensile properties of rocks, the rock specimens with various
joint conditions were described and modelled with four geometry parameters of joints: « (the angle
between the joint and the horizontal direction), d (the perpendicular distance between the two joints),
B (the angle at which the two joints intersect), and # (the joint density).

In cases of rock specimens with two joints, the effects of the perpendicular distance between the
two joints (d), the angle between the joint and the horizontal direction (@) of parallel joints, and the
joint density (1) on the complete stress—strain response were studied by numerical simulation. When d
was kept constant at 10, 20, 30, and 40 mm, four different homogeneity indexes (a) were considered,
which were 20, 30, 40 and 50°, respectively. Similarly, when @ were kept constant, d was varied as 10,
20, 30, and 40 mm. Moreover, when d and a were kept constant, # was changed from 2 to 6.

In cases of rock specimens with multiple joints, the effects of the perpendicular distance between
the two cracks (d), the angle at which the two joints intersected (B), and the joint density (1) of
intersecting joints on the complete stress-strain response were studied by numerical simulation. When
d and n were kept constant as 0 mm and 2, there were six different homogeneity indexes (8) of 20,
40, 60, 80, and 100°. When g and n were kept constant, d was varied as 10, 20, 30, and 40mm. As a
comparison, when d and n were kept constant, § was separately varied as 40, 60, 80, and 100°. When d
and 8 were kept constant, n was changed from 4 to 12.

3. Effects of Joints on the Tensile Properties

3.1. Effect of the Dip Angle of A Single Joint

In this study, all joints are assumed to cut through the specimen. Seven models with different dip
angles (a =0, 10, 20, 30, 40, and 50°) were built, as illustrated in Figure 1. The stress—strain curves and
the tensile properties with respect to dip angles are shown in Figure 2 and Table 3, respectively.

As can be seen, the general shapes of the stress—strain curves are similar. The stresses of specimens
linearly increase after the tension loading starts, and undergo a sudden drop after failure, due to the
brittle nature of rocks. The dip angle of the joint clearly has a notable effect on the tensile properties
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of the rock specimens. The peaks (o;) of the pre-peak curves vary monotonically increases with the
increase of a.

When a = 0°, i.e., a horizontal joint, the o; and E; of the specimen are 0.78 MPa and 0.80 GPa,
respectively. When « reaches 50°, the o; and E; increase to 1.05 MPa and 0.81 GPa, which are
approximately 1.35 and 1.01 times the values in the case of a = 0°, respectively. In comparison, the
changes in « have a greater influence on o; than E;. In reality, joint surfaces are usually rough, and
the asperities provide resistance to shear stress, and the joint roughness is positively correlated to the
shear strength [35]. The joint roughness is described with normal stiffness, shear stiffness, cohesion,
etc. in 3DEC. When « is not 0°, the shear strength of the joint will provide extra resistance to the tensile
load on rock failure and deformability, which leads to the high o; and E; when is a higher. However,
when a = 0°, the joint is perpendicular to the tensile load, so no extra resistance can be provided from
the shear behavior of the joint.

The relationship between a and o after fitting is shown in Figure 3. As can be seen, o is linearly
and positively correlated to the dip angle of the joint, and the fitting formula is shown in Figure 3.

Figure 1. Rock specimen model with a single joint.

1.2
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——g,
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Figure 2. Mechanical behaviors of single-jointed rock specimens with different dip angles.

Table 3. Tensile strengths (o) and Young’s moduli in tension (E;) of single-jointed rock specimens with

different dip angles.
x ot (MPa) E; (GPa)
a=0° 0.78 0.80
a=10° 0.80 0.80
o =20° 0.88 0.80
o =30° 0.91 0.80
o =40° 0.93 0.81
o =50° 1.05 0.81
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Figure 3. The relationship between joint dip angle & and o;.
3.2. Effects of Parallel Joints on the Tensile Properties

Due to the existence of weak planes in rocks or rock masses, joints are the initiation points
of rock and rock mass failure in most cases. Rock masses with multiple joints are common in
engineering practice.

3.2.1. Effects of Joint Spacing and Dip Angle of Two Parallel Joints

Joint spacing is the perpendicular distance between adjacent joints, and usually determines the
sizes of the blocks making up the rock mass [2]. To investigate the effects of joint spacing (d) and dip
angle (a) of two parallel joints on o; and E;, four sets of models with different dip angles (a = 20, 30, 40,
and 50°) were built (as illustrated in Figure 4) under the condition of n = 2, and for each set of the
model, four subsets with different joint spacing (d = 10, 20, 30, and 40 mm) were analyzed. The test
program specifics are shown in Table 4, and the stress—strain curves under uniaxial tensile load are
shown in Figure 5. The results are shown in Table 5.

Table 4. Model designs for rock specimens with two parallel joints.

Sets of models o Subsets with respect to d

10 mm
20 mm
30 mm
40 mm

10 mm
20 mm
30 mm
40 mm

10 mm
20 mm
30 mm
40 mm

10 mm
20 mm
30 mm
40 mm

As can be seen, the slopes and peaks of the curves, with same dip angle but different joint spacing,
are almost the same, which means that the effect of joint spacing on ¢; and E; are negligible. When d
decreases from 40 to 10 mm, o; and E; merely decrease by 0.003 MPa and 0.002 GPa, respectively. This
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result is obtained under the premise that no joint development is considered. In practice, joints will
develop, and adjacent joints will connect and merge under mechanical loading. However, this study
focuses on the effects of existing joints on the tensile properties. Similar to the results from Section 3.1,
ot and E; are affected by the dip angle of the two parallel joints, but the effects vary. The dip angle
has a greater effect on o; than E;. As the dip angle increases from 20 to 50°, o increases from 0.88 to
1.05 MPa, while E; lightly increases from 0.71 to 0.73 GPa. When comparing with Table 3, it can be
noticed that the value of o; is identical in the cases of single-jointed and double-jointed models with
the same dip angle.

Figure 4. Rock specimen model with parallel joints.
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Figure 5. Tensile behaviors of double-jointed rock specimens with different joint dip angles.
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Table 5. Tensile properties of double-jointed rock specimens with different joint dip angles.

o ot (MPa) E; (GPa)
20° 0.88 0.71
30° 0.91 0.71
40° 0.93 0.73
50° 1.05 0.73

3.2.2. Effect of Joint Density of Parallel Joints

In a certain unit of rock mass, the number of joints is often referred to as the fracture intensity [36,37].
It is well addressed that the mechanism of deformation and failure of rock masses varies with fracture
intensity, as well as the engineering properties such as cavability, permeability, and fragmentation
characteristics. In this study, the effect of joint intensity on o; and E; is investigated by means of the
number of joints (1) inside the specimen. Four sets of models with different dip angles (o = 20, 30, 40,
50°) were built (as illustrated in Figure 6) under the condition of d = 5 mm, and for each set of the
model, six subsets with different numbers of joints (7 =1, 2, 3, 4, 5, 6) were analyzed. The test program
specifics are shown in Table 6 and the stress—strain curves under uniaxial tensile load are shown in
Figure 7. The results are shown in Table 7.

Table 6. Model designs for rock specimens with multiple parallel joints.

Sets of models o Subsets with respect to n

n=2

5 n=3

1 20 =4
n=>5

n=2

o n=3

2 30 n=4
n=>5

n=2

. n=3

3 40 =4
n=>5

n=2

5 n=3

4 50 n=d
n=>5

As can be seen, for each subset with the same a, the peaks of the curves are almost identical, while
the slopes are notably effected by n. Taking the model set with & = 40° as an example, as listed in
Figure 7, when n increases from 1 to 6, E; significantly drops from 0.81 to 0.52 GPa, while ¢; remains
constant. The influencing pattern of 1 on E; is identical for different values of a. These results indicate
that the fracture intensity of a rock mass has a great effect on E; but a negligible effect on o;.

The relationship between n and E; with different values of a after fitting is shown in Figure 8.
As can be seen, E; is negatively correlated to 1, and the relationship varies with different values of a.
The change in E; with n will be less significant in cases of higher values of a.
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Figure 6. Rock specimen model with multiple parallel joints.
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Figure 7. Tensile behaviors of rock specimens with different numbers of joints.

Table 7. Effect of joint density of parallel joints on tensile properties.

n Ot (MPa) Et (GPa)
n=1 0.93 0.81
n=2 0.93 0.73
n=3 0.93 0.66
n=4 0.93 0.61
n=>5 0.93 0.56
n==6 0.93 0.52
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Figure 8. The relationship between the joint density (1) and E; under the different values of a.

3.3. Effects of Intersecting Joints on the Tensile Properties

In actual rock engineering activities, the existence of fractures is usually very complicated. One or
more intersecting joint sets, usually referred to as a joint system, are common in heavily jointed rock
masses. In this section, the effects of intersecting joints on the tensile properties of rock specimens
are analyzed.

3.3.1. Effect of the Intersection Angle of an Intersecting Joints Set

Seven models with symmetric intersecting joints, which have different intersection angles (f = 20,
40, 60, 80 and 100°), were built, as illustrated in Figure 9. The stress—strain curves and the tensile
properties with respect to intersection angles are shown in Figure 10 and Table 8, respectively.

Figure 9. Rock specimen model with intersection joints.

As can be seen, the general patterns of the stress—strain curves are analogous. The stresses of
specimens linearly increase after the tension loading starts, and undergo a sudden drop after failure,
exhibiting the brittle behavior of rocks. The intersection angle of the joint clearly has a remarkable
effect on the tensile properties of the rock specimens. The peaks (o¢) and the slopes (E;) of the pre-peak
curves vary and ; monotonically increase with the increase of §.

When g = 20°, the 6; and E; of the specimen are 0.80 MPa and 0.71 GPa, respectively. When
B reaches 100°, the o; and E; increase to 1.05 MPa and 0.73 GPa, which are approximately 1.3 and
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1.03 times the values in the case of = 20°, respectively. In contrast, the changes in  have a greater

influence on o; than E;.
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Figure 10. Tensile behaviors of intersection-jointed rock specimens with different joint angles.

Table 8. ¢; and E; of intersection-jointed rock specimens with different joint angles.

o ot (MPa) E; (GPa)
B =20° 0.80 0.71
B =40° 0.88 0.71
B =60° 0.91 0.71
p=80° 0.93 0.73
B =100° 1.05 0.73

The relationship between § and o; after fitting is shown in Figure 11. As can be seen, o; is linearly

and positively correlated to the intersection angle. The fitting formula is shown in Figure 11.

6, (MPa)

1.14
| ]
1094 = g i ,“"-‘
---- Linear fit of ¢¢ Pt
;;Q L R
= 09 e
= LIeEe
Sy L
e ¥=0.003x+0.753
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Intersection angle of fractures (°)
Figure 11. The relationship between the joint intersection angle () and o,
3.3.2. Effects of Joint Spacing and Intersection Angle of a Joints Set

To investigate the effects of joint spacing (d) and intersection angle (B) of two intersection joints
on o; and E;, four sets of models with different dip angels (8 = 20, 40, 60, and 100°) were built (as
illustrated in Figure 12), and for each set of the model, four subsets with different joint spacing (d = 10,
20, 30, and 40 mm) were analyzed. The test program specifics are shown in Table 9. The stress—strain
curves under uniaxial tensile load are shown in Figure 13 and the results are shown in Table 10.
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Figure 12. Rock specimen model with two intersection joints sets .
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Figure 13. Tensile behaviors of intersection-jointed rock specimens with different intersection angles.

As can be seen, the slopes and peaks of the curves with same intersection angle but different joint
spacing are almost the same, which means that the effects of joint spacing on ¢; and E; are trivial. When
d increases from 10 to 40 mm, ¢; and E; merely increase by 0.0004 MPa and 0.0008 GPa, respectively.
Similar to the results from Section 3.3.1, 6; and E; are affected by the joint spacing of the intersection
joints, but the effect varies. The intersection angle has a greater effect on o; than E;. As the intersection
angle increases from 40 to 100°, o; doubles from 0.88 to 1.05 MPa, while E; lightly increases from
0.58 to 0.61 GPa. It can be noticed that the value of o; is identical in the cases of single-jointed and
double-jointed models with identical p.
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Table 9. Model designs for rock specimens with two intersecting joint sets.

Sets of Models d Subsets with Respect to 8

B =40°

_ B =60°

1 d =10 mm B = 80°
B =100°

B =40°

_ B=60°

2 d =20 mm B =80°
B =100°

B =40°

) B=60°

3 d =30 mm B =80°
B =100°

B =40°

_ B =60°

4 d =40 mm B =80°
B =100°

Table 10. 0; and E; of intersection-jointed rock specimens with different intersection angles.

B. ot (MPa) E; (GPa)
B = 40° 0.88 0.58
B =60° 0.91 0.58
B =80° 0.93 0.58
B =100° 1.05 0.61

3.3.3. Effect of Joint Density of Intersection Joints

In this study, the effects of joint intensity on ¢; and E; are investigated by means of the number of
joints (1) inside the specimen. Four sets of models with different dip angles (f = 40, 60, 80, and 100°)
were built (as illustrated in Figure 14) under the condition of d = 5 mm, and for each set of the model,
six subsets with different numbers of joints (1 = 4, 6, 8, 10, and 12) were analyzed. The test program
specifics are shown in Table 11 and the stress—strain curves under uniaxial tensile load are shown in

Figure 15. The results are shown in Table 12

Figure 14. Rock specimen model with intersecting joints.
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Table 11. Model designs for rock specimens with two parallel joints.

Sets of Models

B

Subsets

with Respect to n

40°

n=4

n=6

n=_8
n=10
n=12

60°

n=4
n=6
n=_8
n=10
n=12

80°

n=4
n=6
n=8
n=10
n=12

100°

n=4
n=6
n=_8
n=10
n=12
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Figure 15. Tensile behaviors of intersection-jointed rock specimens with different numbers of

intersection joints.
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Table 12. Mechanical behaviors of rock specimens with different numbers of intersection joints.

n Ot (MPH) Et (GPa)
n=2 0.93 0.73
n=4 0.93 0.58
n==6 0.93 0.50
n=38 0.93 0.44
n=10 0.93 0.38
n=12 0.93 0.34

As can be seen, for each subset with the same ¢, the peaks of the curves are almost identical while
the slopes are notably effected by n. Taking the model set with = 80° as an example, as listed in
Figure 15, when 1 increases from 2 to 12, E; significantly drops from 0.73 to 0.34 GPa, while o; remains
constant. The influencing pattern of 1 on E; is identical for different values of a. These results indicate
that the fracture intensity of a rock mass has a great effect on E; but a negligible effect on o;.

The relationship between 1 and E; with different values of f after fitting is shown in Figure 16.
As can be seen, E; is negatively correlated to 7, and the relationship varies with different values of f.
The change in E; with n will be less significant in case of a higher value of p.
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Figure 16. The relationship between 1 and E; under the different values of f.

4. Discussion

The aforementioned results were obtained under the premise that joint development is not
considered. In practice, joints will develop, and adjacent joints will connect and merge under
mechanical loading. However, this study focuses on the effect of existing joints on the tensile properties.

The change in the number of joints can be considered as a change in the degree of development of
fractures of the rock mass. Then, the geological strength index (GSI) is introduced [10]. GSI is generally
used to calculate the strength and Young’s modulus of a rock mass through laboratory rock mechanics
properties and rock mass structural surface parameters. Figure 17 [38] is a GSI quantization table based
on rock mass structures and surface features of the structures.
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Figure 17. Quantitative chart of the geological strength index (GSI).

For rocks with a uniaxial compressive strength (¢.;) < 100 MPa, the elastic modulus of a rock mass
(Et) is estimated from the following equation [39]:

_(+_D Oci (Gsi-10)
E‘_(l 2)\1100><10 b @

where ¢, is the uniaxial compressive strength of intact rock, and D is a factor that depends on the
degree of disturbance to which the rock mass has been subjected by blast damage and stress relaxation.
When D = 0, the relationships between E; and GSI under the conditions of different values of o.; are
shown in Figure 18a. With the increase of the development of rock mass fissures, the Young’s moduli
decline notably. The degradation patterns with the number of parallel and intersection joints are
illustrated in Figures 19a and 20a, respectively, which agree with the numerical results presented in the
previous sections.
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According to the generalized Hoek-Brown peak strength criterion [40], the tensile strength of a
rock mass is:
0 = =S0¢;/ 1y @

where m;, is the reduced value of the material constant m; for the rock mass, and is given by:
.my = m;exp{(GSI —100) /(28 — 14D)} (3)
and s is the rock mass constants, given by:
s = exp{(GSI-100)/(9 - 3D)} 4

When D = 0, the relationships between ; and GSI under the conditions of different values of ¢.; are
shown in Figure 18b. In a certain interval, the influence on the tensile strength is negligible with the
increase of the development of rock mass fissures. Then, the rationalities of the conclusion in this
paper were proved, as illustrated in Figures 19b and 20b.

5. Conclusions

According to the aforementioned analysis, the following conclusions can be obtained:

(1)  For rock specimens with a single joint, the tensile strength (o) is positively related to the joint
angle (). However, the Young’s modulus in tension (E;) is barely influenced by a.

(2)  For rock specimens with parallel joints, the perpendicular distance (d) between the joints has
negligible effects on ¢; and E;. The influencing pattern is similar to the tests with single joints by
changing a while keeping d constant. The number of parallel joints, or joint density, has notable
effects on E; but few effects on o;.

(3)  For rock specimens with intersecting joints, the number of intersecting joints has notable effects
on E; but few effects on ;. For a given number of intersecting joints, o; is positively correlated to
the angle between two interesting joints (g).
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Abstract: By employing the longwall mining method, a series of intensive strata structure responses
and activities will be induced including stress redistribution, fracture extension and strata movement.
Due to the geological stratification feature of coal mine strata, tensile failure and tension-induced
fracturing play dominant roles in the strata of the fractured zone. These responses induced in the
strata require the consideration of the weakening effect on the rock mass behavior due to failure
and fracturing in tension. In this study, a numerical modeling approach on mining-induced strata
structural behaviors was proposed by considering the mechanical behaviors of the caved zone
consolidation and tension-induced weakening in the fractured zone. Based on a numerical model
built according to a study site, a parametric study with respect to different fracturing intensity
parameters was performed to investigate the fracturing weakening effect on the mining-induced
stress redistribution and strata movement. The numerical results showed that the tensile fracture
intensity had a notable effect on the mining-induced stress distribution in two aspects: (1) Increase in
peak and area of the front abutment stress; (2) variation in the patterns of stress recovery in the goaf.
The stress data obtained from numerical simulation represent and help to back-analyze the structural
behaviors (failure, movement) of the overlying strata. The high stress on the coal seam indicated that
the strata lay on and transferred loads to the seam, while the low stress indicated the detachment
between the seam and the suspending strata. With the increase in fracture intensity, the roof strata
were more prone to breaking and caving, and the suspending length of the roof beam decreased,
which made the strata sufficiently break, cave and transfer the overburden load to loose rock in the
goaf; caving along the strike direction of the panel became the dominant overlying strata structure
movement, while the dominant movement caved along the dip direction in the case of strong and
intact overlying strata with few tensile fractures. Thus, the tensile fracturing intensity should not be
ignored in studies related to the behaviors of the overlying strata. Validated by analytical studies, this
study presents a novel numerical modeling approach for this topic and can be utilized for multiple
studies based on proper roof fracturing estimation or back analysis.

Keywords: strata structural behavior; numerical simulation; tension weakening; fractures;
goaf consolidation

1. Introduction

The longwall mining method in underground coal mines has been used worldwide for decades.
After the coal in a longwall panel is extracted, the overlying strata tend to sag and fill the goaf
(voids created by the extracted coal). Such an operation process will induce a series of intensive
strata responses and activities, including massive stress redistribution, strata movement and fracture
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extension. The overlying strata structure, as well as stress distribution, are disturbed by the mining
operation in the order of severity from the immediate roof upward to the ground surface. As illustrated
in Figure 1, the overlying strata can be generalized into three different zones of disturbance in response
to the longwall mining [1].

Continuous
deformation
zone

I Fractured zone

I Caved zone

Figure 1. Zones of disturbance in response to longwall mining (Peng 2008).

The mining-induced behaviors of the three zones are of paramount importance for studies related
to stress redistribution and strata structure movement. For example, the abutment pressure ahead of a
longwall face and periodic weighting of the main roof induced by the mining operation are essential
parameters in the design of shield support in longwall faces [2] and studies on the rock burst and gas
outburst control [3,4].

The strata in the fractured zone (FZ), which is located in the roof above the caved zone (CZ),
is broken into blocks by vertical and horizontal fractures because of the bending and bed separations
between layers. Because of the fracture propagation and its water-inflow capacity, the FZ is considered
amajor research target if there is underground water in the roof strata. Some research attempts aimed at
roof water inrush prevention, for instance Song et al. [5] and Wang et al. [6], have focused on the extent
and development in height of the FZ induced by mining. Advances have been made in forecasting and
monitoring the FZ development under various geological and engineering conditions [7-9] as well as
analytical and numerical modeling [10,11]. The rock mass in the FZ is heavily fractured, and it is well
established that the properties of rock masses are directly related to the occurrence of fractures [12-14].
Therefore, the fracturing intensity of multiple strata in the FZ varies and directly affects the strata
structural behavior (movement, failure, etc.) and stress distribution, so it is a factor that should not be
ignored in addition to the extent and height of the FZs. However, the fracturing intensity of strata due
to longwall mining, and most importantly, its induced weakening effect on stress readjustment and
strata structural behavior are inadequately discussed.

In the presented study, a numerical modeling approach was proposed by considering the
mechanical behaviors of loose rock consolidation in the CZ and tension-induced weakening in the FZ.
Based on a numerical model built according to a case study, a parametric study with respect to the
fracturing intensity was performed to investigate the fracturing weakening effect on the mining-induced
stress redistribution and strata behavior.

2. Mechanical Behavior of the Caved and Fractured Zones

The mechanical behavior of the overlying strata in response to mining activities can be described
by two processes: Consolidation of the CZ and development of the FZ.
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2.1. Extent of Caved Zone and Fractured Zone

Itis generally believed that the extent of the CZ and FZ depends on the geological and geotechnical
factors of a panel. The geological factors involve the lithology, thickness, mechanical properties (strength,
Young’s modulus, friction angle, etc.), etc. [1], of the coal seam and its overlying strata and mainly
refer to the mining height and length of each mining cycle.

The CZ and FZ have been estimated using empirical and analytical methods. Among the methods,
an analytical method proposed by Bai et al. [15] is widely used, which is based on the numbers of
field investigations in Chinese coalfields. In this method, the vertical extents of the CZ and FZ were
estimated as follows:

{ H, — 100
crh+cp

Hf _ _100h

c3h+cy

¢y

where H, is the height of the CZ, Hy is the height of the FZ, & is the mining height, and c;~c4 are the
coefficients that depend on the strata lithology [15].

2.2. Mechanical Behavior of Consolidation of the Caved Zone

After the coal extraction of each mining cycle, if no backfill is applied, the goaf is filled by the
caved rock blocks from the roof. After the immediate roof collapse, rocks cave and fall into the FZ and
are naturally and loosely placed in the CZ. By considering its mechanical behaviors, the CZ in this
stage can be considered as a loose material with a lower strength. Then, the unsupported overlying
strata will collapse or continuously cave, and they eventually fall and lie on the caved rocks in the CZ.
The overburden load transfers to the caved rocks and compresses them into a zone of stiffer and denser
material. When the rock mass in the CZ stiffens, it begins to provide increasing support to resist the
overlying strata from sagging. This mechanical behavior is called goaf consolidation, which is essential
to studies on overlying strata structure movement and stress distribution. A stress-strain relationship
of the CZ material was first developed by Salamon [16] shown in Equation (2), and further developed
and applied to simulate the goaf consolidation process of longwall mining [3,17,18] as Equation (3).

E()é‘
= v 2
7 1-—¢/em @
10.39 1.042
o= b;; x — 3)
1—m€

where o is the uniaxial stress applied to the material, ¢ is the strain under the applied stress, b is the
bulking factor, and o is strength of the rock pieces and ¢;, can be determined as:
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2.3. Mechanical Behavior of Fracturing-Weakening in the Fractured Zone

The rock mass in the FZ was heavily fractured, which would obviously have led to weaker
mechanical properties of the rock mass. Because of the stratification feature of coal mine strata, tensile
failure and tension-induced fracturing play dominant roles in the FZ, since the strata bend like beams
with different deflections. Because the roof beams bend and separate in tension, the tensile failure
and tension-induced weakening on the rock mass should not be ignored in the analysis, where the
behaviors of the strata play a significant role.

Numerical simulation is a powerful technique for studies on rock mechanics and engineering, but
its accuracy and reliability lie on the used simulation approach, constitutive model, material properties,
etc. With the numerical simulation method, many studies were conducted on the stress redistribution
and strata movement induced by longwall mining, among which the inherent perfect elastoplastic
and strain-softening models using Mohr—Coulomb failure criterion are most commonly used [4,19-24].
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However, for both constitutive models embedded in FLAC3D, the Young’s modulus is invariable
regardless of the occurrence of failure. It is well accepted that Young’s modulus of the rock mass
and the characteristics of fractures and joints is directly related [14,24-27]. The variation of Young's
modulus induced by tensile failure must be considered for numerical simulations related to the FZ.
Many numerical methods such as the discrete element and extended finite element method have
strength in the simulation of fracture occurrence and propagation, but they require enormous calculation
time and memory to run a mine-wide model. For the behavior and response of surrounding strata after
vast coal extraction, the finite difference element method with the consideration of the tensile failure in
the equivalent material method is more efficient and applicable. In this study, the tension-weakening
model, developed by Jiang et al. [28] based on FLAC3D, was adaptable for the numerical analysis
of fractured rock mass with the consideration of the fracturing intensity and its weakening effect.
The tension-weakening model can monitor the failure state of each element in the entire 3D model
during calculation. When shear failure is detected at a certain zone, the softened properties (cohesion,
tensile strength, friction or dilation angle) are reassigned to this particular zone according to the
law of the strain-softening model. When tensile failure is detected, the residual Young’s modulus is
reassigned to the zone; for zones that experience both shear and tensile failures, all aforementioned
properties will be softened. The conventional FLAC3D simulation with the Morh-Coulomb Model
and Strain-softening Model is widely accepted for stability analysis under a soft rock condition (e.g.,
underground coal mining), however, Young’s modulus is invariable regardless of the occurrence of
failure by employing these models. By applying the tension-weakening model, the calculation with
the tension-weakening model will proceed during the entire numerical analysis, which overcomes the
limitations of the conventional simulation techniques on the rock mass post-peak behavior, that is,
Young’s modulus is invariable regardless of the fracture characteristics within a rock mass. Proposed
by Jiang et al. [28] based on the GSI (Geological Strength Index) system [25], a new indicator GSI;
was defined as the GSI value for the rock mass with fractures induced by tension. The GSI system
developed by Hoek et al. [25] can provide a quantitative description of the structural characterization
and intensity of discontinuities, and is widely used to determine the rock mass deformability and
strength on the basis of intact rock properties and the quantitative index of GSI. By describing the
intensity of the tensile fractures, GSI; = 90 indicates that no tensile failure occurs, or no fractures are
induced by the tensile failure. The range and unit of GSI; follow the system of GSI. The residual elastic
modulus E, of the rock mass after tensile failure was described by the following expression:

GSI;-10
Er:,/%axlo( ) ®)

3. Numerical Modeling Procedure

3.1. Overview of the Study Site

The numerical 3D model of this study was built based on the geological and geotechnical
information of an underground coal mine case study in China [28]. The mine used the retreat longwall
mining method; the target seam was horizontally buried at —600 m depth. Instead of slicing mining,
a full-seam mining technique was used to extract the 6 m-thick seam in one retreat. As shown in
Figure 2, the target panel was 180 m along its dip and 2000 m along its strike. As illustrated in Figure 3,
the roof structure was identified by borehole core loggings. A soft and thin layer of mudstone was
located immediately above the coal seam as the immediate roof. The main roof mainly consisted of
sandstone and sandy mudstone; no hard-to-cave strong stratum was found from the borehole loggings.
The floor was mainly sandy mudstone.
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Figure 2. Plan view of the target panel.

Lithology Thickness(m)
Sandy mudstone 10.53
Sandstone 21.92
Sandy mudstone 13.95
Mudstone 1.86
Coal 6.12
Sandy mudstone 13.88
s Siltstone 2.00
Sandy mudstone 15.82
Siltstone 8.41

Figure 3. Roof and floor strata information.

Rock core samples were collected on site and laboratory tests were conducted to obtain the
mechanical properties of the rocks, and coefficients c1~c4 in Equation (1) were obtained accordingly.
Then, based on the estimation method described in Section 2.1, the height of the CZ and FZ of this
panel were estimated to be 12.7 m and 45.5 m, respectively.

The double-yield model, an inherent constitutive model of FLAC3D, is capable of simulating
material’s hardening behaviors with increasing strain in compression, and a widely used approach
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to simulate the mechanical behavior of CZ consolidation [4,17,18,29]. The input properties of
the double-yield model were back-analyzed to match the mechanical behavior of Equation (3) by
Jiang et al. [30].

3.2. Model Description and Simulation Procedure

Considering that the longwall panel is symmetrical around its centerline, a 3D model is generated
based on the study site, as shown in Figure 4. According to the geological column, this model is 190 m
wide, 350 m long and 120 m high, and the model size and mesh density were determined based on a
sensitivity analysis. The panel was 90 m wide and 250 m long, which left sufficient space to eliminate
the boundary effect. It should be noted that, all parameters applied in the numerical simulation
came from a previous case study presented in [28] and [30], the parameters for boundary conditions
were based on in situ stress measurement, and the properties of the rock masses were based on the
laboratory tests. To simulate the in situ stress state, a 15 MPa load was vertically applied to the top
boundary; according to the in situ stress measurement and previous study [28], a 12 MPa horizontal
load was applied perpendicular to the direction of retreat mining, and an 18 MPa horizontal load
was applied along the direction of retreat mining. No displacement in the direction perpendicular to
the model lateral boundaries was allowed. In situ stresses were applied as described in Section 3.1.
The rock mass properties for the simulation were estimated from the intact rock properties, as listed in
Table 1. A flowchart of the proposed numerical modeling approach for longwall mining is illustrated in
Figure 5. The simulation process was as follows: (i) Generate the 3D model and assign the constitutive
model and properties; (ii) simulate the in situ stress state; (iii) mine the coal seam in the retreat by
10 m for each cycle; (iv) fill the CZ with the double-yield model; (v) run the calculation with the
tension-weakening model in the FZ to simulate the rock mass weakening induced by fracturing; (vi)
after the calculation reaches equilibrium, repeat (iii) and (iv) until the entire panel is completely mined.

-

Figure 4. Layout of the three-dimensional panel-wide model.
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Y
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Numerical modelling approach for
mining-induced rock mass behavior

Figure 5. Flowchart of the numerical modeling approach for longwall mining.

Table 1. Rock mass mechanical properties ®.

Strata Lithology K(GPa) G(GPa) c(MPa) o(MPa) ¢ (deg) p (N/m)
Sandstone 9.1 5.9 3.9 2.3 45 28263
Roof Sandy 52 31 32 18 40 25392
mudstone
Mudstone 24 1.1 21 0.8 35 25509
Coal seam Coal 1.3 0.6 14 0.3 31 14063
Sandy 7.2 40 34 22 37 25764
Floor mudstone
Siltstone 9.6 6.5 42 3.5 47 26989

@ K is the bulk modulus; G is the shear modulus; ¢ is the cohesion; oy is the tensile strength; ¢ is the friction angle.

3.3. Parametric Study on the Fracture Intensity of the Fractured Zone

To investigate the tensile failure development in the FZ after the longwall mining had been started,
the zones with tensile failure states were identified and are marked in Figure 6. Many tensile failure
zones occurred in the FZ, which was consistent with the description in Section 2.3. Such extensive rock
mass failure in tension requires the consideration of the weakening effect on the rock mass behavior
due to failure and fracturing in tension.
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Zones of tensile failure
in the fracture zone (F2)

Unmined
coal seam

Caved zone (CZ)

Figure 6. Distribution of tensile failure zones in the fractured zone.

Therefore, to investigate the stress distribution and strata behavior with respect to various tensile
fracturing intensities, a parametric study of the tension weakening model was performed with four
different GSI; values (as shown in Table 2), where E;, was the residual Young’s modulus of rock mass
after tensile failure, E;; was the Young’s modulus of rock mass before failure, and a high GSI; indicated
high fracture intensity and consequently a low residual Young’s modulus of rock mass according to
Equation (6).

Table 2. Parameters for the parametric study.

GSI; Er/Enm
10 0.01
30 0.03
50 0.1
70 03

4. Fracturing Weakening Effect on the Mining-Induced Stress Redistribution and
Strata Movement

The mining-induced stress redistribution and strata movement were three-dimensional. It is well
accepted that analysis on these behaviors could be done in two-dimension analytical analysis, by using
separate beam models along the strike direction and dip direction of the longwall panel.

Considering that the panel was symmetrical about its centerline, Figure 7 shows the
mining-induced stress redistribution after the panel had been mined in the retreat by 200 m along its
strike with respect to different GSI;. The tensile fracturing intensity of the FZ significantly affected the
stress redistribution due to mining. Ellipses were marked to outline the areas of the goaf where the
recovered stress exceeded 12.5 MPa (76.9% of the overburden pressure). In Figure 7, we also marked
the perpendicular distances from the peak front abutment stress (oy) to the working face (L), from the
peak side abutment stress to the face (Ls), from the face to the edge of the stress-recovered area (L,) and
from the edge of the stress-recovered area to the lateral goaf edge (Ly).

As observed from Figure 7, when the fracture intensity increased (GSI; decreases), the mining
stress field responsed in two aspects: (1) Increase in the front abutment stress; (2) change in patterns of
stress recovery in the goaf. The simulation results of the three aspects and their behaviors are analyzed
in the following text.

The induced stress concentration ahead of the face, which is known as the front abutment stress,
is a paramount parameter for many design practices in longwall mining. As shown in Figure 7, in the
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case of GSI; = 10, which indicates that the FZ had the highest fracture intensity, the peak abutment
stress (33.0 MPa) due to mining occurred at 30.6 m ahead of the working face. With the increase in GSI;,
which indicated less tensile fracture in the rock mass, the abutment stress decreased to 28.4 MPa, but
the distance to the peak abutment stress hardly moved toward the face. In addition, the area of highly
concentrated stress ahead of the face dramatically increased with the decrease in GSI;. Because the
rock mass in the FZ was more fractured (decrease in GSI;), the massive mining-induced stress tended
to redistribute to surrounding rock mass, which resulted in more stress concentrated ahead of the face.
The stress data along the panel centerline in the goaf is shown in Figure 8 for the quantitative
analysis. The stress in the goaf gradually increased because of the compression of the overlying
strata and approached the cover pressure far behind the face. Within the first 80 m behind the face,
the recovered stress presented a negative correlation with GSI;, i.e., the cases with a high fracturing
intensity in the roof would have more stress concentrated at a certain location in the goaf. However,
this trend reversed at a certain point that was far behind the face. The aforementioned simulation
results were consistent with one another and can be well explained with the strata structural behavior
induced by mining. Numerous studies [31-33] have demonstrated that the overlying strata behave
like beams along the strike direction of the panel, as illustrated in Figure 1; applying overburden stress
to the goaf and unmined seam will break and cave with an increase in the suspending length because
of face advancing, which is called the first and periodic roof weighting phenomenon [1,34]. With the
increase in fracture intensity, the roof strata are more prone to break and cave, the suspending length
of the roof beam will reduce, which makes the strata sufficient enough to break, cave and transfer the
overburden load to loose rocks in the goaf (cases of GSI; = 10 and 30 in Figures 5 and 6). When there
are few tensile fractures in the strata, the roof beam structure has more stability. A hard-to-break beam
with large suspending length over the goaf can only apply an overburden load to the CZ at its pivot far
behind the face. This mechanism is well presented in the stress data of GSI; = 50 and 70 in Figure 6.
An interesting phenomenon was noticed from the differences in shape of the high-stress-
concentration areas in the goaf (marked with ellipses). Taking the axial length along the x-direction as
a and the axial length along the y-direction as b, the stress ellipse had a shape of a:b ~ 1.65 when GSI; =
70 and was located at 100.9 m behind the face and 36.7 m to the lateral goaf-edge; the high-stress area
in the goaf extended more along the x-direction than along the y-direction, which indicated that the
roof beams along the dip direction of the panel (x-direction) more sufficiently caved than those along
the strike direction. When GSI; decreased, the shape and relative location of the ellipse monotonically
changed and eventually became an ellipse at 76.8 m behind the face and 63.5 m to the lateral goaf-edge
with a:b ~ 0.88 when GSI; = 10. These results indicated that when the fracturing intensity increased, the
roof beams were prone to breaking and caving, which made the high-stress area in the goaf closer to the
face (Ly reduces from 100.9 m to 76.8 m), and the caving along the strike direction of the panel became
the dominant overlying strata movement. When GSI; was less than 50, the dominant movement caved
along the dip direction. This analysis result could also be obtained from the decrease in perpendicular
distance from the peak side abutment stress to the face (from 104.8 m to 87.6 m) when GSI; decreased.
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5. Discussion and Validation

Using a numerical approach, which can consider the fracture-induced weakening, we investigated
the fracture-weakening effect on the mining-induced stress redistribution through a parametric study
with respect to the indicator of fracture intensity in tension, GSI;. According to the analysis in Section 4,
the tensile fracture intensity in the FZ strongly affected the mining-induced stress distribution and
strata movement. Thus, this factor should not be ignored in studies related to the behaviors of the FZ,
mining-induced stress redistribution and overlying strata movement.

The numerical results of the parametric study showed an interesting and rational changing law,
which was consistent with the behaviors of the overlying strata. The changes in fracture intensity led
to different abutment stress distributions and roof caving, which contributed to the design of the shield
support in the working face.

The in situ stress measurement in longwall mining is generally difficult; there is only a small
amount of measured data in this regard [35-37]. The extreme difficulties in stress measurement in the
non-backfill goaf area [1] is due to the inaccessibility of the goaf. Even though the stress monitoring
cells can be put in the goaf, but are easily damaged by the fallen rocks. Therefore, few attempts have
successfully acquired the field stress data in the goaf and have used it to validate the numerical results.

Consequently, the studies on the mining-induced stress and its indicated overlying strata
movement often rely on empirical or analytical methods, but only few analytical models are suitable
for jointed strata. Singh and Dubey [38] proposed an expression to estimate the caving span of the

jointed roof beam structure L as follows:
L_F IZKI;tTr ©)

where F is the orientation factor, ¢ is the thickness of the bed, T, is the rock tensile strength, and K and
R are the jointing factor and stratification factor, respectively, which are determined by the core study.
It was noted that K and R had a positive correlation with L. According to Singh and Dubey’s study,
a roof with more fractures would have a lower K and R. Therefore, highly jointed and fractured roof
strata would have a small caving span, which is consistent with the numerical results presented in
Section 4. Unfortunately, the study of Singh and Dubey [38] did not describe how to quantify these
parameters. Hence, at this stage, Equation (6) could not be directly used to quantitatively validate
this numerical study. However, this equation and its indicated relationship is consistent with the
trend obtained from the numerical analysis (presented in Section 4) and hereby served to validate the
present study.

According to the aforementioned analysis, the further studies on the quantitative analysis, by
means of analytical or numerical analysis, in this regard is surely need to investigate the behaviors of
mining-induced roof strata. In addition, the following instructions for applying the Tension weakening
model can be drawn: The fracture intensity of the FZ should be case-dependent in light of geological
and geotechnical conditions; differences in geological (strata lithology, thickness, properties, etc.) and
geotechnical (mining height, length of each mining cycle) conditions will lead to different extents and
intensities of the FZ. Hence, it should be estimated based on the core loggings with long roof boreholes
or back-analyzed according to field measurements.

This study focused on investigating the mining-induced roof behaviors with a newly proposed
simulation technique, and the study was carried out based on a case study with typical geological
conditions of underground coal mines. The results of this study may vary with the geological structures
and mechanical properties of strata, the sensitivity analysis of different structures and hence these
properties will be investigated in future studies.
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6. Conclusions

The mining-induced surrounding strata behaviors are characterized into caved zone consolidation
and fractured zone development, and their extents and mechanical behaviors have been analyzed and
quantified. Accordingly, a numerical modeling approach was proposed by considering the caved zone
consolidation and tension-induced fracture-weakening in the fractured zone.

Based on the geological and geotechnical conditions of a study site, a 3D numerical model was built
with FLAC3D, and the mechanical properties of the caved zone material were obtained from the back
analysis. Extensive rock mass tensile failure occurred in the fractured zone after the retreat-longwall
mining began.

To investigate the fracturing weakening effect on the mining-induced stress redistribution and
strata movement, a parametric study with respect to various tensile fracturing intensity parameters
was conducted. The numerical results showed that the tensile fracture intensity had a notable effect
on the mining-induced stress distribution in two aspects: (1) Increase in peak and area of the front
abutment stress; when the rock mass in the FZ became more fractured, the massive mining-induced
stress tended to redistribute to the surrounding rock mass, which resulted in higher stress concentrated
ahead of the face; (2) variation in the patterns of stress recovery in the goaf. The stress data obtained
from the numerical simulation represent and help to back-analyze the behaviors (failure, movement)
of the overlying strata. The high stress on the coal seam indicated that the strata lay on and transferred
loads to the seam, whereas a low stress indicated the detachment between the seam and the suspending
strata. With the increase in fracture intensity, the roof strata were more prone to break and cave, and
the suspending length of roof beam would decrease, which made the strata sufficiently break, cave
and transfer the overburden load to loose rocks in the goaf; the caving along the strike direction of the
panel became the dominant overlying strata movement. In the case of strong and intact overlying
strata with few tensile fractures, the dominant movement caved along the dip direction.

Considering the fracturing intensity in tension and its induced weakening effect on the rock mass,
this study provides a novel simulation approach for studies on the behaviors of the fractured zone,
mining-induced stress redistribution and overlying strata movement. According to the simulation
results, the tensile fracture intensity in the FZ has a notable effect on the mining-induced stress
distribution and strata structural movement. Thus, this factor should not be ignored in studies related
to the behaviors of the FZ, mining-induced stress redistribution and overlying strata movement. Based
on a proper estimation or back analysis on the roof fracturing state, this presented study and modeling
approach can contribute to multiple research areas (such as the shield support design, panel layout
and roof water-permeability estimation) when extensive tensile failure is expected in the fractured
zone, such as the design of shield support in the working face and panel layout.
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Featured Application: The result of laboratory imaging of the embedment phenomenon may be
one of the preliminary assessments of the effectiveness of hydraulic fracturing at the design stage.

Abstract: This paper concerns the effect of proppant embedment related to hydraulic fracturing
treatment. This phenomenon occurs if the strength of a dry reservoir rock is lower than that of
proppant grains. The aim of this research was the laboratory determination of the loss of width
of the proppant pack built of light ceramic grains. A laboratory simulation of the embedment
phenomenon was carried out for a shale rock on a hydraulic press in a heated embedment chamber
specially prepared for this purpose. Tests were conducted at high temperature and axial compressive
stress conditions. The surfaces of cylindrical core plugs (fracture faces) were imaged under an
optical microscope equipped with 3D software. The fracture faces were examined and compared
before and after the embedment phenomenon. Analysis of the obtained images of the fracture face
was done, based on a research method of the embedment phenomenon developed at the Oil and
Gas Institute—National Research Institute. On the basis of the laboratory tests, the parameters
characterizing the embedment phenomenon were defined and discussed. In addition, the percentage
reduction in the width of the proppant pack was determined.

Keywords: embedment; shale rock; proppant pack; fracture width

1. Introduction

Hydraulic fracturing is one of the main methods for stimulating unconventional hydrocarbon
reservoirs. In the case of shale formations, which are characterized by increased content of clay minerals,
for intensification treatments to be effective, numerous fractures and cracks should be created [1-7], as
shown in Figure 1 [2,8-10].

The producing formation is fractured using hydraulic pressure, and then proppants are pumped
into the fractures with a fracturing fluid [11]. The industry has been making use of slickwater, where the
proppant transport is governed by the high velocity of the injected water, unlike polymer-based fluids
for which the transporting mechanism is based on viscosity [12]. The literature [12-14] has reported
a significant use of hybrid technologies that combine slickwater and polymer fluids. In hydraulic
fracturing, energized fluids are also used (fluids with one compressible component such as nitrogen
or carbon dioxide) [15]. The use of a gas component helps to reduce the hydrostatic pressure. It also
supports wellbore and fracture clean up. Polymer-based fluids are still the most commonly used type
of fracturing fluids [12]. The material used for proppants can range from natural sand grains called frac
sand and resin-coated sand to high-strength ceramic materials and resin-coated ceramic materials [11].
The typical proppant sizes in shale reservoirs hydraulic fracturing are generally between 30 and 50
mesh (from 0.300 mm to 0.600 m) and between 40 and 70 mesh (from 0.212 mm to 0.420 mm).

Appl. Sci. 2019, 9, 2190; doi:10.3390/app9112190 159 www.mdpi.com/journal/applsci
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----- Fracture un-packed

Fracture packed
with proppant

— Wellbore

Figure 1. Visualization of numerous fractures and microcracks that allow an absorbed gas to be release
from the shale rock.

Numerous fractures and cracks created in shale formations are characterized by low width and
large values of the stimulated reservoir volume (SRV). It must also be pointed out that a proper
selection of the proppant should ensure high conductivity of the whole generated system of fractures
distributing the proppant to the furthest parts of the fractures [11,16,17]. Apart from the way by which
the proppant is transported and placed in the fractures, the phenomena presented in Figure 2 have a
significant influence on the effective packaging of fractures with the proppant [10,17]. This occurs after
the treatment, when compressive stress closes the fracture on the proppant.

Hydrocarbon flow

Embedding proppant grains

Fluid Migration of proppant lihaiick fihadh e

fracturing grains

Reservoir rock
Fracture face
Proppant grains
in the fracture
Fracture face

Reservoir rock

Reorientation Proppant crushing,
of proppant grain compaction

Figure 2. The phenomena influencing the effective packaging of a fracture and the achievement of
high conductivity.

The proppant embedment phenomenon presented in this model causes the decrease of the width

Wy of the created fracture (Figure 3) [7,10,18-21] and an increase in the damage of the fracture face,
which results in a decrease of its permeability and conductivity [22-25].
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Figure 3. The effect of the embedment phenomenon on the width of a packed fracture for various
proppant surface concentration.

For many years, a number of laboratory tests, imaging tests, and mathematical modeling of
the embedment phenomenon have been performed. They are constantly being modernized as the
capabilities of hardware and software increase.

In a research project [23], the fracture surface strength and fracture conductivity for American
shale reservoirs (Barnett, Haynesville, Marcellus) were studied, and the kneading depth of small
proppant grains into the fracture face was determined [23,26]. In the mentioned study, long-term
conductivity of the dry and pre-saturated fracture was determined.

A study of proppant embedment in shales and its effect on hydraulic fracture conductivity is
present also in the literature [4]. It described the relations between rock mineralogy, mechanical
properties, fluid composition, and proppant embedment. Initial results showed a close correlation
between the amount of proppant embedment at a given stress and the rock stiffness, which is affected
by its mineral content, mainly, the amount and type of clay minerals. These correlations are used
to predict the amount of conductivity loss due to proppant embedment in different unconventional
reservoirs [4].

Another study [27] presents proppant embedment, which occurs in rock formations and can
result in rapid decline of hydrocarbon production. These studies highlight the importance of the creep
phenomenon (a function of confinement and temperature), of the percentage of clay content, and of
the surface roughness in proppant embedment. Other parameters, such as time, temperature, and
fracture fluid, can also impact the rate of proppant embedment. Also presented are numerical and
analytical models representing proppant embedment [27].

The purpose of the laboratory tests presented in this paper was to determine the quantities
characterizing the embedment phenomenon for dry polish shale rock (i.e., the total depth and width
of the dents of proppant grains in the fracture face). The obtained values allowed to determine the
percentage damage of the surface of the fracture face, the fracture width packed with proppant, and
the percentage reduction in the fracture width, under given conditions at high temperature and axial
compressive stress. The analyses of the obtained images of the fracture face were done on the basis of
the research method of the embedment phenomenon developed at the Oil and Gas Institute-NRL

2. Materials and Methods

2.1. Characteristics of the Reservoir Rock and Proppant Material Used for Testing

Shale rock (Figure 4a) containing 47.7% of clay minerals was used for testing. The content of quartz
amounted to 24.4%, that of carbonates to 14.2%, and that of other components to 13.7%. A lightweight
ceramic proppant 30/50 mesh (Figure 4b) with a grain size from 0.600 to 0.300 mm was used as the
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proppant material. The mean diameter of the proppant grains was 0.450 mm. The roundness and the
sphericity of the grains was 0.9, the bulk density was 1.51 g/cm?.

(@) (b)
Figure 4. Materials used for testing: (a) Shale rock; (b) Proppant.
2.2. Methodology for Studying the Embedment Phenomenon

The research methodology developed in the Oil and Gas Institute - NRI was used [7,10,20,21,28].
It allowed an initial determination of the primary roughness of the fracture face. It was determined for
several selected areas, and then the average roughness was calculated from the roughness profiles
along the selected measurement sections. The method of determination of the surface roughness and
the measurements are presented in Figure 5 [7,10,20,21]. Equation (1) was used [7,10,20,21,28].

R— izo Hp; + Xizo Ho, )
np + 11y
where R is the roughness of the profile surface along the measurement section (mm), H), is the peak
height (mm), Hy is the valley depth (mm), 1, is the total number of peaks (-), 11, is the total number of
valleys (-).

. Average
dividing line

Z Aw:z Ap;
i=o i=0

Figure 5. An example of the surface roughness profile along the measurement section for the selected
area on the surface of the fracture face.

The average primary roughness R, for the entire surface of the fracture face was determined as an
arithmetic average of the roughness of the profiles determined for the individually selected areas.

Laboratory simulation of the embedment phenomenon consisted of placing a proppant between
two cylindrical core plugs and then exposing it to the set axial compression stress, at the set temperature,
for the set period of time (Figure 6a,b) [7,10,21,22].
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Figure 6. Test unit: (a) Arrangement of cores and proppant into the chamber; (b) Hydraulic press with
heating chamber for the simulation of the embedment phenomenon.

The amount of the proppant material needed to pack the fracture and obtain the specified surface
concentration was determined according to Equation (2) [10,28,29]:

my = Ap1071.C )

where rm, is the weight of the proppant (g), C is the surface concentration of the proppant (kg/m?), Aysis
the surface area of the fracture face subjected to compression stress (cm?).

The analysis of the fracture face after simulation of the embedment phenomenon consisted in the
determination of the average depth of embedment of the proppant grains and of the damage of its
surface. The method of determination of embedment depth and damage of the fracture face along the
measurement section is presented in Figure 7 [7,10,20,21,26] and in Equation (3) [7,10,20,21,28].

_ElH,
_ ko

H, ®G)

where He is the average depth of proppant embedment in the fracture face of the profile along the

measurement section (mm), He; is the valley depth (embedment of a proppant grain in the fracture
face) (mm), 7, is the total number of valleys (embedment of proppant grains in the fracture face) (-).

Ap,
- Wﬁmﬂﬁ{
a0\ YA [7imn Average

dividing line

n n
N A, = z A,
Ay, Zi:o = =0 "

L L ;|
|‘ 7|

Figure 7. Sample profile of the depth and width of grain embedment (valleys) along the measurement
section in the selected area, on the surface of the fracture face.

The total average depth He; of proppant embedment in the fracture faces (rock), expressed in mm,
was determined according to Equation (4) [7,10,20,21,28]:

He, = HfT.n + HL’B.a @)

163



Appl. Sci. 2019, 9,2190

where He.7, is the average depth of proppant embedment in the top fracture face, corresponding to the
arithmetic average of the obtained values for individually specified areas (mm), He.p, is the average
depth of proppant embedment in the bottom fracture face, corresponding to the arithmetic average of
the obtained values for individually specified areas (mm).

The percentage damage of the fracture surface (PDW,) for the profile, along the measurement
section was determined according to Equation (5) [7,10,20,21], expressed in (%):

izo We
PDW, = T-lOO (5)
where We; is the valley width, i.e., the embedment of a proppant grain in the fracture face (mm), and L
is the length of the measurement section (mm).

The total percentage damage of the fracture surface PDWe; (embedment of the embedding proppant
grains on the surface of the fracture faces) was determined according to Equation (6) [7,10,20,21],
expressed in (%):

PDW,, , +PDW,,,

PDW,, = ———— 55— (6)

where PDW,,, is the average percentage damage of the surface of the top fracture face (rock),
corresponding to the arithmetic average of the obtained values for individually specified areas (%),
and PDW,,, is the average percentage damage of the surface of the bottom fracture face (rock),
corresponding to the arithmetic average of the obtained values for individually specified areas (%).
The effect of the embedment phenomenon on the effective width of the fracture packed with
proppant after exposure to axial compression stress was determined using Equations (7) and (8) [7,10,
20,21,28]:
Wy =Wy, —H,, @)

where Wris the fracture width packed with proppant, taking into account the embedment phenomenon
(mm), and Wy, is the maximum fracture width packed with proppant, without the occurrence of the
embedment phenomenon (mm).

The percentage reduction of the fracture width (PRWj) packed with proppant, taking into account
the embedment phenomenon, was determined according to Equation (8) [7,10,20,21], expressed in (%):

et

Wy,

m

PRW; =

-100 (8)

The maximum width Wy, of the fracture packed with proppant, without the occurrence of the
embedment phenomenon, was determined according to the research procedure previously mentioned
in this paper. The only difference was the use of cylindrical steel plugs instead of cylindrical core plugs,
which have a steel hardness of more than 43 on the Rockwell C scale (HRC). The maximum width
Wiy, of the fracture packed with proppant was measured throughout the testing with the use of an
LVDT (Linear Variable Differential Transformer) device. LVDT readings took into account the amount
of deformation of the test unit (i.e., hydraulic press, measuring chamber, and steel plugs) under the
specified conditions of axial compressive stress and temperature.

3. Execution of a Laboratory Simulation of the Embedment Phenomenon and Analysis of the
Obtained Test Results

The tests were performed on cylindrical core plugs with a diameter of 2.54 cm. Firstly, the average
primary roughness Ra of the entire surface of the core plug face (for the top and bottom fracture face),
presented in Figure 7, was determined according to the test procedure described in the previous part
of the paper. It was determined as an arithmetic average of two selected areas on the face of the tested
core plug, from one profile running across the tested area. These tests were performed using an optical
microscope (Figure 8), and the results are presented in Figures 9 and 10.
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(@) (b)

Figure 9. Surface of the core plug sample with a diameter of 2.54 cm before the embedment test: (a)
Top; (b) Bottom.

a) Area 1_Top rock core ) Area 2_Top rock core

measuring section™~ N

j., b} Area 1_Bottom rock core

s g L™ {48 4 \
measuring section . . measuring section

(b)

Figure 10. Determination of the primary roughness of the core plug face (fracture faces): (a) Top;
(b) Bottom.
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The average primary roughness R, of the entire face of the top core plug amounted to 0.00066 mm
+/—0.00015 mm. For the bottom core plug, it amounted to 0.00033 mm +/— 0.00007 mm.

Next, a laboratory simulation of the phenomenon of proppant embedment in the fracture faces,
on the test unit presented in Figure 6, was carried out.

The test conditions are presented in Table 1.

Table 1. Conditions for the tests no. 1 and no. 2.

Conditions for Test

Temperature, (°C) 70.0
Surface concentration of proppant, (kg/m?) 2.44
Compressive stress, (MPa) 48.3

Exposure to the defined compressive stress, (hours) 6

The result of test no. 1 is presented in Figures 11-13 and in Tables 2 and 3.

(a) ' (b)

Figure 11. Surface of the core plug sample with a diameter of 2.54 cm after the embedment test: (a)
Top; (b) Bottom.
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Figure 12. Average depth H,,, and average percentage surface damage PDW,, , for the top core plug
(Test 1): (a) Area 1; (b) Area 2.
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Figure 13. Average depth H,,, and average percentage surface damage PDW,,, for the bottom core
plug (Test 1): (a) Area 1; (b) Area 2.
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Table 2. Total average depth of proppant embedment in the fracture faces—Test no. 1.

N Average Total
0. of the Surface
Fracture Measurement Measurement
F Tested Area Section L . H, (mm) He, (mm) He; (mm)
ace A 2 ection Length Sections
rea (mm?)
(mm) Length (mm)
1 7.2188 2.8230 11.2919 0.0141
Top 0.0170
2 6.8904 2.6717 10.6866 0.0200 0.0254
1 6.8251 2.6658 10.6632 0.0065
Bottom 2 6.9765 2.6620 10.6481 0.0102 0.0084
Table 3. Average percentage damage of the fracture surface—Test no.1.
No. of the o o o
Fracture Face Tested Area W, (mm) PDW, (%) PDWe, (%) PDWey (%)
1 1.9268 17.1
Top 19.2
2 22712 21.2 171
1 1.5250 14.3
Bottom 2 1.6647 15.6 14.9

Test no. 2 was performed in order to determine the maximum achievable width of the fracture
packed with a light ceramic proppant without embedment. The test took into account the width
reduction which can occur as a result of proppant crushing and proppant grains rearrangement within
the fracture. The conditions of test no. 2 are presented in Table 1. In test no. 2, cylindrical core plugs
were replaced with cylindrical steel plugs.

After 6 hours of exposure to the defined axial compressive stress, a maximum fracture width Wp;,
of 1.514 mm was obtained.

The uncertainty of the estimated width of the fracture packed with proppant was determined on
the basis of the accuracy of the LVDT fracture gauge +/- 0.001 mm. The uncertainty of the estimated
total average depth of proppant embedding in the fracture faces was determined on the basis of the
standard deviation from the average value. The parameters of the fracture effectively packed with the
proppant are presented in Figure 14.

Steel plugs

S Max. fracture width Shale rock
b Test 2 Test1
S
Q.
171
o
.
)
|
50
> 0 1,514 0 0 0,0254 1,489 1,7
g
&
Het wr PRWf  PDWet Het Wr PRWs PDWet

B Het -- Total average depth of proppant embedment in the fracture faces, (mm)
B Wf - Fracture width packed with proppant, (mm)

B PRWf — Percentage reduction of the fracture width packed with proppant, (%)
B PDWet — Total percentage damage of the fracture surface, (%)

Figure 14. Parameters of the fracture effectively packed with the proppant for cylindrical steel plugs
and shale rock.
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In addition, an attempt was made to simulate the effect of embedment on an effectively packed
fracture with only one proppant layer. The maximum fracture width, corresponding to the average
diameter of the tested proppant grains, amounting to 0.450 mm, was used for the calculation. It was
assumed that the value of the average depth of proppant embedment He; and surface damage PDWe;,
were equal to the values obtained in test no. 1. The results of this analysis are presented in Figure 15.

Steel pugs Shale rock
Max. fracture width Fracture packed with only one proppant layer
packed with only one proppant layer

2
=
e —
=
o
Q
a
g. § 5,6
F
g -
S = 0 0,450 0 0,0254 0425
P eeele—
£
w

Het Wr PRWs Het Wr PRWf

W Het -- Total average depth of proppant embedment in the fracture faces, (mm)
B Wf - Fracture width packed with proppant, (mm)
B PRWf — Percentage reduction of the fracture width packed with proppant, (%)

Figure 15. Parameters of the fracture effectively packed with the proppant for shale rock packed with
one layer of proppant (grains size from 0.600 to 0.300 mm).

4. Discussion

Measurements were performed for a light ceramic proppant consisting of grains with size from
0.600 to 0.300 mm, with a low surface concentration of proppant of 2.44 kg/m? (several layers of
proppant grains), and axial compression stress of 48.3 MPa for 6 hours at 70 °C. The average diameter
of the proppant grains was 0.450 mm. The tested dry shale rock was characterized by:

1. On the basis of the analyzed embedment profiles, it was concluded that 17.1% of the total surface
was damaged by the proppant grains.

2. The total depth of proppant embedment in the fracture faces was 0.0254 mm.

3.  Theobtained width of the fracture was 1.489 mm, therefore 1.7% less than the maximum achievable
fracture width, which could be 1.514 mm, for the specified test conditions.

For the additionally simulated maximum fracture width (0.450 mm), corresponding to only one
layer of the tested proppant, a decrease of the maximum fracture width by 5.6% was obtained. In this
case, the depth of the proppant embedment of 0.0254 mm was used for the calculation. The final width
of such packed fracture was 0.425 mm.

The size of the fracture width determines the flow of hydrocarbons through the fracture packed
with proppant grains to the wellbore.

The tested dry shale rock allowed to maintain the width of the packed fracture in order for
hydrocarbons to flow.

Test results indicate that the developed method of measurement may be used for preliminary
assessments when choosing the proppant type and fracturing fluid for hydraulic fracturing of
unconventional reservoirs, especially shale rocks.
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Abstract: This paper presents an experimental investigation on chemical grouting in a permeated
fracture replica considering its roughness. Tests of grouting with flowing water in the fracture replica
were carried out under different Bardon’s standard roughness profiles. The interactions between
influential factors were considered and an experimental platform for grouting in rough fractures
with flowing water was established. The effect of chemical grouting in fractures with flowing water
was investigated using orthogonal experiment. The joint roughness coefficient (JRC), the initial
water flow rate, the gel time, and the fracture opening were selected as factors in the orthogonal
experiment. The results show that there is a positive correlation between the water plugging rate
and JRC, and negative correlations between the water plugging rate and the initial water flow rate,
gel time, and fracture opening. The change curve of the water flow rate is divided into three categories:
Single platform decreasing type, double platform decreasing type, and multi-peak fluctuating type.
The curve of seepage pressure contains three categories: Single peak type, multi-peak type and
platform type. The results provide a reference for grouting in rock fractures.

Keywords: chemical grouting; fracture; flowing water; water plugging rate; joint roughness coefficient

1. Introduction

The problem of water inrush with fracture rock mass seriously affects underground engineering.
Grouting technology has become an important method for the prevention and governance of water
inrush disasters. It is very necessary to enhance the research on the effects of grouting and water
plugging with flowing water.

Abundant achievements have been acquired in grouting technology. Grouting technology is
widely used to control water inrush during the construction of tunnels and mines. Grouting plays an
important role in mining because fractures are often caused by water inrushes [1], but grouting in rock
fractures with dynamic water is still a challenge for engineers [2].

The geological conditions of grouting in rock mass with fractures are complex, therefore, the factors
that influence the grouting sealing effect in fractures are varied, for example, the density of joints,
fracture opening, grouting materials, flowing water, etc. Many grouting experiments have been carried
out in the field and laboratory, and many factors should be considered during grouting. Grouting
materials can be divided into multiple categories, and cement grout and chemical grout are the mainly
grouting materials used in grouting engineering.

The grouting areas often fracture with flowing water. Meanwhile, the pressure of underground
water will increase with the difficulty involved in grouting [3]. The flowing water in fractures also affects
the grout diffusion, and the flowing water also reduces the strength of adjacent clay [4]. Visualization
of grout propagation is achieved through laboratory experiments, using the grout diffusion distance
and the shape of grout diffusion as the main research objects. The propagation length of cement
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grout has positive correlations with the water flow rate and grouting pressure [1], and methods for
calculating the diffusion distance of slurry have been proposed [5,6]. To study the shape of grout
diffusion, Li proposed the U-shaped diffusion theory of cement grouting in a single plate fracture
with flowing water [7]. Zhang compared the diffusion law of chemical grouting under static water
and flowing water and found that the diffusion shape of grout is nearly round under static water
conditions [8].

The goal of grouting is to seal the fracture and block water, and it can be used to improve the shear
strength of rock joints [9]. Kohkichi discussed the grouting effects of rock masses by situ experiments
and determined that grouting can improve the deformability of rock mass [10]. Chemical grouting
was simulated in a model of an indoor coal mine shaft by Wang [11], and grout propagation in soils
was determined. Sui investigated the changes in seepage pressure and the grout diffusion law in a
plate fracture with flowing water, and determined the relationships among the water flow velocity,
gel time, aperture width, and sealing effect of grout [12]. Liang investigated the sealing effect of
chemical grouting in an inclined fracture with water and sand, the results showed that grouting plays
an important role in controlling the sand and water [13]. In addition, grouting pressure plays an
important role in grouting and is a crucial factor for grouting results [14].

However, the natural fracture surfaces are rough in actual grouting projects. The roughness is
one of the basic characteristics of rock masses. The concept of the roughness coefficient of structural
surfaces was presented by Bardon [15], and the roughness of fractures was divided into 10 grades
by Bardon [16] according to the degree of fluctuation, where the joint roughness coefficient (JRC)
values were from 0 to 20. Therefore, enhancing research on grouting in rough fractures is necessary.
This paper investigated chemical grouting in rough fractures with flowing water, which has a good
correlation between theory and actual engineering.

2. Materials and Methods

2.1. Grouting Materials

Experiments were conducted to study flowing water grouting in fractures with different roughness.
Modified urea formaldehyde resin (liquid A) and oxalate acid (liquid B) were chosen as grouting
materials. These materials are widely used in underground engineering in China. This study mainly
investigated the rheological properties of grout. The gel time was used as the chief index of the
rheological properties of grout. It was adjusted by adjusting the ratio of liquid A to liquid B. The gel
time of the grout was defined as when the fluidity of the liquid A to liquid B was lost. The ratio of
liquid A to liquid B was 1:1. The gel time of the grout was controlled by changing the concentration of
liquid B. Figure 1 shows the relationship between the gel time and the concentration of oxalic acid in
liquid B.
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Figure 1. The relationship between gel time and the concentration of oxalic acid in liquid B.
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The result shows that the gel time decreased as the oxalic acid’s concentration increased. The gel
time ranged from 20.7 to 83.6 s. Figure 2 shows the relationship between the viscosity of chemical grout
and time measured by viscometer with different proportions of oxalic acid in liquid. The viscosity of
the chemical grout increases over time, and the higher the proportion of oxalic acid in liquid B was,
the faster the viscosity increased. The viscosity changed slightly before the chemical grout solidifies.
The viscosity increased rapidly after solidification of the chemical grout.
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Figure 2. Curve of viscosity versus time under different proportions of oxalic acid in liquid B.

Figure 3 shows the effect of different proportions of oxalic acid in liquid B on the gel shear
resistance. The gel shear resistance increased with time, and the higher the concentration of the liquid
was, the faster the gel shear resistance increased.
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Figure 3. Curve of gel shear resistance versus time under different proportions of oxalic acid in liquid B.

2.2. Method of Generating the Fracture Replica

There are two representative methods to generate fracture replica: Numerical and physical.
One of the numerical methods is the exponential variogram, which can be used to characterize the
heterogeneity and anisotropy of fractures media as an effective method for studying permeability.
However, normal transformation increases the degree of heterogeneity of fracture media. Another
method is the self-affine surface, which can be used to simulate the form of a fracture. Three fractures
were numerically simulated and the power-law fluid flow in rough fracture was researched by
Lavrov [17] using this method. An isotropic self-affine fractal method was used to simulate the aperture
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fluctuations, and a numerical model of rough fractures was established to describe a single-phase
viscous flow in rough fractures in the work of Meheust [18]. In terms of physical methods, Scesi and
Gattinoni used a cement layer and Bardon’s roughness profiles to prepare sample for permeability
testing [19]. This method was adopted to make fracture replicas with different roughness in this paper.
The system used on simulated rough fractures was composed of a PC board, a model box, and a rough
fracture, which was made from cement mortar. Grade C25 strength Portland cement with river sand
with a particle size of less than 0.1 mm were used in a ratio is 1:3 as the materials to simulate rough
fracture. The ratio of water to cement was 1:0.5. This was mixed with river sand form cement mortar.
The cement mortar was poured into the model box and the surface was pave. This was maintained for
two hours. The steel plates were cut into the shapes of Bardon’s standard roughness profiles using
laser cutting technology. The surface of the cement mortar was scraped with the steel plate to form
a standard roughness fracture surface. Figure 4 shows the steel sheets with the Bardon’s standard
roughness profiles. Figure 5 shows the rough fracture simulation model.

Figure 5. The roughness fracture simulation model.

2.3. Experimental Device

The platform used for chemical grouting in the rough fracture with flowing water was assembled
in the laboratory. Figure 6 shows the experimental device, which consisted of a stable water head
system (labeled 1 in Figure 6), the simulated fracture (2), a grouting pump (3), pore pressure transducers
(4), a data acquisition instrument (5), a weighing system (6), an image acquisition system (7), and a
computer (8).
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Figure 6. Picture of the experimental device. 1—Stable water head system; 2—the simulated fracture;
3—grouting pump; 4—pore pressure transducers; 5—data acquisition instrument; 6—weighing system;
7—image acquisition system; 8—computer.

The stable water head system was used to provide a constant flow of water by adjusting the height
of the head to control the water velocity. The height of the water head remained constant during the
grouting process. The same volumes of liquid A and liquid B were poured into the grouting pumps.
Next, the grouting pumps were connected with the grouting hole through the PU tube. There were
seven holes on the bottom plate of the model, including one grouting hole and six transducer holes.
Figure 7 shows the layout chart and physical map of each transducer. A rectangular coordinate system
was established, and the position of the grouting hole was defined as the origin. The flow direction was
defined as the X forward direction, and four pressure measuring holes were arranged in the direction
of the X axis, which were located at —10 cm, +10 cm, +20 cm, and +30 cm away from the grouting hole,
respectively. There were two pressure measuring holes along the Y axis that were located at a distance
from grouting hole of 7.5 cm in each direction. An inlet hole and an outlet hole with an inner diameter
of 10 mm were put onto the side wall of the model. The inlet hole was connected with the stable
water head system. The data acquisition instrument collected the seepage pressure data in real time.
The internal size of the model box used to simulate the rough rock fracture was 50 cm x 30 cm X 10 cm.
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Figure 7. The layout chart and physical map of each transducer.
2.4. Similarity Theory and Criterion

In the process of grouting with flowing water in rock mass fractures, the movement of grout and
water is an interaction among the rock mass, groundwater and grouts. The viscous and rheological
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properties of grouts are different from those of water. The grouting process in rock mass fractures is
very complicated, and similarity criteria for fluid mechanical models should be considered.

Inertia force affects the flow directly, while the pressure, viscous force and gravity affected the
fluid as external forces. So, the proportional relationship of forces should be compared with the inertia
force [20,21]. According to dynamic similarity, it can be obtained that:

F=ma=pVa=pl®x % = T2 = p2u? 1)
Pplplip

K= oot ApATAL )

K=1 ®3)

(Ne), = (Ne)y, (4)

where p is the prototype; m is the model; [ is the length; p is the density; u is the velocity; K is the
similarity index; Ne is the Newton number.
The Newton number of the model was equal to that of prototype, which ensured power similarity.
The fracture can be classified as follows; widening fractures (fracture width > 5 mm), opening
fractures (3-5 mm), micro-tensioning fractures (1-3 mm) and closing fractures (<1 mm). The aperture
widths simulated in this paper was 2, 3, 4 and 5 mm. This means that the similarity of the fracture was
1:1, which is a full-scale model.

2.5. Design of Experiment

Considering the diversity of the factors that affect the grouting effect and based on our previous
research, the roughness of fracture (JRC) (A), initial water flow rate (B), gel time (C), and fracture
opening (D) were selected as the studied factors in the experiment. An orthogonal experiment with
four factors and four levels was used.

The length of the Bardon’s standard roughness profiles was 10 cm in the horizontal direction,
and each profile was copied four times in the direction of the length. Then, standard roughness profiles
of 50 cm length were formed. Steel plates were used to simulate 10 Bardon’s standard roughness
profiles, and four steels were selected as the research objects based on the degree of fluctuation, which
included the JRC values of 2-4, 6-8, 12-14, and 18-20.

By adjusting the height of the water head to control the initial water flow rate, it was ensured that
the tank with the stable water head device was always full of water during the experiment. Water was
collected from outlet into the cylinder and the time and volume were recorded. The velocity of water
flow was determined by calculating the volume of water across the fracture over time. Initial water
flow speeds of 0.4, 0.8, 1.2, and 1.6 cm/s were selected as the four levels.

In this paper, gel times of 36.5, 46.7, 60.2, and 83.6 s were chosen as the different levels.

The concept of equivalent opening was introduced to maintain the consistency of fracture opening
in the tests. Zheng put forward the concept of “equivalent hydraulic opening” based on the fracture
dip angle and azimuth angle [22]. The equivalent fracture opening was determined by measuring the
excess water flow across the rough fracture surface. The equivalent fracture opening levels selected
were 2, 3,4, and 5 mm.

The four factors and four levels used in the experiment are shown in Table 1.
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Table 1. The four factors and four levels used in the experiment.

The Roughness of  Initial Water Flow . Fracture Opening
Level Fracture (JRC) A Rate (cm/s) B Gel Time (s) C (mm) D
1 2-4 (A1) 0.4 (B1) 36.5 (C1) 2 (D1)
2 6-8 (A2) 0.8 (B2) 46.7 (C2) 3(D2)
3 12-14 (A3) 1.2 (B3) 60.2 (C3) 4 (D3)
4 18-20 (A4) 1.6 (B4) 83.6 (C4) 5(D4)

The orthogonal array for chemical grouting in a rough fracture with flowing water is shown in
Table 2.

Table 2. Orthogonal array for chemical grouting in a rough fracture with flowing water.

Factors and Levels

Trial No. Syf;i’i‘;i for The Roughness of Initial Water ] Fra.cture
Fracture (JRC) A Flow Rate Gel Time (s) C  Opening (mm)

(cm/s) B D
1 A1B1C1D1 2-4 0.4 36.5 2
2 A1B2C2D2 24 0.8 46.7 3
3 A1B3C3D3 2-4 1.2 60.2 4
4 A1B4C4D4 2-4 1.6 83.6 5
5 A2B1C2D3 6-8 0.4 46.7 4
6 A2B2C1D4 6-8 0.8 36.5 5
7 A2B3C4D1 6-8 1.2 83.6 2
8 A2B4C3D2 6-8 1.6 60.2 3
9 A3B1C3D4 12-14 0.4 60.2 5
10 A3B2C4D3 12-14 0.8 83.6 4
11 A3B3C1D2 12-14 1.2 36.5 3
12 A3B4C2D1 12-14 1.6 46.7 2
13 A4B1C4D2 18-20 0.4 83.6 3
14 A4B2C3D1 18-20 0.8 60.2 2
15 A4B3C2D4 18-20 1.2 46.7 5
16 A4B4C1D3 18-20 1.6 36.5 4

3. Tests Results and Analyses

3.1. Grout Propagation Process

Sixteen groups of experiments were carried out at room temperature (22 degrees), and the whole
process of grout diffusion was recorded. Five sets of test images were selected as the representatives
for the analysis. Figure 8a presents the grout diffusion process for the condition JRC = 2—4. In this case,
the fluctuation of the simulated rough fracture was smaller. The diffusion process could be divided
into two stages: Near circular diffusion and the whole passage near rectangular stage. The first stage
lasted for 100 s, and the same slurry diffusion distance was formed in each direction. The next stage
was sustained from 100 to 280 s, after grouting for 100 s, the grout began to spread to the boundary.
Afterwards, in the direction of the X axis, with the scouring effect of water flow, the velocity of grout
diffusion in the direction of flow became faster than that in the direction of the reverse flow. In the
direction of the Y axis, the diffusion distance was basically the same in the direction of the vertical flow.
Figure 8b shows pictures of the grout diffusion in trial No.6, where the grout diffusion was similar to
that in trial No.3. The gel time was the shortest as a result of the grout solidifying quickly. At120s,
a water gushing channel was formed under the inrush of water. A compete grout diffusion process
was reached with continuous grouting. Figure 8c presents pictures showing the fair effect of water
plugging. The grout was washed away easily since the rate of the initial water flow was the fastest,
and the grout was taken away by water to the outlet. The grout also did not spread to the boundary.
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Figure 8d shows images of the grout diffusion in test No.13 with simulation of a rough fracture of
JRC = 18-20. The maximum fluctuation degree increased the resistance of grout diffusion. The grout
spread along the direction of the Y axis first. Then, it began to expand across the rough fracture with
the increase of grouting pressure and finally reached the boundary of the model. Figure 8e presents
the grout diffusion in trial No.14, which had the best sealing effect in orthogonal experiment, and the
whole fracture was filled with grout. The process of grout diffusion was similar to that trial No.13.
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Figure 8. Images of grout diffusion along rough fracture. (a) Trial No.3. (b) Trial No.6. (c) Trial No.12.
(d) Trial No.13. (e) Trial No.14.

3.2. Analysis of the Grouting Seepage Pressure in the Rough Fracture

A series of curves was acquired on the basis of the data from the pressure sensors in the orthogonal
experiment. The curves of seepage pressure had good regularity, the seepage pressure change curve
in the orthogonal experiment on grouting in a rough fracture with flowing water were divided into

“single peak types”, “multi-peak types”, and “platform types”. The change curves of seepage pressure
were divided into three types, which are shown in Figure 9.
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(1) “Single peak type” change curve of seepage pressure

The basic characteristics of the “single peak type” are shown in Figure 9a. By regulating the
velocity of the flowing water to the level of the test, the model of the simulated rough fracture became
full of water. After starting grouting, the grout diffused to the measuring point during the prophase of
grouting, and the seepage pressure had little change in this process. The grouting pressure increased
with the consolidation of grout, and the seepage pressure reached the peak value while the grout filled
the whole fracture. Then, the seepage pressure began to decrease after the grouting ended.

(2) “Multi-peak type” change curve of seepage pressure

The seepage pressure field of trials No.2, No.6, No.7, and No.13 in the orthogonal experiment
belonged to the “multi-peak type” change curve of seepage pressure. Representatives of the “multi-peak
type” are shown in Figure 9b,c. The basic features of the “multi-peak type” were as follows: The grout
was diffused under grouting pressure and flowing water. The seepage pressure increased to the peak
value as time went by, and the fracture began to be blocked by the grout at the same time. Then,
the seepage fracture declined since the grout had not been condensed completely, and this was washed
away by flowing water. Afterwards, this process repeated until the grout plugged up the fracture
completely, and this led to a multi peak value.

(3) “Platform type” of the seepage pressure change curve.

There were five groups with the “platform type” change curve of seepage pressure in the
orthogonal experiment: Trials No.4, No.8, No.9, No.15, and No.16. A typical “platform type” change
curve of the seepage pressure is shown in Figure 9d. The seepage pressure increased to the first peak
value in early grouting. Then, the value had little change for a period of time. The reason for this
phenomenon was that the grout did not spread to the whole fracture. Chemical grout spread to each
measurement point first. After that, the grout diffused to the boundary of the fracture and the seepage
pressure showed little change in the meantime. After the grout spread to the boundary, the passage of
water was blocked which caused the seepage pressure to rise. With the end of grouting, the value of
seepage pressure started to fall.
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Figure 9. The types of seepage pressure change curves. (a) “Single peak type” of seepage pressure.
(b) “Multi-peak type” of seepage pressure. (c¢) “Multi-peak type” of seepage pressure. (d) “Platform
type” of seepage pressure.

3.3. Analysis of the Change in the Water Flow Rate during the Grouting

Grout and water flowed out through the outlet to the weighing platform during the grouting and
flowing water rate changed constantly. The change in the water flow rate was monitored at all times
by using a camera. The flow change was expressed by the variation in the platform scale number.
The change curve of the flowing water rate in the orthogonal experiment can be divided into three

categories: “Single platform decreasing type”, “double platform decreasing type”, and “multi-peak
fluctuating type”. The change curve of the flowing water is shown in Figure 10.

(1) “Single platform decreasing type” change curve of the water flow rate

The single platform decreasing type was split into three stages, as shown in Figure 10a. The first
stage was the initial rising stage, which indicated the start of grouting. The flow rate rose to the peak
value as the grout began to enter the fracture. The reason for this is that the grout washed the original
water in the fracture away and caused the water flow rate to reach its peak value. The second stage
was the stable platform stage. As grouting continued, chemical grout was injected into the fracture
constantly, and the common movement of two kinds of fluid with chemical grout and flowing water
was maintained. The flow of water at the end of the fracture was kept steady. In the third stage,
the flow declined rapidly and eventually became steady. The chemical grout gradually spread to the
edge of the fracture until it filled the fracture and caused concretion. An effective barrier to flowing
water flow was realized, which caused the flow to decline and become steady.

(2) “Double platform decreasing type” change curve of the water flow rate

The “double platform decreasing type” change curve of the water flow rate is shown in Figure 10b.
It can be divided into three stages. In the first stage, from 0 to 275 s, the grout diffused slowly because
of the large fluctuation (JRC of 18-20). The grout primarily spread into the grooves and had little effect
on the water flow rate. After the grout had filled the grooves in the direction of the Y axis, the grout
spread all the around and the water flow rate declined rapidly. In the second stage, from 275 to 350 s,
the chemical grout was injected into the fracture and a stable grouting stage formed. After 350 s,
the water flow rate reduced obviously while the grout filled the fracture. The final change in the water
flow rate was close to 0 and a good water plugging efficiency was achieved.
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(3) “Multi-peak fluctuating type” change curve of the water flow rate

The “multi peak fluctuating type” change curve with flowing water is shown in Figure 10c,d.
Figure 10c shows a type of water plugging failure. The initial water flow rate is maximum when
JR C= 2-4, where the surface of the rough fracture is near the horizontal. The grout was taken away
under the flowing water, and the blocking channel did not form. Thus, the grouting effect failed
completely. Another situation of the multi peak fluctuating type is shown in Figure 10d, with the
first phase from 0 to 67 s. There are many peak values owing to the large changes in the water flow.
Chemical grout was injected into the fracture and the balance of the single flowing fluid was broken.
From 67 to 73 s, temporary plugging formed, and the grout that had not completely solidified was
washed away under the conditions of flowing water. The water flow fluctuated repeatedly with the
continuous grouting. At 125 s, the water gushing channel was blocked by chemical grout, and the
water flow showed an effective decline.
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Figure 10. The change curves of flowing water. (a) Single platform decreasing type. (b) Double
platform decreasing type. (c) Multi-peak fluctuating type. (d) Multi-peak fluctuating type.

3.4. Sealing Effect

The whole process of water flow change was detected during the simulated rough fracture
grouting. The sealing effect can be used as the evaluation criterion of grouting plugging. After the
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grouting finished and stabilized, the ratio of the reduction of water flow to the initial water flow was
defined as the water sealing effect (SE). The formula of SE was put forward by Eriksson [23], as follows:

QO - Qgrout )
Qo

where Qp is the initial water flow before grouting and Qgyout is the water flow after grouting.
A classification system for the grouting effect was proposed by Sui [12], as shown in Table 3.

SE(%) = 100 (5)

Table 3. The classification system for the grouting effect proposed in this study.

Grade  Sealing Effect (SE) (%)  Grouting Quality

1 90 < SE Excellent
2 80 < SE <90 Good

3 50 < SE <80 Fair

4 30 <SE <50 Poor

5 10 <SE<30 Very poor
6 10 > SE Fail

Table 4 showed the results of the orthogonal test of chemical grouting in a rough fracture with
flowing water. Trial number 14 which had a JRC of 18-20, an initial water flow speed of 0.8 cm/s, a
gel time of 60.2 s, and a fracture opening of 2 mm, had the largest water plugging rate and the best
plugging effect. Trial number 4 which had a JRC of 2—4, an initial water flow speed of 1.6 cm/s, a gel
time of 83.6 s, and a fracture opening of 5 mm, had the smallest water plugging rate and the worst
plugging effect. The value of sealing effect ranged from 6.82% to 93.75% across the whole test.

Table 4. Results of the orthogonal test of chemical grouting in a rough fracture with flowing water.

S The Joint Initial Water . Fracture Sealing .
Trial No. ymbol Roughness of Flow Speed Gel Time Openin, Effect SE Grouting
for Trial & P ©®C pening Quality
Fracture (JRO)A (cm/s) B (mm) D (%)
1 A1B1C1D1 2-4 0.4 36.5 2 78.95 Fair
2 A1B2C2D2 2-4 0.8 46.7 3 64.71 Fair
3 A1B3C3D3 24 12 60.2 4 25 Very poor
4 A1B4C4D4 2-4 1.6 83.6 5 6.82 Fail
5 A2B1C2D3 6-8 0.4 46.7 4 76 Fair
6 A2B2C1D4 6-8 0.8 36.5 5 48.15 Poor
7 A2B3C4D1 6-8 12 83.6 2 40.63 Poor
8 A2B4C3D2 6-8 1.6 60.2 3 45.76 Poor
9 A3B1C3D4 12-14 0.4 60.2 5 35.72 Poor
10 A3B2C4D3 12-14 0.8 83.6 4 55 Fair
11 A3B3C1D2 12-14 12 36.5 3 78.26 Fair
12 A3B4C2D1 12-14 1.6 46.7 2 56.52 Fair
13 A4B1C4D2 18-20 0.4 83.6 3 80 Fair
14 A4B2C3D1 18-20 0.8 60.2 2 93.75 Excellent
15 A4B3C2D4 18-20 12 46.7 5 67.44 Fair
16 A4B4AC1D3 18-20 1.6 36.5 4 60 Fair

Table 5 lists the range of influences on the sealing effect for different variables, SE; (i =1, 2, 3,
4) indicates the average values for factors with the same level. The factors and levels used in the
experimental are shown in Table 1. SE; represents the average value of sealing effect with the first
level of each factor. SE; represents that the average value of sealing effect with the second level of each
factor. For example, when JRC = 2—4 was the first level of fracture roughness, the SE; of the fracture
roughness was obtained by calculating the average of trials 1, 2, 3 and 4, as shown in Table 5. The value
of 0.4 cm/s was the first level of the initial water flow speed, so the SE; of the initial water flow speed
was obtained by calculating the average of trial 1, 5, 9, and 13 as shown in Table 5. The difference
between the maximum and minimum values of diverse levels with same factors was regarded as an
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important indicator to reflect the date fluctuation. The larger the range of values was, the greater
influence of water plugging rate was. The relationship of various factors from Table 5 was in the order
Ra > Rp > Rp > R¢, and the factors of affecting grouting plugging were followed by A, D, B, and then
C.

Table 5. Range analysis of the influence of different levels on the sealing effect.

Average SE (%) for Factors

For Levels The Roughness of  Initial Water Flow . Fracture Opening
Gel Time (s) C
Fracture (JRC) A Rate (cm/s) B (mm) D
SE; 43.870 67.668 66.340 67.463
SE; 52.635 65.403 66.168 67.183
SE3 56.375 52.833 50.058 54.000
SE4 75.298 42.275 45.613 39.533
Range (A,B,C,D) 31.428 25.393 20.727 27.930

A visual analysis chart was drawn according to the Table 5. Four factors showed a good correlation
with the sealing effect. The sealing effect increased as the fracture roughness increased, while the
sealing effect decreased as the initial water flow speed, gel time, and fracture opening increased.
The best orthogonal results are shown in Figure 11, where a JRC of 18-20 is shown to be the best
level of fracture roughness, the velocity of 0.4 cm/s is the best initial water flow speed, 36.5 s is the
best gel time and 2 mm is the best fracture opening. Therefore, the best combination of test levels is
A4B1C1D1 in theory. The best combination of test levels was shown to be A4B2C3D1 in the orthogonal
test. Therefore, A4B1C1D1 was test under in the same experimental conditions, and the sealing effect
reached 100%. The sealing effect was better than that of A4B2C3D1, which verified the correctness of
orthogonal experiment. The worst combination of test levels in the test was A1B4C4D4, which is in
agreement with the theory. These results confirm the accuracy of the test results.
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Figure 11. The analysis chart of SE for four factors.
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4. Discussion and Limitations

Previous studied on grouting were based on the simulated single plate device. The experimental
device used in this paper realized the visualization of the grouting process, and allowed the value of
grout diffusion to be observed. The rock fracture in Bardon’s standard roughness coefficient curves
were used as a simulation model, as rough fractures are more similar to real fractures. The sealing effect
of grouting in orthogonal experiments was acquired by monitoring the changes in the initial water flow
rate, and the sequence of the influential factors in the sealing effect was obtained to provide the basis for
choosing factors during actual grouting engineering. However, the scale model of the experiment was
simplified and idealized and only four factors that affect the sealing effect were considered. In further
studies, experiments on grouting in rough fracture networks with flowing water should be carried out,
and 3D printing technology could be used to simulate rock masses. Moreover, an experimental scheme
should be combined with an actual engineering process.

5. Conclusions

In this paper, a set of chemical grouting tests were carried out to simulate rough fractures using
Bardon’s standard roughness curves. The fracture roughness, initial water flow speed, gel time,
and fracture opening were selected as the factors for the orthogonal test. The changes in seepage
pressure, grout diffusion, and water flow were monitored in real time during the grouting process.
The optimal combination of grouting plugging was determined according to the analysis of the sealing
effect of each test. The main achievements and conclusions are as follows:

(1) The factors affecting the grouting effect in the chemical grouting experiment of a rough fracture
with flowing water were as follows: The fracture roughness, initial water flow speed, fracture opening,
and gel time. The optimal combination of levels in the orthogonal test is A4B1C1D1. The fracture joint
roughness coefficient was shown to have the greatest influence on the grouting effect.

(2) The grout diffusion pattern of grout is related to the fracture roughness. The smaller the value
of JRC is, the easier the grout diffusion is. The larger the initial water flow speed is, the less complete
the grout shape is.

(3) The seepage pressure change curves of grouting plugging tests with the fracture roughness
coefficient can be divided into three types: Single peak type, multi-peak type, and platform type.

(4) The curves of the water flow across the rough fracture can be divided into three categories:
Single platform decreasing type, double platform decreasing type, and multi-peak type.
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Abstract: Rock is an aggregate of mineral grains, and the grain shape has an obvious influence on rock
mechanical behaviors. Current research on grain shape mostly focuses on loose granular materials
and lacks standardized quantitative methods. Based on the CLUMP method in the two-dimensional
particle flow code (PFC?P), three different grain groups were generated: strip, triangle, and square.
Flatness and roughness were adopted to describe the overall contour and the surface morphology of
the mineral grains, respectively. Simulated results showed that the grain shape significantly affected
rock porosity and further influenced the peak strength and elastic modulus. The peak strength and
elastic modulus of the model with strip-shaped grains were the highest, followed by the models with
triangular and square grains. The effects of flatness and roughness on rock peak strength were the
opposite, and the peak strength had a significant, positive correlation with cohesion. Tensile cracking
was dominant among the generated microcracks, and the percentage of tensile cracking was maximal
in the model with square grains. At the postpeak stage, the interlocking between grains was enhanced
along with the increased surface roughness, which led to a slower stress drop.

Keywords: mineral grain shape; particle flow code; uniaxial compression simulation; rock
mechanical property

1. Introduction

Rock is a natural heterogeneous material composed of a variety of minerals of different geometries,
strengths, and deformation characteristics. Rock heterogeneity can be defined as the uneven changes
of the mineral composition and microstructure in the spatial distribution influenced by the diagenesis
and tectonics [1]. The macroscopic failure of rock is the gradual evolution of internal microcracks [2—4],
so microheterogeneity significantly affects the macroscopic mechanical properties of rock [5-8].
Rock microheterogeneity mainly includes microstructure heterogeneity due to different grain shapes,
sizes, and arrangements; elastic heterogeneity; and microcontact heterogeneity [9]. Heterogeneity is
one of the fundamental reasons for rock strength differences and has always been an important research
topic [10,11]. Affected by a diagenetic environment, the mineral grain shapes are often diverse and
irregular, which has a great impact on rock mechanical properties [7]. Previous studies have explored
the influences of mineral grain shape on rock macroscopic properties from a microscale perspective
based on experiments and simulations.

Due to the complexity of the mineral grain shape, it is difficult to analyze the influence of mineral
grain shape through rock prototype experiments. Therefore, self-made samples have often been used
to study the grain shape effect. Shinohara et al. [12] found that the intergranular interlocking effect and
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the internal friction angle of stainless-steel powder were increased with the increase of the particle
edge angle by a triaxial compression test. Hartl et al. [13] studied the effect of grain shape on the shear
behavior of a model using glass beads and found that the interlocking between different grain shapes
could significantly increase the internal friction angle of the model. Liu et al. [14] quantified the grain
shape of four different sand particles and glass spheres with the help of Image] software, which can
easily achieve binary conversion of images. The results showed that the grain shape parameters
(integral contour coefficient, sphericity, and angular angle) were well correlated with the friction angle
and the dilatancy angle of the sand material. Johanson et al. [15] made samples from plastic pellets
with different shapes (circular, heart shaped, and star shaped) and studied the effect of grain shape on
the unconfined yield strength of the specimens by a shear test. The results showed that the number
and direction of the contacts were key factors influencing the strength of the sample.

Because the information obtained from experiments is limited and it is difficult to make a sample
composed of a complex grain shape, numerical simulations have often been used to study the effects
of grain shape, as they can easily realize the formation of complex shapes by the combination of
elements. Due to the heterogeneity, discontinuity, and anisotropy of rock materials, the theory of
continuum mechanics has great limitations in simulating rock damage. As an important numerical
simulation method, the discrete element method can effectively solve the mechanical problems of
discontinuous material. Hence, the particle flow code (PFC) has also become an important tool for
studying rock materials [16-20]. The traditional granule model in PFC is constructed from circular
or spherical particles, but it can construct a cluster of particles of any shape using the CLUMP
method [21]. In this method, two or more circular particles are joined together to form a complex
shape, which can be regarded as a mineral grain. Based on this method, Santamarina and Cho [22]
studied the effects of grain shape on the inherent anisotropy and the stress-induced anisotropy of sand
materials. Shi et al. [23,24] studied the shear mechanical properties of nonrounded granular sands and
found that the grain shape affected the peak strength, deformation characteristics, and the shear zone
thickness of the specimen. Kong et al. [25] defined the shape coefficient using roundness and concavity
to describe sand-like grains. Using biaxial and direct shear tests, negative linear correlations were
found between the shape coefficient and the peak strength, internal friction angle, and shear strength
of the sand material. Kerimov [26] investigated the effects of irregularly shaped grains on the porosity,
permeability, and elastic bulk modulus of granular porous media, and they found that the grain shape
had the greatest effect on permeability.

The above studies have revealed the relationship between the grain shape and the mechanical
properties of loose granular material such as sand and soil. However, few papers have discussed the
influence of mineral grain shape on rock mechanical behavior. Unlike loose material, the mineral grains
of rock are bonded together, hence the grain shape effects are different with loose material. In the
study of rock mineral shape effects, quantitative descriptions of grain shape characteristics are essential.
Because of the irregularity of the mineral grain shape, studies on the relationship between the shape
parameters and rock macroscopic mechanical properties are lacking. Based on PFC, Cho and Martin [21]
concluded that the models with complex grain shapes have higher tensile strength to compressive strength
ratio compared with the circular grain model. Kem et al. [27] thought that the oblate plate grain shape
and corresponding shape orientation distributions would lead to an increase in the calculated elastic
anisotropy of rocks. Rong et al. [7] investigated the effects of grain shape on rock mechanical properties
using three-dimensional PFC (PEC®P). He used the sphericity index to quantitatively characterize the
grain shape and found that the initiation, damage, and peak strength all decreased with an increasing
sphericity index. However, it is not comprehensive to quantify the effect of grain shape on rock mechanical
properties only using the indicator of sphericity because sphericity only reflects the proximity of the grain
to the sphere and it cannot reflect the roughness of the grain surface. Thus, there is a need for further
investigation of the mineral grain shape effects on rock mechanical properties.

The specific problem we addressed in the present work is a preliminary investigation of the
irregular grain shape effects on the rock strength and fracture behaviors. Lac du Bonnet (LDB)
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granite was used for model calibration, which is a candidate host rock for the repository of high-level
radioactive waste. Previous studies on grain shape are limited to a specific set of four or five irregularly
shaped grains. In the present work, three different grain groups were constructed based on the CLUMP
method in two-dimensional PFC (PFC?P), respectively strip, triangle, and square. In each shape group,
a series of six grains was included for systematic investigation. Combined with the grain characteristics,
the shape parameters, which can describe the overall contour and surface morphology of the mineral
grain, were defined. The influences of mineral grain shape on rock mechanical properties under
uniaxial compressive conditions were further analyzed.

2. Modeling Methodology

PFC?P is based on the distinct element theory, which was first proposed by Cundall [16]. It is
suitable for analyzing material mechanics problems under quasi-static and dynamic conditions.
In this method [17], the material is represented as an aggregate of numerous rigid circular particles.
Noncontinuous mechanical behaviors of rock material can be observed as a result of the interactions
and movements of the rigid particles. The interaction of the particles is treated as a dynamic process
with states of equilibrium developing whenever the internal forces balance. The calculation process
can be seen from Figure 1. Newton’s second law was used to calculate the translational and rotational
motion of each particle arising from the forces acting upon it, and the force-displacement law was used
to update the contact forces arising from the relative motion at each contact. A time-step algorithm
was used repeatedly on each particle. For further details, please refer to Potyondy and Cundall [17].

Updating displacement of the particle and the wall

| v

Newton’s Second Law Force-Displacement Law
F=m(x~g) FI=KU"
M -10 AF* =-K°AU*®

A |

Updating contact forces

Figure 1. Calculation principles of the particle discrete element method [1].

PFC provides three basic contact models: parallel bond model, contact bond model, and sliding
model. The parallel bond model is among the most frequently used models in rock mechanics research.
The parallel bond model can be assumed to be a cemented polymer (Figure 2), where particles are
cemented together at the point of contact so as to provide certain resistance to the exterior load.
The contact force between particles is represented by F;. The force and moment carried by the parallel
bond are represented by F; and M;, denoted in Figure 2. When an external force acting on each parallel
bond exceeds its limit shear or tensile strength, the bond is damaged, and a shear or tensile microcrack
develops at the corresponding position. With the ongoing generation of microcracks, a macrofracture
can be formed by the linking of these individual microcracks.

Particle

Bond

Contact

Figure 2. Force-displacement behavior of the grain-bonding system after [17].
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3. Model Descriptions

3.1. Construction of Mineral Grains of Different Shapes

The basic particle shape is a circle, but noncircular grains can be achieved by the combination of
two or more circular particles using the CLUMP method. In this method, grains with irregular shapes
can be represented as single objects, which means the particles within a clump may overlap to any
extent, but contact forces are not generated between these particles. The mineral grain is internally
equivalent to a rigid body, and there is only a slight deformation at the contact boundary between
the mineral grains. Considering the complexity of real mineral grains, it is difficult to simulate each
mineral grain shape. Therefore, some simple grain shapes were adopted in this study. As shown in
Figure 3, three mineral grain groups of different shapes were constructed: strip, triangle, and square.
There were six grains of similar shapes in each group.

1.  The strip-shaped grain was composed of two circular particles of the same radius R. The six
grains in this group were represented as S1-56. From S1 to S6, the distance d between the centers
of the two circular particles gradually increased, and the ratios of d to R were 0, 0.25, 0.5, 1.0, 1.25,
and 1.5, respectively.

2. The triangular grain was composed of three circular particles of the same radius R. The line
connecting the centers of the three circular particles was an equilateral triangle with a side length
of d. The six grains in this group were represented as T1-T6. From T1 to T6, the value of d was
gradually increased. The variation of d/R was consistent with the strip-shaped grains.

3. Thesquare grain was composed of four circular particles of the same radius R. The line connecting
the centers of the four circular particles was a square with a side length of d. The six grains in
this group were represented as R1-R6. From R1 to R6, the value of d was gradually increased.
The variation of d/R was also consistent with the strip-shaped grains.

Q @ @ @ @ G{-) Strip-shaped
S1 S2 S3 54 S5 S6
A
OO D E @
T1 T2 T3 T4 T5 T6
Q @ @ 63 Square
R1 R2 R3 R4 R5 Ro

Figure 3. The construction of three particle shapes using the CLUMP method.

Taking the strip-shaped grain as an example, the circular particle S1 could be directly generated,
but grains S2-S6 needed to be generated by the CLUMP method of PFC?P. In the CLUMP
method, the circular particles were first created, then the circular particles were replaced with
grains S2-56. The replacements followed three principles: “area equivalence”, “area center equivalent”,
and “directional randomization”. This means that the area and centroid of grains S2-56 were the same

as grain S1, but their orientations were random.

3.2. Quantitative Description of Grain Shape

For an irregular grain, the shape can be described from two aspects [14]. First is the overall
contour, which can be simply described as circular, square, plate, or column. The second aspect is
the surface morphology, which refines the grain outline based on the first aspect. It focuses on the
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irregularity of the grain surface or the fluctuation of the grain boundary. Flatness was adopted in
this study to quantify the overall contour of the grain, and the surface morphology of the grain was
described by roughness [28,29]. As shown in Equation (1), flatness is the ratio of the maximum Feret’s
diameter of the grain to the minimum Feret’s diameter. Feret’s diameter means the vertical distance
between two parallel lines along the grain boundaries, as shown in Figure 4. Flatness characterizes the
elongation property of the grain with a minimum value of 1. The grain approaches are spherical or
circular when this value is closer to 1. On the contrary, the larger the flatness value, the flatter and
narrower the grain. As shown in Equation (2), roughness is defined as the square of the ratio of two
perimeters, which are the perimeter of the grain itself and the perimeter of the smallest circumscribing
polygon of the grain (Figure 4). Roughness characterizes the fluctuation of the grain boundary curve,
and greater roughness means a more irregular surface morphology of the grain.

e=1L/B; (1)

r = (P/PC)%; @

where e is the flatness, and L and B are the maximum and minimum Feret’s diameters, respectively.
Roughness is expressed by 7, P is the perimeter of the grain, and Pc is the perimeter of the smallest
circumscribing polygon of the grain.

The smallest
circumscribing
polygon of the grain

Feret's
diameter

Figure 4. Basic dimension parameters of irregular grains used for calculating flatness and roughness.

According to Equations (1) and (2), the flatness and roughness of the three mineral grain groups
mentioned above were calculated, and the results are shown in Figure 5. As can be seen from Figure 5a,
the flatness of the strip-shaped grain group was significantly higher than that of the triangular and
square grain groups. In the strip-shaped grain group, from S1 to S6, the flatness increased rapidly with
the increase of d/R. The flatness of the square grain group was slightly higher than that of the triangular
grain group, and the flatness increased slightly from T1 to T6 and R1 to R6. It can be seen from
Figure 5b that the square grain group had the highest surface roughness, followed sequentially by the
triangular and the strip-shaped grain group. With the increase of d/R, the roughness of the three grain
groups all increased. When the d/R value was low (shape numbers 1-3), an increase in the roughness
was not obvious; however, it increased faster when the d/R value was higher (shape numbers 4-6).
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Figure 5. Shape factor variation of three representative grain groups: (a) flatness; (b) roughness.

3.3. Calibration of the Microparameters

The microparameters used in PEC2P cannot be directly acquired from experimental laboratory tests,
which need to be calibrated using a trial-and-error procedure. In this procedure, the microparameters
needed to be optimized continuously until the simulated macro parameters matched the experimental
results. The macro parameters used for calibration generally include the elastic modulus, Poisson’s ratio,
uniaxial compressive strength (UCS), and tensile strength. As shown in Figure 6, the circular-shaped
grain was used for microparameter calibration, and the model was 50 mm in width and 100 mm in
height, with the particle radii ranging from 0.5 to 0.83 mm following a normal distribution. The walls
were used to apply a stress-boundary condition, and the wall velocity was controlled by a numerical
servo-control mechanism in order to maintain a specified wall stress.

Wall as boundary

Ty

100mm

Figure 6. Numerical model for the uniaxial compression simulation.

In this study, the microparameters were calibrated to match the macroproperties of the uniaxial
compression test of Lac du Bonnet (LDB) granite, including the elastic modulus, peak strength,
and Poisson’s ratio, which were 70 GPa, 224 MPa, and 0.26, respectively [9]. LDB granite is a
representative brittle rock. Because of its comprehensive rock mechanics parameters, it is often used
for model validation [9,18,30]. After a trial-and-error process, the elastic modulus, peak strength,
and Poisson’s ratio of the calibration model were determined to be 70 GPa, 207 MPa, and 0.26,
respectively, which were consistent with the corresponding experimental results. The mesoscopic
physical and mechanical parameters of the model are shown in Table 1. As can be seen, it includes
the micromechanical parameters of the particles and the parallel bond between them. According to
the existing literature [31,32] and our calibration process, the macro elastic modulus of the model was
controlled by the contact modulus, and Poisson’s ratio was affected by the ratio of normal stiffness to
shear stiffness. The strength of the model was mainly decided by the tensile and shear strengths of
the bond.
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Table 1. Micro-physico-mechanical parameters of the particle and parallel bond.

Classification Microparameters Notations Values
Density (kg/m?) 2630
Particl Contact modulus (GPa) E 62
article Normal-to-shear stiffness ratio kn/ks 25
Friction coefficient u 0.5
Tensile strength (MPa) Oc 157
Standard deviation /MPa Ocs 36
Normal-to-shear stiffness ratio Kn/ks 2.5
Parallel bond between particles Shear strength (MPa) e 175
Standard deviation /MPa Tes 40
Modulus (GPa) E. 62
Radius multiplier A 1

4. Analysis of Grain Shape Effects

A series of numerical models were established based on the grain shapes shown in Figure 3.
The microparameters shown in Table 1 were adopted to conduct uniaxial compression simulations.
According to the results, the influences of grain shape on the macroscopic parameters and failure mode
of rock were analyzed.

4.1. Effects of Grain Shape on Rock Macroscopic Parameters

Figure 7 shows the effects of grain shape on rock peak strength and elastic modulus. It can be
seen that the peak strength and elastic modulus of the model with the strip-shaped grain was the
largest, followed by the triangular grain and square grain models. Compared with the circular grain
(shape number 1), the elastic modulus of the models with clumped grains was significantly increased
(shape numbers 2-6). According to our simulated results, the effects of grain shape on rock peak
strength and elastic modulus were closely related to the model’s porosity. Figure 8 shows the effects of
grain shape on porosity. It can be seen that the porosity of the square grain model was the largest,
followed by the triangular grain and strip-shaped grain models, contrary to the variation of peak
strength and elastic modulus.

Numerous experiments have shown that increased porosity can reduce rock strength and
elastic modulus [33-35]. Hudyma et al. [36] studied the mechanical properties of porous tuff and
found that the compressive strength and elastic modulus of tuff decreased with increasing porosity.
Al-Harthi et al. [37] studied the effect of pores on the mechanical properties of basalt based on image
analysis techniques and came to a similar conclusion as Hudyma et al. Using PEC3P gimulations,
Schopfer et al. [38] found that rock strength and elastic modulus decreased with increasing porosity.
Therefore, the macroscopic mechanical parameters decreased with the increase of the porosity in this
study. It should be noted that the porosity of a model in PFC is a set value, which was set to 0.16 in
our simulation. However, in the process of adjusting the model’s internal stress, the porosity of the
model will change until the model reaches an isotropic stress state, especially when the grain shape is
complicated. It can be seen from Figure 8 that the actual porosity of the model was approximately
0.16 when the grain shape was circular (shape number 1), which was in accordance with the set value.
However, when clumped grains were used, the actual porosity of the model varied greatly from the
set value, which indicated that the grain shape affected the model porosity and further affected rock
elastic modulus and peak strength.
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Figure 8. Effects of grain shape on rock porosity.

It can also be seen from Figure 7a that with the increase of the d@/R value, the peak strength of
the models with strip-shaped and triangular grains first increased and then decreased, but it only
decreased when the grain shape was square. This variation was closely related to the flatness and
roughness of the mineral grain. Firstly, as can be seen in Figure 5a, the flatness of the strip-shaped
grain was obviously higher than that of the triangular and square grains. Also, the peak strength
of model with strip-shaped grains was significantly higher, indicating that an increase in flatness
can enhance rock peak strength, which was mainly because the strip-shaped grains were difficult to
rotate and displace when they were assembled together. Zhang et al. [39] also thought that a model
with strip-shaped grains would have higher strength. Secondly, because the flatness of the square
and triangular grains was significantly lower (Figure 5a), the overall contour was close to circular.
Therefore, the peak strength was slightly affected by flatness in the models with square and triangular
grains. However, the grain surface roughness was relatively higher, and the main influencing factor
affecting the peak strength was roughness. As can be seen from Figure 7a, the peak strength decreased
with increasing roughness. Therefore, the variations of rock peak strength shown in Figure 7a were
due to the combined effects of mineral flatness and roughness. The effects of shape factors on the peak
strength of models with different grain shapes are discussed in detail as follows:

1.  Strip-shaped grain

It can be seen from Figure 5 that when the d/R value was low, the surface roughness of the
strip-shaped grain increased slowly, but the flatness increased rapidly. Therefore, the obvious increase
of peak strength from models S1 to S3 was mainly controlled by the flatness. When the d/R value became
higher, the roughness increased rapidly, and the peak strength decreased significantly, indicating that
the peak strength was mainly affected by the roughness from models S4 to S6. It can be concluded that
when the roughness exceeds a certain limit, it will be the main factor of strength change.
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2. Triangular grain

When the d/R value was low (shape numbers T1-T3), similar to the model with the strip-shaped
grain, the increase of peak strength of models with triangular grains was also controlled by the flatness.
However, because the increase of the flatness of triangular grain was much lower than that of the
strip-shaped grain, the increase of peak strength of models with triangular grains was also obviously
lower than that of the models with strip-shaped grains. When the d/R value was higher (shape numbers
T4-T6), the decrease of the peak strength was affected by the increasing roughness.

3. Square grain

For the models with square grains, the decrease of the peak strength was controlled by the
roughness. The roughness increased slowly from models R1 to R3, which led to the slow decrease
of the peak strength. The increase of the roughness was accelerated from models R4 to R6; thus,
the decrease of the peak strength was also significantly reduced.

In addition, it was found that the grain shape also had effects on the cohesion and internal friction
angle of the model. These are two important parameters for characterizing the mechanical properties
of mineral grains. Generally, the greater grain surface roughness means a higher internal friction angle.
In bulk materials such as sand, samples with complex grain shapes generally have higher strength,
which is mainly because the interlocking between mineral grains can increase the internal friction
angle [12,13,40]. In other words, the strength of the bulk material is positively correlated with the
internal friction angle. However, in rock materials, the strength of rock was found to be positively
correlated with cohesion. Taking the model with circular grains (shape number 1) as an example,
as shown in Figure 9, the peak compressive strengths of the model under three confining pressures
(0, 50, and 200 MPa) were obtained. Three ultimate stress circles and their common tangent line
were further obtained according to the confining pressure and the corresponding peak compressive
strength. The intersection of the common tangent line and the T axis was the cohesion of the model.
Figure 10 shows the effects of grain shape on rock cohesion. It can be seen that the effects of grain shape
on rock cohesion were similar to the effects on rock uniaxial peak strength. In PFC models, the mineral
grains are bonded together, and from a macroscopic view, the cohesion controls the strength of the
model. Here, the peak strength of the rock increased with the increase of the cohesion.

t/Mpa

66.5 ; il

0 50 200 360 670 o/MPa

Figure 9. Cohesion of the model with circular grains (shape number 1).
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Figure 10. Effects of grain shape on rock cohesion.

4.2. Effects of Grain Shape on Rock Failure Mode

The macroscopic failure of rock is a gradual evolutionary process of internal microcracks, and the
microcracking behavior has a great influence on the ultimate failure mode of rock. Figure 11 presents
the spatial distributions of microcracks for numerical models with different grain shapes when the
models reached the postpeak stage and the axial stress was 80% of the peak strength. The generated
microcracks can be divided into two types—tensile and shear cracks—represented by black and red
segments, respectively. A large number of previous studies [41-43] have shown that tensile failure
plays a dominant role in rock failure mechanisms. In this study, the microcracks were dominated by
tensile cracks (Table 2), accounting for more than 80% of the total number of cracks. It can also be
seen from Table 2 that the percentage of tensile cracks was maximal in the model with square grains,
followed by the triangular grain and strip-shaped grain models.

Table 2. Percentage of tensile cracks of rock with three particle shapes in postpeak stage o = 0.8 o,

Shape Numb
Ratio of Tensile Crack (%) ape Tamber
1 2 3 4 5 6
Strip-shaped grain 88 87 83 8 79 83
Triangular grain 88 92 90 92 92 90
Square grain 88 92 95 93 93 91

Figure 12 shows the simulated stress—strain curves of the models with triangular grains (taking the
models with shape numbers T3, T4, and T6 as examples). It can be seen that the stress dropped after
the peak strength gradually became slower from T3 to T6. This can be explained by the fact that from
T3 to T6, the surface roughness of the grain increased, and the irregularity of the grain shape increased.
In the pre-peak stage, the mineral grains were cemented together. The bond damage increased after
the rock reached the peak strength, then the number of microcracks increased rapidly and formed
macrocracks. The mineral grains on both sides of the crack began to move around each other along the
grain surface and produced significant displacement. In mineral grains with a high surface roughness,
the interlocking effect and friction between grains were stronger, which made samples have a higher
residual strength and resulted in slower stress drop. Figure 13 shows the stress—strain curves of the
models with three grain shapes (taking the models with shape numbers S6, T6, and R6 as examples).
As can be seen, from the strip-shaped grain to the square grain, the surface roughness increased,
and the postpeak stress drop of the three models also became slower, which further confirmed the
influence of grain shape on rock characteristics after peak strength.
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Figure 11. Failure mode of rock with three grain shapes in the postpeak stage when o = 0.8 o
(black segments represent tensile cracks and red segments represent shear cracks).
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Figure 13. Stress—strain curves of three different grain shape models (case study of model with shape
number 6).

According to the above analysis, the PFC model was composed of grains by cementation, and the
failure of the model was essentially the break of the intergrain bond. Hence, the peak strength of the
model was macroscopically controlled by cohesion. After the axial stress reached the peak strength of
the model, obvious displacement started to appear along the failure surface. The interlocking between
grains played a major role, the relative sliding between the grains became difficult with the increasing
surface roughness, and the macroresponse was that the stress drop became slower.

5. Conclusions

In this study, the effects of mineral grain shape on the mechanical properties of LDB granite were
investigated by means of uniaxial compression simulations. Based on the CLUMP method in PECZD,
three different grain shapes were constructed: strip, triangle, and square. The relationship between the
grain shapes and rock mechanical properties was analyzed, and the main conclusions are as follows:

1.  The elastic modulus and peak strength of rock are affected by the mineral grain shape. In our
study, the model with strip-shaped grains had the largest elastic modulus and peak strength,
followed by the triangular grain and square grain models. The mechanism of grain shape effect
on the peak strength and elastic modulus was mainly achieved by affecting the porosity of the
model. The increasing porosity led to a smaller peak strength and elastic modulus.

2. Flatness and roughness can describe the overall contour and surface morphology of mineral
grains well. The effects of grain flatness and surface roughness on rock peak strength are the
opposite. A flat grain helps to increase rock strength, while rock strength is reduced due to
increased porosity if the grain has higher roughness. Further, the relationship between the peak
strength and the cohesion of rock is positively correlated.

3. Here, the generated microcracks were mainly of the tension type, and the model with square grains
had the maximum ratio of tensile cracking, followed by the triangular grain and strip-shaped grain
models. The shape of the mineral grain also had a significant effect on rock mechanical behaviors
at the postpeak stage. The stress drop became slower with an increasing surface roughness
because the interlocking restrained the slip and rotation of grains on the fracture surface.

However, there were some defects in the modeling. The grain shapes adopted in this study were
simple and single, while real mineral grain shapes are very complex. Since the CLUMP method can
realize the construction of complex grain shapes, future works should connect this study to real rocks.
In addition, three-dimensional grain shape effects should also be investigated in future studies.
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Featured Application: Prediction of crack propagation of functionally graded materials (FGMs).

Abstract: This paper presents the numerical prediction of stress intensity factors (SIFs) of 2-D
inhomogeneous functionally graded materials (FGMs) by an enriched Petrov-Galerkin natural
element method (PG-NEM). The overall trial displacement field was approximated in terms of Laplace
interpolation functions, and the crack tip one was enhanced by the crack-tip singular displacement
field. The overall stress and strain distributions, which were obtained by PG-NEM, were smoothened
and improved by the stress recovery. The modified interaction integral M12) was employed to
evaluate the stress intensity factors of FGMs with spatially varying elastic moduli. The proposed
method was validated through the representative numerical examples and the effectiveness was
justified by comparing the numerical results with the reference solutions.

Keywords: enhanced PG-NEM; functionally graded material (FGM); stress intensity factor (SIF);
modified interaction integral

1. Introduction

In the late 1980s, a new material concept called functionally graded material (FGM) was proposed
to resolve the inherent problem of traditional lamination-type composites [1]. The sharp material
discontinuity across the layer interface causes the stress concentration, which may trigger the layer
delamination. This crucial stress concentration can be significantly minimized by inserting a graded
layer between two distinct homogeneous material layers [2,3]. This is because the material discontinuity
completely disappears according to the material composition gradation, where the constituent particles
of two base materials are mixed up in a random microstructure within a graded layer to maximize
the desired performance [4-6]. Naturally, a functionally graded material is an inhomogeneous
material, with spatially non-uniform material properties characterized by continuity and functionality.
In addition to the suppression of stress concentration, the material concept of FGM rapidly and
continuously spread throughout engineering and fields [7-10].

Early research efforts were concentrated on material characterization, fabrication, modeling,
and analysis [1,11,12]. This was because the mechanical behaviors of FGMs are governed by the
geometric dimensions and orientation, microstructure, and volume fractions of constituent particles.
Recently, however, the concern toward the crack problems has increased because the structural failure
of FGMs is dominated by micro-cracking [7,13,14]. In this regard, an accurate numerical prediction
of stress intensity factors and the crack propagation has been an essential research subject [15,16].
For these subjects, an accurate reproduction of the ir singularity in the near-tip stress field in highly
heterogeneous media becomes a key task [17-20].
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To evaluate the stress intensity factors of FGMs with cracks, one can consider the use of the
well-known |- or M—integral methods. However, these conventional indirect integral methods cannot
reflect the spatially varying material properties of FGMs. The studies on the fracture mechanics
of inhomogeneous bodies were initiated in the 1970~80s by assuming the spatially varying elastic
modulus as an exponential function [17,21]. The standard integral methods were modified and/or
refined to reflect the spatial non-uniformity of material properties by subsequent investigators.
The most works were made by utilizing the finite element method [15,22-25]. However, since late
1990s, the employment of meshless methods to crack problems of inhomogeneous bodies has been
actively advanced, particularly for the computation of SIFs by the modified M—integral method [26,27].
Here, the extension of the natural element method (NEM) is worth noting, even though it was restricted
to 2-D homogenous material [28].

The natural element method was introduced to overcome the demerits of conventional meshless
methods [29], the difficulty in enforcing the displacement constraint and the numerical integration.
The Laplace interpolation functions in NEM strictly obey the Kronecker delta property so that the
imposition of displacement constraint becomes easy. In addition, Delaunay triangles, which were
produced during the process for introducing Laplace interpolation functions, also serve as a background
mesh for the numerical integration. In particular, PG-NEM can further improve the numerical
integration accuracy by maintaining the consistency between the Delaunay triangle and the integration
region [30]. Although Laplace interpolation functions provide the high smoothness of C!-continuity,
there is still room for further improvement in capturing the high stress singularity at the crack tip.

In this context, this paper introduces an enriched PG-NEM to explore whether and how much the
enrichment of interpolation function increases the prediction reliability of stress intensity factors for
FGMs. The validity of enrichment was reported for homogeneous materials [31,32], but it was rarely
reported for inhomogeneous materials. The trial function is enriched by the asymptotic displacement
fields of mode I and I, and the approximated overall stress field is enhanced by the patch recovery
technique. The proposed method was validated through the illustrative numerical examples and its
effectiveness was quantitatively evaluated.

2. 2-D Inhomogeneous Cracked Bodies

2.1. Linear Elasticity of 2-D Cracked Bodies

Figure 1 represents a 2-D linearly elastic isotropic inhomogeneous material with an edge crack
which is contained within a bounded domain Q) € R? with the boundary dQ) = TpUTyUT..
Here, T'p and Ty indicate the displacement and force boundary regions, and I'. = I' UT denotes the
traction-free crack surface. As a representative non-homogeneous material, FGMs are characterized by
the spatially varying elastic modulus E and Poisson’s ratio v over the bounded domain Q). For the
mathematical description purpose, two Cartesian co-ordinate systems are employed, {x, y} for the
2-D linear elasticity problem and {x’, y’} for the SIF evaluation of crack respectively. Assuming the
crack surface is traction-free and neglecting the body force b, then the displacement field u(x) in the
Cartesian coordinate system {x, y} is subjected to the equilibrium equations

V-e=0 in Q 1)
with the displacement constraint
u=1a on Ip 2)
and the force boundary condition
t on Ty
o= { 0 on TF ®)
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Here, o are the Cauchy stresses, 1 the outward unit vector normal to d(), and t the contour traction.
When the displacement and strains are assumed to be small, the Cauchy strain ¢ is constituted to the
Cauchy stress ¢ via the (3 x 2) gradient-like operator L such that

e=¢(u)=Lu “4)
Letting D be the constitutive tensor, the stresses and strains are constituted by
c=D:¢ 6)

Note that the displacement, strains, and stresses are calculated based on the co-ordinate system
{x, y} and transformed into the co-ordinate system {x’, y’}.

Figure 1. An inhomogeneous isotropic body with an edge crack.

For a homogeneous cracked body, the energy release rate per unit crack propagation along the
x’—axis can be estimated by the path-independent J—integral defined by

du;
= | (W61 — gji=—~ |’ ids 6
] jl:( 1j Ujax,l) j (6)

using the indicial notation (i.e., x'; = x" and x> = y’), the Dirac delta function 01 j, and the strain-energy
density W = 0-&/2 = ¢;;D;juex /2. Here, I indicates an arbitrary closed path, which surrounds the
crack tip counterclockwise. As shown in Figure 2, it is expanded to C = T + 7 + ' + T, in order to
generate a grayed donut-type region A, in which a smooth function ¢(x) (0 < g < 1) is introduced to
recast the integral into an equivalent domain form [33]. The function g, called by weighting function,
becomes unity on I, zero on I'y, and arbitrary value between 0 and 1 within the grayed donut region A.
Then, the above Equation (6) can be expanded as following

B Ju; \ 97 d (  du ‘
]_L(U”M Wél])%dAJrLW,j %ii g, Wby |qdA @)

according to the divergence theorem, together with n’ = —n] on I' in C. By further expanding the
second term on the right hand side, Equation (7) becomes

_ ou; aq 90ij Ju; u; deij 1 IDiju
= L(Uz] ox’'q - Wél])&x’jdA +jl; 8x'j ox’q +G”¢9x’j¢9x’1 _G”ax’l B 261] Ix’'q €ujgdA - (®)
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But, the second integral on the right-hand side of Equation (8) becomes zero according to
the equilibrium (1), compatibility (4), and the material uniformity. Therefore, the [—integral for
homogeneous materials becomes the area integral defined by

_ Ou; )%
J= fA (01] e —wolj) 3x,jdA ©)

But, for non-homogeneous materials, the last material derivation term within the second
integrand of Equation (8) does not become zero. Therefore, Equation (8) ends up with a more
general [—integral [34], which is given by

- Ju; dq 1 9Diju
]— A(G,]E—W61]) EdA—jI;Eé”méqudA (10)

The last term in Equation (10) becomes extremely small as a contour I'g shrinks to the crack tip,
but its contribution is not negligible when the domain of integration A is reasonably large.

r
),

Figure 2. An extension of contour I' and a donut-type domain of integration A.
2.2. Modified Interaction Integral M(12)

In order to extract K; and Kj; from J—integral, one needs to employ the interaction integral,
in which two equilibrium states of a cracked body are considered. State 1 is the real equilibrium state
of a body that is subjected to the prescribed boundary conditions, while state 2 stands for an auxiliary
equilibrium state which would be the asymptotic near-tip fields for modes I or II. Another equilibrium
state, called state S, could be established by combining these two states, for which the T—integral in
Equation (10) is rewritten as [21]

a(u?” + u@) 9 3(14(” + u(z))
Ts) _ W, VAL T s |21 A [ e W S
J 7\[4 (oi/. +oi/. ) o W6y 3x'jdA+L&x’j (oi] +ol.]. ) o W26y lqdA (11)

with three different strain energy densities, W(1>, W@ and W(l'z), defined by

1 2 1 2 1) (1 2) (2 1) (2 2) (1
W = 3oyt ofd Jef) el ) = dofl el + doPef) 4 (o) + o))

12
= WO 4 w@ 4 w2 12)
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By utilizing the equilibrium (1) (i.e., 80 / dx;j = 0) and the compatibility (4) (i.e., & 0~ 8u / 9xj),
Equation (11) can be further simplified as

Jx’

o
- fA[(af.l) n af.”)M — (W) WO 4 Wi2)s,; %‘ZjdA

2) ) 1 (1) 13)
1) 9Dijg W% _ % 1) (@)% 2) (
+fA 2{ ax/ "kl 0 ger ~ et Y0 G~ aer iy |AA
+ M (1,2)
Here,
dq 1 IDij
7 : -wis A - [ W ="EeWgaa 14
fA[ T 11]3/ 2, i Ty (14)
au@ P)
72 = [ 6@ _w@s, | XA 15
J fA["z‘f o Yo (15)
denote the T—integrals for state 1 and state 2 respectively, and
_ ou® oul) P 2?  90? 2eM 90
12) _ (1) 2t @ (12) q BWooZli T o, @7 i o
M *fA[”if o dA*fAz % awr " o sy~ A (16)

indicates the modified interaction integral. All the quantities in Equation (16) are evaluated based on
a coordinate system aligned to the crack tip, and the identification of domain of integration A and the
weighting function g(x) will be described in details in Section 3.2.

Since two T—mtegrals for inhomogeneous cracked bodies which are subject to mixed-mode loading
also represent the energy release rates, one can obtain

7 = L (g g a
Eﬁp( I i )
7@ - L (k@ @ (18)
Eflp( 1 11 )
And )
T =T+ 70+ = (kK + KPP (19)
tip

where E,-p at the crack tip is Ly for plane stress, while it is Eyj, / (1 - vz) for plane strain. By equating
Equation (13) with Equation (19), one can obtain

~ 2
12) _
M )*—_( T 0 il

KUK + KK (20)
Etip

In 2-D linear fracture mechanics, the closed-form near-tip displacement fields are available for
mode I and mode II [35]. The stress intensity factor K; 1) for mode I can be obtained by letting state 2 be
the pure mode-I asymptotic field (i.e., K(z) =1land K = 0):

M(l, Model) :EiKl(l) (21)
tip

In a similar manner, the stress intensity factor Kj; for mode-II can be also determined.
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3. Enriched Petrov-Galerkin Natural Element Method

3.1. Enriched NEM Approximation

The boundary value problem expressed by Equations (1)—(3) is converted to the weak form
according to the virtual work principle: Find u(x) such that

f e(v) 1o(u)dQ = t-vds (22)
ol Ty

for all the test displacements v(x) in the Cartesian coordinate system {x, y}. Next, a non-convex NEM
grid Inem, shown in Figure 3a, is constructed using N nodes and a number of Delaunay triangles.
Then, for a given NEM grid, trial and test displacement fields u(x) and v(x) for PG-NEM approximation
are interpolated as

N -
o) = Y wor o)+ 0 |igl 210 | 3
=
N
I Qui(x) Q2 (x)
Op (X) - ; ’UIT[(X) + A1|: le(x) ] + AZI: sz(x) ] (24)

with Laplace interpolation functions ¢ (x) represented in Figure 3b. Here, {;(x) are constant-strain FE
basis functions, which are defined over Delaunay triangles.

suppl(¢))

(a) (b)

Figure 3. (a) Non-convex NEM grid Ingp, (b) Laplace interpolation function ¢;(x) at the crack tip.

In addition, k; and k; are two unknown constants associated with a crack, and Q14 (x) and Q. (x)
represent the near-tip singular displacement fields given by

cuie = G120
cutt = Qe 12
Cute = Q14202
i = T 1200
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Referring to Figure 1, r is the radial distance from the crack tip, while 0 is the angle from the
x’—axis. Meanwhile, i indicates the shear modulus, and « is the Kolosov constant given by

_ {3 —4v for plane strain 29)

(3-v)/(1+v) for plane stress

with v being the Poisson’s ratio. From Equation (23), the overall nodal coefficients 1_4 ; are defined by

R R b

and the overall stress and strain fields corresponding to L_q are recovered by the global recovery
technique. Meanwhile, the original essential boundary condition (2) is modified as

el G [ G e o o

Substituting Equations (23) and (24) into Equation (22), together with Equations (4) and (5), ends
up with

Ky Kn Ko |[u i F
Kl Ku Ko [§k p=1{ A (32)
KL, K[, Ko || Kk f

In which the global stiffness matrices Kjy and load vectors Fy are defined by

K = f BIDBjdQ), F = f oftds, 1J=12,-,N (33)
[¢) I'n
where
0

B! :[ PLx Pry ] (34)

0 ¢I,y ¢1,x

E 1-v v 0
D=———— v 1-v 0 for plane strain (35)

(T+v)(1-2v) 0 0 %

Meanwhile, the enriched stiffness matrices Kag, load vectors f,, and the interface matrices Kj, are
defined by, respectively

Kap = f BiDBﬁdQ, fo= f Olids, a,p=1,2 (36)
Q I'n
Kio = fQ B/ DB,dO) 37)
with

qA)Z‘: = [Qal (x)r QaZ(x)} (38)

Quax(x)
B, = Quap,y(x) ,  aa =nosum (39)

Qaa,y (x) + Qaﬁ,y (x)
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3.2. Numerical Implementation of M(1?)

Figure 4 schematically represents the identification of domain of integration A and the definition
of weighting function g(x), which are prerequisite for the numerical implementation of M12) in
Eq. (6). For these two things, a circle of the radius 7;,;, which is originated at the crack tip, is first
imaginarily drawn on the NEM grid. Then, the nodal values of g(x) are assigned based on this circle,
such that unity is specified to all the interior nodes while zero to the outer remaining nodes. Then,
referring to Figure 2, the boundary of a square composed of eight darkened Delaunay triangles serves
as an internal path I'. On the other hand, the grayed region outside the internal path I' automatically
becomes a domain of integration A. According to the properties of Laplace interpolation functions [29],
the defined weighting function g(x) becomes unity within a set of darkened Delaunay triangles while
it has the values between zero and unity within the grayed domain of integration A.

¥ , .

g ¢
RRETES!

crack

TK |x’,y|+|§_}j\

AN 6 “

Figure 4. A crack tip-originated circle and a graded domain of integration A.

Both the weighting function g(x) and the derivative dq/dx; become zero outside the domain of
integration A. Furthermore, the derivative dq/dx; vanishes within the darkened squares. So, only the
grayed Delaunay triangles are taken for the modified interaction integral M12) such that

¥ 502
r(1,2) ~(1,2
M(12) — X (40)
K=1
Here, Mg indicates the total number of grayed Delaunay triangles, while ]\7I§<1’2) stand for the
triangle-wise modified interaction integrals, which are defined by

a2 _ N[ o @ s
M = [E 9% T 9% o - Woy

X(wfmx[

99
Ix;
Xe
2 5,2 9eM 5, (41)
oW il 51)4_0(2) i 2 () (x)well

ij dxp oy Sij ij v T o Sij [TX0)Welly,

=

with INT, x;, and wy being the total number, co-ordinates, and weights of sampling points for Gauss
numerical integration for triangles. Meanwhile, Tk in Figure 4 indicates the geometry transformation
between the master element () and the grayed triangle Qx and the master element (), which is
defined by

3 3
Ti xe = Y xi(&m)e ve =Y yil&n), 42)
i=1 i=1

where 1); stand for the constant-strain FE basis functions, which are employed for the test displacement
field v(x).
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4. Numerical Experiments

The enriched NEM module was developed in Fortran and combined into the previously developed
PG-NEM code [30] having the stress recovery module [36]. To demonstrate and validate the present
method, the crack problem of an infinite plate with collinear cracks depicted in Figure 5a is considered.
Differing from the cracks in plates of finite size which are of great practical interest, the present infinite
plate with periodic cracks provides the closed form solution. Meanwhile, for the numerical study, one
may take two kinds of periodic finite crack problems. One is obtained when the plate is cut along
EF and GH, while the other is obtained if the plate is cut along AB and CD. Since the first one has
been widely taken for the numerical studies (i.e., Ryicki and Kanninen [37] and Chow and Atluri [38]),
the second periodic analysis model is taken for the current numerical experiments. Figure 5b represents
the detailed second periodic model, as well as a NEM grid having higher grid density toward the crack
tip for an upper left darkened quarter. The SIF for this infinite plate with collinear cracks is expressed
in the following closed form (the correction factor C of 1.02) [39]:

Kl = 0 \/ﬁ(i—l;tanE)AC 43)

with a being the half crack length, where a circular path I around the left crack tip has the relative
radius r/a = 0.0139, and the near-tip stress distributions are to be evaluated along this circular path.
The Young’s modulus E is 200 GPa and Poisson’s ratio v is 0.3.

bpeg e ey —F
i o i: 2Ib % i bra=2 | - | o T
2H — | = | crack — T crack | o
SR ] . l
I EEEEREER! =
(a) (b)

Figure 5. (a) Infinite plate with collinear cracks in plane strain state [2], (b) periodic model with double
edge cracks and a gradient natural element method (NEM) grid (unit: m, N = 2516).

The problem was solved with 13 Gauss integration points, and the stress field approximated
by PG-NEM was smoothened by the stress recovery technique [36] with the Laplace interpolation
functions. The stress distributions were evaluated along the circular path I and are compared in
Figure 6. It can be observed that the case without enrichment shows similar stress distributions to
the exact ones, but it provides a significantly low stress level. Thus, one can realize that only the fine
gradient grid cannot sufficiently capture the near-tip stress distribution. Meanwhile, it is clear that the
case with enrichment remarkably improves the stress level. Therefore, it has been justified that the
enrichment of interpolation functions is effective in enhancing the near-tip stress approximation.
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Figure 6. Comparison of the stress distributions along the path T (r/a = 0.0139): (a) o1y, (b) 7y, and (c)

Tay-

Figure 7a shows a rectangular FGM plate with an edge crack which is in the plane strain condition,
where W and H/W are 1.0 and 8.0 units, while a/W is set variable for the parametric investigation as
follows: 0.2,0.3, 0.4, 0.5, and 0.6. The Young’s modulus E varies along the x—axis in a form of

E(x) = Erexp(px), 0<x<W (44)

but Poisson’s ratio is uniform as 0.3. When E; and E, are specified to the elastic moduli at x = 0 and
x = L, respectively, the parameter B is calculated according to 8 = In(E;/E;), with E1 being 1.0 unit.
Two material variation cases of E; / E1 are taken as follows: E; /Eq = 0.1 and 10.0, and two loading cases
of tension in Figure 7b and bending in Figure 7c are considered. This example was initially studied
by Erdogan and Wu [40], who also provided an analytical solution. The external loading is set by as
follows: for tension and oy (x, +4) = + 1.0 for tension and ¢, (x, +4) = +(-2x + 1) for bending.
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Figure 7. A cracked rectangular functionally graded material (FGM) plate with a varying Young’s
modulus: (a) Geometry dimensions, (b) tension loading, (c) bending.

An upper grayed half is taken for the crack analysis from the problem symmetry, and the following
symmetric constraint is specified to the symmetric line. The non-cracked symmetric line is subjected
to the vertical displacement constraint of 1, = 0, and the right end point is enforced by the lateral
displacement constrain of u, = 0. A 11 x 41 uniform NEM grid is used, and all the NEM analyses,
the stress recovery, and the modified interaction integrals M12) were carried out with 13 Gauss points.
The radius r;,; for determining the domain of integration A was chosen using twice the side length of
a square consisting of two Delaunay triangles [41].

Table 1 comparatively represents the normalized mode-I SIFs for uniform tensile loading and
bending loading, respectively, where the values in parenthesis indicate the relative differences (%).
It is confirmed that the proposed enriched PG-NEM provides the SIFs, which are consistent with
the analytical solutions [40], for all the combinations of E;/E; and a/W of two types of loading,
except for the relatively remarkable relative difference 6.807% in the tension case with E;/E; = 10
and a/W = 0.3. For the further comparison, the numerical results by Kim and Paulino [15] and by
Rao and Rahman [34] are also given in Table 1. It is observed that the SIFs of proposed method
are correlated satisfactorily with the FEM results by the Ji-integral and the EFGM results by the
modified M(1?)-interaction integral. Table 2 represents the comparison with the results obtained
without using the enrichment. In the uniform tensile loading, the case without enrichment provides
the SIFs, which are lower than those with enrichment, such that the range of relative differences is from
27.59% and 51.04%. Meanwhile, in the bending, it is observed that the difference between with and
without enrichment is not significant. Furthermore, the case without using enrichment provides the
SIFs which are higher than those obtained by the enrichment. It is inferred that the near-tip stress field
produced by bending is totally different from that by uniform tensile loading. The relative difference
becomes smaller as the relative crack length a/W increases. It is observed from the detailed numerical
values that the relative difference ranges from 2.41% to 24.68%. Thus, it has been found that the
proposed enrichment method is influenced by the loading type.
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Table 1. Normalized stress intensity factors K; /oy, vra for an edged cracked plate.

Relative Crack Length a/W

Method E/E 0.2 03 04 05
0.1 1.302 1.843 2557 3.504
Proposed Method 10 0.960 1.150 1.581 2176
1.858 2570 3,570
Erdoga[zoa}nd Wu 0.1 1.297 (0.386) (~0.807) (~0.506) (~1.849)
1.002 1.229 1.588
10 (-4.192) (~6.428) (-0.441)  2176(0:000)
Uniform
tension  Kim and Paulino 0.1 1284140 16814663) 2544 (0.118)  3.496 (0.229)
U1 051 Py
1.003 1.228 1.588
10 (~4.287) (~6.352) (-0441)  2175(0.046)
1.337 1.898 2594 3.547
R?&%gﬁg?r‘ 01 (~2.618) (~2.898) (~1.426) (-1.212)
10 0.996 1.234 1.598 2189
(-3.614) (~6.807) (~1.064) (~0.594)
01 1.885 1.872 1.908 2.141
Proposed Method 10 0.583 0.636 0.812 1.069
1.904 1.886 1.978 2215
Erd"ga[fl‘(;“d Wu 01 (~0472) (-0.742) (-3539) (-3.341)
0.659
10 0.565(3186) 3’00 0.804(0.995)  1.035 (3.285)
Bending 1.888 1.943 2.145
Kim and Pauli : : :
e (-0.159) 860435 (~0.140)
L 0.659
10 0.565(3186)  3gn 0804 (L801) 1035 (3.285)
1.903 1.875 1.954 2.155
R?]‘\’zﬁgﬁgn 0.1 (~0.420) (~0.160) (~2.354) (~0.650)
0.664
10 0564(3369) [, 0812(0000)  1045(2297)
Table 2. Comparison of K;/gyy Vi between with and without enrichment.
Relative Crack Length a/W
Method Eo/Eq 02 03 04 05
o1 1.3023 1.8429 25722 35643
With enrichment ’ (46.902) (29.041) (37.785) (27.587)
Uniform 0 0.9960 12225 1.5210 21473
‘ (45.050) (47.706) (47.843) (51.041)
tension
Without 01 0.6915 1.3077 1.6003 25810
enrichment 10 05473 0.6393 0.7933 1.0513
o1 1.8847 1.8719 1.9083 2.1406
With enrichment ' (~24.683) (-12.132) (~4.910) (~2.406)
0.8122 1.0686
Bending 10 0.5826(18.641) 0.6361(7.436) (9.554) (15519
Without 01 23499 2.0990 2.0020 21921
enrichment 10 04740 05888 0.7346 0.9049

The third example is a slant edge crack in a 2-D FGM plate in plane stress condition with the
height H = 2 units and the width W = 1 unit. Referring to Figure 8a, the crack angle a is 45" and the
relative crack length is a/W is 0.4 V2, where the enrichment and the crack evaluation are performed
within the inclined Cartesian co-ordinate system {x’, '} originated at the crack tip O’. The Poison’s
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ratio is kept uniform as v = 0.3, but the elastic modulus varies in an exponential function along the
x—direction
E(x) = Eexp[n(x—05)], 0<x<W (45)

Here, E = 1 unit and n is variable for the parametric study such as na = 0,0.1,0.25,0.5, 0.75,
and 1.0. As external load, an exponentially varying distributed load is applied to the upper edge with
oyy(x,1) = gEexp[n(x - 0.5)], with € being 1. The whole bottom edge is constrained in the vertical
direction (i.e., uy = 0). At the same time, the right end is constrained in the horizontal direction.
A uniform NEM grid, given in Figure 8b, is employed which is discretized by 11 x 21, where a darkened
area indicates the domain A for the interaction integral. The total number of grid points is 235 because
four additional grid points are needed along the crack to split a crack line into upper and lower faces.
All the NEM analyses, patch recovery, and the modified interaction integrals were performed with
13 Gauss points.

{x-0.5)

_ 5FLY
Tlx)= ERe -
y O
.
A o
r o
y xr
.
# a ) > o My
o o
e @ crack °
v - x e
A i .
o DoY) integral domain
Bix)= Fenlr-05) e ooodacas (D¢t
H V:O.g oo 0 0 LR I )
W o0 0 0 o0 0 0

(a) (b)

Figure 8. (a) An FGM plate with an inclined edge crack under the exponential distribution load,
(b) a uniform NEM grid and the domain of integration (235 nodes).

Table 3 comparatively represents the predicted normalized mixed-mode SIFs K;/E v/ma and
Ki1/€E \/ra evaluated by three different methods, the present PG-NEM, J;—integral using FEM,
and EFGM for seven different na values. It is confirmed that the present method is in good agreement
with FEM and EFGM, such that the biggest relative difference is 4.37% at Kj; /2E /rta for na = 0.25.
The values in [*] are the normalized mixed-mode SIFs obtained by PG-NEM without using enrichment.
It is observed that the values are significantly smaller than those obtained using enrichment, such that
the relative difference ranges from 23.32% to 65.63%. The relative difference increases in proportional
to the exponential index na . Hence, it was confirmed that the enrichment successfully and significantly
improves the prediction accuracy of mixed-mode SIFs of the highly heterogeneous FGM, even for the
coarse NEM grid.
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Table 3. Normalized stress intensity factors (SIFs) for an inclined crack in a functionally graded plate.

na Present Method Kim and Paulino [];’(] [15] Rao and Rahman []\71(1’2)] [34]
K; Ki K Ki Ky Kn
€E+ma E+/ma eE+/ma eE+ma eE+ma €E+/ma
00 1449[0951]  0.606 [0.354] (—16415318) 0.604(0331) 1448 (0.069)  0.610 (~0.656)
01  1377[0831] 0.589[0.335] (_11'339661) 0579 (1.727) (_11'309016) 0585 (0.684)
025  1277[0.673]  0.525[0.266] (_12'?’91664) (_03943) (_12'?’61627) 0549 (~4.372)
05  1163[0460] 0488 [0.241] (}2‘.179569) (70(;.169111) (712‘.129609) 0495 (~1.414)
075  1.087[0.357]  0.434[0.159] (_1(')018; " (_02'4;5’2) 1082 (0462)  0.446 (~2.691)

1.0 1.029[0.240]  0.411[0.147]  0.993 (3.625)  0.402 (2.239)  0.986 (4.361) 0.404 (1.733)

[*] indicate the SIFs obtained without using the enrichment, while (*) indicate the relative differences (%).

5. Conclusions

In this paper, an enriched PG-NEM was introduced for the reliable crack analysis of inhomogeneous
functionally graded materials (FGMs). The Laplace interpolation function was enhanced by the
crack-tip singular displacement field and the essential boundary condition was modified accordingly.
The unreached global displacement field was extracted, and its stress field was smoothened by the
stress recovery. The validity and effectiveness of proposed method was illustrated and justified through
three representative examples.

Through the numerical experiments, it was found that enriched PG-NEM is more effective to
represent the near-tip stress singularity. The enrichment provides the stress level, which is more close to
the exact solution when compared to the use of locally refined NEM grid. In addition, it was observed
that enriched PG-NEM accurately predicts the mixed-mode SIFs of inhomogeneous functionally graded
materials with exponentially varying elastic modulus. When compared to the case without using
enrichment, the prediction accuracy was improved up to four times. Meanwhile, with respect to the
analytical solution, the maximum relative difference was found to be less than 6.5%.
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Abstract: Fracture properties are crucial for the applications of structural materials. The fracture
behaviors of crystalline alloys have been systematically investigated and well understood. The fracture
behaviors of metallic glasses (MGs) are quite different from that of conventional crystalline alloys
and have drawn wide interests. Although a few reviews on the fracture and mechanical properties
of metallic glasses have been published, an overview on how and why metallic glasses fall out of
the scope of the conventional fracture mechanics is still needed. This article attempts to clarify the
up-to-date understanding of the question. We review the fracture behaviors of metallic glasses with
the related scientific issues including the mode I fracture, brittle fracture, super ductile fracture,
impact toughness, and fatigue fracture behaviors. The complex fracture mechanism of MGs is
further discussed from the perspectives of discontinuous stress/strain field, plastic zone, and fracture
resistance, which deviate from the classic fracture mechanics in polycrystalline alloys. Due to the
special deformation mechanism, metallic glasses show a high variability in fracture toughness and
other mechanical properties. The outlook presented by this review could help the further studies of
metallic glasses. The review also identifies some key questions to be answered.
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1. Introduction

Since the discovery of metallic glasses (MGs), especially bulk metallic glasses (BMGs),
the mechanical behavior of MGs is attracting increasing attention for both potential structural
applications and scientific interests [1]. A series of distinguished mechanical properties, including high
compressive plasticity, hardness, ultimate strength, and fracture toughness have been reported [1-8].
These excellent properties and the unusual deformation mechanism of viscous flow and shear band
motion make MGs a special member in the family of structural materials.

At room temperature, the deformation behaviors of MGs are controlled by shear bands, which are
kinds of localized viscous flow [9]. The shear bands are very different from the slip bands formed via
dislocations in crystalline alloys, and result in the special mechanical behaviors of MGs. The information
about the topics of shear bands, mechanical properties, and fracture behaviors of MGs can be found in
some review papers [9-12]. However, a review on the topic of how and why MGs fall out of the scope of
conventional fracture mechanics is still lacking. In this article, we attempt to summarize the up-to-date
understanding on this issue from several aspects about the fracture behaviors and fracture mechanism.
We focus on the main fracture behaviors of metallic glasses, including the mode I fracture, brittle
fracture, super ductile fracture, impact toughness, and fatigue fracture behaviors. The complex fracture
mechanism of metallic glasses are discussed from the perspectives of discontinuous stress/strain field,
plastic zone, and fracture resistance, which deviate from the classic fracture mechanics in polycrystalline
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alloys. This work would help researchers and engineers in their scientific and engineering studies of
metallic glasses.

2. Fracture Behaviors of MGs

The fracture criterion is an important parameter to understand the deformation and fracture
mechanism of a material. For MGs, due to the lack of work-hardening effect, the fracture strength in
uniaxial compression tests generally will be equal to or close to the yielding strength [13]. The intensity
and direction of stress at the moment of yielding or fracture reflect the critical stress condition to
trigger the shear band avalanche [14,15]. From the microcosmic aspect, the yielding criterion reflects
the critical stress condition to trigger the localization of shear transformation of atomic groups [16,17].
Previous studies on this issue were mostly based on the uniaxial tensile and compression experiments
or simulations [18-20]. It has been discovered that MGs generally show a shear mode failure along
a shear/fracture angle (the angle between the shear band/fracture surface and the load axis) near
45° [18-20]. The angle will be slightly larger than 45° under tension, and will be slightly smaller than
45° under compression. Some brittle MG systems can show cleavage or split mode failure, which will
be discussed later. To understand the asymmetric compression and tension behaviors, Schuh et al.
indicates that the microstructure of MGs is analogous to that of randomly packed particles in a granular
solid [18]. Therefore, the yielding criterion of MGs could be described by the Mohr-Coulomb criterion:

Ty = To— oy, (1)

where T, stands for the shear yield stress, 7, is a constant, 0, is the normal stress on the shear plane,
a is a coefficient that reflects the degree of internal friction in the system. This criterion explains the
asymmetric compression and tension strength of MGs, but show deviations in the estimation of shear
angle. On this basis, Z.F. Zhang et al. further proposed the elliptical criterion [19,20]:
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where 7 and o stand for the shear stress and normal stress on a shear plane, 7y and oy are material
dependent constants. The elliptical criterion provides a applicable model to comprehensively explain
the strength and shear angle of MGs under the simple loading condition of uniaxial compression/tension.
However, the fracture behaviors of MGs under bending, fast loading, fatigue loading and other loading
conditions are still complicated to be understood.

2.1. Typical Mode I Fracture of MGs

The fracture properties are very important for the engineering applications of structural materials.
The mode I fracture properties of metallic glasses is widely studied by 3-point/4-point bending and
compact tension tests [21,22]. The measured fracture toughness of most MGs falls in the range of a few
MPa-m¥2 to more than one hundred MPa-m%2 [11,12]. This value is much lower than that of steel and
other commonly used engineering alloys [23]. The fracture brittleness is considered as one of the main
problems for the engineering application of MGs.

The low fracture toughness of MGs can be understood by their special fracture mechanism.
According to the experiments and literature, a typical mode I fracture process of MGs can roughly be
divided into three stages:

2.1.1. Multiple Shear Bands Formation and Sliding

With the increasing notch-tip stress intensity during loading, shear bands are formed. Different
from the plane shear bands formed in uniaxial compression/tension tests, the shear bands formed
during mode I fracture are curved. This is because the propagation of shear bands in MGs follows

220



Appl. Sci. 2019, 9, 4277

the direction of the local maximum shear stress [24]. Therefore, the shear bands will reproduce the
shear stress direction in the notch-tip stress field. After formation, the shear bands can slide for a
distance, which ranges from less than one micron to tens of microns [25,26]. Figure 1 shows the
evolution of shear-offsets and load-displacement curve of a typical ductile Pdy; 5CugSij 5 metallic
glass during 3-point bending test, with a sample size of 3 X 6 x 30 mm? [27]. Curved shear offsets could
be observed on the sample’s side surface (Figure la—e, taken by an optical camera, Nikon D810, Japan),
and some small stress-drops/serrations could be noticed on the loading curve (Figure 1g), representing
the activation and sliding of these shear bands. Enlarged SEM (taken by a LEO-1530 field emission
scanning electron microscope, German) image shows that the shear direction of the shear offsets points
into the sample (Figure 1f). Due to the randomness in the shear band motions of MGs, it is almost
impossible to predict the actual formation moment, sequence, position and sliding distance for each
shear band in the real case.
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Figure 1. (a—f) The side view of a Pdy;5CusSije5 metallic glass (MG) sample with a size of
3 X 6 x 30 mm? during 3-point bending test. (g) The load-displacement curve.

2.1.2. Shear Band Delamination

After the multiple shear bands formation and sliding, the material could reach the stage of shear
band delamination. At present, the critical condition for shear band delamination is still complicated
to be quantitatively predicted. In experiments, the shear bands in MGs will develop into fracture
after sliding for a distance of a few tens of microns or less [6,26,28-30]. The physics behind the shear
band delamination can be understood from different perspectives. As the model of Taylor’s fluid
meniscus instability [31,32] suggested, the very thin shear band could be considered as a viscous layer,
which would delaminate when a critical stress condition (a critical suction stress gradient along the
shear band) is met. On the other hand, the shear band will gradually become looser and softer during
sliding, due to the shear dilatation effect [33-35]. Irreversible microstructure change (such as nano
cavitation [36] and nanocrystallization [37]), micrometer-scale softening and cavitation [38] can also
occur during this process and weaken the shear band. Finally, the shear band reaches the critical
condition of delamination. When the delamination occurs, the crack tip will propagate rapidly along
the shear band path, and the fractograph will reproduce the shape of the shear band, denominated as
“flat zone” or “planar zone” in some reports [26,28]. Figure 2 shows the fractograph of a Pd77 5CusSii6 5
metallic glass, which reveals that the “flat zone” on the fractograph is actually not straightforward but
will deviate from the original notch tip direction [27]. The morphologies of the shear bands and the
fractograph formed by shear band delamination depend on the local stress condition. Near the side
surface of the sample, the local maximum shear stress points into the sample, and cone shape shear
bands will form (Figure 2b,c). Near the notch-tip inside the sample, the local maximum shear stress
deviates from the notch-tip direction, and curved shape shear bands will form (Figure 2c,d). The shear
direction and sliding distance of the shear band before delamination can be determined by the smooth
shear-offsets at the edge of the fractograph [26,28,39].
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Figure 2. Fractograph of a Pdy; 5CugSiy6 5 metallic glass. (a) Sketch of the fractured sample with four
marked regions. (b,c) The fractograph near the side surface of the sample. (d) The fractograph inside
the sample. (e) The cross section profile inside the sample. (f) Enlarged image of the viscous features
on the fractograph.

2.1.3. Rapid Fracture

After the shear band delamination, the crack can continue propagating rapidly through the
sample. As there is no existing shear band and preferred crack propagation direction in this area,
irregular rough fractograph is formed (Figure 2d), denominated as “rough zone” in some studies [26,28].
As the external stress is higher than the required stress for crack propagation at this stage, this part of
fractograph is also called “over load region” [39]. Due to the lack of measuring method, there still
lacks systematic researches on the fracture mechanism of this rapid fracture process.

Through the above three stages of fracture, a typical mode I fractograph of MG consisting of
smooth region (shear band formation and sliding), flat zone (shear band delamination) and rough zone
(rapid fracture) is formed. Plentiful viscous fracture features including dimples, veins and droplet
patterns can be observed on the fractographs [10,39,40] (Figure 2f). These kinds of features are typical
in MGs. As MGs are a kind of shear softened material, the deformed position (i.e. shear bands) will go
through significant softening and viscosity drop [33-35].

When the fracture process develops into the stage of shear band delamination, the stress required
for further crack extension will drop dramatically. For most MG samples, the stage of multiple shear
bands formation and sliding in the beginning of the fracture process is short and unsustainable.
Some brittle MGs can hardly form multiple shear bands at the notch-tip [41]. A large sample size of
MGs is also against the multiple shear banding [42,43]. As a result, these MG samples will experience
shear band delamination and generally show relatively poor fracture toughness/fracture resistance in
the fracture tests.

In the widely used uniaxial compress and tension tests, MGs generally show a shear mode of
fracture. In this case, the shear bands can propagate through the sample and are approximately plane.
The fracture plane and the applied load direction show an angle near 45° [18-20]. Viscous features and
smooth shear-offset can be observed on the fractograph [6,44], indicating that the fracture process also
consists of shear band formation, sliding, and delamination

2.2. Brittle Fracture of MGs

Although the fracture behaviors of most BMGs are controlled by the shear band deformation
mechanism, there are exceptions, of course. In some Fe-based, Ca-based, Mg-based, Rare earth-based
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and other brittle MGs, the fracture mode under compression/tension loading can change from shear
mode (fracture along the shear band path, which is ~45°from the loading axis) to cleavage mode
(fracture along the plane perpendicular to the applied stress), split mode [45] (fracture along the plane
parallel to the applied stress) or fragmentation mode. The cleavage or split surface of these brittle
MGs can be divided into mirror, mist, and hackle regions [41,46]. The cleavage surface of MGs is
smooth and continuous, with many radial ridge patterns along the crack propagation direction [47].
The split or fragment surface of MGs consists of many smooth conchoidal morphologies [46]. Plentiful
periodic nanoscale wavy corrugations can be observed on the enlarged fracture surface (Figure 3).
The formation mechanism of such features has been explained within the framework of the meniscus
instability, plastic zone theory and local softening mechanism [41,48]. To explain the difference between
the ductile and brittle fractographs, some studies point out that there is a positive correlation between
the fracture toughness and the dimple size on the fractographs of MGs [49]. Those brittle MGs tends to
form small dimples during fracture, and the most brittle MGs will form nanoscale wavy corrugations.

Figure 3. Fractograph of a brittle MgssCupgAgyY1; MG with many periodic nanoscale wavy
corrugations. (a) The overall appearance of the conchoidal fractograph. (b) Enlarged image of
wavy corrugations on the conchoidal fractograph. (c) Enlarged image of nanoscale wavy corrugations

at the edge of the conchoidal fractograph.
2.3. “Super Ductile” Fracture of MGs

In the last decade, some Zr-based and Pd-based MGs with extremely large fracture toughness
have been reported. The measured J-integral toughness of the Zr-based and Pd-based MGs can
reach 150 MPa-m'? and more than 220 MPa-m'?, respectively [6,50]. The Zr-based MG can form
plentiful multiple shear bands during fracture. The Pd-based MGs can sustain multiple shear bands
formation and sliding, without shear band delamination. Figure 4 shows the appearance of another
Pdy775CusSiie5 MG sample with a size of size is 2.2 X 3.8 X 25 mm? during 3-point bending [51].
The sample can be severely deformed without fracture (Figure 4a). Plentiful shear offsets can be
observed on the side surface of the sample (Figure 4b). The fractograph shows abundant strip features
perpendicular to the crack extension direction (Figure 4d,f), which are formed through multiple shear
banding. Such a “Super ductile” fracture behavior is inspiring, however, it is only observed in small
size samples. The reasons for this fracture behavior and high toughness can be ascribed to:

1.  The Pd-based MGs have better deformability than other MG systems and can more easily form
multiple shear bands in different loading conditions.

2. The size of the samples used in these studies is small (the thickness and ligament width are
not more than 3 mm). Since a smaller sliding distance is needed to release the same stress in a
smaller sample, it will be less easy for small samples to reach the critical condition of shear band
delamination, i.e. small sample show higher shear band stability. Therefore, sustainable multiple
shear banding can be achieved.

3. The value of J-integral toughness depends on the energy absorption during crack extension,
rather than the crack-tip stress intensity [22,52]. Due to the massive energy dissipation via the
multiple shear band movements, a high J-integral toughness can be obtained.

Besides this review, another recent report also indicates that with decreasing sample size,
the fracture mode of the Pd;;5CuSijes MG transits from multiple shear banding-shear band
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delamination to sustainable multiple shear banding [43]. The fracture toughness increases significantly
when the transition occurs. Similar transition can also be observed in other MG systems. Figure 5
shows the fractograph of a pre-notched Zry; »Tij3 §Cuy25NijgBeys 5 (Vitreloy-1) MG rods after 3-point
bending. A long sustainable multiple shear banding can be achieved when the sample size decreases
down to @2 mm. A large region of smooth stripes (shear offsets) can be observed on the fractograph
(Figure 5a—e). A long serration process can be observed on the loading curve (Figure 5f). In the
previous mechanical studies of MGs, a correlation of better properties and smaller sample size is
widely observed [42]. This law is also applicable in the fracture performance.

Figure 4. Appearance of a Pd;;5CugSije5 MG sample with a size of 2.2 X 3.8 X 25 mm? after 3-point
bending. (a—c) Side surface appearance. (d—f) Fracture surface appearance.
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Figure 5. Appearance of a Vitreloy-1 MG rod with a size of @2 after 3-point bending. (a,b) Side surface
appearance. (c—e) Fracture surface appearance. (f) Loading curve.

2.4. Impact Toughness of MGs

The impact toughness reflects the damage resistance of a material under impactloading. At present,
the impact toughness data of MGs are still few. As the size requirement of the standard test
(10 x 10 x 55 mm) can hardly be reached by most MGs. Only a small number of MGs can achieve a
critical size over 10 mm [53-58]. Many impact toughness data are measured through nonstandard
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small samples. Table 1 shows a collection of reported impact toughness data of several MGs. Although
there is doubt about the reliability of the data measured in nonstandard samples, the highest measured
impact toughness in MGs is not higher than 160 kJ/m?. This value is relatively smaller than that of
AISI-1018 steel [59].

Table 1. Impact toughness data of different metallic glasses.

" Sample Size Deepness and Shape Impact Ener
Composition (mm x ll;m X mm) ’ of Notch ’ P(k]/mz) &
(Tiaé_]Zl‘33(2Ni5A8B624A9)95CU5 10 x 10 x 55 U-shape 50 [60]
Zrs5A119CuzgNis 2.6 x 10 x 55 U-shape 63 [61]
Zrs50CuypAlyg 5x 10 x 55 U-shape 100 [62]
Zry1 5 Ti138Cuqp5NijgBers s 3x3x30 1 mm V-shape 80 ~ 160 [63]
Zl‘41‘2T113A8CU]2‘5N110B622_5 3x6x30 3 mm V—shape 133 [64]
LassAlysCuyoNisCos 26x5x22 1mm 77 [65]
Zry1 5 Ti138Cuqp5NijgBern 5 3x6x30 3 mm 90 ~ 133 [66]
Pd40CU30Ni10P20 2.5x% 10 x 55 2 mm U-shape 70 [67]
Ti32A8ZI‘30A2B626‘6N15‘3C119 10 x 10x 55 2 mm U-shape 50 [60]
(Tig1 Zrp5BengFeg )91 Cug 10 x 10 x 55 2 mm U-shape 60
AISI-1018 steel 10 X 10 X 55 2 mm V-shape ~500 [59]

Figure 6 shows a typical impact fracture morphology of a (Tis ZrysBepgFeg)9; Cug MG, which is
very similar to that of mode I fracture. The fractograph starts with a smooth region and flat zone
(Figure 6b), which are formed during shear band sliding and delamination. The other positions of
the fractograph are rough, with many ridge patterns. Plentiful vein patterns and viscous features can
be observed on the enlarged images of the fractograph (Figure 5d—f). The fracture direction changes
obviously near the end of the sample (Figure 6¢), which results from the changed stress condition at
this position and the existence of shear bands generated by the impact hammer.

Figure 6. Fractograph morphology of a (Tiy ZrysBesgFeg)g;Cug MG after impact toughness test.
(a) The overall appearance of the fractograph. (b) The smooth region and flat zone on the fractograph
near the initial notch tip. (c) Changed fracture direction and fractograph morphology near the end of
the sample. (d—f) The vein patterns and viscous features at different positions of the fractograph.

The loading rate of impact toughness test is much faster than that of conventional static tests,
and is also much faster than that of shear band sliding. Generally, the shear band sliding speed in MGs
is at the magnitude of 1 mm/s or less [68,69]. The speed of pendulum hammer in the impact toughness
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test is at the magnitude of 4 m/s. Therefore, the fractograph of MGs after impact tests is similar to the
over load region formed during rapid fracture. It has been reported that the mechanical behaviors
of MGs are sensitive to the strain rate [70]. However, systematic researches on the dynamic fracture
mechanism and influence of high stain rate in MGs during impact toughness test are still rare.

2.5. Fatigue Performance of MGs

Fatigue rupture is one of the main failure modes in engineering material [71]. The fatigue study of
MGs can be traced back to the mid-1970 [72,73]. Due to the size limit, the tests of the early discovered
MGs were carried out with ribbon samples. The Pd-Si MG ribbons show a fatigue crack growth
threshold as high as AKy, =9 MPa-m'/2 [74], which is even higher than that of high-strength steel [75].
With the development of bulk metallic glasses, the fatigue properties can be measured by bulk samples
under tension, compression, and bending tests. Although the fatigue ratio (the ratio of the fatigue
endurance limit to the yielding stress) of most BMGs is near 0.3 [76], the fatigue endurance limit
(the maximum stress amplitude to which the material is subjected for 107 cycles without failure) is still
high, due to their high yielding strength. Some Co-based and Fe-based MGs can reach a fatigue limit
as high as 2 GPa [77]. Table 2 shows the data of the fatigue endurance limit and the fatigue ratio of
some reported MGs with a size larger than 2 mm and other commonly used metal materials including
steel and Titanium alloy.

Table 2. Fatigue properties of some MGs and some commonly used metal materials.

Fatigue Endurance Sample

Constituent Limit oy (MPa) Size/mm Fatigue Ratio Test Mode Ref.
PdyoCuzpNijgPag 340 5% 10 0.2 bending [67]
FeygCrisMoq4EryCy5Bg 682 3x3x25 0.17 bending [78,79]
Vit 1 152 3 x3 x50 0.08 bending [80]
Vit 1 703 ©2.98 0.38 tension [81]
Vit 1 615 ©2.98 0.33 tension [81]
Ti-6Al-4V 515 0.50 [82]
300 M steel 800 0.4 [82]
Cuyy5Zrg75Al5 224 3x3x25 0.12 bending [83]
2090-T18 Al-Li alloy 250 0.48 [82]
Zrsp 5TisCuy79Nipg ¢ Alg 907 ©2.98 0.53 tension [84]
Zrs; 5TisCuy7.9Niyg 6 Aljg 850 3.5%3.5x30 0.5 bending [85]
ZrsoCugAlyg 752 ©2.98 0.41 tension [86]
ZrsoCuzpAlioNiqg 865 ©2.98 0.45 tension [86]
ZrsoCuzyAlyoPd; 983 ©2.98 0.52 tension [87]
CagsMg15Znyg 140 4x4x4 0.38 compression [88]

It is noticed that the measured fatigue properties of MGs are sensitive to the test method,
test environment, sample quality, sample size, surface condition, and etc. Different results have been
reported by different studies [81,89,90]. For example, the pour casting fabricated Zrs5CusoNisAl;g MG
shows better fatigue properties, as the size and distribution of flaws could be tuned by the fabrication
method. Thermal relaxed MGs could show higher fatigue limit, due to the relatively low free volume
content [91-93]. The Poisson’s ratio, sample size [94] and the content of some alloying elements [87]
also have significant influences on the fatigue behavior.

Figure 7 shows a typical fractograph of a brittle Mg-Cu-Ag-Y MG after tension fatigue fracture.
The fractograph of the fatigue cracked MGs can be divided into the crack initiation site, the crack
growth region and the fast fracture region [86,95]. There can be more than one crack initiation site
on one sample. The crack growth region is relative smooth, with many regular fatigue striations
perpendicular to the crack growth direction (Figure 7c). The spacing between striations is at micron
order or submicron order. The fast fracture region is rough (Figure 7c). Vein patterns and melting
features can be observed on the fractograph (Figure 7d), which result from the local heating and
viscosity drop during the rapid fracture.
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Figure 7. Fractograph morphology of a brittle Mg-Cu-Ag-Y MG after tension fatigue fracture.
(a) The overall appearance of the fractograph. (b) Enlarged image of the crack initiation site.
(c) The boundary between the regular fatigue striations and the fast fracture region. (d) The morphology
at the end of the fractograph. (e) Enlarge image of the regular fatigue striations. (f) Enlarged image of
the fast fracture region (g) Enlarge image of the droplet feature at the end of the fractograph.

3. Fracture Mechanism of MGs

The fracture process in MGs discussed above is very different from that in conventional
polycrystalline alloys. With work-hardening effect and the deformation mechanism of dislocations,
the deformation of many polycrystalline alloys will experience an elastic, yielding, work-hardening,
and fracture process. The mode I fracture process in these materials can be described by the classic
linear elastic fracture mechanics (LEFM), which depicts the plastic zone by the contour line of yielding
stress [52]. The material inside the plastic zone could deform plastically, and the material outside the
zone will be still elastic. The plastic zone moves accordingly with the extension of crack-tip. The stress
intensity for crack extension (fracture toughness) and energy absorption during the crack extension
(fracture resistance) can be considered as material dependent constants. Compared to such a fracture
process in polycrystalline alloys, the characteristics of fracture behaviors in MGs are summarized
as follows:

3.1. Discontinuous Stress/Strain Field

For polycrystalline alloys with work hardening effect, the deformation and stress/strain field
can be approximately continuous. For MGs, however, due to the shear softening effect [33,34,96],
the viscous flow in MGs at room temperature will localize and form shear bands [16,34]. Since the
shear transformations and shear band motions can be considered as thermal activated events [97],
the position and the moment of shear band formation are random. After formation, the shear band can
slide at a relatively lower stress [16,27,34], with a strain rate much faster than the external load [69,98].
During further loading, the shear bands delaminate and cause rapid fracture of the material [38]. As a
result, the spatial and temporal distribution of strain/stress field in MGs during the fracture process will
be discontinuous. The global stress/strain will also change discontinuously, observed as the serrations
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on the loading curves [13,25,99]. The strain in the shear bands is highly localized, while the other
places are still elastic.

3.2. Fracture Resistance

Since the fracture process of MGs can be divided into different stages, the fracture resistance and
plastic zone size might not be constant during the crack extension. In the stage of multiple shear
banding, the stress intensity should be large enough that the shear bands can nucleation from the
notch-tip. Part of mechanical energy will be released by plastic deformation in the manner of shear
band sliding. It corresponds to a ductile fracture behavior. When the shear band delamination begins,
the stress intensity required for further delamination will drop suddenly (due to the stress concentration
at the sharp tip of the delaminated shear band and the relatively low viscosity inside the shear band).
At the moment, the stress intensity in the sample is higher than the stress required for crack extension.
The over load makes the shear band delamination a transient non-static process. Later, the crack
extends rapidly and forms the rough zone on the fractograph. In experiments, the rapid fracture of
MGs usually takes a very short moment (<<1 s), and sometimes is accompanied by sparking [100].
Since the crack extension rate is much faster than the shear band sliding rate, there will be not enough
time for the material to deform by shear band sliding. The plastic deformation and energy absorption
during the shear band delamination and rapid fracture will be small. It corresponds to a brittle
fracture behavior.

3.3. Plastic Zone

The crack-tip plastic zone of MGs also differs from that of polycrystalline alloys. In the stage
of multiple shear banding, the plastic zone depends on the distribution of shear bands. It has been
noticed that the notch-tip shear bands distribution on the side surface of MGs during mode I fracture
deviates from the local stress distribution [6,27,50] (Figure 8). The reason for such deviation is that
the shear bands in MGs propagates along the local maximum shear stress direction (or the direction
of the local maximum shear stress gradient) [101]. Due to the stress concentration at shear band tip,
the shear band is able to propagate into the region with relatively low stress. Therefore, the actual
plastic deformed region of MGs depends on the distribution of shear stress direction, instead of the
distribution of stress intensity. With the increasing stress intensity during loading, new shear bands
are formed from the notch-tip, and the plastic deformed region gradually extends. Later, the shear
band delamination is triggered when the critical condition is reached. At the moment, the sharp crack
tip extends rapidly along the shear band path. The plastic zone depends on the softened region near
the crack tip. Since the opposite sides of the delaminated shear bands could match well with each
other, the plastic zone size might be very small. If the plastic region has a similar size to the dimples
on the fractograph (a few microns to tens of microns), it will be much smaller than the shear band
itself (the shear bands in BMGs can be millimeter-scale). The decreased plastic zone size explains the
reduced fracture resistance during the shear band delamination.

Based on the above discussions, the shear band controlled fracture process of MGs can be
considered as a dynamic process, in which the plastic deformation is achieved through individual shear
band formation and sliding instead of continuous deformation. With different sample size, sample
shape and loading condition, the stability, direction, formation stress, morphology and sliding distance
of the shear bands in MGs will change accordingly, which will result in different deformation behaviors.
Therefore, those mechanical properties including plasticity and fracture toughness will strongly depend
on both the material and the external loading condition. For instance, straightforward shear bands are
formed under uniaxial loading, and the material will show a shear mode fracture [18-20,44]. Due to
the normal stress sensitivity of the shear band nucleation, MGs show different yielding stress and
shear directions in compression and tension [18-20]. Under different constrained loading conditions,
different failure mode, plasticity, and serration behavior can be obtained [102,103], etc. In the case
of mode I fracture, the energy absorption is mainly attributed to the stage of multiple shear bands
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formation and sliding. In small size samples, sustainable multiple shear banding can be more easily
achieved and better fracture toughness/fracture resistance can be obtained. Under different loading
mode, the notch tip shear band distribution (plastic zone) will change accordingly, which will result in
different fracture properties [104]. The ductility and toughness of the material depend on the crucial
moment of shear band delamination, which is sensitive to the local structure and stress condition.
In different tests, different samples, and different positions of a sample, the critical condition of shear
band delamination might show a high degree of variability and randomness. With this understanding,
it becomes doubtful to treat those mechanical properties in MGs as intrinsic material properties.
I 0

(Y
notch notch )
intensity Max

Figure 8. A comparison of shear band distribution and shear stress distribution near the notch tip of a
Pdy75CugSite 5 MG during 3-point bending. (a) The shear band distribution near the notch tip of the
sample. (b) Simulated shear stress distribution on the side surface of the sample. (c) Simulated shear
stress distribution in the middle of the sample.

shear stress

4. Characterizing the Fracture Properties of Metallic Glasses

At present, how to characterize the fracture property of MGs is still under debate. The main
points in controversy are summarized as below:

4.1. Size Limit of MGs

According to the standard test method of mode I fracture toughness [21,22], a large sample size is
required to ensure the validity of the measured results. For a sample with a fracture toughness of Kjc,
the required thickness of the sample can be expressed as:

()
B,a>25(— ®)
Oy

where B represents the sample’s thickness, a represents the crack length, Kq represents the toughness
value, and oy represents the yielding strength. As the mode I fracture toughness value of MGs falls in
the range of a few to more than one hundred MPa-m®® [21,22], the required sample size will be a few
millimeters to more than one centimeter. However, such a size requirement can hardly be reached by
most MGs, due to their poor glass-forming ability. Until now, the BMGs with a critical size of more
than one centimeter are still rare. Most fracture tests of MGs are carried out with a sample size of a
few millimeters, which can hardly reach the size requirement of standard test [21,22]. Besides, crack
opening displacement should be measured during the fracture process as required by the test standard.
However, it will be difficult to install a very small extensometer onto the small MG samples.

4.2. Fatigue Pre-Crack

According to the test standard [21,22], a fatigue pre-crack with enough length should be prepared
to ensure the sharpness of the initial crack tip. However, this requirement can hardly be achieved by
MGs with small size. As the ligament length of most MG samples is small, the fatigue load should
decrease according with the extension of the fatigue crack. Moreover, it is difficult to prepare a straight
fatigue crack in MGs. As the shear bands near the notch tip are curved and deviated from the original
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notch direction, the fatigue crack also will easily deviate from the original direction. A recent report
discovered that straightforward fatigue crack can be prepared under the pure shear stress condition
achieved by asymmetric four-point bending [105], which provides a feasible solution for this question.

4.3. Variability of Fracture Toughness

As MG samples can hardly meet the requirement of size and fatigue pre-crack in the test standard,
some nonstandard measurements were used for substitution. Some studies used the notch toughness
(without fatigue pre-crack) as an approximation to characterize the fracture toughness of MGs [30,106].
In some studies, the fatigue pre-cracking process was replaced by machining a notch tip with a
very small radius [6]. J-integral toughness tests were also used, as the size requirement of J-integral
toughness test is smaller than that of standard measurement [22,52]. In these studies under different
loading conditions and different test methods, a high variability in the measured fracture toughness
is observed.

Experiments of notch toughness show that with increasing notch-tip radius, the degree of stress
concentration at the notch-tip decreases, and a greater load is needed to form shear bands from
the notch-tip. A larger fracture toughness can be measured [107]. In small size samples, a shorter
shear band sliding distance is required to release the same stress. The material prefers to form
multiple shear bands rather than shear band delamination, and a higher fracture resistance can
be achieved [42,43,51]. The measured fracture toughness is also sensitive to the temperature [108],
loading rate, loading mode [107], heat history [109], residual stress [110], geometry [111] and the
distribution of impurities/flaws [112]. For example, the cooling rate directly affects the fracture energy
of a Ti-Zr-Cu-Ni-Be MG, which can range from 148.9 to only 0.2 k] m~2 [26]. The measured fracture
toughness of Vitreloy-1 MG can vary widely from ~18 to ~130 MPa-m'/?
different test methods [39,75,113].

To understand the variability of fracture toughness in MGs. Some studies suggest that the
properties of MGs are “intrinsically variable” [114], as the shear band behaviors of MGs depends
on both the material and the loading condition [42,107,115]. Some studies suggest that the sample
geometry to measure the fracture toughness of BMGs should be much smaller than suggested by
the standards for crystalline alloys [111]. According to the discussions of this review, the variability
of mechanical properties of MGs actually reflects the sensibility of the shear band behaviors to the
external loading condition and the randomness in the shear band motions. We have seen the tendency
that new experimental methods, theoretical criteria, or definitions will be proposed to further study
these shear band controlled materials, especially for the engineering important metallic glasses.

in different reports with

5. Prospects

Here a brief review has been provided to understand the fracture behavior and fracture mechanism
of MGs. As present, the study of fracture in MGs is still preliminary, due to the complex fracture
mechanism of MGs compared to the classic fracture mechanism in polycrystalline alloys. Here we
would like to raise some representative unsolved issues in this field, which to our knowledge have
relatively high interest and importance.

5.1. Characterizing the Dynamic Fracture Properties of MGs

As discussed above, the different fracture modes, dynamically changing fracture resistance during
different stages of fracture, and high variability in the measured fracture toughness of MGs result from
their complex fracture mechanism. Due to the limitation of glass-forming ability, standard test methods
of fracture properties might not be applicable in those MGs with small critical size. Appropriate
experimental methods and theoretical tools are needed to characterize and further study the dynamic
fracture behavior of MGs and other shear band controlled materials. For those small size MGs that
cannot meet the requirement of test standard, new methods are needed to be developed to characterize
their toughness and fracture resistance.
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5.2. Toughening Method of MGs

Although some MGs show high damage tolerance, the fracture toughness of the most widely used
Fe-based magnetic MGs in industry is still poor. The poor tensile ductility and low impact toughness of
MGs also limit their further applications in many cases. How to enhance the mechanical performance
of Fe-based MG and their composites without negative effects on their magnetic properties, and how
to achieve tensile ductility and toughness in large MG samples are of great significance.

5.3. Performance Under Special Conditions

As the shear band behaviors can be tuned by external loading condition, MGs can possibly
show better mechanical performance under special conditions, such as high temperature, cryogenic
temperature, small sample size, irregular sample shape, irradiation environment, high strain rate,
constrained loading, etc. These factors could provide potential applications for MGs.

5.4. Rapid Fracture Mechanism of MGs

The formation process of the rough zone on the fractograph and the rapid fracture mechanism
under impact loading and other rapid loading conditions are still unclear. To optimize the fracture
toughness and impact toughness of MGs, the physics behind the rapid fracture of MGs should be
studied and clarified.

5.5. Mode II and Mode I1I Fracture Mechanism of MGs

At present, the studies of fracture mechanism of MGs under Mode II and mode III fracture are still
rare. The different fracture properties of MGs under different load mode might provide an approach to
understand the correlation between the mechanical behaviors and the loading conditions of MGs.
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Abstract: The paper addresses the problem of an interfacial crack in a multi-directional laminated
beam with possible bending-extension coupling. A crack-tip element is considered as an assemblage
of two sublaminates connected by an elastic-brittle interface of negligible thickness. Each sublaminate
is modeled as an extensible, flexible, and shear-deformable laminated beam. The mathematical
problem is reduced to a set of two differential equations in the interfacial stresses. Explicit expressions
are derived for the internal forces, strain measures, and generalized displacements in the sublaminates.
Then, the energy release rate and its Mode I and Mode II contributions are evaluated. As an example,
the model is applied to the analysis of the double cantilever beam test with both symmetric and
asymmetric laminated specimens.

Keywords: fiber-reinforced composite laminate; multi-directional laminate; delamination; elastic
interface; energy release rate; mixed-mode fracture

1. Introduction

Delamination, or interlaminar fracture, is the main life-limiting failure mode for fiber-reinforced
composite laminates [1]. Delamination cracks may originate from localized defects and propagate due
to peak interlaminar stresses. A huge number of analytical, numerical, and experimental studies have
been devoted to this problem during the last few decades [2-6]. The phenomenon is also relevant for
many similar layered structures, such as glued laminated timber beams [7] and multilayered ceramic
composites [8].

Within the framework of linear elastic fracture mechanics (LEFM), a delamination crack is expected
to propagate when the energy release rate, §, attains a critical value, or fracture toughness, Gc.
Since delamination cracks preferentially propagate along the weak interfaces between adjoining plies
(laminae), propagation generally involves a mix of the three basic fracture modes (Mode I or opening,
Mode II or sliding, and Mode III or tearing). Each fracture mode furnishes an additive contribution to
the total energy release rate, Gy, Gyj, and Gy [9], and corresponds to a different value of interlaminar
fracture toughness, Gic, G, and Gy [10]. Thus, to predict delamination crack propagation, it is
necessary (i) to assess by experiments the interlaminar fracture toughness (in pure and mixed fracture
modes), (ii) to define a suitable mixed-mode fracture criterion, and (iii) to use a theoretical model to
evaluate the energy release rate and its modal contributions [11].

An effective modeling approach to evaluate the energy release rate is to consider a delaminated
laminate as composed of sublaminates connected by an elastic interface, i.e., a continuous distribution
of linearly elastic-brittle springs. Such an elastic interface model was developed first by Kanninen
for the double cantilever beam (DCB) test specimen [12] and later adopted by many authors for the
analysis of the delamination of composite laminates [13-26]. Elastic interface models can be regarded
as particular cases of the more general cohesive-zone models [27,28]. The latter are increasingly
used to model delamination associated with large-scale bridging and other non-linear damage
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phenomena [29-38]. A parallel line of research concerns adhesively-bonded joints, for which models
of growing complexity have been proposed in the literature [39]: from elastic interface models [40-46]
to non-linear cohesive-zone models [47,48].

Bending-extension coupling and other elastic couplings are a typical feature of composite
laminated beams and plates [49]. Nevertheless, only a few theoretical models for the study of
delamination take into account elastic couplings. Among these, it is worth citing the pioneering
work by Schapery and Davidson on the prediction of the energy release rate in mixed-mode fracture
conditions [50]. In recent years, Xie et al. considered bending-extension coupling in the analysis
of delamination toughness specimens [36] and composite laminated plates subjected to flexural
loading [25]. Dimitri et al. presented a general formulation of the elastic interface model including
bending-extension and shear deformability, but limited their analytical solution to the case with no
elastic coupling [26]. Valvo analyzed the delamination of shear-deformable laminated beams with
bending-extension coupling based on a rigid interface model [51]. Tsokanas and Loutas extended the
above-mentioned analysis to include the effects of crack tip rotations and hygrothermal stresses [52].
To the best of our knowledge, a complete analytical solution for the elastic interface model of
delaminated beams with bending-extension coupling and shear deformability has not yet been
presented in the literature.

This paper analyses the problem of an interfacial crack in a multi-directional laminated beam
with possible bending-extension coupling [53]. A crack-tip element is defined as a laminate segment
extending ahead and behind the crack tip cross-section, such that the fracture process zone is fully
included within [54,55]. In line with the elastic interface modeling approach, the crack-tip element is
considered as an assemblage of two sublaminates connected by an elastic-brittle interface of negligible
thickness. Each sublaminate is modeled as an extensible, flexible, and shear-deformable laminated
beam [56]. The mathematical problem is reduced to a set of two differential equations in the interfacial
stresses. A complete analytical solution is derived including explicit expressions for the internal forces,
strain measures, and generalized displacements in the sublaminates. Then, the energy release rate
and its Mode I and Mode II contributio