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Abstract: This Special Issue covers the broad topic of structural integrity of non-metallic materials,
and it is concerned with the modelling, assessment and reliability of structural elements of any
scale. In particular, the articles being contained in this issue concentrate on the mechanics of fracture
and fatigue in relation to applications to a variety of non-metallic materials, including concrete and
cementitious composites, rocks, glass, ceramics, bituminous mixtures, composites, polymers, rubber
and soft matters, bones and biological materials, advanced and multifunctional materials.

Keywords: Fatigue; Fracture mechanics; Structural integrity; Polymers; Composites; Ceramics;
Concrete; Rock; Soft matter; Advanced materials.

1. Introduction

The mechanics of fracture and fatigue have produced a huge body of research work in relation
to applications to metal materials and structures. However, a variety of non-metallic materials
(e.g., concrete and cementitious composites, rocks, glass, ceramics, bituminous mixtures, composites,
polymers, rubber and soft matters, bones and biological materials, advanced and multifunctional
materials) have received comparatively less attention, despite their attractiveness for a large spectrum
of applications related to the components and structures of diverse engineering branches, applied
sciences and architecture, and to the load-carrying systems of biological organisms.

This special issue covers the broad topic of structural integrity of non-metallic materials and is is
concerned with the modeling, assessment, and reliability of structural elements of any scale. Original
contributions from engineers, mechanical materials scientists, computer scientists, physicists, chemists,
and mathematicians are presented, following both experimental and theoretical approaches.

2. Fracture

A number of papers in this special issue are specifically devoted to fracture mechanics problems.
Different approaches have been used, including experimental investigations, theoretical models, and
numerical simulations. Papers [1–5] are related to concrete material, from papers [6–12] to rocks. Other
contributions investigate the fracture behavior of functionally graded materials [13], glass [14], laminate
composites [15], refractories [16], and soft matter [17]. Concrete material is also investigated in relation
to impact resistance [18] and self-healing properties [19]. Impact behavior is studied with reference to
laminate composites [20,21]. Other papers devoted to rocks concern their cutting resistance [22] and
their multiaxial response under dry and saturated conditions [23]. Finally, the mechanical behavior of
a monomer structural component is studied in [24].

3. Fatigue

Fatigue is investigated from both a experimental and theoretical point-of-view in different papers.
In [25–30] in particular, concrete behavior under fatigue loading is described, with an emphasis on
bridge applications [25–27] and concrete reinforced with fibers and rebars [25,29]. Fatigue of asphalt

Appl. Sci. 2020, 10, 1841; doi:10.3390/app10051841 www.mdpi.com/journal/applsci1
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and of rocks is investigated in [31,32], respectively. Finally, an account on fatigue life assessment of
wind turbine blades is presented in [33].
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Abstract: The effects of particle size of ground granulated blast furnace slag (GGBS) on the fracture
energy, critical stress intensity, and strength of concrete are experimentally studied. Three fineness
levels of GGBS of 4000, 5000, 6000 cm2/g were used. In addition to the control mixture without slag,
two slag replacement levels of 20% and 40% by weight of the cementitious material were selected
for preparing the concrete mixtures. The control mixture was designed to have a target compressive
strength at 28 days of 62 MPa, while the water to cementitious material ratio was selected as 0.35 for
all mixtures. Test results indicate that using finer slag in concrete may improve the filling effect and
the reactivity of slag, resulting in a larger strength enhancement. The compressive strength of slag
concrete was found to increase in conjunction with the fineness level of the slag presented in the
mixture. Use of finer slag presents a beneficial effect on the fracture energy (GF) of concrete, even at
an early age, and attains a higher increment of GF at later age (56 days). This implicates that the
finer slag can have a unique effect on the enhancement of the fracture resistance of concrete. The test
results of the critical stress intensity factor (KS

IC) of the slag concretes have a similar tendency as that
of the fracture energy, indicating that the finer slag may present an increase in the fracture toughness
of concrete.

Keywords: fracture toughness; blast furnace slag; particle size; compressive strength; concrete

1. Introduction

Ground granulated blast furnace slag (GGBS) is a byproduct of iron making, which is produced by
water quenching of molten blast furnace slag that turns out to be a glassy material [1]. It is ground to
improve the reactivity during cement hydration. GGBS is one such supplementary material which can
be used as a cementitious ingredient in either cement or concrete composites. Research to date suggests
that the supplementary cementitious materials improve many of the performance characteristics of
concrete, such as strength, workability, and corrosion resistance [2,3]. Some of the effective parameters
like chemical composition, fineness, and hydraulic reactivity have been carefully examined by many
earlier studies [4]. Among these, the reactive glass content and fineness of GGBS alone will influence
the cementitious/pozzolanic efficiency or its reactivity in concrete composite significantly.

It is generally agreed that the use of fine GGBS improves the properties of concrete. K. Tan and X.
Pu [5] investigated the effect of finely ground GGBS on the compressive strength of concrete. Test results
showed that incorporating 20% finely ground GGBS can significantly increase the strength after 3 days.
Mantel [6] reported that the slag activity depends on the particle size distribution (fineness) of slag and
the cement used and showed that this ranges from 62%–115% at 28 days. In addition, the investigation
of Yűksel et al. [7] reported that the increase in fineness of GGBS improves compressive strength due
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to the pozzolanic reaction causing a reduction in permeability, signifying that finer slag can provide
higher resistance against deteriorations from chemical or physical attacks.

The traditional properties, such as compressive strength, have been assessed to be in close relation
to the pore characteristic and interfacial transition zone (ITZ) of concrete. The test results of Duan, Gao,
and Tan et al. [5,8,9] show that mineral admixtures have a positive impact on pore refinement and ITZ
enhancement, especially at later curing stages. The development of compressive strength is significantly
related to the evolution of ITZ and the pore structure. In fact, the cementitious and pozzolanic behavior
of GGBS is essentially similar to that of high-calcium fly ash. Previous reports [5,9–11] have primarily
indicated that increasing the fineness of fly ash and slag may increase the strength and durability of
concrete attributed to the microcracking resistance of cement paste, particularly in ITZ.

The interfacial transition zone in concrete that is often modeled as a three-phase material is
represented as the third phase [12]. Existing as a thin shell around larger aggregate, the ITZ is generally
weaker than either of the two main components, the hydrated cement paste, and aggregate, of concrete.
The ITZ has less crack resistance, and accordingly, the factor occurs preferentially. A major factor
responsible for the poor strength of the ITZ is the presence of microcracks. Much of the physical
nature of the response of concrete under loading can be described in terms of microcracks that can be
observed at relatively low magnification. Cracking in concrete is mostly due to the tensile stress that
occurs under load or environmental changes. As such, the failure of concrete in tension is governed by
the microcracking, associated particularly with the ITZ [13,14].

The tensile strength of concrete is a very essential property. Not only the tensile strength but
also the behavior at the tensile fracture is of importance, particularly the toughness. When concrete
fails in tension, its behavior is characterized by both the peak stress and the energy required to fully
generate a crack. Fracture mechanics could in principle be a suitable basis for analyzing the tensile
toughness of concrete [15]. The defects and the stress concentration are the main factors causing
failure. Concrete that exhibits defects or is subjected to stress concentrations easily cracks and results
in a reduction of strength. It is important to identify the fracture behavior and toughness for widely
used high-performance concrete that normally incorporates slag or fly ash [16,17].

Because of the non-homogeneous characteristics of concrete, its fracture behavior is quite
complicated. It was proved that the methods developed in conventional fracture mechanics are
unsuitable for the analysis of the influence of fracture toughness on the behavior of concrete
structures [15]. Many theoretical models have been developed to make such an analysis possible.
Among them, three well-known models are the fictitious crack model, the crack band model, and
the two-parameter fracture model. By means of numerical techniques, for example, in the finite
element method, it is possible using these models to make a theoretical analysis for the development
of the damage zone and the complete behavior of the structure. As for the fracture mechanics of
concrete, RILEM has put forward several methods to determine the fracture properties and parameters
of concrete [18]. Hillerborg [15] determine the fracture energy according to the fictitious crack
model. Jeng and Shah [19] used the two-parameter fracture model to determine the critical stress
intensity factor.

A number of past studies on the concrete containing GGBS have been conducted, mainly dealing
with the influence of the fineness of slag on the strength and durability of concrete. More rarely,
investigations were conducted on the fracture behaviors of concrete incorporating finer GGBS.
Consequently, there is a need for exploring the effects of the particle size of GGBS on the fracture
properties of concrete. This study experimented using the three-point bend test to analyze the fracture
energy and the critical stress intensity factor for evaluating the fracture mechanics or fracture toughness
of concrete containing finer GGBS.

2. Research Significance

Laboratory investigations have shown that when the slag particle size is reduced, its mechanical
performance in concrete is improved. The finer slag with the larger surface area has an intensive
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reaction which may lead to higher enhancement of the strength, the fracture energy, and the critical
stress intensity factor of concrete. Other than the research by Jensen and Hansen [20], who observed
a dependence of the fracture energy on the aggregate type and independence from the compressive
strength of concrete, this study found that an increase in concrete compressive strength of 10% resulted
in an increase in fracture energy of around 18%.

3. Experimental Details

3.1. Materials

The materials used included a Type I Portland cement, river sand, crushed coarse aggregate with
a maximum size of 10mm, a naphthalene-sulfonate-based superplasticizer, and GGBS of three fineness
levels. The chemical composition of cement and GGBS are presented in Table 1. Three different fineness
levels of GGBS of 4000, 5000, and 6000 cm2/g with a specific gravity of 2.85 were selected in this study.

Table 1. Chemical analysis of cement and ground granulated blast furnace slag (GGBS).

Chemical
Analysis (%)

SiO2 Al2O3 Fe2O3 CaO MgO SO3 Na2O K2O LOI

Cement 20.9
33.1

5.62
15.6

3.21
0.33

63.6
40.7

2.52
7.7

2.16
0.1

0.27
-

0.52
-

0.92
0.12GGBS

3.2. Mixture Proportions

Seven mixtures were prepared for testing in this research: A reference mixture (R0) without GGBS
and six slag mixtures, designated as S4R2, S4R4, S5R2, S5R4, S6R2, and S6R4. S4, S5, and S6 refer to slag
fineness of 4000, 5000 and 6000 cm2/g, respectively. R2 and R4 refer to the replacement ratios of 20%
and 40%, respectively, by weight of the cementitious material. The water to cementitious material ratio
(w/cm) was kept at 0.35 for all mixtures. All concretes were designed to have a target compressive
strength level at 28 days of 62 MPa. The dosage of superplasticizer was adjusted to produce a designed
slump of 250 ± 20 mm and a slump flow of 600 ± 50 mm for all mixtures. The mixture proportions are
shown in Table 2.

Table 2. Mixture proportions and properties of fresh concrete.

Mixture
No.

w/cm
Water Cement Slag Sand Aggregate SP. Slump Slump Flow

kg mm mm

R0

0.35 182

520 0 850 783 8.1 230 625
S4R2 416 104 850 803 7.5 230 625
S4R4 312 208 870 773 6.8 265 580
S5R2 416 104 850 803 7.8 250 620
S5R4 312 208 860 783 6.8 255 610
S6R2 416 104 850 803 7.5 255 585
S6R4 312 208 840 793 7.0 235 580

3.3. Specimen Fabrication

Cylinder specimens (ψ100 × 200 mm) were cast from each mixture for compression testing;
three cylinders each for testing at 4 ages (7, 14, 28, 56 days). Prism specimens with diminution of
50 × 50 × 650 mm and 80 × 150 × 700 mm were cast for the determination of fracture energy (GF)
and the critical stress intensity factor (KS

IC), respectively. Four specimens were fabricated for each
mixture that tested the two specimens at 2 ages (14 and 56 days). The specimens and concrete mixtures
were prepared in accordance with ASTM C192. After casting, test specimens were covered with
plastic sheets and left in the casting room for 24 h. They were then demolded and put into a 100% RH
moist-curing room at about 23 ◦C until time for testing. One day before testing, the fracture energy
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specimen and the critical stress intensity factor specimen, as shown in Figures 1 and 2, were prepared
by cutting a notches 25 mm deep by 2 mm width and 50 mm deep by 2 mm width, respectively, at the
middle of the beam specimens.

Figure 1. The test set up for GF–determination.

Figure 2. The test set up for KS
IC-determination.

3.4. Testing Procedure

The compression test was carried out in accordance with ASTM C39. The three-point bending
test was performed on the notched beam as follows to determine the GF and KS

IC:

3.4.1. The Test for Determining GF

The fracture energy test followed the guidelines established by RILEM [21] using a closed-loop
testing machine. The testing arrangement is shown in Figure 1. A linear variable differential
transformer (LVDT) was installed at mid-span of the beam to measure the deflection. The loading
velocity was chosen so that the maximum load was reached 30 s after the loading started. The loading
rate selected was 0.25 mm/min. A load-deflection (F-δ) curve was then plotted, with the energy
“W0” representing the area under the curve. The GF (N-m) can be calculated using the following
expression [15,19]:

GF = W0 + mg
δ0

A
(1)

where W0 = area under the load-deflection curve (N-m);
m = mass of the beam between the supports (kg);
g = acceleration due to gravity;
δ0 = final deflection of the beam (m);
A = cross-sectional area of the beam above the notch (m2).
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3.4.2. Test for Determining KS
IC

The test for the determination of KS
IC followed the test method suggested by Jenq and Shah [19]

using a closed-loop testing machine under crack mouth opening displacement (CMOD) control.
The test setup is shown in Figure 2. A clip gauge was used to measure the CMOD. The CMOD and
the applied load were recorded continuously during the test. The test procedure included two steps
of loading and unloading. The first step was started from loading until the peak load was reached;
the applied load was manually reduced (also termed unloading) when the load passed the maximum
load and was about 95% of the peak load. When the applied load was reduced to zero, reloading
was applied. Each loading and unloading cycle was finished in about 1 min. Only one cycle of
loading-unloading was required for the test. The KS

IC is calculated using the following equation:

KS
IC =

3PmaxS
2bd2

√
(παc)F(α) (2)

in which,

F(α) = 1.99 − α(1 − α)(2.15 − 3.93α + 2.7α2)√
π(1 + 2α)(1 − α)3/2 (3)

where Pmax = the measured maximum load (N);
S = the span of the beam; b = beam width; d = beam depth;
αc = critical effective crack length;
α = αc/d.

4. Results and Discussion

4.1. Compressive Strength

Compressive strength was determined at the ages of 7, 14, 28 and 56 days on concrete stored under
moist-curing condition. The results are shown in Table 3. It is seen that all mixtures were proportioned
to have equivalent workability and target strengths of 62 MPa at the age of 28 days. This was generally
achieved except for in mixtures S4R2 and S4R4. In this case, the strength equivalence was achieved at
the age of 56 days, which was also exceeded by that of the reference mixture (R0).

The development of compressive strength for each concrete mixture is shown in Figure 3. At early
ages (7 days), as expected, the reference mixture without slag exhibited higher strength than the other
slag mixtures. The early strength gain of the reference mixture was superior to that of the slag mixtures,
indicating that replacing any amount of cement with GGBS of various fineness will reduce the strength
of concrete. Moreover, the concrete incorporating more slag (40%) displayed lower strength at an
early age than that with less slag content (20%). However, the curve slope of the slag mixtures in
Figure 3 tends to be steeper than that of the reference mixture at later ages. In other words, the strength
increment versus age for the slag mixtures is obviously larger than that of the reference mixture.
Consequently, the strength of each slag mixture exceeds that of the reference mixture at the age of
56 days.

On the other hand, it can be found from Table 3 that under the same replacement ratio (20% and
40%) of slag, the mixtures S6R2 and S6R4 presented the highest strengths at an early age (7 days),
followed by S5R2 and S5R4, and the S4R2 and S4R4 mixtures are the lowest. This is due to the fact that
incorporating finer slag into concrete may fill the micro-voids much better, exhibit higher reactivity and
producing higher packing density, resulting in a larger strength enhancement. In addition, a beneficial
effect of the fineness of slag on concrete strength can be seen in Figure 4; the compressive strength of the
slag concrete increases as the fineness level of the slag incorporated into the mixture increases for each
age and various slag replacement ratios. It is also found in Table 3 that there are significant strength
gains from 7–28 days and again from 28–56 days for the mixture containing finer slag. For example,
the strength increment of the mixtures S6R2 and S6R4 that contain finer slag displayed an increase rate
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from 100% at 7 days to 121.8% and 122.7% at 28 days, and 125.5% and 128.9% at 56 days, respectively.
These are obviously larger than the corresponding mixtures of S4R2 and S4R4 that increased from 100%
at 7 days to 114.9% and 115.1% at 28 days, and 124.2% and 126.2% at 56 days, respectively. At 28 days,
the strength of the finer-slag concrete is shown consistently to exceed that of the reference concrete,
except in the mixtures of S4R2 and S4R4. This is particularly significant considering that the cement
replacement of finer slag in each case is up to 40%. In addition, the highest strength achieved at 56 days
was 70.5 MPa for the mixture S6R4 with 40% slag replacement, while the strength obtained for the
corresponding reference mixture was a relatively lower value of 65.5 MPa.

Table 3. The compressive strength of concrete cylinders.

Mixture
No.

w/cm
Compressive Strength (MPa)

7 Days 14 Days 28 Days 56 Days

S0

0.35

56.2
(100%)

60.7
(108.0%)

63.2
(112.5%)

65.5
(116.5%)

S4R2 54.5
(100%)

59.2
(108.6%)

62.6
(114.9%)

67.7
(124.2%)

S4R4 53.0
(100%)

58.7
(110.8%)

61.0
(115.1%)

66.9
(126.2%)

S5R2 55.0
(100%)

60.1
(109.3%)

65.5
(119.1%)

69.1
(125.6%)

S5R4 54.2
(100%)

59.5
(109.8%)

64.8
(119.6%)

68.4
(126.2%)

S6R2 56.0
(100%)

62.3
(111.3%)

68.2
(121.8%)

70.3
(125.5%)

S6R4 54.7
(100%)

61.0
(111.5%)

67.1
(122.7%)

70.5
(128.9%)

* Average value of three specimens

Figure 3. Compressive strength development for cylindrical specimens.
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Figure 4. The average compressive strength of slag concrete versus the fineness of ground granulated
blast furnace slag (GGBS).

4.2. Fracture Energy

In this research, fracture energy (GF) was determined using a notched beam in a three-point
bending test. Load-deflection curves were plotted from the tests. The energy absorbed in the test to
failure is represented by the area below the load-deflection curve for the specimen. The area represents
the fracture energy per unit area of the fracture surface. The GF was calculated using Equation (1).
Concrete specimens were tested at 14 and 56 days. Results are presented in Table 4. At earlier ages
(14 days), the GF values of each slag mixture are mostly less than that of the reference mixture, except
slag mixture S6R2. In addition, the concrete containing more slag (40%) presented smaller GF than
that with less slag content (20%) for various ages. Nevertheless, the presence of the finer slag has
a beneficial effect on the GF of concrete. As shown in Figure 5, increasing the fineness level of slag
leads to an increase of the GF value of concrete. Even at an earlier age of 14 days, the GF value of the
mixture with finer slag (S6R4) is in turn higher than that of the mixtures S5R4 and S4R4 for a similar
slag replacement ratio of 40%. This implies that although the pozzolanic reaction of slag does not
yet fully occur at early ages, the superior filling effect and more active hydration reaction of the finer
slag can increase the density of concrete, resulting in an increased fracture resistance. After 56 days,
the GF value of the slag mixtures almost exceeds that of the reference mixture. In addition, it is also
found in Table 4 that the increment of fracture energy for each slag concrete from 14 days to 56 days
is attained by 18–24%, which is much higher than that of reference concrete (10.1%). This signifies
that, during the period, the pozzolanic reaction of slag activates, associating with the filling effect to
enhance the fracture toughness of the slag concrete.

Table 4. Fracture energy of the concrete.

Mixture No.
Compressive Strength (MPa) Fracture Energy (N/m)

14 Days 56 Days 14 Days 56 Days Increment N/m (%)

S0 60.7 65.5 74.3 81.8 7.5 (10.1)
S4R2 59.2 67.7 71.2 84.5 13.3 (18.7)
S4R4 58.7 66.9 65.7 78.4 12.7 (19.3)
S5R2 60.1 69.1 72.1 89.1 17.0 (23.5)
S5R4 59.5 68.4 69.8 85.3 15.5 (22.2)
S6R2 62.3 70.3 76.5 94.6 18.1 (23.7)
S6R4 61.0 70.5 73.9 92.1 18.2 (24.6)

* Average value of two specimens
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Figure 5. Fracture energy for concretes with various fineness levels and replacement ratios of slag at
ages of 14 days and 56 days.

Figure 6 compares fracture energy with the compressive strength of all slag concretes in the study.
The GF is found to increase in conjunction with the compressive strength. This compares the trend
favorably with the studies by Giaccio [22], Gettu [23], and Xie [24]. Nevertheless, the other studies
observed smaller increases in GF with the increases in the compressive strength of high-strength
concrete. Giaccio, Rocco, and Zerbino [22] found that GF increased as compressive strength increased,
but only at a fraction of the rate. Getta, Bažant, and Kerr [23] reported that an increase in compressive
strength of 160% resulted in an increase in GF of only 12%. Xie, Elwi, and MacGregor [24] found
that increases in compressive strength of 29% and 35% resulted in a GF increase of 11% and 13%,
respectively. In this study, an increase in compressive strength of 10% resulted in a larger increase in
GF of around 18%. This implicates the unique effect of using finer slag on the enhancement of the
fracture resistance of concrete.

Figure 6. Fracture energy versus compressive strength for slag concretes.

12



Appl. Sci. 2019, 9, 805

4.3. Critical Stress Intensity Factor

The critical stress intensity factor (KS
IC) was experimentally determined with a notch beam in a

three-point bend test using a closed-loop testing machine under the crack mouth opening displacement
control. Load-CMOD curves were plotted from the tests. The KS

IC was calculated using Equation (2).
Concrete specimens were tested at 14 and 56 days. Table 5 summarizes the results. It shows that the
related tendency of the KS

IC of concrete is similar to that of the GF. At an early age (14 days), the KS
IC

values of slag concrete are less that of the reference concrete (R0), but exceed that of R0 after 56 days.
This implies that the additional pozzolanic reaction of slag with Ca(OH)2 in concrete becomes active
during the period between 14 days and 56 days, which leads to the enhancement of KS

IC of the slag
concretes. Moreover, it is seen that the concrete incorporating more slag (40%) presented a lower
KSIC value than that with less slag content (20%) for various ages. On the other hand, the concrete
containing finer slag can exhibit larger KS

IC values. It can be found from Figure 7 that the increase
of the fineness level of the slag leads to an increase in the KS

IC value of concrete for various ages.
In other words, the KS

IC value of the mixture with finer slag (S6R2) is in turn higher than those of
S5R2 and S4R2 for the similar slag replacement ratio of 20%. Also, the KS

IC of S6R4 > S5R4 > S4R4
for the similar slag replacement ratio of 40%. The reason for this result is that the finer slag particle
has a larger surface area, presenting a more active pozzolanic reaction, thus resulting in an increase of
strength and fracture toughness.

Table 5. Critical stress intensity factor of the concrete.

Mixture No.
Compressive Strength (MPa) Critical Stress Intensity Factor (MPa×m0.5)

14 Days 56 Days 14 Days 56 Days

S0 60.7 65.5 0.248 0.261
S4R2 59.2 67.7 0.246 0.276
S4R4 58.7 66.9 0.239 0.265
S5R2 60.1 69.1 0.247 0.282
S5R4 59.5 68.4 0.241 0.278
S6R2 62.3 70.3 0.252 0.286
S6R4 61.0 70.5 0.244 0.280

* Average value of two specimens.

Figure 7. The stress intensity factor for concretes with various fineness levels and replacement ratios of
slag at the ages of 14 days and 56 days.
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Figure 8 compares the critical stress intensity factor with compressive strength for all slag-concrete
specimens in the study. As shown in the figure, the two values of stress are nearly linearly related.
The relationships shown in Figure 8 are significant because, based on the close relationship between
the particle size of slag and compressive strength (Figure 4), the critical stress intensity factor will
increase with the increase of the fineness level of the slag.

Figure 8. Critical stress intensity factor versus compressive strength for slag concretes.

5. Conclusions

The following conclusions were made based on the experimental results and the findings of
the study:

1. The filling effect and the reactivity of slag can be improved by reducing its particle size.
Incorporating finer slag into concrete may lead to larger early strength gains and larger strength
increments of the concrete at later ages. The compressive strength of slag concrete was found to
increase in conjunction with the fineness level of the slag incorporated into the mixture.

2. The use of finer slag presents a beneficial effect on the fracture energy (GF) of concrete, even at
early ages (14 days), due to superior filling effect. Increasing the fineness level of the incorporated
slag leads to an increase of the GF value of concrete or an enhanced fracture toughness.

3. The increment of the fracture energy of all the slag concretes measured in this study from
14–56 days was attained by 18–24%, which is found much higher than that of reference concrete
(10.1%), and accordingly, the GF of the slag mixtures at 56 days almost exceeds that of the
reference mixture.

4. An increase in compressive strength of slag concrete of 10% resulted in a fracture energy increase
of around 18%. This raise rate is significantly higher than that previously found in high-strength
concretes without slag, indicating that use of the finer slag can have a unique effect on the
enhancement of the fracture resistance of concrete.

5. The related tendency of the critical stress intensity factor (KS
IC) of the slag concretes is similar to

that of the fracture energy. At early ages (14 days), the KS
IC values of slag concrete are less than

that of the reference concrete (R0) but exceed that of R0 after 56 days.
6. Concretes incorporating finer slag exhibit larger KS

IC, and the KS
IC increases in conjunction with

the fineness level of the slag. This also implies an increase in the fracture resistance of the concrete.
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Featured Application: This study provides the valuable data to assess the failure mechanism of

CFRP strengthened reinforced concrete beams and structural systems.

Abstract: The bending and shear behavior of RC beams strengthened with Carbon Fiber-Reinforced
Polymers (CFRP) is the primary objective of this paper, which is focused on the failure mechanisms
and on the moment-curvature response prior-to, and post, strengthening with different amounts
and layouts of the CFRP reinforcement. Seven reinforced concrete beams were tested in 4-point
bending, one without any CFRP reinforcement (control beam, Specimen C1), four with the same
amount of CFRP in flexure but with different layouts of the reinforcement for shear (Specimens
B1–B4), and two with extra reinforcement in bending, with and without reinforcement in shear
(Specimens B6 and B5, respectively). During each test, the load and the mid-span deflection were
monitored, as well as the crack pattern. The experimental results indicate that: (a) increasing the
CFRP reinforcement above certain levels does not necessarily increase the bearing capacity; (b) the
structural performance can be optimized through an appropriate combination of CFRP flexural and
shear reinforcement; and (c) bond properties at the concrete–CFRP interface play a vital role, as the
failure is very often triggered by the debonding of the CFRP strips. The experimental values were
also verified analytically and a close agreement between the analytical and experimental values
was achieved.

Keywords: concrete cracking; crack patterns; carbon fiber-reinforced polymers—CFRP; RC
strengthening (in bending and shear); RC beams

1. Introduction

The Kingdom of Saudi Arabia, as well as rest of the world, contains a wide range of reinforced
concrete infrastructure which ranges from small residential houses to multi-story buildings, towers,
and pre-stressed concrete bridges. The majority of the infrastructure in Saudi Arabia was designed and
constructed on old design codes, standards, and specifications, and as a result of that, it is currently
experiencing weathering because of harsh climate, saltwater, acid attack, extreme temperature changes,
and due to the inferior quality of building material. There is a necessity to strengthen old existing
infrastructure in Saudi Arabia, which lacks in strength and stiffness. There are many different ways to
strengthen reinforced concrete structures, and one of the most common methods is the application of
CFRP (Carbon Fiber Reinforced Polymer) to the reinforced concrete member.
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CFRP has been widely used for the purpose of strengthening reinforced concrete, masonry, and
steel infrastructure. Over the past few decades, many researchers have proved the suitability of CFRP
material for structures composed of different materials, stiffness, and ductility [1–6]. By adopting the
correct retrofitting technique, CFRP can significantly increase the shear and flexure strength of concrete
structures as compared to the normal concrete structure. CFRP gains its strength via epoxy, which
is the glue that makes a bond of CFRP with the concrete surface. Flexure, shear, and compression
cracks can be prevented in reinforced concrete beams with the help of CFRP application. The benefit
of using CFRP retrofitting comes from its low density and its resistance to higher tensile forces, fatigue,
and corrosion.

However, the debonding failure mechanism, structural ductility, and long-term durability are the
main problems, which CFRP is facing due to poor bonding and reduced vapor pressure [7–9]. Fracture
of CFRP concrete beams is mainly attributed due to debonding of CFRP from the concrete surface.
Hence, flexural strength, failure behavior, and structural ductility are the most important parameters
that are always under consideration in structural design, especially when the structure is located in
the higher earthquake zone region. CFRP is a material which is brittle in nature and fails suddenly,
and has a linear elastic behavior up until failure, i.e., the tensile failure strain of FRP ranges from
2% to 4% [6]. Once the failure strain is reached, CFRP shows no signs of warning, breaks suddenly,
and results in the loss of its strength. This behavior of low ductility in reinforced concrete structures
retrofitted with CFRP is not desirable, as it does not provide any kind of early warning before failure,
thus resulting in the sudden collapse of the structure.

2. Literature Review

CFRP has been widely used in the past for repair and rehabilitation of civil infrastructure that was
showing signs of deterioration and distress due to aging. If applied properly, CFRP can increase the
service life of the structure. CFRP is a brittle material and usually fails (i.e., debonding or horizontal
crack propagation) at a lower load level, hence the ultimate capacity of the reinforced concrete structural
member is very hard to achieve [10]. In the past, many researchers conducted experiments on reinforced
concrete beams retrofitted in flexure by CFRP and resulting failure patterns were observed.

Arduini and Nanni [11] conducted a parametric analysis to investigate the effects of CFRP
reinforcement on serviceability, strength, and failure mechanisms of repaired RC beams. They
presented the results of their analysis in terms of repaired/un-repaired strength and deflection ratios.
They observed that a brittle failure mechanism can develop at loads much lower than expected
when considering only flexural performance of the FRP Strengthened beams. Their research work
also concluded that the application of CFRP reinforcement can considerably result in an increase in
load-bearing capacity and can also limit deflection at the service level. Smith and Teng [12] conducted
a comprehensive review of existing plate debonding strength models that were presented by many
researchers in past. Each model was summarized and classified into one of the three categories based
on the considered approach. Teng et al. [13] conducted extensive research that has been carried out in
recent years on the use of fiber-reinforced polymer (FRP) composites for the purpose of strengthening
of reinforced concrete (RC) structures. Their paper provides a concise review of existing research on
the behavior and strength of FRP-strengthened RC structures, with a strong focus on those studies
that contribute directly to the development of strength models. Topics that were covered in their
research work includes flexural and shear strengthening of beams, flexural strengthening of slabs, and
strengthening of columns subjected to both static and seismic loads. For each of the topics covered, the
methods of strengthening were first explained, followed by a description of the common failure modes.
Kotynia [14] conducted tests on reinforced concrete (RC) beams that were strengthened externally with
CFRP strips in flexure only. The flexural behavior of the beams, as well as their failure modes, were
discussed in detail. Teng and Chen [15] provided a summary of debonding failure modes of reinforced
concrete beams that were strengthened externally with FRP reinforcement. Their paper addressed the
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following three issues: (a) classification of debonding failure modes; (b) mechanisms and processes of
debonding failures; (c) and theoretical models for debonding failures.

Kang et al. [10] conducted a detailed review of previous research programs that were conducted
by past researches in relation to debonding failure of FRP attached externally to the concrete surface.
Li et al. [16] conducted a series of experimental tests on reinforced concrete beams that were
strengthened with externally bonded CFRP sheets in flexure. They investigated debonding initiation
and the allowable tensile strain of FRP sheets in flexurally-strengthened RC beams in comparison to
different design code provisions. Hasnat et al. [17] conducted research on simply supported reinforced
concrete (RC) beams that were strengthened by carbon-fiber-reinforced polymer wrap. A CFRP
wrap resisted the premature cover debonding and acted as a U-clamp that results in an increase in
the ultimate moment capacity. Mostafa and Razaqpur [18] conducted the experiment on reinforced
concrete beams made of T-section. The load was applied and deflection responses were measured for
each beam. The complete post-peak load/softening response of each beam was also captured.

Fu et al. [19] conducted research on the effectiveness of a U-jacketing system on delaying or
preventing debonding failure. In their experimental research study, they tested eight large-scale RC
beams in order to study and investigate the effects of different forms of FRP U-jacketing on debonding
failure. Abid and Al-lami [20] conducted an extensive review of past research studies that emphasis
the strength and durability of concrete beams that were externally bonded with FRP reinforcement.
The focus of the research review was on the bond behavior, testing techniques, and models used to
assess bond strength. Flexure, shear, and fatigue behaviors of different strengthening techniques were
also reviewed and discussed in detail.

Wenwei and Guo conducted flexural testing on six reinforced concrete beams reinforced with
external CFRP laminates in order to study the effects of initial load or load history on the ultimate
strength [21]. Experimental results were explained in quantitate terms and for that purpose, a
theoretical model for flexural behavior was developed. Lee and Moy carried out an experimental and
an analytical study and developed a design-oriented expression to determine an effective laminate
strain in bonded CFRP [22]. The developed expression was also used for predicting the deboning
failures. Barros et al. conducted experimental and analytical research on reinforced concrete structures
strengthened with CFRP systems [23]. Their experimental studies show that the CFRP debonding
strain is dependent on the CFRP percentage and the longitudinal steel reinforcement ratio. Mansour
and Mahmoud conducted an experimental and analytical study to predict the ultimate moment
capacity of RC beams externally strengthened with CFRP [24]. They proposed prediction models to
obtain the load capacities for rectangular as well as T beam sections. Pan et al. conducted experimental
testing on eight reinforced concrete beams that were strengthened with FRP sheets [25]. They also
proposed an analytical model that accounts for the opening of shear and flexural cracks along the
beam. Later the results of the experimental data were compared with the proposed analytical model.
Ghandour conducted three-point loading testing on seven half-scale reinforced concrete beams, which
were strengthened with CFRP longitudinal sheets and U-wraps [26]. Kara and Ashour developed a
numerical method for predicting the curvature, deflection, and moment capacity of reinforced concrete
beams strengthened with FRP [27]. Later, the analytical results obtained from the numerical model
were compared with the published experimental data. Pellegrino and Vasic [28] did the assessment
on the design procedures that were available to predict the shear capacity of reinforced concrete
beams externally strengthened with FRP composites. Their research work was based on a database,
which was collected from recent literature and mainly focused on the basic codes for reinforced
concrete structures (without strengthening) and current models for FRP structures strengthened in
shear. Li et al. investigated debonding initiation and tensile strain of FRP laminates adhered externally
to concrete beam surfaces [16]. Experimental testing was carried out and the allowable tensile strain
in FRP sheets proposed by prevalent code provisions was assessed. Jung et al. presented both
experimental and analytical research results to predict the flexural capacity of reinforced concrete
beams strengthened in flexure with fabric reinforced cementitious matrix (FRCM) [29]. Six beams were
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strengthened in flexure with FRCM composite under four-point testing. A new bond strength model
was proposed using a test database to predict the strengthening performance of the FRCM composite.
Foster et al. did an experimental investigation on reinforced concrete T-beams of varied sizes to
determine the effectiveness of unanchored and anchored externally bonded U-wrapped CFRP [30].
Beams were subjected to three-point bending with a span to depth ratio of 3.5. Dias and Barros did
experimental research to understand the effectiveness of near surface mounted (NSM) technique by
using CFRP laminates in shear [31]. T-Sections reinforced concrete beams were externally reinforced
in shear with the help of CFRP laminates at 52- and 90-degree angles. Furthermore, they discovered
that inclined laminates are more effective than vertical laminates. Osman et al. did experimental
testing on seven CFRP strengthened reinforced concrete beams under four-point loading having
different shear span-to-depth ratios [32]. A numerical analysis was also carried out on 27 reinforced
concrete beams with and without CFRP sheets. The results achieved using ANSYS were close to the
experimental results.

Keeping in mind the aforementioned literature review, it is found that there are very few
researchers who studied the effect of different CFRP reinforcement amounts and layouts on beam
moment capacity and on the failure behavior of the RC beams. The current study evaluated the effect of
the CFRP reinforcement ratio on failure patterns of reinforced concrete beams. The CFRP reinforcement
ratio was varied in the form of flexure and shear strips that resulted in different strengthening layouts
and failure patterns of the concrete beams. The originality of this research work mainly lies in the
determination of specific load levels at which debonding failure of the CFRP initiates and how different
layouts of CFRP strengthening affect the shear and flexural strength and failure modes of the reinforced
concrete beams. RC beams strengthened with different amounts and layouts of CFRP were tested under
four-point bending. Moment-curvature behavior, failure loads, deflections, and failure modes were
determined experimentally, which later were also compared with the analytical capacity evaluation
models proposed by American Concrete Institute ACI 440.2R-08 [33] provisions.

3. Experimental Plan and Setup

In this research work, seven reinforced concrete beams were prepared and tested under four-point
loading. The cross-sectional sizes of all seven reinforced concrete beams were kept constant and
are selected equal to 100 mm × 200 mm with an overall equal length of 1200 mm. The beams were
designed as per ACI 318-08 [34] for tension controlled failure. Two deformed rebars of 14 mm nominal
diameter were used as a flexural steel reinforcement. Figures 1 and 2 give the details of the beams
tested under the current experimental plan. The load is applied under a displacement control system
at a constant strain rate of 0.03/min. The bending setup located in highway laboratory of King Faisal
University was used to carry out the experimental research work as shown in Figure 3. The beams
were tested under four-point loading, which gives a constant mid-span bending moment for a given
increment of load between the two loading points. Effective span in all beams was kept equal to
1100 mm. The applied bending moment M of the beam is calculated by Equation (1). As the moment
between loading point remains constant, the Sagital Method was used to calculate the curvature ϕ by
using mid-span deflection δ of the beam.

M =
P
2
× L1 (1)

where P is the load directly obtained from the Universal Testing Machine at each increment of
displacement. L1 is the distance between the support and point of application of load = 475 mm
and L is the effective span of the beam = 1100 mm, as given in Figure 3b.
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Figure 1. Details of beam specimens (a) Control specimen, (b) CFRP-B1, (c) CFRP-B2, (d) CFRP-B3,
(e) CFRP-B4, (f) CFRP-B5, and (g) CFRP-B6.

 
 

(a) C and CFRP-B5 (b) CFRP-B1 

  
(c) CFRP-B2 (d) CFRP-B3 

  
(e) CFRP-B4 (f) CFRP-B6 

Figure 2. Lateral views of the beams strengthened with CFRP layers and strips.

One out of seven beams was selected as a control specimen, while the rest of the six beams
were strengthened and retrofitted with external CFRP reinforcement ratios given in Table 1. The
thickness of external flexure and shear CFRP strips was kept equal to 1.5 mm. For all beams, the
cross-sectional sizes, internal reinforcement ratios, overall length, and thickness of CFRP strips were
kept constant, while the external flexure and shear CFRP reinforcement ratios were varied. Table 1
shows the strengthening scheme of the beams, which were divided into two groups. Beams B1, B2, B3,
and B4 were placed in group-1, where the external CFRP flexural reinforcement ratio was kept constant
(0.38%). Beam B5 and B6 were placed in group-2, where the external CFRP flexural reinforcement ratio
was doubled and kept equal to 0.75%. The flexural reinforcement ratio refers to the quantity of CFRP
that is applied at the bottom surface of the beam. Reinforcement ratio is calculated by dividing the
cross-sectional area of CFRP with the cross-sectional area of the concrete beam. In a similar way, the
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shear reinforcement ratio was calculated. Hence, the total CFRP reinforcement ratio is the sum of the
flexural and shear CFRP reinforcement ratio. However, the external CFRP shear reinforcement ratio
was also varied and was selected equal to 0 and 0.38% for Beam B5 and B6, as given in Table 1.

 
(a) Experimental 

(b) Schematic 

Figure 3. Test setup (a) and test layout for Beam CFRP-B1 (b).

Table 1. Testing specimen details.

Sr. No.
Specimen

Designation

External CFRP
Flexural

Reinforcement
Ratio (% Age)

External CFRP
Shear

Reinforcement
Ratio

Total CFRP
Reinforcement

Ratio

Number of
CFRP Shear

Strips

Width of
Flexural CFRP

Strips (mm)

1 Control-C1 N/A N/A N/A N/A N/A
2 CFRP-B1 0.38 0.25 0.63 8 50
3 CFRP-B2 0.38 0.31 0.69 10 50
4 CFRP-B3 0.38 0.37 0.75 12 50
5 CFRP-B4 0.38 0.56 0.94 18 50
6 CFRP-B5 0.75 0.00 0.75 N/A 100
7 CFRP-B6 0.75 0.38 1.13 12 100

Material Properties

Concrete with a compressive strength of 28 MPa was used for the preparation of reinforced
concrete beam specimens. The average compressive strength of concrete was determined by the
procedure mentioned in ASTM C-39 [35] and was found equal to f ′c = 28 MPa. The modulus of
elasticity and shear modulus of concrete were 24,870 MPa and 10,360 MPa, respectively. The modulus
of elasticity of concrete was calculated using the ACI 318-08 [34] and shear modulus of elasticity was
computed using poison ratio of 0.2. For quality control, the ready-mix concrete was delivered by a
local supplier from a plant located in Saudi Arabia. For internal reinforcement, the yield strength of
fy = 420 MPa was selected for deformed rebar. The steel reinforcement has a tensile rupture strength
of 620 MPa with elastic and shear modulus values of 200,000 MPa and 76,920 MPa, respectively.

Concrete beam specimens were cast and cured as per ASTM-C31 [36]. On completion of curing
time, the external surfaces of the beam specimens were cleaned with a wet cloth and acetone. Epoxy
(Sikadur 330) of uniform thickness was used to attach external CFRP strips to the concrete surface.
After the application of CFRP strips on the surface of the concrete, the beams specimens were cured
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for three days by using a wet layup method. Figures 1 and 2 show the layout of beam specimens along
with their external and internal reinforcement details. The CFRP has a tensile strength of 1600 MPa
with the ultimate tensile elongation value of 1.8%. The tensile modulus of elasticity of CFRP was
120,000 MPa. The epoxy has tensile bond and compressive bond strength values of 9.6 MPa and
21 MPa, respectively. The aforementioned material properties of CFRP and epoxy were provided by
their respective suppliers.

4. Results and Discussions

Figure 4 shows the mid-span bending moment-curvature behavior for the beam specimens C1,
CFRP-B1, CFRP-B2, CFRP-B3, and B4, respectively. The control specimen has shown a peak moment
value of 17.73 kN-m with the curvature value of 0.0031. Once the peak moment was reached, the control
beam specimen C1 started losing its strength and finally, it reduced to 4.92 kN-m at a curvature value
of 0.0057. The control specimen has shown a residual strength of 9.5 kN-m, which was approximately
half of the peak strength (17.73 kN-m) of the control specimen. The residual strength of the concrete
beam was mainly attributed to the cracked concrete section, which contains tensile reinforcement
having a tensile strain greater than yield but lesser than the rupture strain. In the case of different
CFRP strengthened beam specimens, higher peak moments were observed. The presence of CFRP
strips has contributed to the flexural capacity and increased not only the peak strength but has also
undergone higher displacements at the peak moment values. All of the beam specimens have shown
peak strengths ranging from 27.7 kN-m to 26.6 kN-m. The maximum peak moment of 27.7 kN-m
was observed in the case of beam CFRP-B4. All of the beams (CFRP-B1, B2, B3, and B4) carry a
uniform external CFRP flexural reinforcement ratio of 0.38%, however, the shear reinforcement was
gradually increased from 0. 25% to 0. 56%, respectively. The effect of this change in CFRP shear
reinforcement ratio could be seen in the form of small variations in peak moment carrying capacities of
the beams. For all of the beams, the relationship between curvature and moment capacities remained
linear until the curvature value of 0.0017 was reached. After this value, the inelastic behavior of
reinforced concrete became dominant and stiffness of the beam gradually started decreasing. All of
the CFRP strengthened beams have shown a high residual strength compared to the control specimen
C1. However, the highest residual strength was provided by specimen B3 and it was approximately
1.5 times the residual strength of the control specimen. Moreover, compared to the control specimen,
the deformation capacities or curvature of the CFRP strengthened beams B1, B2, B3, and B4 were also
higher. Beams B1, B2, B3, and B4 have shown a rise and fall in the moment values. This rise and fall
behavior in the moment values represents the debonding of CFRP strips from the surface of the beam.
After a small segment of CFRP strip was detached from the beam surface, a drop in strength occurred.
With a further increase of load, the remaining bonded part of CFRP and concrete came into action and
beams again started taking the load until the peak moment capacities of the beams was reached. Beam
B1 has the minimum CFRP reinforcement compared to all other beams, and as a result, a sudden drop
in strength was observed due to complete detachment of the CFRP strip from the concrete surface. As
the beams were subjected to further load increments, the strength of beams B1, B2, B3, and B4 became
equal to the control specimen. It showed that the contribution of CFRP reinforcement had completely
gone and only reinforced concrete beam residual strength was in action.

The mid-span bending moment-curvature behaviors of beam CFRP-B5 and CFRP-B6 and the
control specimen C1 are given in Figure 5. In the case of beam CFRP-B5 and CFRP-B6, the external
CFRP flexural reinforcement was doubled compared to beam specimens CFRP-B1, B2, B3, and B4.
Both beams B5 and B6 carry the same flexural reinforcement of 0.75%. However, beam B6 has a 0.38%
shear CFRP reinforcement ratio, whereas beam B5 does not carry any shear reinforcement. Beam
B5 has shown flexural strength of 26.52 kN-m that is 1.5 times higher than the peak strength of the
control specimen (17.73 kN-m). On the other hand, beam B6 has shown a peak strength value of
33.71 kN-m, which is approximately double the strength of the control specimen. Adding 0.38% shear
reinforcement ratio has increased the flexural strength from 26.62 to 33.71 kN-m. The presence of shear
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reinforcement hindered the diagonal shear crack propagation by intercepting their path, and in return,
the moment carrying capacity of beam B6 has improved. The relation of moment-curvature remained
linear prior to reaching the curvature values of 0.002. Beyond this value, a small rise and fall in the
moment values was observed. These falls show the initiation of debonding failure between the CFRP
and the concrete surface on the tension face of the beam.

Figure 4. Moment-curvature relation for control specimen C1, CFRP-B1, CFRP-B2, CFRP-B3,
and CFRP-B4.

Figure 5. Moment-curvature relation for control specimen C1, CFRP-B5, and CFRP-B6.

Moreover, beam B6 has shown higher deformation or curvature compared to beam B5. For
instance, the peak moment carrying capacity of the beam B5 occurred at a curvature value of 0.0028,
whereas the peak strength of beam B6 was observed at a curvature value of 0.0038. It implies that
the adding shear CFRP reinforcement in the presence of CFRP flexural reinforcement has not only
increased the overall flexural strength of the beam but also the deformation capacity of the beam.

In order to understand the effect of shear reinforcement on the overall strength, a comparison of the
mid-span bending moment-curvature behavior of beam CFRP-B3 and B5 is presented in Figure 6. Both
beams CFRP-B3 and B5 carry an equal amount of overall (flexural plus shear) CFRP reinforcement ratio
of 0.75%. However, in the case of beam B3, half (0.37%) of the total reinforcement (0.75%) was provided
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for flexure and the remainder was used for the shear. In the case of beam B5, the total reinforcement
(0.75%) was provided as the flexural CFRP reinforcement, as given in Table 1. Beam B3 has shown
peak strength of 27.7 kN-m compared to beam B5 that has a peak strength of 26.5 kN-m. Although
a very small increase in overall strength was observed, beam B3 has shown better performance in
terms of deformation capacity. Beam B5 has shown a curvature value 0.0028 at the peak moment of
26.5 kN-m and this was lower than the corresponding curvature value of 0.0035 for beam B3. For both
beams, the debonding of CFRP from the tensile face started at the same curvature level, as indicated
by a small fall in the moment at a curvature of 0.0019. However, the presence of shear strips provided
resistance against shear cracks and improved the overall flexural behavior of beam B3. Moreover,
beam B3 has shown better post-peak behavior compared to beam B5, as the residual strength of beam
B3 was higher than beam B5.

Figure 6. Moment-curvature relation for control specimen C1, CFRP-B3, and CFRP-B5.

The test results show that beams with higher CFRP shear reinforcement but with a lower amount
of flexural CFRP reinforcement cannot contribute significantly in terms of the overall strength of the
beam. For instance, group-1 beams had a lower flexural CFRP reinforcement ratio (0.38%) and the
CFRP shear reinforcement was gradually increased from 0.25% to 0.56%. This increase in CFRP shear
reinforcement ratio has increased the strength of beam B1 from 26.6 kN-m to 27.7 kN-m, which is not a
significant contribution. On the other hand, when the flexural reinforcement doubled as in the case of
the group-2 beam (B6), the moment carrying capacity increased to 33.8 kN-m.

5. Analytical Prediction of Beam Capacities

Several researchers compared the experimental and analytical flexural and shear capacities of
different CFRP strengthened RC beams [21–32,37,38]. However, most of them [22,26–28,37] found
close analytical values when ACI 440.2R-08 [33] was used. In the current study, ACI 440.2R-08 [33]
was adopted to analytically obtain the flexural and shear capacities of the beams. The flexural strength
of CFRP strengthened beams depends upon the governing mode of failure. Reinforced concrete beams
strengthened with CFRP can experience three major failure modes: (i) tension failure of CFRP strip; (ii)
debonding of CFRP from the concrete surface; and (iii) the crushing of concrete on the compression
sides. ACI 440.2R-08 [33] considers all three failure modes to satisfy strain compatibility and force
equilibrium conditions.

Figure 7 illustrates the internal strain and stress distribution of a CFRP strengthened rectangular
RC beam under flexure. The ultimate nominal strength of beam (Mn) is obtained by satisfying strain
compatibility and force equilibrium conditions and also considers the governing mode of failure.
Equations (2)–(6) give the flexural or ultimate moment capacity of CFRP strengthened beams. In order
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to check the debonding failure of CFRP strengthened beams, the effective strain in the CFRP strips (ε f )
should be limited to debonding strain level (ε f d), as given by Equation (4).

Mn = As fy

(
d − a

2

)
+ A f f f

(
d f − a

2

)
(2)

ε f d = 0.41

√
f ′c

nEf t f
≤ 0.9ε f u (3)

ε f = εcu

(d f − c
c

)
≤ ε f d (4)

f f = ε f E f (5)

a = β1c (6)

Figure 7. Stain, stress, and force distribution diagram of CFRP strengthened RC beam.

According to ACI 440.2R-08, the shear strength of CFRP strengthened beams can be computed by
Equation (7), as follows.

Vn = Vc + Vs + Ψ f Vf (7)

where Vn is the nominal strength of a CFRP strengthened beam, Vs is shear strength provided by the
steel and calculated by ACI 318-08 [34], as given by Equation (8), and Vc is the shear strength provided
by the concrete, which can be computed by ACI 318-08 [34], as given by Equation (9).

Vs =
Av fyd

s
(8)

Vc = 0.17
√

f ′cbwd (9)

where Vf is the shear strength provided by the CFRP shear strips and Ψ f = 0.85 is a reduction factor for
CFRP shear strips applied on the sides of beams. ACI 440.2R-08 [33] recommends Equation (10) to
calculate the shear strength provided by the FRP strips. The effective stress in FRP and area of CFRP in
shear can be calculated by using Equations (11) and (12), respectively. The dimensional variables used
in Equations (10) and (12) can be seen in Figure 8.

Vf =
A f v f f e(sinα + cosα)d f v

s f
(10)

f f e = ε f eEf (11)

A f v = 2nt f w f (12)
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Figure 8. Dimensional variables used in shear-strengthening calculations.

For bonded face plies or CFRP strips, which is a strengthening system that does not enclose the
entire section of the beam, failure of CFRP shear strips is mainly attributed to the delamination of CFRP
from the concrete surface. Due to this reason, the bond stress was analyzed by Triantafillou [39] to
determine the usefulness of these systems and proposed the effective strain level that can be achieved.
The effective strain (ε f e) is calculated using a bond-reduction coefficient kv. Following Equations (13)
and (14) gives the effective strain (ε f e) and bond-reduction coefficient kv. Equations (15)–(17) give the
factors k1, k2, and effective length Le used in Equation (14).

ε f e = kvε f u ≤ 0.004 (13)

kv =
k1k2Le

11, 900ε f u
≤ 0.75 (14)

k1 =

(
f ′c
27

)2/3

(15)

k2 =
d f v − 2Le

d f v
(16)

Le =
23, 300(

nt f Ef

)0.58 (17)

Table 2 gives a detailed comparison of analytical and experimental load-carrying capacities of
the beam specimens. The control beam did not carry any flexural and shear CFRP reinforcement and
its flexural and shear capacities were computed by ACI 318-08 [34]. The flexural and shear capacities
of the CFRP strengthened beams are calculated by Equations (2) and (7), as recommended by ACI
440.2R [33]. The flexural capacity of the beam is the main function of the amount of CFRP applied at
the tensile face of the beam. As beams B1, B2, B3, and B4 carry the same amount of CFRP flexural
reinforcement ratio, these beams had the same analytical moment capacity of 25.35 kN-m. Similarly,
beam B5 and B6 have the same analytical moment capacity of 33.41 kN-m. On the other hand, the shear
capacity of the CFRP strengthened beams is proportional to the amount of CFRP shear reinforcement.
Due to the different amounts of CFRP shear reinforcement, specimens B1 to B5 have different analytical
shear capacities. However, beam B3 and B6 have the same CFRP shear reinforcement ratio and as a
result, these have the same analytical shear capacities. From the analytical flexural and shear strengths
of beams, their corresponding peak loads Pm for moment and Pv for shear are calculated and presented
in Table 2. For instance, the analytical moment capacity of control beam 17.28 kN-m will result in
the corresponding load capacity of (Pm = Mn×2

L1
) 72.8 kN. The analytical peak load of each beam is

evaluated as the lesser of Pm and Pv, depending upon which type of failure will govern the ultimate
load carrying capacity of the beam. In order to understand the effect of CFRP flexural and shear
reinforcement, the control beam was designed to have the same flexural and shear capacity. However,
the Pm for control beam was slightly lesser than the Pv and it suggests that the dominant mode of
failure in the beam is flexural rather than shear, or it indicates that the flexural failure will occur first,
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followed by the shear failure of the beam specimen. Similarly, in the case of beams B1 to B4 and B6,
flexural failure governed the overall design, and in the case of beam B5 the shear failure governed
the peak load of the beam, as given in Table 2. A comparison of experimental and analytical peak
loads has also been provided in the last column of Table 2. A very close agreement between analytical
and experimental load values was achieved for all of the tested beams. In the case of beam B5, the
difference is slightly more compared to the other beams. The experimental peak load of beam B5 was
slightly higher compared to the analytical load. In reality, the CFRP flexural strip also contributes to
the shear resistance of the beam, so to get closer analytical values requires an accurate prediction of
CFRP flexural strip contribution in shear.

Table 2. Comparison of Experimental and Analytical Failure Loads.

Specimen
Analytical Mn

(kN-m)
Pm (kN)

Analytical Vn
(kN-m)

Pv (kN)
Analytical

Peak Load, Pa
(kN)

Experimental
Peak Load, Pe

(kN)
Pa/Pe

C1 17.28 72.8 36.9 73.8 72.8 75.1 0.97
CFRP-B1 25.35 106.7 61.7 115.9 106.7 112 0.95
CFRP-B2 25.35 106.7 75.7 139.7 106.7 116 0.92
CFRP-B3 25.35 106.7 92.8 168.7 106.7 116.6 0.92
CFRP-B4 25.35 106.7 162.8 287.8 106.7 116.8 0.91
CFRP-B5 33.41 140.7 49.3 98.6 98.6 111.7 0.88
CFRP-B6 33.41 140.7 92.8 168.7 140.7 142 0.99

6. Cracking Behavior of Beams

6.1. Control Specimen C-1

Figure 9 shows the fracture behavior of control specimen C-1 at different load levels. Hairline
cracks were observed prior to reaching a moment value of 8.7 kN-m and a displacement value of
3.5 mm. However, with an increase of moment from 8.7 kN-m to 13.1 kN-m, the crack started to
propagate to the compression face of the beam, as shown in Figure 9a. With further increases in load,
the crack further widened and became more prominent, as shown in Figure 9b. The cracks initially
generated vertically at the bottom face of the beam and became inclined with an increase in the depth
of the beam. It shows a flexural failure followed by the shear failure of the beam. A clear wide crack
was observed prior to the failure of the beam at a moment and displacement level of 17.8 kN-m
and 8.78 mm, respectively, as given in Figure 9c. After the peak moment capacity of 17.8 kN-m, the
beam started losing its capacity and load values started decreasing, with a significant increase in the
deformation capacity of the beam. No hairline cracks with uniform spacing were observed at the
bottom section of the beam, which indicates the section was quite weak in strength. Figure 9d shows
the failure pattern of a control specimen prior to the completion of the test. At the deflection level of
12.57 mm, a major wide crack was observed, which had split the beam into two distinct parts.

6.2. Beam CFRP B1

Failure patterns of beam CFRP B1 at different load levels are shown in Figure 10. In the case of
beam B1, the initial minor cracks in the form of diagonal hairline cracks were spotted near the supports
of the beam. These initial hairline cracks started to appear at a deflection value of 5.2 mm, as given in
Figure 10a. With a further increase in the load, the beam started generating the new cracks and existing
cracks were widened further, as shown in Figure 10b. As these cracks appear next to support in the
form of diagonal movement, it confirms the shear dominant failure of the beams. The failure behavior
of beam specimen B1 at the peak moment capacity of 26.6 kN-m and at a defection value of 8.9 mm
is shown in Figure 10c. At a peak moment, cracks cross the FRP shear strip, however, due to higher
shear forces, the existence of CFRP is not able to contribute much toward controlling the failure of the
beam. Figure 10d presents the post-peak failure pattern of the beam at moment and deflection values
of 10.73 kN-m and 17.3 mm, respectively. Beam B1 has only four CFRP shear strips on each face of the
beam, with a higher spacing of CFRP shear strips. None of the CFRP shear strip intercepted the shear
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cracks initiated close to the right support of the beam. Therefore, the crack propagated diagonally to
the compression face of the beam and resulted in the loss of beam strength. A significant amount of
deflection and concrete crushing was observed close to the right support of the beam, which indicates
that the bearing resistance of the beam was reduced and the concrete was finally crushed.

 
Failure Pattern (Graphical) Failure Pattern (Real) 

 

 

(a) Moment = 13.1 kN-m, deflection = 5.0 mm 

 

 

(b) Moment = 15.58 kN-m, deflection = 6.95 mm 

 

 

(c) Moment = 17.84 kN-m, deflection = 8.78 mm 

 

 

(d) Moment = 9.55 kN-m, deflection = 12.57 mm 

Figure 9. Failure pattern of control specimen C1 at different load levels.

6.3. Beam CFRP B2

Figure 11 shows the failure patterns of beam CFRP B2 at different load levels. Beam B2 carries
a CFRP flexural reinforcement ratio of 0.38%, which was similar to beam B1, however, the CFRP
shear reinforcement of beam B2 (0.31%) was slightly higher than beam B1 (0.25%). As a result, beam
B2 carries five CFRP strips on each face of the beam, as shown in Figure 11. At a deflection value of
5.2 mm, no significant cracks were observed, however small hairline cracks were observed close to
the left support of the beam, as shown in Figure 11a. A similar kind of pattern was noticed when
the load on beam B2 was further increased until the mid-span deflection became equal to 7.7 mm, as
given in Figure 11b. With a further increase in load, the cracks not only propagated diagonally but
also became wide and visible to the naked eye. Figure 11c gives the cracking pattern of beam B2 at the
peak moment capacity of 27.6 kN-m. Once the peak moment was reached, beam B2 started losing its

29



Appl. Sci. 2019, 9, 1017

capacity and cracks became more widespread and visible. In the case of beam B2, flexural mode of
beam failure was dominant. Prior to complete failure, the diagonal crack reached the compression
face of the beam and at that point, the beam had a residual moment carrying capacity of 18.9 kN-m, as
shown in Figure 11d.

Failure Pattern (Graphical) Failure Pattern (Real) 

 

(a) Moment = 19.1 kN-m, deflection = 5.2 mm 

 

(b) Moment = 22.9 kN-m, deflection = 6.63 mm 

 

 

(c) Moment = 26.6 kN-m, deflection = 8.9 mm 

 
 

(d) Moment = 10.73 kN-m, deflection = 17.3 mm 

Figure 10. Failure Pattern of CFRP-B1 at different load levels.

6.4. Beam CFRP B3

The graphical and experimental failure patterns of beam B3 are shown in Figure 12. In the case
of beam B3, the shear reinforcement has been increased compared to beam B2, while the external
CFRP flexural reinforcement was kept similar to beam B1 and B2. In beam B3, six shear strips were
provided on each face of the beam, as shown in Figure 12. At a deformation level of 5 mm, a moment
capacity of 18.8 kN-m was observed, which was greater than the moment capacities of beam B1 and
B2, respectively. No significant number of cracks were observed in the case of beam B3, as shown in
Figure 12a. When the load was further increased, very small hairline cracks were observed on the
beams, as given in Figure 12b. Beam B3 showed better behavior compared to beam B1 and B2 at the
deformation level of 7.3 mm. Figure 12c shows the failure behavior of the beam at the peak moment
carrying capacity of 27.7 kN-m. At a peak load, the beam underwent a significant level of cracking
and slight crushing of the concrete was also observed. It shows a flexural failure due to the crushing
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of concrete. However, the crack remained confined between the two FRP strips. The major cracks
were spotted near the left part of the beam. Figure 12d shows the post peak-cracking pattern of beam
B3. The residual strength of beam B3 was close to beam B2; however, the cracks remained restricted
between two CFRP shear strips.

Failure Pattern (Graphical) Failure Pattern (Real) 

  
(a) Moment = 17.6 kN-m, deflection = 5.2 mm 

  
(b) Moment = 22.5 kN-m, deflection = 7.7 mm 

  
(c) Moment = 27.6 kN-m, deflection = 10.8 mm 

  
(d) Moment = 18.9 kN-m, deflection = 13.8 mm 

Figure 11. Failure pattern of CFRP-B2 at different load levels.

6.5. Beam CFRP B4

Figure 13 shows the graphical and experimental failure patterns of beam B4 at different load levels.
In the case of beam B4, the CFRP shear reinforcement ratio was increased to 0.56% compared to beam
B3 (0.38%), which resulted in a total of nine CFRP shear strips on each face of the beam. Figure 13a
shows no significant cracks at a deflection value of 5.2 mm. However, when the load was slightly
increased, it resulted in the formation of very small flexural and shear cracks near the mid-span of
the beam, as given in Figure 13b. Beam B4 showed a peak moment capacity of 27.7 kN-m, which is
similar to the moment capacity of beam B3. At the peak load level, the flexural cracks became more
prominent and wider, as shown in Figure 13c. However, these cracks remained confined to the two
CFRP shear strips. The cracks were also very steep compared to beam B1, B2, and B3, respectively.
Figure 13d shows the cracking behavior of the beam at a deflection value of 15.4 mm. At this load
level, the cracks passed through the CFRP shear strips and resulted in debonding of the shear strips
from the concrete surface.
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Failure Pattern (Graphical) Failure Pattern (Real) 

  
(a) Moment = 18.8 kN-m, deflection = 5.0 mm 

  
(b) Moment = 24.3 kN-m, deflection = 7.3 mm 

  

(c) Moment = 27.7 kN-m, deflection = 10.20 mm 

  
(d) Moment = 14.3 kN-m, deflection = 15.8 mm 

Figure 12. Failure pattern of CFRP-B3 at different load levels.

6.6. Beam CFRP B5

In beam B5, the amount of flexural reinforcement was doubled compared to beam B1, B2, B3,
and B4. However, beam B5 did not contain any external CFRP shear reinforcement. Figure 14a–d
presents the graphical and experimental cracking patterns of beam B5 at different load and deflection
levels. A small number of cracks were observed at a deflection level of 5.2 mm (Figure 14a), which
later on further increased in length and thickness when the deflection value reached 6.59 mm, as
given in Figure 14b. These cracks were a mix of Mode-1 (flexural) and Mode-2 (shear) cracks, as they
resulted from the interaction of bending and shear. Beam B5 has shown a peak moment capacity of
26.5 kN-m, which was greater than control beam but less than the other beams, such as B1, B2, B3, and
B4, respectively. Prior to the peak moment capacity of 26.5 kN-m, a debonding type of failure of CFRP
from the concrete surface was also observed. Figure 14c shows a significant number of cracks in beam
B5, which were considerably wider in nature compared to the cracks that occurred at the deflection
value of 6.59 mm. These cracks became even wider and longer when the deflection was increased and
reached a value of 13.01 mm (Figure 14d).

6.7. Beam CFRP B6

Figure 15 shows the failure pattern of beam B6, which contains both flexural and shear CFRP
reinforcement. The flexural reinforcement of beam B6 was similar to beam B5 (0.75%), with a shear
reinforcement ratio of 0.38%. Like other beams, no significant cracks were observed at a deflection
value of 5.0 mm, as shown in Figure 15a. With a further increase in load and deflection value, small
hairline cracks started appearing closer to the beam support. Figure 15b shows that these cracks were
shear in nature and occurred at a deflection value of 6.94 mm. Beam B6 showed a maximum peak
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strength moment capacity of 33.8 kN-m at a deflection value of 10.8 mm. At this peak point, some of
the CFRP strips were de-bonded from the concrete surface and the cracks further moved diagonally.
Although these cracks were intercepted by the shear CFRP strips, CFRP shear strips could not hinder
their propagation in the diagonal direction, as given in Figure 15c. The final failure of the beam was
mainly due to the crushing of concrete in the compression side of the beam. The post-peak cracking
pattern of beam B6 is presented in Figure 15d. Beam B6 has shown a residual strength of 31.6 kN-m at a
deflection level of 12.1 mm. At a deflection value of 12.1 mm, one of CFRP shear strips was completely
de-bonded and fell apart.

Failure Pattern (Graphical) Failure Pattern (Real) 

  

(a) Moment = 18.9 kN-m, deflection = 5.2 mm 

  

(b) Moment = 22.1 kN-m, deflection = 6.5 mm 

  

(c) Moment = 27.7 kN-m, deflection = 9.5 mm 

  

(d) Moment = 14.7 kN-m, deflection = 15.4 mm 

Figure 13. Failure pattern of CFRP-B4 at different load levels.
 

Failure Pattern (Graphical) Failure Pattern (Real) 

 
 

(a) Moment = 18.9 kN-m, deflection = 5.20 mm 

 
 

(b) Moment = 22.9 kN-m, deflection = 6.59 mm 

Figure 14. Cont.
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(c) Moment = 26.5 kN-m, deflection = 8.22 mm 

 
 

(d) Moment = 14.54 kN-m, deflection = 13.01 mm 

Figure 14. Failure pattern of CFRP-B5 at different load levels.

Failure Pattern (Graphical) Failure Pattern (Real) 

   
(a) Moment = 21.9 kN-m, deflection = 5.0 mm 

  
(b) Moment = 26.1 kN-m, deflection = 6.94 mm 

 
 

(c) Moment = 33.8 kN-m, deflection = 10.8 mm 

  
(d) Moment = 31.6 kN-m, deflection = 12.1 mm 

Figure 15. Failure pattern of CFRP-B6 at different load levels.

7. Conclusions

In this research study, a series of four-point bending tests were carried on reinforced concrete
beams which were strengthened with different amounts and layouts of external CFRP flexural and
shear reinforcement ratios. The layout of the CFRP application and the CFRP reinforcement ratio
were the main parameters of the research study. Effects of these parameters were studied in terms
of moment-curvature values, ultimate load carrying capacities, and failure patterns of the beams. A
comparison between experimental and analytical ultimate load carrying capacities of the beams is also
presented in this research study. The reinforced concrete beams were divided into two groups. Beams
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in group 1 had a CFRP flexural reinforcement ratio half of that of group 2 beams. However, the CFRP
shear reinforcement was gradually increased in the reinforced concrete beams. Based on the results
obtained from the experimental study, the following major conclusions are summarized.

• The choice of CFRP flexural reinforcement can influence the failure mode and strength gain of the
RC beams. The ultimate load carrying capacities and the deformation capacities of the beams can
increase to a certain level by increasing flexural or shear CFRP reinforcement. For this reason, a
better understanding of beam governing mode of failure is necessary. For instance, a beam which
is over-reinforced in flexure may result in the shear failure of the beam.

• Increasing the external CFRP shear reinforcement in reinforced concrete beams that have less
flexural reinforcement did not result in a significant increase in strength. It was also observed that
increasing CFRP flexural reinforcement in absence of external CFRP shear reinforcement did not
result in a significant increase in strength.

• It was noted that the failure modes of the beams were highly dependent on the CFRP reinforcement
layout. For the beams that had higher spacing between CFRP shear strips or no shear
reinforcement, the failure occurred near the supports, in terms of diagonal shear cracks having a
smaller angle of occurrence. On the other hand, for the beams that had smaller spacing between
CFRP shear strips, the cracks that appeared were found to be steep and remained confined within
the CFRP shear strips. The presence of CFRP shear strips hindered crack propagation, as well as
resisted beam deformations.

• The flexural failure of the beams was initiated due to debonding of CFRP strips from the tensile
face of the beams. The delamination of CFRP flexural strips started from the mid-span of the
beam and moved laterally to the support, proving a bearing failure of the beam.

• The analytical procedure proposed by ACI R440.2-08 [33] was used to predict the moment and
shear capacities of simply supported CFRP strengthened beams and a good agreement between
the experimental and analytical ultimate load carrying capacities of the beam was obtained.
Therefore, ACI 440.2R-08 [33] can be effectively used for the design and evaluation purposes of
CFRP strengthened reinforced concrete beams.
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Abbreviations

Af area of FRP external reinforcement, (mm2)
Afv area of FRP shear reinforcement with spacing, (mm2)
As area of non-prestressed steel reinforcement, (mm2)
a depth of Whitney’s stress diagram, (mm)
bw web width or diameter of circular section, (mm)

c
distance from extreme compression fiber to the neutral axis, (mm), c = 3/8 d for tension controlled
failure of beams
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d distance from extreme compression fiber to centroid of tension reinforcement, (mm)
df effective depth of FRP flexural reinforcement, (mm)
dfv effective depth of FRP shear reinforcement, (mm)
Ef tensile modulus of elasticity of FRP, (MPa)
f ′c specified compressive strength of concrete, (MPa)
ff effective flexural stress in the FRP; stress level attained at section failure, (MPa)
ffe effective shear stress in the FRP; stress level attained at section failure, (MPa)
fy specified yield strength of non-prestressed steel reinforcement, (MPa)
h overall thickness or height of a member, (mm)
k1 modification factor applied to κv to account for concrete strength
k2 modification factor applied to κv to account for wrapping scheme
Le active bond length of FRP laminate, (mm)
M applied moment using testing machine
Mn nominal flexural strength, (N-mm)
n number of or strips of FRP reinforcement
Pm peak load of the beam calculated from nominal moment capacity of the beam
Pv peak load of the beam calculated from nominal shear capacity
Pa peak load of the beam determined analytically
Pe peak load of the beam determined experimentally
tf nominal thickness of one ply of FRP reinforcement, (mm)
Vc nominal shear strength provided by concrete with steel flexural reinforcement, (N)
Vf nominal shear strength provided by FRP stirrups, (N)
Vn nominal shear strength, lb (N)
Vs nominal shear strength provided by steel stirrups, (N)
wf width of FRP reinforcing plies, (mm)

β1
ratio of depth of equivalent rectangular stress block to depth of the neutral axis for f ′c = 28 MPa,
β1 = 0.85

εcu

ultimate axial strain of unconfined concrete corresponding to 0.85fc′ or maximum usable strain of
unconfined concrete (mm/mm), which can occur at 0.85fc′ or 0.003, depending on the obtained
stress-strain curve

εfd debonding strain of externally bonded FRP reinforcement, (mm/mm)
εf Effective flexural strain level in FRP reinforcement attained at failure, (mm/mm)
εfe effective shear strain level in FRP reinforcement attained at failure, (mm/mm)
εfu design rupture strain of FRP reinforcement, (mm/mm)
κv bond-dependent coefficient for shear

ψf
FRP strength reduction factor, 0.85 for shear (based on reliability analysis) for three-sided FRP
U-wrap or two-sided strengthening schemes

δ mid span deflection of beam
ϕ curvature of the beam
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Abstract: Tensile strength and fracture toughness are two essential material parameters for the study
of concrete fracture. The experimental procedures to measure these two fracture parameters might
be complicated due to their dependence on the specimen size or test method. Alternatively, based
on the fracture test results only, size and boundary effect models can determine both parameters
simultaneously. In this study, different versions of boundary effect models developed by Hu et al.
were summarized, and a modified Hu-Guan’s boundary effect model with a more appropriate
equivalent crack length definition is proposed. The proposed model can correctly combine the
contributions of material strength and linear elastic fracture mechanics on the failure of concrete
material with any maximum aggregate size. Another size and boundary model developed based
on the local energy concept is also introduced, and its capability to predict the fracture parameters
from the fracture test results of wedge-splitting and compact tension specimens is first validated.
In addition, the classical Bažant’s Type 2 size effect law is transformed to its boundary effect
shape with the same equivalent crack length as Koval-Gao’s size and boundary effect model.
This improvement could extend the applicability of the model to infer the material parameters
from the test results of different types of specimens, including the geometrically similar specimens
with constant crack-length-to-height ratios and specimens with different initial crack-length-to-height
ratios. The test results of different types of specimens are adopted to verify the applicability of
different size and boundary effect models for the determination of fracture toughness and tensile
strength of concrete material. The quality of the extrapolated fracture parameters of the different
models are compared and discussed in detail, and the corresponding recommendations for predicting
the fracture parameters for dam concrete are proposed.

Keywords: boundary effect; size effect; fracture toughness; tensile strength; concrete

1. Introduction

At present, several super-high arch dams have been constructed or are under construction in
Southwest China [1–3]. To ensure the good working performance of concrete dams, one of the
prerequisites is to prevent and control the formation and propagation of concrete cracks that may
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appear during the construction and operation periods. In fact, cracking is a very common, classical,
but also complicated problem in concrete structures in real-life service conditions [4], which has been
studied comprehensively from different perspectives by many researchers [5–9]. In terms of cracking
risk analysis, the true fracture toughness Kc and tensile strength ft of the concrete are the key material
parameters that should be provided. The improper fracture properties may lead to a result with great
deviation from the reality. Many test results showed that the fracture toughness Kc of concrete has
obvious size effect, and tensile strength ft usually depends on the specimen size and test method.
To overcome the problem of size effect in fracture properties, it is often necessary to pour different sizes
of concrete specimens to obtain the stable material parameter values. Thus, the test process is often
complicated, especially for dam concrete, and the stable material parameters can only be measured
from huge specimens [1,10]. In addition, the experimentally measured tensile strength of concrete
varies for different test methods (uni-axial tension test, splitting test, flexure test, etc.) [11,12] due to
the different fracture mechanisms. These size- or test method-dependent fracture parameters increase
the difficulty of structure design and cracking risk analysis. Hence, it is crucial to find out a simple
and relatively more accurate way to measure or predict the real fracture parameters of dam concrete.

Size effect laws (SEL) [13–17] and boundary effect models (BEM) [18,19] are two main asymptotic
approaches to capture the size effect of concrete fracture. With these two kinds of models, the
failure stress of structure with any specimen size or any crack size can be estimated, if the model
parameters are fully known. On the contrary, if the test results of geometrically similar specimens
with constant crack-length-to-height ratios or specimens with different crack to width ratios are
available, size and boundary effect models can predict the material tensile strength ft and fracture
toughness Kc. The applicability of the different size and boundary effect models on the determination
of fracture toughness and tensile strength have been carefully examined with many test results in the
literature [20–23]. It is widely accepted that the size effect laws can provide the fracture toughness
directly based on the geometrically similar fracture tests; however, in order to estimate the tensile
strength, a material characteristic length lch must be assumed in advance [20]. The different versions of
boundary effect models proposed by Hu et al. [19,21,23–25] can directly determine the tensile strength
and fracture toughness. These models can be classified as the local and non-local models, according to
the stress value adopted in the models to predict the failure due to the strength of material. The local
models only use the point stress information at the crack tip, while an average stress information
along a certain length emanated from the crack tip is needed for the non-local boundary effect models.
The Koval-Gao’s size and boundary effect model developed by Gao et al. [26,27] is also a local model,
which adopts the derivative of energy release rate evaluated locally at the crack tip as the parameter
for the study of fracture dominated by the strength of material. The Koval-Gao’s size and boundary
effect model can also predict simultaneously the fracture parameters from the fracture test results.

In this study, the local and non-local versions of boundary effect models developed by
Hu et al. [19,21,23–25] are summarized, and a modified Hu-Guan’s boundary effect model with a
more appropriate equivalent crack length definition is proposed. The proposed modified Hu-Guan’s
boundary effect model considers the effect of maximum aggregate size on the equivalent crack length,
thus changes the contributions of strength of material and linear elastic fracture mechanics (LEFM) on
the specimen failure. This improvement is anticipated to be important when the maximum aggregate
size of concrete getting larger. Another size and boundary effect model developed based on a local
concept is also introduced [26,27], and its capability to predict the fracture parameters from the fracture
test results of wedge-splitting and compact tension specimens is firstly validated. Besides, the classical
Bažant’s Type 2 size effect law is transformed to a shape similar to the boundary effect model by the
authors, which could be easier to be used to determine the fracture parameters from fracture tests on
specimens with any sample size or crack size . The test results of geometrically similar wedge-splitting
and compact tension specimens with constant crack-length-to-height ratios [28–30] and specimens
with different initial crack-length-to-height ratios [31–33] are adopted, to verify the applicability of the
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different boundary effect models on the determination of fracture toughness and tensile strength for
concrete material.

2. Size and Boundary Effect Models

The size and boundary effects of quasi-brittle fracture have been studied systematically in recent
decades [13,18,19,26,27], and some progresses have been achieved in recent years by considering the
effect of aggregate size on the fracture behavior [21–24,34]. These models were developed initially for
the nominal strength prediction of samples with various specimen size and crack size, and later have
been extended to the determination of the real fracture parameters from fracture test results.

In this section, the local and non-local versions of boundary effect models developed by
Hu et al. [19,21,23–25] are summarized. Then, a modified Hu-Guan’s boundary effect model with a new
equivalent crack length definition is proposed. Following by the brief introductions of Koval-Gao’s size
and boundary effect models and Bažant’s Type 2 size effect law. All the models are written as their own
linear forms, which can be used directly to extrapolate experimental results obtained from laboratory
size specimens. The equivalent crack lengths of different models are compared in detail and the method
for the determination of fracture parameters is presented at the end of this section.

2.1. Hu et al. Boundary Effect Models

2.1.1. Hu-Duan’s Boundary Effect Model

The boundary effect models can characterize the effect of crack length on the failure load. Figure 1a
shows a wedge-splitting (or compact tension) specimen with an initial crack length a0 under its failure
load Pmax, and Figure 1b presents the two nominal stresses in the fracture analysis. The nominal
strength σN of the specimen is defined without considering the existence of the initial crack a0, which
can be calculated by the equilibrium conditions of the forces and moments [23]:

σN =
4Pmax

Wt
, (1)

where W is the sample size, t is the thickness of the specimen.
σn1 in Figure 1b represents the stress at the crack tip without considering the stress singularity,

and assuming a linear distribution along the ligament, which reads [23]:

σn1 =
Pmax(4W + 2a0)

t(W − a0)2 , (2)

where a0 is the initial crack length.

(a) (b)

Figure 1. (a) A wedge-splitting specimen under its peak load and (b) the definition of two nominal
stresses in Hu-Duan’s boundary effect model.

In Hu-Duan’s boundary effect model, the ratio of two nominal stresses σN and σn1 is a
dimensionless factor A1(α) depending only on the initial crack length to sample size ratio α (α = a/W).
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For wedge-splitting (compact tension) specimen, A1(α) can be calculated by relating Equations (1)
and (2).

A1(α) =
σN
σn1

=
2(1 − α)2

2 + α
, (3)

The stress criterion adopted in Hu-Duan’s boundary effect model assumes failure happens when
σn1 reaches its critical value, the material tensile strength ft. Thus, one can obtain the nominal strength
σN predicted by the stress criterion by the following expression:

σN = A1(α) ft, (4)

The criterion of LEFM is directly adopted as the energy part of Hu-Duan’s boundary effect model.
The nominal strength predicted by the LEFM criterion can be written as a function of crack length a0:

σN =
Kc

Y(α)
√

πa0
, (5)

where Y(α) is a geometrical factor. For wedge-splitting and compact tension specimen, the expression
of Y(α) is identical [35]. This is because the geometry and loading conditions are the same for compact
tension and wedge-splitting fracture tests [36]. It is given by:

Y(α) =
(2 + α)(0.886 + 4.64α − 13.32α2 + 14.72α3 − 5.6α4)

4
√

πa(1 − α)3/2 . (6)

To link Equations (4) and (5), a transition (or reference) crack length a�∞ needs to be introduced,
which reads:

a�∞ =
1

1.122π

(
Kc

ft

)2
. (7)

The transition crack length a�∞ is a material constant proportional to material’s characteristic length
lch [37]. Thus, Equation (5) can be rewritten as:

σN =
ft√

[Y(α)/1.12]2a0/a�∞
, (8)

The Hu-Duan’s boundary effect model for the nominal strength prediction of structure with any
crack length, can be obtained by relating Equations (4) and (8):

σN =
A1(α) ft√

1 + [A1(α)× Y(α)/1.12]2a0/a�∞
=

A1(α) ft√
1 + ae1/a�∞

, (9)

or
σn1 =

ft√
1 + ae1/a�∞

, (10)

where ae1 is the equivalent crack length and depends purely on the geometrical information of the
specimen, which can be calculated by:

ae1 =

[
A1(α)× Y(α)

1.12

]2

a0. (11)

Equation (10) can be further rearranged as follows:

1
σ2

n1
=

1
f 2
t
+

1.122π

K2
c

ae1, (12)
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Once the peak loads are recorded after the fracture tests, the equivalent crack length ae1 and
nominal strength σn1 are known accordingly. hence, the tensile strength ft and fracture toughness Kc

can be calculated from the intercept and slope of the linear regression.

2.1.2. Hu-Guan’s (Hu-Wang’s) Boundary Effect Model

The Hu-Guan’s and Hu-Wang’s boundary effect models [21,23,34] are developed for
wedge-splitting and three-point bending tests respectively, which all assume a constant crack-bridging
stress σn2 within the partially developed fracture process zone or Δa f ic (see Figure 2a). In contrast
to the local point stress value σn1 (see Figure 1b) defined in Hu-Duan’s boundary effect model, σn2

(see Figure 2a) is associated with the fictitious crack length Δa f ic, and its value is affected by the choice
of this length, thus becomes a non-local stress parameter. The strain condition along the crack plane,
the equilibrium conditions of bending stress and bending moment were considered to determine this
constant stress σn2 [21,34]. It is given by [23]:

σn2 =
Pmax(3W2 + W1)

6t
/

(
W2

1
6

+
Δa f ic

6
W1 +

W − a0

2
Δa f ic

)
, (13)

with W1 = W − a0 − Δa f ic and W2 = W + a0 + Δa f ic.
The advancement from Hu-Duan’s boundary effect model to Hu-Guan’s boundary effect model

is the non-local nominal stress σn2 used in the stress criterion. Thus, the local version of the boundary
effect model was improved as a non-local version. Following the same idea of Hu-Duan’s boundary
effect model, Guan et al. proposed in [23] the way of calculating the tensile strength and fracture
toughness by the following linear relation:

1
σ2

n2
=

1
f 2
t
+

1.122π

K2
c

ae1. (14)

The local stress σn1 is replaced by the non-local stress σn2, and ae1 is the same as the one in
Hu-Duan’s boundary effect model. It is admitted that Hu-Duan’s boundary effect model (Δa f ic = 0)
may overestimate the tensile strength of the material, and Hu-Guan’s boundary effect model can lower
the predicted tensile strength when Δa f ic increases [22]. This fictitious crack length Δa f ic was assumed
to be proportional to the maximum aggregate size dmax of concrete [23]:

Δa f ic = β1dmax. (15)

It is concluded in [23] that β1 = 1 is a good approximation when the maximum aggregate size
dmax is the dominant aggregate size of a concrete mix and the W/dmax ratio is below 20 (or even 50).

2.1.3. Hu-Zhang’s Boundary Effect Model

Hu-Zhang’s boundary effect model [24,25] added two more assumptions about the length scale
than Hu-Guan’s boundary effect model. That are, the fictitious crack length Δa f ic = β2dav ≈ 1.5dav

(see Figure 2b, dav is the average aggregate size) is accurate enough when the ratio of the sample size
and the average aggregate size varies in a certain range, and the transition crack length a�∞ ≈ 3dav is
appropriate to consider the micro-structure influence of granite and fine-grained polycrystalline
ceramics studied in [24,25]. Based on these two assumptions, if the average aggregate size dav

(transition crack length a�∞ ) and tensile strength ft are decided, then one can directly estimate the
fracture toughness Kc by Equation (7).

Since the average aggregate sizes are not known for the concrete fracture tests adopted in this
study, the Hu-Zhang’s boundary effect model will not be used to estimate the tensile strength and
fracture toughness in the next sections.
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(a) (b)

Figure 2. The definition of two nominal stresses in (a) Hu-Guan’s boundary effect model and (b)
Hu-Zhang’s boundary effect model.

2.1.4. Proposed Modified Hu-Guan’s Boundary Effect Model

Based on Equation (1) and Equation (13) in Hu-Guan’s boundary effect model, the nominal
strength σN can be rewritten as a function of σn2:

σN = σn2 ×
[

2(1 − α)(1 − α + 2Δα f ic)

2 + α + Δα f ic

]
, (16)

with

A2(α, Δα f ic) =
2(1 − α)(1 − α + 2Δa f ic)

2 + α + Δα f ic
. (17)

Unlike A1(α) in Equation (3), A2(α, Δα f ic) is no longer just geometry-related, but also
material-related by the fictitious crack length Δa f ic , which is assumed to be proportional to the
maximum aggregate size dmax. In the equivalent crack length calculation, to be more appropriate, it is
recommended in this study to use A2(α, Δα f ic) instead of A1(α) , thus, the modified equivalent crack
length ae2 would be:

ae2 =

[
A2(α, Δα f ic)× Y(α)

1.12

]2

a0. (18)

In the linear regression of tensile strength ft and fracture toughness Kc calculation, ae1 should be
replaced by ae2 in this modified Hu-Guan’s boundary effect model:

1
σ2

n2
=

1
f 2
t
+

1.122π

K2
c

ae2. (19)

2.2. Koval-Gao’s Size and Boundary Effect Model

The Koval-Gao’s size and boundary effect model [26,27,38] has two different forms. The second
form is similar to the traditional Type 2 size effect law [14], which can be used to predict the size
effect induced by the specimen size. The first form is close to the boundary effect model proposed
by Hu et al., which can predict simultaneously the tensile strength and fracture toughness from
the fracture test results. The Koval-Gao’s size and boundary effect model was developed initially
for cracked samples [26] by relating the contribution of the tensile strength and fracture energy.
The contribution of the tensile strength is obtained from the derivative of the energy release rate, which
is evaluated locally at the crack tip. While the contribution of the fracture energy is simply quantified
by the LEFM criterion, same as the boundary effect models developed by Hu et al. The Koval-Gao’s
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size and boundary effect model was further improved as a local fracture criterion in [27,38], which can
be easily applied for any geometry. The first form of Koval-Gao’s size and boundary effect model reads:

σN =
1.12 ft

H(α)
√

1 + ae3/a�∞
, (20)

where H(α) =
√

Y2(α) + 2Y(α)× dY(α)/dα × α, and the equivalent crack length ae3 is defined as:

ae3 =
Y2(α)

H2(α)
× a0. (21)

This model can also be written as a linear form:

1
σ2

n3
=

1
f 2
t
+

1.122π

K2
c

ae3, (22)

with

σn3 =
H(α)

1.12
σN . (23)

So, the material tensile strength ft and fracture toughness Kc can be calculated from the intercept
and slope of the linear regression.

2.3. Bažant’s Type 2 Size Effect Law

Bažant’s Type 2 size effect law was originally developed for the size effect study of geometrically
similar specimens [13]. The law reads

σN = B̂ ft

(
1 +

W
W0

)−1/2
, (24)

where B̂ is a geometrical dimensionless constant; W0 is a material constant proportional to lch. B̂ ft and
W0 were given as follows in [15]:

B̂ ft =

√
EGc

g′(α)c f
, (25)

W0 =
c f g′(α)

g(α)
, (26)

where g(α) = K2
I (α)W(t/P)2 = Y2(α)πα is defined as the dimensionless energy release function of

LEFM; the length parameter c f is proportional to lch, which is the effective size of fracture process
zone [15]. g′(α0) can be written as a function of the geometrical correction factor H(α) presented in
Equation (20):

g′(α) = H2(α)π. (27)

After the substitution of Equations (7), (25)–(27) into Equation (24), the type 2 size effect law can
be finally transformed to a shape similar to the boundary effect model:

σN =
1.12 ft

√
a�∞/c f

H(α)

(
1 +

ae3

c f

)−1/2

, (28)

where ae3 shares the same definition as the one presented in Koval-Gao’s size and boundary effect
model. This form of the Bažant’s Type 2 size effect law can be further written as:

1
σ2

n4
=

c f

K2
c
+

1
K2

c
ae3, (29)
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with
σn4 =

√
πH(α)σN . (30)

Thus, the fracture toughness Kc and the effective size of the fracture process zone c f can be
identified from the size effect or boundary effect fracture test results. To obtain the tensile strength
of the material, a ratio γ1 (γ1 = c f /lch) between c f and the material characteristic length lch should
be assumed. It is reported in [20,39,40] that γ1 can be 0.28 or 0.29 for concrete material. Since lch =

1.122πa�∞, another ratio γ2 = c f /a�∞ can also be obtained, which is close to 1 when γ1 ≈ 0.28 or 0.29
(γ2 ≈ 1.10 or 1.14), means the effective size of the fracture process zone may be roughly equal to the
transition crack size.

It is interesting to notice that the effective size of the fracture process zone c f in Bažant’s Type 2 size
effect law might be able to link to the fictitious crack length Δa f ic proposed in Hu-Guan’ (Hu-Wang’)
boundary effect model (see Section 2.1.2). A reasonable choice of γ1 or γ2 would provide a better
estimation of material tensile strength ft. The theoretical and experimental studies can be done in the
future work to find out the approximate relation between c f and maximum aggregate size dmax or
average aggregate size dav.

2.4. Comparison of Different Equivalent Crack Lengths

Different size and boundary effect models have adopted different expressions for the calculation
of equivalent crack lengths. ae1 (Equation (11)) in Hu-Guan’s boundary effect model depends only
on the crack-length-to-height ratio α, while ae2 (Equation (18)) proposed in modified Hu-Guan’s
boundary effect model believes the equivalent crack length depends on both the crack-length-to-height
ratio α and fictitious crack-length-to-height ratio Δα f ic, thus becomes geometry- and material-related.
The expression ae3 (Equation (21)) in Koval-Gao’s size and boundary effect model, and Bažant’s Type
2 size effect law is identical, which is only geometry-dependent. To better compare the different
equivalent crack lengths, a wedge-splitting specimen with W = 1000 mm (see Figure 1a) is taken as an
example, and its initial crack length varies from 50 mm to 950 mm. The variations of the equivalent
crack length for different maximum aggregate size dmax with fixed discrete number β1, and variable β1

with fixed dmax are plotted respectively in Figures 3 and 4.
In different constructions, the maximum aggregate size dmax can be very different. For concrete

used in Wudongde and Baihetan super-high arch dams, dmax = 40 mm, 80 mm or 150 mm for different
parts of the dam. Meanwhile for the relatively smaller structures such as piers or beams, the frequently
used dmax is only 10 mm or 20 mm. These possible dmax are all considered in this section, and the
corresponding ae2 are plotted in Figure 3, together with the material (dmax) independent equivalent
crack lengths ae1 and ae3. For the original Hu-Guan’s boundary effect model, ae1 reaches its maximum
value for any dmax when the crack-length-to-height ratio α is around 0.2, means for this ratio, the LEFM
contributes the most to the failure of the specimen, thus should be recommended as the initial ratio
for the fracture test on wedge-splitting specimen. This recommended ratio for Koval-Gao’s size and
boundary effect model, and Bažant’s Type 2 size effect law is 0.3 to 0.4, which is closer to the usual
initial crack-length-to-height ratio reported in the references [1,10]. In terms of ae2 proposed in this
study, it is obvious that it is different from ae1, and this difference becomes larger as the increase of dmax.
Hence, the proposed modified Hu-Guan’s boundary effect model would be more appropriate than its
original version, due to the fact that the two failure mechanisms are correctly combined even for the
fracture analysis of dam concrete with maximum aggregate size reaches 150 mm. However, it should
be admitted that for dmax such as 10 mm or 20 mm, the difference in ae2 and ae1 may has neglectable
effect on the fracture properties estimated by the original and modified Hu-Guan’s boundary effect
model. In addition, the increase of ae2 at the tail part can be observed in Figure 3. This trend appears
naturally due to its definition. An increase ae2 could maintain the validity of the failure mechanism of
LEFM for all the possible crack-length-to-height ratios.
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Figure 3. Equivalent crack length ae versus initial crack length a0 for different maximum aggregate
size dmax when β1 = 1.

Figure 4 shows the equivalent crack length ae versus initial crack length a0 for different discrete
number β1 when dmax = 150 mm. ae1 and ae3 are the same as the ones plotted in Figure 3 since they are
independent on the fictitious crack length. β1 ranges from 0.25 to 2 is considered, which is a reasonable
range for concrete material [23]. As shown in Figure 4, ae2 is strongly affected by the choice of β1

when dmax = 150 mm, thus may provide very different fracture parameters for different boundary
effect models. It should be noted that according to the definition of σn2 (see Figure 2a) in original and
modified Hu-Guan’s boundary effect model, the fictitious crack length Δa f ic should be smaller than
the length of the ligament, so the Hu-Guan’s boundary effect model cannot be applied directly to some
special cases (the tail part of ae2 in Figure 4) when the ligament is not enough to distribute the stress.
This might be a shortcoming of the non-local models, but in fact, can be rarely encountered in the
analysis of usual fracture test results.

Figure 4. Equivalent crack length ae versus initial crack length a0 for different discrete number β1

when dmax = 150 mm.

2.5. Method for the Determination of Fracture Parameters

The fracture tests on geometrically similar specimens with constant crack-length-to-height ratios,
and specimens with different initial crack-length-to-height ratios are frequently performed to study
the dependence of fracture behaviors on specimen sizes and initial crack lengths. The test results
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obtained from these two types of specimens can be used to extrapolate the tensile strength ft and
fracture toughness Kc by the size and boundary effect models.

The linear forms of original Hu-Guan’s boundary effect model (Equation (14)), modified
Hu-Guan’s boundary effect model (Equation (19)), Koval-Gao’s size and boundary effect model
(Equation (22)), and Bažant’s Type 2 size effect law (Equation (29)) have presented previously in
this section. Only the maximum loads and geometrical information of the tested specimens are
needed for the linear regression analysis. The nominal stresses in the different linear models can be
calculated by Equation (13) (original and modified Hu-Guan’s boundary effect model), Equation (23)
(Koval-Gao’s size and boundary effect model), and Equation (30) (Bažant’s Type 2 size effect law).
In addition, the different equivalent crack lengths can be calculated by Equation (11) (original
Hu-Guan’s boundary effect model), Equation (18) (modified Hu-Guan’s boundary effect model),
and Equation (21) (Koval-Gao’s size and boundary effect model and Bažant’s Type 2 size effect law).
With these two known values from the test results and specimens’ geometrical information, one can
do the linear regression analysis by the different models. Thus, the intercept and slope obtained from
the best linear fit can be used to predict the material properties.

It should be noted that for the original and modified Hu-Guan’s boundary effect models,
the extrapolated fracture parameters vary together as the adjustment of the discrete number β1.
Thus, special attention should be paid to the regression analysis, to ensure the predicted tensile
strength and fracture toughness are all acceptable. For Bažant’s Type 2 size effect law, as introduced in
Section 2.3, only the fracture toughness Kc and the effective size of the fracture process zone c f can be
obtained from the linear fit. To estimate the tensile strength ft of the material, a ratio γ1 (γ1 = c f /lch)
between c f and the material characteristic length lch should be assumed. Then ft can be calculated
as follows:

ft =

√
γ1K2

c
c f

. (31)

Koval-Gao’s size and boundary effect model is less flexible than the other two models, because the
liner fit is unique for one set of the test results, and one can calculate the tensile strength from the
intercept and fracture toughness from the slope, respectively.

3. Model Verification and Comparison

The test results of geometrically similar wedge-splitting [28,29] and compact tension
specimens [30] with constant crack-length-to-height ratios, and wedge-splitting specimens with
different initial crack-length-to-height ratios [31–33] are adopted, to verify the applicability of
the different size and boundary effect models on the determination of fracture properties for
concrete material.

3.1. Tests of Geometrically Similar Specimens with Constant Crack-Length-to-Height Ratios

3.1.1. Zhang’s Experiments

Zhang et al. [28,29] carried out a series of experiments with geometrically similar wedge-splitting
specimens, to investigate the size effects of concrete with small aggregate size. The height of the
specimens ranges from 150 mm to 1200 mm, with the maximum aggregate size of 10 mm. There were
24 specimens in total, which were divided into 7 groups according to their heights, and each group
had at least 3 samples. The compressive strength at 60 days was 29.56 MPa.

The sample dimensions, test results, equivalent crack lengths and nominal stresses in different
boundary effect models are listed in Table 1. It should be noted that the dimensions of different samples
in one group were slightly different due to the size deviations of the molds.
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Table 1. Geometry, test results and equivalent crack length of wedge-splitting specimens [28,29].

Label
W

(mm)
a0/W t

(mm)
Pmax
(kN)

ae1

(mm)
ae2

(mm)
ae3

(mm)
σN

(Mpa)
σn2

(Mpa)

WS150-1 150 0.4638 200 4.73405 9.75 14.41 26.89 0.631 2.225
WS150-2 150 0.477 193 5.59249 9.43 14.08 26.27 0.773 2.863
WS150-3 150 0.4868 200 5.22936 9.19 13.84 25.8 0.697 2.683
WS200-1s 200 0.4579 200 7.08092 13.19 17.78 36.2 0.708 2.551
WS200-2s 200 0.4703 200 6.885 12.79 17.36 35.45 0.689 2.601
WS200-3d 200 0.4703 200 6.61111 12.79 17.36 35.45 0.661 2.498
WS400-1 400 0.4527 200 11.37149 26.73 31.19 72.99 0.569 2.155
WS400-2 400 0.4602 198 14.27358 26.23 30.69 72.12 0.721 2.814
WS400-3 400 0.4869 199 12.00834 24.5 28.93 68.78 0.603 2.623
WS600-1 600 0.4618 193 17.82212 39.19 43.6 107.9 0.616 2.48
WS600-2 599 0.4551 200 16.97275 39.78 44.21 108.9 0.567 2.223
WS600-3 600 0.4551 193 16.68785 39.85 44.27 109.08 0.576 2.261
WS600-5 599 0.4551 200 18.22867 39.78 44.21 108.9 0.609 2.387
WS800-1 799 0.4624 196 18.65977 52.11 56.5 143.54 0.477 1.95
WS800-2 800 0.4624 194 22.60376 52.17 56.56 143.72 0.583 2.384
WS800-4 798 0.4539 200 21.62546 53.16 57.56 145.35 0.542 2.143
WS800-5 801 0.4577 200 21.98917 52.86 57.25 145.02 0.549 2.204
WS1000-1 997 0.4521 200 22.14598 66.71 71.1 182.11 0.444 1.757
WS1000-3 997 0.4531 200 23.33836 66.55 70.94 181.82 0.468 1.86
WS1000-4 999 0.4522 196 25.81247 66.83 71.22 182.44 0.527 2.087
WS1000-5 1000 0.4506 200 24.4032 67.16 71.56 183.08 0.488 1.919
WS1200-0 1198 0.4597 200 24.7045 78.66 83.03 216.19 0.412 1.691
WS1200-1 1200 0.4554 201 24.2143 79.64 84.02 218.05 0.402 1.618
WS1200-2 1200 0.4545 200 28.2619 79.82 84.2 218.36 0.471 1.891

To obtain simultaneously the tensile strength and fracture toughness, the linear regressions of
original Hu-Guan’s boundary effect model (Δa f ic = dmax), modified Hu-Guan’s boundary effect model
(Δa f ic = dmax), Koval-Gao’s size and boundary effect model, and Bažant’s Type 2 size effect law
are plotted respectively in Figure 5. The estimated materials parameters (see Figure 5a) for original
Hu-Guan’s boundary effect model (β1 = 1) are: ft = 3.05 MPa, Kc = 1.25 MPa

√
m, a�∞ = 42.9 mm

and lch = 168.9 mm. It should be noticed that the results of Hu-Guan’s boundary effect model are
slightly different from the results presented in [23], because in this analysis, the more accurate sample
dimensions and peak loads are adopted from [28,29]. For modified Hu-Guan’s boundary effect model
(see Figure 5b), when β1 = 1 (Δa f ic = dmax), one can obtain ft = 3.23 MPa, Kc = 1.25 MPa

√
m,

a�∞ = 38.1 mm and lch = 150.0 mm. For Koval-Gao’s size and boundary effect model, ft = 2.36 MPa,
Kc = 1.16 MPa

√
m, a�∞ = 61.6 mm and lch = 242.9 mm can be calculated from the intercept and

slope shown in Figure 5c. Bažant’s Type 2 size effect law (see Figure 5d) gives Kc = 1.16 MPa
√

m and
c f = 61.6 mm (Equation (29)). As already introduced previously in Sections 2.3 and 2.5, in order to
obtain the tensile strength ft of the material, a ratio γ1 should be assumed, then ft can be calculated
by Equation (31). It is obvious that mathematically ft would increase monotonically as the increase
of γ1. For the test results analyzed in this section, γ1 = 0.1 and 1 gives ft = 1.48 MPa and 4.69 MPa,
respectively. If γ1 = 0.28 or 0.29, the corresponding ft = 2.48 MPa or 2.52 MPa, which is close to the
estimation of Koval-Gao’s size and boundary effect model. The transition crack length a�∞ = 55.86 mm
and material characteristic length lch = 220.13 mm can also be calculated for the chosen γ1 = 0.28.
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(a) (b)

(c) (d)

Figure 5. Test results in [28,29] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with β1 = 1, (b) modified Hu-Guan’s boundary effect model with β1 = 1, (c) Koval-Gao’s size
and boundary effect model and (d) Bažant’s Type 2 size effect law.

The tensile strength was not measured in [29], alternatively, we can estimate it from the measured
compressive strength by ft = 0.24 f 3/2

cu = 2.29 MPa [31], which is only 2.9% difference with the
estimation of Koval-Gao’s size and boundary effect model. The Hu-Guan’s boundary effect model and
its modified version still somehow overestimate the material tensile strength with β1 = 1. However, as
the increase of Δa f ic, the estimated ft would decrease accordingly, as what has done in [23], to test the
effect of different Δa f ic on the predicted tensile strength.

For fracture toughness Kc, when the sample size is larger than 600 mm, the nominal fracture
toughness Kc tends to be stable, and its value ranges from 0.93 to 1.13 MPa

√
m, hence, Kc =

1.16 MPa
√

m estimated by the Koval-Gao’s model and Bažant model is acceptable. While for the
original Hu-Guan model and its modified version, the estimated Kc = 1.25 MPa

√
m when Δa f ic = dmax

seems slightly higher, since the largest measured Kc is only 1.09 MPa
√

m for the largest specimen with
W = 1200 mm, whose failure can be assumed as totally LEFM control. Nevertheless, as the variation
of the value of Δa f ic (or β1), the best estimations of ft and Kc given by Hu-Guan’s boundary effect
model can be achieved.

It is worthwhile to mention that the adjustment of β1 in original and modified Hu-Guan’s
boundary effect models would alter the predicted ft and Kc values simultaneously, to be more exact,
as the increase of β1, the estimated ft would decrease and Kc would increase. This is simply due to the
model assumption about the competition between two failure mechanisms (strength of material and
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LEFM). A larger fictitious crack length gives a lower non-local stress σn2 (see Figure 2a) distributed
along the fictitious crack, thus reduces the contribution of strength of material on the specimen failure,
and finally leads to the different combination of predicted fracture parameters. This feature may
introduce some difficulties to directly adopt the extrapolated fracture parameters to the numerical
simulation of a real structure, since one may suspend the veracity of the estimated parameters.
Therefore, before using the Hu-Guan’s boundary effect model to extrapolate the fracture parameters,
it is recommended to fix one parameter by tests or give a narrow range to it in advance. In this way,
the other parameter can be more reliable, and a reasonable β1 is naturally obtained.

In terms of fracture parameters extrapolation, Bažant’s Type 2 size effect law is also aided by a
length assumption (c f = γ1lch). However, the different choice of γ1 would change the prediction of
ft only. It is reported in [20,39,40] that γ1 is about 0.28 for concrete material, but as the increase of
maximum aggregate size, especially for the dam concrete with dmax = 150 mm, γ1 ≈ 0.28 should be
better verified by more experiential results. The third model, Koval-Gao’s size and boundary effect
model only provides one set of fracture parameters, which seems to be less flexible than the other
models, but its estimated parameters are acceptable for this case.

3.1.2. Wittmann’s Experiments

Wittmann et al. [30] performed the fracture tests on geometrically similar compact tension
specimens. The heights of the specimens were 300 mm, 600 mm and 1200 mm, with 6 samples
for each specimen size and the maximum aggregate size was 16 mm. The measured compressive
strength at 28 days was 42.9 MPa. The sample dimensions, test results and model parameters are listed
in Table 2. Only the mean value of the maximum loads of each group (6 samples) has been reported
in [30].

Table 2. Geometry, test results and equivalent crack length of compact tension specimens [30].

Series
W

(mm)
a0/W t

(mm)
Pmax
(kN)

ae1

(mm)
ae2

(mm)
ae3

(mm)
σN

(MPa)
σn2

(MPa)

Small 300 0.5 120 7.30 17.76 42.18 50.27 0.811 2.631
Medium 600 0.5 120 12.60 35.51 58.10 100.54 0.700 2.736

Large 1200 0.5 120 20.70 71.02 92.58 201.09 0.575 2.518

The linear regressions of different size and boundary effect models are plotted in Figure 6. When
β1 = 1, the estimated materials parameters (see Figure 6a) for original Hu-Guan’s boundary effect
model are: ft = 3.83 MPa, Kc = 2.10 MPa

√
m, a�∞ = 76.2 mm, lch = 300.3 mm, and for modified

Hu-Guan’s boundary effect model (see Figure 6b), the extrapolated parameters are: ft = 4.03 MPa,
Kc = 2.09 MPa

√
m, a�∞ = 68.3 mm and lch = 269.3 mm. Koval-Gao’s size and boundary effect model

gives ft = 2.93 MPa, Kc = 1.87 MPa
√

m, a�∞ = 103.3 mm and lch = 407.2 mm (see Figure 6c). Bažant’s
Type 2 size effect law (see Figure 6d) gives Kc = 1.87 MPa

√
m and c f = 103.34 mm. In addition,

the tensile strength ft = 3.09 MPa is obtained for γ1 = 0.28.
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(a) (b)

(c) (d)

Figure 6. Test results in [30] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with β1 = 1, (b) modified Hu-Guan’s boundary effect model with β1 = 1, (c) Koval-Gao’s size
and boundary effect model and (d) Bažant’s Type 2 size effect law.

The tensile strength can be estimated from the compressive strength by ft = 0.24 f 3/2
cu =

2.94 MPa [31]. Similar to the estimated results of Zhang’s experiments (see Section 3.1.1),
the extrapolated tensile strengths of Koval-Gao’s model and Bažant’s model seem to be more reasonable
than the values given by the original and modified Hu-Guan’s boundary effect models. In terms of
fracture toughness, the difference of the values given by the different models is within 15%, therefore,
the model predictions are all acceptable. However, for the largest tested specimen (W = 1200 mm),
the measured Kc is only 1.521 MPa

√
m. According to the experimental size effect study [1,10], for such

a relatively huge specimen with ligament length (0.5W) to maximum aggregate size (dmax) ratio equals
37.5, the measured fracture toughness should be close to the real material fracture toughness already.
Therefore, the lower fracture toughness prediction given by Koval-Gao’s model and Bažant’s model
might be more appropriate. As already mentioned in Section 3.1.1, a choice of a smaller β1 could
lower the prediction of fracture toughness given by the Hu-Guan’s model, but at the same time, an
unrealistic larger tensile strength would be obtained. This issue of the Hu-Guan’s boundary effect
model should be further studied.
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3.2. Tests of Specimens with Different Initial Crack-Length-to-Height Ratios

3.2.1. Xu’s Experiments

Xu et al. [31] performed the wedge-splitting tests made of concrete with different initial
crack-length-to-height ratios. The maximum aggregate size used was 20 mm. The height and thickness
were fixed for all the specimens (W = 170 mm, t = 200 mm). There were three different initial crack
lengths a0, which were 60 mm, 80 mm and 100 mm, respectively. The measured compressive strength
fcu is 47.96 MPa, and the tensile strength ft was estimated as ft = 0.24 f 3/2

cu = 3.17 MPa by Xu et al. [31].
Details of the specimen dimensions, test results and equivalent crack lengths are listed in Table 3.

Table 3. Geometry, test results and equivalent crack length of wedge-splitting specimens [31].

Label
W

(mm)
a0/W t

(mm)
Pmax
(kN)

ae1

(mm)
ae2

(mm)
ae3

(mm)
σN

(MPa)
σn2

(MPa)

WS70-1 170 0.353 200 10.71 14.16 23.89 34.05 1.260 2.727
WS70-2 170 0.353 200 9.65 14.16 23.89 34.05 1.135 2.457
WS70-3 170 0.353 200 11.02 14.16 23.89 34.05 1.296 2.806
WS90-1 170 0.471 200 6.56 10.85 20.63 30.1 0.772 2.471
WS90-2 170 0.471 200 6.77 10.85 20.63 30.1 0.796 2.550
WS90-3 170 0.471 200 6.96 10.85 20.63 30.1 0.819 2.621
WS110-1 170 0.588 200 4.09 7.88 17.81 23.11 0.481 2.441
WS110-2 170 0.588 198 4.36 7.88 17.81 23.11 0.513 2.602
WS110-3 170 0.588 199 4.94 7.88 17.81 23.11 0.581 2.948
WS110-4 170 0.588 193 3.98 7.88 17.81 23.11 0.468 2.375
WS110-5 170 0.588 200 4.48 7.88 17.81 23.11 0.527 2.674
WS110-6 170 0.588 193 4.94 7.88 17.81 23.11 0.581 2.948
WS110-7 170 0.588 200 4.97 7.88 17.81 23.11 0.585 2.966
WS110-8 170 0.588 196 4.82 7.88 17.81 23.11 0.567 2.877

Figure 7 presents the test results in [31] and the fitted curves of the different size and boundary
effect models. It should be noted that the low coefficients of determination (R2) are simply due to
the fluctuation of the test results. As shown in Figure 7, the linear trend of the test results is very
clear and therefore, can be used to the prediction of fracture properties. For the original Hu-Guan’s
boundary effect model (see Figure 7a), it is provided in [23] that ft = 2.78 MPa, Kc = 1.73 MPa

√
m,

a�∞ = 97.65 mm and lch = 384.84 mm when β1 = 1. The modified Hu-Guan’s boundary effect model
(see Figure 7b) gives ft = 2.94 MPa, Kc = 1.71 MPa

√
m, a�∞ = 85.63 mm and lch = 337.45 mm when

β1 = 1. For Koval-Gao’s size and boundary effect model, as shown in Figure 7c, one can obtain
ft = 3.08 MPa, Kc = 1.10 MPa

√
m, a�∞ = 32.25 mm and lch = 127.09 mm. The estimated values for

Bažant’s Type 2 size effect law (see Figure 7d) are: Kc = 1.10 MPa
√

m and c f = 32.25 mm. When
γ1 = 0.28, the material tensile strength ft = 3.24 MPa can be obtained by Equation (31), and the
corresponding a�∞ = 29.23 mm and lch = 115.18 mm.

The tensile strength calculated by Koval-Gao’s size and boundary effect model is again within
5% difference with the estimated tensile strength ft = 0.24 f 3/2

cu = 3.17 MPa by Xu et al. [31]. With the
same discrete number β1 , the original Hu-Guan’s boundary effect model gives a lower tensile strength
than its modified one. In terms of fracture toughness, the estimation of Koval-Gao’s size and boundary
effect model is the same as the Bažant’s Type 2 size effect law, and lower than the values given by the
original and modified Hu-Guan’s boundary effect models. However, under current conditions, it is
difficult to decide which model provides the more appropriate fracture toughness. This is because
the tested specimen size W = 170 mm, which is only 8.5 times bigger than the maximum aggregate
size. For such a W/dmax ratio, the failure of the pre-cracked specimen is certainly controlled by the
non-LEFM, and the real fracture toughness of the material should be evaluated by a larger specimen
or estimated by the size and boundary effect models.
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(a) (b)

(c) (d)

Figure 7. Test results in [31] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with β1 = 1, (b) modified Hu-Guan’s boundary effect model with β1 = 1, (c) Koval-Gao’s size
and boundary effect model and (d) Bažant’s Type 2 size effect law.

3.2.2. Wu’s Experiments

Another series of wedge-splitting tests with different initial crack-length-to-height ratios were
carried out by Wu et al. [32,33]. The maximum aggregate size was 20 mm. The height and thickness
of the specimens were W = 170 mm and t = 200 mm, respectively. The samples were classified
as 5 groups according to the different initial crack-length-to-height ratios ranging from 0.2 to 0.8.
The measured compressive strength fcu was 38.8 MPa, and splitting tensile strength was 3 MPa. Details
of the tests are listed in Table 4, the failure loads Pmax were the mean values of the different groups
provided in [32,33].

Table 4. Geometry, test results and equivalent crack length of wedge-splitting specimens [32,33].

Label
W

(mm)
a0/W t

(mm)
Pmax
(kN)

ae1

(mm)
ae2

(mm)
ae3

(mm)
σN

(MPa)
σn2

(MPa)

WS1 400 0.2 200 34.20 39.22 47.46 68.95 1.710 2.672
WS2 400 0.4 200 25.20 30.25 39.51 77.94 1.260 3.675
WS3 400 0.5 200 16.00 23.67 32.77 67.03 0.800 3.400
WS4 400 0.6 200 10.80 17.92 26.95 52.63 0.540 3.578
WS5 400 0.8 200 3.20 8.79 19.09 25.94 0.160 3.800
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The linear regressions of different models are plotted in Figure 8. When β1 = 1, the estimated
materials parameters (see Figure 8a) for original Hu-Guan’s boundary effect model are: ft = 4.83 MPa,
Kc = 1.42 MPa

√
m, a�∞ = 22.0 mm, lch = 86.6 mm, and for modified Hu-Guan’s boundary effect model

(see Figure 6b), the extrapolated parameters are: ft = 6.74 MPa, Kc = 1.39 MPa
√

m, a�∞ = 10.8 mm and
lch = 42.5 mm. Koval-Gao’s size and boundary effect model gives ft = 3.90 MPa, Kc = 1.61 MPa

√
m,

a�∞ = 43.1 mm and lch = 169.9 mm (see Figure 6c). Bažant’s Type 2 size effect law (see Figure 6d) gives
Kc = 1.61 MPa

√
m and c f = 43.13 mm. In addition, the tensile strength ft = 4.10 MPa is obtained for

γ1 = 0.28.

(a) (b)

(c) (d)

Figure 8. Test results in [32,33] and the corresponding fitted curves of (a) Hu-Guan’s boundary effect
model with β1 = 1, (b) modified Hu-Guan’s boundary effect model with β1 = 1, (c) Koval-Gao’s size
and boundary effect model and (d) Bažant’s Type 2 size effect law.

For this example, the extrapolated tensile strengths of all the models are larger than the measured
splitting tensile strength (3 MPa), this is because the different fracture mechanisms of the splitting
and wedge-splitting tests. The latter one’s failure mechanism is close to the flexure test. Therefore,
the extrapolated tensile strength from the wedge-splitting tests should be close to the tensile strength
measured by the flexure test. Raphael [11,12] concluded from plenty of the experimental results that
the tensile strength measured by the flexure test is around 35% higher than the one measured by the
splitting test. Hence, the extrapolated tensile strengths by the different models are still reasonable.

The fracture toughness values given by the Koval-Gao’s model and Bažant’s model
(Kc = 1.61 MPa

√
m) are higher than the values obtained from the Hu-Guan’s boundary effect model
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(Kc = 1.42 MPa
√

m) when β1 = 1. Since the measured nominal fracture toughness for the specimen
with initial crack-length-to-height ratio equals to 0.4 was 1.45 MPa

√
m, it is recommended that a larger

value of β1 should be adopted, to obtain a more realistic fracture toughness. For instance, one can get
ft = 3.89 MPa and Kc = 1.58 MPa

√
m by Hu-Guan’s boundary effect model when β1 = 1.5. This set

of parameters is close to Koval-Gao’s and Bažant’s models.

4. Conclusions

The local and non-local versions of boundary effect models developed by Hu et al., the modified
Hu-Guan’s boundary effect model proposed in this study, the Koval-Gao’s size and boundary model,
and Bažant’s Type 2 size effect law are all able to capture the effects of crack length and sample size
on the fracture behavior of wedge-splitting and compact tension specimens. The proposed modified
Hu-Guan’s boundary effect model provides a more appropriate definition of equivalent crack length.
This proposed model can correctly combine the contributions of strength of material and LEFM on the
material failure for concrete with any maximum aggregate size. The boundary effect shape of Bažant’s
Type 2 size effect law shares the same equivalent crack length as Koval-Gao’s size and boundary effect
model. This improvement could extend the applicability of the model to extrapolate the material
parameters by the test results obtained from both the geometrically similar specimens with constant
crack-length-to-height ratios and specimens with different initial crack-length-to-height ratios.

The applicability of the different size and boundary effect models on the determination of fracture
toughness and tensile strength for concrete material are verified and compared by test results reported
in the literature. The original and modified Hu-Guan’s boundary effect model is more flexible, because
the two fracture parameters vary together as the adjustment of the discrete number β1. However,
there exists the risk that the reasonable fracture parameters cannot be obtained with one single β1.
Therefore, before using the Hu-Guan’s boundary effect model to extrapolate the fracture parameters,
it is recommended to fix one parameter by tests or give a narrow range to it in advance. In this way,
the other parameter can be more reliable, and a reasonable β1 is naturally obtained. Besides, the
proposed modified Hu-Guan’s boundary effect model would be more appropriate than its original
version, due to the fact that the two failure mechanisms are correctly combined even for the fracture
analysis of dam concrete with maximum aggregate size reaches 150 mm. Nevertheless, for dmax such
as 10 mm or 20 mm, this improvement is neglectable. Bažant’s Type 2 size effect law is less flexible
than Hu-Guan’s boundary effect model, because once the test results are given, the estimated fracture
toughness is decided. The variation of the length scale or γ1 would change the estimated value of
tensile strength only. In terms of Koval-Gao’s size and boundary effect model, only one set of fracture
parameters can be extrapolated from the test results. However, for the test results adopted in this
study, the predictions of the fracture properties given by Koval-Gao’s size and boundary effect model
are all acceptable.

For dam concrete, the specimen size needed to measure the stable tensile strength and fracture
toughness can be huge. Hence, it is recommended to use the size and boundary effect to determine
the two fracture parameters simultaneously. The fracture tests on at least three different sizes of
geometrically similar specimens (e.g., W = 750 mm, 1500 mm, 2250 mm with α0 = 0.4) and one
specimen size with three different initial crack-length-to-height ratios (e.g., W = 1125 mm with
α0 = 0.2, 0.4, 0.6) are encouraged to be performed, for the purpose of the extrapolation of fracture
parameters by the theoretical models. More experimental findings will be reported in the authors’
further coming publications. Comprehensive experimental studies on the wedge-splitting specimens
made of fully graded concrete are currently undergoing. All the specimens are casted in the same
time at the construction sites of Wudongde and Baihetan super-high arch dams. The mechanical and
fracture tests are performed simultaneously, to obtain the reliable and comprehensive test results
for the dam concrete. The further coming experimental evidence will improve the capability of the
different size and boundary effect models on the determination of fracture toughness and tensile
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strength for concrete material, especially the fully graded concrete, whose fracture parameters are
crucial to the dam construction and operation, but not easy to be obtained.
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Abstract: This study focuses on evaluating the effects of the fineness of fly ash on the strength, fracture
toughness, and fracture resistance of concrete. Three fineness levels of fly ash that respectively pass
sieves—no. 175, no. 250, and no. 32—were used. In addition to the control concrete mixture without
fly ash, two fly ash replacement levels of 10% and 20% by weight of the cementitious material were
selected for the concrete mixture. The experimental results indicate that the compressive strength of
the fly ash concrete decreases with the increase in the replacement ratio of fly ash but increases in
conjunction with the fineness level of fly ash. The presence of finer fly ash can have beneficial effects
on the fracture energy (GF) of concrete at an early age (14 days) and attain a higher increment of GF at
a later age (56 days). The concrete containing finer fly ash was found to present larger critical stress
intensity factors (KS

IC) at various ages, and the KS
IC also increases in conjunction with the fineness

levels of fly ash.

Keywords: fly ash; fineness; compressive strength; fracture energy; critical stress intensity factor

1. Introduction

Incorporating fly ash in concrete may affect the rate of hydration reaction and improve its
microstructure [1,2]. The improvement in microstructure occurs due to grain and pore refinements,
especially in the interfacial transition zone (ITZ) [3]. The improved microstructure can cause
enhancement in the mechanical and durability-related properties of concrete. For the replacement
amounts normally used, most fly ashes tend to reduce the early strength up to 28 days but increase the
long term strength [4].

It is generally recognized that the use of finer fly ash may increase the properties of concrete [5]
Mehta [6] reported that the majority of the reactive particles in fly ash are actually less than
10 micrometers in diameter. Studies [3–6] showed that increasing the fineness of fly ash by grinding
improves the reactivity to some extent and increases the strength of the concrete, but eventually leads to
increased water demand. Obla et al. [7] tested ultra-fine fly ash with a mean particle diameter of about
3 μm and found that significant improvements in the concrete strength and durability without loss in
workability could be achieved with a commercially available ultra-fine fly ash. It could be primarily
concluded that increasing the fineness of fly ash may increase the strength of concrete attributed to the
micro-cracking resistance of cement paste, particularly in the ITZ.
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The interfacial transition zone in concrete, which is often considered to be a three-phase material,
is represented as the third phase [8,9]. Existing as a thin shell around the larger aggregate, the ITZ
is generally weaker than either of the two main components of the concrete, which are the hydrated
cement paste and the aggregate. The ITZ has less crack resistance, leading to the preferential occurrence
of cracking. A major factor responsible for the poor strength of the ITZ is the presence of micro-cracks.
Much of the physical nature of the response of concrete under loading can be described in terms of
micro-cracks that can be observed at relatively low magnification. Cracking in concrete is mostly due
to the tensile stress that occurs under load or environmental changes. As such, the failure of concrete
in tension is governed by micro-cracks, which are associated particularly with the ITZ [10,11].

The tensile strength of concrete is a very essential property. Not only the tensile strength but also
the behavior at the tensile fracture is of importance, particularly the fracture toughness. When concrete
fails in tension, its behavior is characterized by both the peak stress and the energy required to fully
generate a crack. Fracture mechanics can, in principle, be a suitable basis for analyzing the fracture
toughness of concrete [12].

The defects and stress concentrations are the main factors causing failure. Concrete with defects
or stress concentrations is more prone to cracking, which results in reduced strength. A structure made
with high-strength concrete may fail under critical stress when small cracks simultaneously occur. It is
essential, therefore, to determine fracture behavior and toughness for the widely used high-strength
high-performance concretes that normally contain fly ash or furnace slag [13,14].

Due to the non-homogeneous characteristics of concrete, its fracture behavior is quite complicated.
It has been proved that the methods developed in conventional fracture mechanics are unsuitable
for the analysis of the influence of fracture toughness on the behavior of concrete structures [15,16].
Many theoretical models have been developed to make such an analysis possible. Among them,
three well-known models are the fictitious crack model, the crack band model, and the two-parameter
fracture model. By means of numerical techniques, for example, the finite element method, it is possible
to use these models to make a theoretical analysis for the development of the damage zone and the
complete behavior of the structure. As for the fracture mechanics of concrete, the International Union
of Laboratories and Experts in Construction Materials, Systems and Structures (RILEM, from the name
in French) [17] has provided a proposal of several methods for determining the fracture properties and
parameters of concrete with a three-point bend test on a notched beam. Hillerborg [12] determined the
fracture energy according to the fictitious crack model. Shah and Jenq [18] used the two-parameter
fracture model to determine the critical stress intensity factor.

To investigate the effects of the fineness of fly ash on the strength and fracture toughness of
concrete, this study adopted the three-point bend test to analyze the fracture energy and the critical
stress intensity factor for evaluating the fracture toughness and fracture resistance of fly ash concrete.

2. Research Significance

Laboratory investigations have shown that when the fly ash particle size is reduced, its mechanical
performance in concrete is improved. This study additionally confirms the comprehensive results
that significant improvements in concrete strength and fracture toughness without loss in workability
can be achieved with fine fly ashes, whose particle size passes through no. 250 and no. 325 sieves.
Furthermore, the finer the fly ash is, the higher the enhancement of the strength, fracture energy,
and critical stress intensity factor of the concrete will be.

3. Experimental Details

Concrete beam specimens were tested to determine the relationship between compressive strength,
fracture energy, and stress intensity factor as a function of the cement replacement ratio of fly ash and
the fineness of fly ash. The water-cementitious ratio (w/cm) used was 0.35 for all concrete mixtures.
Three cement replacement ratios of 0%, 10%, and 20%, and three particle sizes of fly ash that pass through
no. 175 (90 μm), no. 250 (63 μm), and no. 325 (45 μm) sieves were selected for the mixtures. The
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three-point bend test on notched beams was used to determine the load-deflection relations, and the
maximum load for calculating the fracture energy (GF) and the critical stress intensity factor (KS

IC).

3.1. Materials

Materials used for preparing the concrete mixtures included a Type I Portland cement (Table 1),
river sand, crushed coarse aggregate with a maximum size of 10 mm, a naphthalene-sulfurate based
superplasticizer, and fly ashes with three levels of fineness. Class F fly ash from the Taichung Power
Station in Taiwan was used. The fly ash complied with the requirement of ASTM C168. Table 1 lists its
chemical and physical properties. The fly ash was classified using the method of sieving and consisted
of three lots:

1. F175: fly ash passed sieve no. 175 (90 μm);
2. F250: fly ash passed sieve no. 250 (63 μm);
3. F325: fly ash passed sieve no. 325 (45 μm).

Table 1. Mixture proportions of fresh concrete.

Oxide (%) Cement Fly Ash

SiO2 21.04 56
Fe2O3 5.46 24.81
Al2O3 2.98 5.3
CaO 63.56 4.8
MgO 2.52 1.48
SO3 2.01 0.36

Loss on ignition (%) 0.92 4.12
Specific gravity 3.15 2.31

3.2. Mixture Proportions

In the experimental program, the control mixture (R0) without adding fly ash was designed to
have a target compressive strength at 28 days of 63 MPa. The fly ash concrete mixtures designated as
F1R1, F1R2, F2R1, F2R2, F3R1, and F3R2 were prepared using varying amounts of F175, F250, and F325
fly ash. F1, F2, and F3 referred to F175, F250, and F325, respectively, and R1 and R2 referred to the
replacement ratio of 10% and 20%, respectively. The dosage of the superplasticizer was adjusted to
produce the desired slump of 250 ± 25 mm and a slump-flow of 600 ± 50 mm. The mixture proportions
and the slump test results are shown in Tables 2 and 3, respectively.

Table 2. Mixture proportions of concrete.

Mixture no. 1 w/cm2 Batch Quantities (kg/m3)

Water Cement Fly Ash Sand Coarse Aggregate SP3

R0

0.35 180

514 0 853 821 8.2
F1R1 463 51 823 834 8.0
F1R2 411 103 822 819 8.8
F2R1 463 51 823 834 8.4
F2R2 411 103 822 819 9.4
F3R1 463 51 823 834 9.8
F3R2 411 103 822 819 10.5

1 F1, F2, F3 = Fly ash of F175, F250, and F325, respectively; R1, R2 = Fly ash replacement ratio of 10% and 20%,
respectively; R0 = concrete without fly ash. 2 w/cm =water/(cement + fly ash) by weight. 3 SP = Superplasticizer.
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Table 3. The slump test results of fresh concrete.

Mixture no. w/cm Slump (mm) Slump-Flow (mm)

R0

0.35

250 570
F1R1 255 640
F1R2 240 560
F2R1 260 610
F2R2 250 570
F3R1 248 580
F3R2 250 620

3.3. Preparation and Casting of Test Specimens

Cylinder specimens (100 × 200 mm) were cast from each mixture for compression tests, three
cylinders each for testing at five ages. Flexure specimens with dimensions of 50 × 50 × 650 mm and
80 × 150 × 700 mm were cast for the determination of GF and KS

IC, respectively. Four specimens were
fabricated for each mixture for the testing of each two specimens at two stages of 14 and 56 days.
The specimens were prepared in accordance with ASTM C192. After casting, test specimens were
covered with a plastic sheet for 24 hours. Then, they were demolded and put into a 100% relative
humidity (RH) moist-curing room at about 23 ◦C until the time of testing. At least 24 hours before the
specimens were tested, the fracture energy specimens and the critical stress intensity factor specimens,
as shown in Figures 1 and 2, were prepared by cutting a 25 mm deep by 2 mm width notch and a
50 mm by 2 mm notch, respectively, on one side at midspan.

 

25mm

2mm

600mm

650mm

50mm

50mm

RollerRoller

P

Round rod
LVDT

Figure 1. Set-up of the three-point bending test for the determination of the fracture energy of concrete.
LVDT is the linear variable differential transformer and P is the load.

 

50mm

2mm

600mm

700mm

80mm

150mm

RollerRoller

P

Round rod

CMOD

Figure 2. Set-up of the three-point bending test for the determination of the critical stress intensity
factor of concrete. CMOD is the crack mouth opening displacement.
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3.4. Testing of Specimens

A compression test was carried out in accordance with ASTM C39. The three-point bend test was
performed on the notched beam as follows to determine the GF and KS

IC:
1. Test for determining GF.
The fracture energy test followed the guidelines established by RILEM [17] using a closed-loop

testing machine. The testing arrangement is shown in Figure 1. A linear variable differential transformer
(LVDT) was installed at midspan of the beam to measure the deflection. The loading velocity was
chosen so that the maximum load was reached 30 s after the loading started. The loading rate selected
was 0.25 mm/min. A load-deflection (F-δ) curve was then plotted, with the energy “W0” representing
the area under the curve. The fracture energy (GF) according to this work of fracture method can be
calculated as [12,18]:

GF =
W0 + mgδ0

A
(N/m) (1)

where W0 = area under the load-deflection curve (N/m); mg = weight of the specimen (kg);
g = acceleration due to gravity; δ0 =maximum deflection recorded (m); and A = cross-sectional area of
the beam above the notch (m2).

2. Test for determining KS
IC.

The test for the determination of KS
IC followed the test method suggested by Shah and Jenq [18]

using a closed-loop testing machine under the crack mouth opening displacement (CMOD) control.
The test set-up is shown in Figure 2. A clip gauge was used to measure the CMOD. The CMOD and
the applied load were recorded continuously during the test. The test procedure included loading and
unloading. The test was started from loading until the peak load was reached, and then the applied
load was manually reduced (also termed unloading) when the load passed the maximum load and was
at about 95% of the peak load. When the applied load was reduced to zero, the specimen was reloaded.
Each loading and unloading cycle was finished in about one min. Only one cycle of loading-unloading
was required for the test. The KS

IC was calculated using the following Equation:

KS
IC = 3(Pmax + 0.5W)

S(πac)
1/2F(α)

2d2b

(
Nm−3/2

)
(2)

in which
W = W′ × S

L
(3)

F(α) =
1.99−α(1−α)

(
2.15− 3.93α+ 2.7α2

)
√
π(1 + 2α)(1−α)3/2

(4)

where Pmax = the measured maximum load (N); S = the span of the beam (m); b = beam width (m);
d = beam depth (m); L = beam length (m); W’ = self-weight of the beam (N); αc = critical effective
crack length (m); and α = αc/d.

4. Results and Discussion

4.1. Compressive Strength

Compressive strengths were determined at five ages of 7, 14, 28, 56, and 91 days on concrete stored
under moist-curing conditions. The results are given in Table 4. As can be seen in Table 3, the slump
values of all concrete mixtures were in the range of 240–260 mm, and similarly, the slump-flow fell in
the range of 550–640 mm. This indicated that all mixtures had quite similar workability. In addition,
all mixtures were proportioned to have an equivalent target strength of 63 MPa at the age of 28 days.
This was generally achieved, except for mixture F1R2. In this case, the strength equivalence was
achieved later, at the age of 56 days.
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Table 4. Compressive strength of concrete cylinders.

Mixture no. w/cm
Compressive Strength, MPa *

7 Days 14 Days 28 Days 56 Days 91 Days

R0

0.35

56.5 ± 0.26 62.1 ± 0.29 66.1 ± 0.28 70.3 ± 0.20 71.2 ± 0.38
(100%) (110%) (117%) (124%) (126%)

F1R1
53.0 ± 0.17 57.3 ± 0.33 63.0 ± 0.26 69.8 ± 0.31 72.4 ± 0.41

(100%) (108%) (119%) (132%) (137%)

F1R2
52.2 ± 0.20 56.0 ± 0.34 61.4 ± 0.24 68.7 ± 0.36 71.7 ± 0.45

(100%) (107%) (118%) (132%) (137%)

F2R1
54.6 ± 0.12 61.9 ± 0.29 68.2 ± 0.26 74.2 ± 0.25 75.8 ± 0.34

(100%) (113%) (125%) (136%) (139%)

F2R2
53.3 ± 0.15 59.2 ± 0.19 66.8 ± 0.36 73.1 ± 0.35 74.6 ± 0.41

(100%) (111%) (125%) (137%) (140%)

F3R1
55.7 ± 0.23 63.5 ± 0.35 70.3 ± 0.35 75.8 ± 0.29 77.9 ± 0.34

(100%) (114%) (126%) (136%) (140%)

F3R2
53.9 ± 0.14 61.5 ± 0.29 69.1 ± 0.19 74.6 ± 0.23 76.5 ± 0.28

(100%) (114%) (128%) (138%) (142%)

* Average value of three specimens.

Figure 3 shows the strength development for each concrete mixture. At an early age (7 days),
as expected, the control mixture (R0) without fly ash displayed higher strength than the other fly ash
mixtures. The early strength gain of the control mixture was superior to that of the fly ash mixtures,
indicating that replacing any amount of cement with fly ash of various fineness may reduce the
strength gain of the concrete. In addition, the concrete incorporating more fly ash (20%) presented
lower strength than that with lower fly ash content (10%). Nevertheless, the curve slope of the fly ash
mixtures in Figure 3 tended to be steeper than that of the control mixture at later ages. In other words,
the strength increment versus age for the fly ash mixture was larger than that of the control mixture.
Consequently, the strength of each fly ash mixture exceeded that of the control mixture at later ages.

On the other hand, it can be seen in Table 4 that for the same replacement ratio (20%) of fly ash,
mixture F3R2, had the highest strength at an early age (7 days), followed by F2R2, and the F1R2
had the lowest. This revealed that incorporating finer fly ash in concrete may fill the micro-voids
much better and produce higher packing density, resulting in a larger strength enhancement. In
addition, a beneficial effect of the fineness of fly ash on the concrete strength can be seen in Figure 4; the
compressive strength of fly ash concrete increased in accordance with the enhancement of the fineness
level of fly ash for each age and various fly ash replacement ratios.

Moreover, as seen in Table 4, there was a significant strength gain from 7 to 28 days, and again
from 28 days to 91 days for the mixtures containing finer fly ash. For example, the strength increment
of the mixtures F2R1 and F3R1, which contained finer fly ash, displayed an increased rate from 100%
at 7 days to 125% and 126% at 28 days, respectively, and 139% and 140% at 91 days, respectively, which
were obviously larger than those of the corresponding mixtures F1R1 that increased from 100% at
7 days to 119% at 28 days and 137% at 91 days. At 28 days, the strengths of the finer fly ash mixtures of
F2R1, F2R2, F3R1, and F3R2 were shown to consistently exceed that of the control mixture. This was
particularly significant considering that the cement replacement of finer fly ash in each case was only
10–20%. In addition, the highest strength achieved at 91 days was 76.5 MPa for the mixture F3R2 with
20% F325 fly ash replacement, while the strength obtained for the corresponding control concrete (R0)
was the relatively lower value of 71.2 MPa.
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Figure 3. Compressive strength development for cylindrical specimens.

 
Figure 4. Compressive strength of fly ash concrete versus the particle size of fly ash.

4.2. Fracture Energy

Fracture energy (GF) is the energy dissipated per unit area during the formation of a crack. In this
research, GF was determined using a notched beam in a three-point bending test. Load-deflection
curves were plotted from the tests. The energy absorbed in the test to the point of failure was
represented by the area below the load-deflection curve for the specimen. This area represented
the fracture energy per unit area of the fracture surface. The GF was calculated using Equation (1).
Concrete specimens were tested at 14 and 56 days. Table 5 lists the test results. It shows that, at early
ages, the GF values of all fly ash concrete were lower than that of control concrete without fly ash (R0),
except for the fly ash mixture F3R2. Nevertheless, the presence of the finer fly ash had a beneficial
effect on the GF of concrete. As shown in Figure 5, when the fineness level of the fly ash increased,
the GF value of the concrete increased. Even at the earlier age of 14 days, the GF value of the mixture
with finer fly ash (F3R2) was in turn higher than those of the mixtures F2R2 and F1R2 for the similar
fly ash replacement ratio of 20%; furthermore, the GF of the mixture F3R1 was higher than those
of F2R1 and F1R1. This implies that although the pozzolanic reaction had not yet occurred at the
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early ages, the superior filling effects of the finer fly ash could increase the denseness of the concrete,
resulting in increased fracture toughness. After 56 days, the GF values of the fly ash concrete mixtures
all exceeded that of the control mixture, except for the mixture F1R2. In addition, it was also found that
the increment of the fracture energy for each fly ash concrete from 14 days to 56 days was attained by
21–31%, which was much higher than that of the control concrete (13.6%). This signifies that, during
this period, the pozzolanic reaction of fly ash became active, which together with the filling effect,
enhanced the fracture toughness of the fly ash concrete.

Table 5. Fracture energy of concrete.

Mixture no.
Compressive Strength (MPa) Fracture Energy * (N/m)

14 Days 56 Days 14 Days 56 Days Increment N/m (%)

R0 62.1 ± 0.29 70.3 ± 0.20 97.1 ± 2.21 110.3 ± 2.51 13.2 (13.6)
F1R1 57.3 ± 0.33 69.8 ± 0.31 84.3 ± 1.69 109.4 ± 2.44 25.1 (29.8)
F1R2 56.0 ± 0.34 68.7 ± 0.36 78.5 ± 1.88 103.5 ± 2.10 25.0 (31.8)
F2R1 61.9 ± 0.29 74.2 ± 0.25 95.7 ± 2.46 115.8 ± 1.98 20.1 (21.0)
F2R2 59.2 ± 0.19 73.1 ± 0.35 88.5 ± 2.21 114.9 ± 2.56 26.4 (29.8)
F3R1 63.5 ± 0.35 75.8 ± 0.29 95.8 ± 3.10 121.4 ± 2.88 25.6 (26.7)
F3R2 61.5 ± 0.29 74.6 ± 0.23 98.1 ± 2.66 123.5 ± 3.11 25.4 (25.9)

* Average value of two specimens.

  

14 days 56 days

Figure 5. Fracture energy of concretes with various fineness levels and the replacement ratios of fly ash.

Figure 6 compares the fracture energy, and the compressive strength of all fly ash concretes in
the study. The GF was found to increase in conjunction with the compressive strength. This trend
compares favorably with the research of Gettu [19], Giaccio [20], and Xie [21]. Nevertheless, these
researchers observed smaller increases in GF with increases in compressive strength of high strength
concrete. Gettu et al. [19] found that an increase in compressive strength of 160% resulted in an increase
in GF of only 12%. Giaccio et al. [20] observed that GF increased as compressive strength increased,
but only at a fraction of the rate. Xie et al. [21] found that increases in compressive strength of 29–35%
resulted in a GF increase of only 11–13%. In this study, an increase in compressive strength of 10%
resulted in a larger increase in GF of around 14% (~13–15%) when the compressive strength varied

66



Appl. Sci. 2019, 9, 2266

between 50 and 80 MPa. This demonstrates the unique effects of using finer fly ash on the enhancement
of the fracture toughness of high-strength concrete.

Figure 6. Fracture energy versus compressive strength of fly ash concrete.

4.3. Critical Stress Intensity Factor

The critical stress intensity factor (KS
IC) is the stress intensity factor calculated at the critical

effective crack tip, using the measured maximum load. In this research, the KS
IC was determined

with a notched beam in a three-point bend test, using a closed-loop testing machine under the crack
mouth opening displacement control. Load-CMOD curves were plotted from the tests. The KS

IC

was calculated using Equation (2). Concrete specimens were tested at 14 and 56 days. As seen in
Table 6, results showed that the related tendency of the KS

IC of concrete was similar to that of the
GF. At an early age (14 days), most of the KS

IC values of the fly ash concrete were lower than that
of the control concrete (R0) but exceeded that of R0 after 56 days. This implies that the additional
pozzolanic reaction of fly ash with Ca(OH)2 in the concrete became active during the period between
14 and 56 days, which led to the enhancement of KS

IC of the fly ash concrete.

Table 6. Critical stress intensity factor of concrete.

Mixture no.
Compressive Strength (MPa) Critical Stress Intensity Factor (N ×m−3/2) *

14 Days 56 Days 14 Days 56 Days

R0 62.1 ± 0.29 70.3 ± 0.20 1.030 ± 0.0127 1.231 ± 0.0212
F1R1 57.3 ± 0.33 69.8 ± 0.31 0.964 ± 0.0121 1.289 ± 0.0189
F1R2 56.0 ± 0.34 68.7 ± 0.36 0.908 ± 0.0136 1.218 ± 0.0210
F2R1 61.9 ± 0.29 74.2 ± 0.25 1.025 ± 0.0135 1.342 ± 0.0250
F2R2 59.2 ± 0.19 73.1 ± 0.35 0.999 ± 0.0128 1.310 ± 0.0244
F3R1 63.5 ± 0.35 75.8 ± 0.29 1.135 ± 0.0131 1.402 ± 0.0260
F3R2 61.5 ± 0.29 74.6 ± 0.23 1.085 ± 0.0120 1.389 ± 0.0272

* Average value of two specimens.

It was also found that concrete containing finer fly ash presented larger KS
IC values. This can be

observed in Figure 7, which shows that the increase in the fineness level of fly ash led to an increase in
the KS

IC values of concrete at various ages. In other words, the KS
IC of the mixture F3R2 with finer

fly ash was in turn higher than that of F2R2 and F1R2, for the same fly ash replacement ratio of 20%.
Furthermore, the KS

IC of F3R1 > F2R1 > F1R1 for a similar fly ash replacement ratio of 10%. The reason
for attaining this result is that the finer fly ash particle had a larger surface area, exhibiting a more
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active pozzolanic reaction, and thus resulting in an increase in the strength and fracture resistance
(KS

IC).

14 days 56 days
  

Figure 7. Stress intensity factor of concrete with various fineness levels, and the replacement ratio of fly ash.

The stress intensity factors of fly ash concrete in the fracture test were compared to compressive
strength, as seen in Figure 8. As shown in the figure, the two values of stress were nearly linearly
related. The relationships shown in Figure 8 are of some importance because based on the close
relationship between the particle size of fly ash and the compressive strength (Figure 4), the stress
intensity factor increases with the increase of the fineness level of fly ash.

Figure 8. Stress intensity factor versus compressive strength of fly ash concrete.
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5. Conclusions

Based on the tests and evaluations presented in this study, the following conclusion can be reached:

1. Incorporating finer fly ash into concrete may fill the micro-voids much better and produce higher
packing density, resulting in larger strength enhancement. The compressive strength of fly ash
concrete increases in conjunction with the fineness level of fly ash presented in the mixtures for
each age and various fly ash replacement ratios.

2. Use of finer fly ash has beneficial effects on the fracture energy (GF) of concrete, even at an early
age (14 days). The finer fly ash used, the greater the fracture energy of the concrete exhibited.

3. The increment of the fracture energy of all the fly ash concrete measured in this study from 14 days
to 56 days was attained by 21–31%, which was much higher than that of control concrete (13.6%),
such that the GF of the fly ash mixtures at 56 days almost exceeded that of the control concrete.

4. An increase in fly ash concrete compressive strength of 10% resulted in an increase in the GF value
of around 14% when the compressive strength varied between 50 and 80 MPa. This rate of increase
is significantly higher than that found in normal concrete, indicating that the use of finer fly ash
can have unique effects on the enhancement of the fracture toughness of high-strength concrete.

5. Similar to the trend of development of the fracture energy, at an early age (14 days), most of the
stress intensity factor (KS

IC) of the fly ash concrete was lower than that of the control concrete
(R0), but exceeded that of the R0 after 56 days.

6. Concrete containing finer fly ash exhibited larger KS
IC value for various ages, and the stress

intensity factor increased in conjunction with the fineness level of fly ash. This also implicates an
increase in the fracture resistance of concrete.
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Abstract: Based on the cohesive zone model, a meso-scale model is developed for numerical studies
of three-phase concrete under tension and compression. The model is characterized by adopting
mixed-mode fracture and interaction behavior to describe fracture, friction and collision in tension
and compression processes. The simulation results match satisfactorily with the experimental results
in both mechanical characteristics and failure mode. Whole deformation and crack propagation
process analyses are conducted to reveal damage evolution of concrete. The analyses also set a
foundation for the following parametric studies in which mode II fracture energy, material parameter,
frictional angle and aggregates’ mechanical characteristics are considered as variables. It shows that
the mixed-mode fracture accounts for a considerable proportion, even in tension failure. Under
compression, the frictional stress can constrain crack propagation at the beginning of the damage and
reestablish loading path during the softening stage. Aggregates’ mechanical characteristics mainly
affect concrete’s performance in the mid-and-late softening stage.

Keywords: mesostructure; finite element analysis; cohesive zone model; crack propagation

1. Introduction

It is widely accepted that the dominant failure mode of concrete is quasi-brittle fracture, which
is mainly due to the expanding and connecting of initial defects and microcracks. To explain the
behavior of concrete’s fracture, concepts of fracture mechanics were introduced more than 50 years
ago [1]. Although it is suitable for applying fracture mechanics theories to the analysis of mass concrete
structures, it is inappropriate for application when microcrack and subcritical crack are not ignorable [2].
The sizes of microcracks and subcritical cracks of concrete are several orders of magnitude larger than
that of metal. Meanwhile, concrete is a kind of multiphase and heterogeneous material, so the COD
(crack opening displacement) and J-integral in elastic-plastic fracture mechanics are inappropriate for
application [3].

The macro-mechanic response of concrete is the reflection of its meso-mechanical and
micro-mechanic characteristics [2]. According to this idea, scholars have attempted to use finite
element methods to research fractures in concrete, similar to the research of metal fractures [4]. Due to
the advance of multi-processors’ parallel processing capability, finite element simulation of composite
material’s meso-mechanical characteristics has progressed [5]. Through simulation, it is possible to
predict the macro performance of concrete with its specific meso-scale structure, material and internal
property [6].

Based on the macroscopic experimental phenomena of concrete, several concrete crack models
have been proposed to simulate the fracture behavior of concrete. In the 1960s, two basic models were
proposed: the discrete crack model [7] and smeared crack model [8]. The former simulates cracking by
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the definition of nodes’ split criterion, which can describe the geometric discontinuity at cracks. The
latter simulates cracking by the definition of elements’ damage, and the model is maintained to be
geometrically continuous. Representative discontinuous models include the lattice model [9], rigid
bodies-spring model [10], and interface constitutive model [11]. Although the previously mentioned
discrete crack model can provide intuitionistic and realistic simulations of crack behavior, their
calculation results are sensitive to mesh distortion. In recent years, simulating discrete crack by
cohesive zone model [12] and extended finite element method [13] are widely recognized as reliable
approaches for their low mesh sensitivity and satisfactory convergent property [14].

The cohesive zone model simulates fractures by inserting cohesive elements at the potential crack
propagation paths. The method breaks through the limit of using stress fields and stress intensity
factor to describe concrete fracture. Unlike traditional investigation of fracture mechanics, the method
uses fracture energy to define the constitutive relation between element deformation and damage on a
much grander scale. As mentioned above, the special fracture behavior caused by microcracks and
subcritical cracking can be described by elements’ fracture energy. Ongoing studies have been being
conducted on concrete fracture energy [15–20], and corresponding testing methods of different fracture
types have been proposed [21,22].

The cohesive zone model has been frequently adopted in the simulation of the concrete failure
problem and proved to be feasible in concrete tension fracture simulation [23–28]. However, very few
studies report its application in concrete compression simulation, which has a more complex damage
evolution in the fracture process [29].

Although it is widely accepted that the main concrete failure process is fracturing [30] and
many concrete crack models have been proposed to describe this process, there is still a need of a
unified approach to simulate the mechanical behavior and appearance of concrete under different
loading conditions. The objective of this research is to extend the application range of the cohesive
zone model, making the model suitable for concrete fracture simulation both under tension and
compression. Quantifying the effects of the different material and interaction parameters studied
in this paper contributes to revealing the relationship between meso-scale fracture and macroscopic
behavior of concrete.

2. Finite Element Modeling Method

The explicit method in the Abaqus/Explicit module is used in this paper to simulate concrete
tension and the compression loading process. Since friction and collision of particles play a significant
role in concrete’s compression softening stage, interaction behavior is defined to describe the contact
behavior. The general contact algorithm in Abaqus/Explicit can only be used with three-dimensional
surfaces [31], so three-dimensional models are used for simulation.

The models are built to simulate concrete uniaxial tension and compression experiments conducted
by Ren et al. [32]. The specimens used for experiments are cuboids with dimensions of 150 × 150
× 50 mm, which were cut from large plate specimens with dimensions of 500 × 500 × 50 mm. The
mean tension and compression elastic modules are 42.0 GPa and 37.5 GPa, respectively. The mean
tension and compression strengths are 3.24 MPa and 37.5 MPa, respectively. The volume proportion
of aggregates calculated by the mixture ratio is 45.1%. For computing efficiency, aggregates whose
particle diameters are greater than 2.5 mm are modeled. The fine aggregates and cement matrix are
treated as mortar whose mechanical behavior is simulated by mortar particle elements and internal
interface elements.

As incomputable microcracks occur during the fracture process, it is difficult to apply the fracture
criterion to simulate concrete fracture at the micro-scale. However, it is appropriate to use the
traction-separation law to describe the meso-scale damage and fracture caused by the microcracks.
For this reason, cohesive elements are used to simulate damage evolution and energy dissipation of
concrete. In the main study of this paper (Section 6.4), the cohesive elements are only inserted between
the elements of aggregates and mortar (interfacial transitional zones, ITZs), and inside the mortar
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elements (mortar internal interface, MII), as shown in Figure 1. In the study of Section 6.4, the cohesive
elements are also inserted inside the aggregate elements (aggregate internal interface, AII), to study
the effects of aggregates’ mechanical characteristics. In this paper, the study adopts the simplifying
assumption that the interface properties of ITZs, MII, AII are the same.

  

(a) (b) 

Figure 1. Element mesh of model: (a) bulk elements of aggregate (grey colored) and mortar particle
(white colored); (b) cohesive elements of ITZs (interfacial transitional zones, red colored) and mortar
internal interface (blue coloured).

The models are meshed by irregular triangle elements in the plane (Figure 1). Compared with
other polygon elements, triangle elements provide the maximum number of interfaces with the
same nodes in the plane. Cohesive elements are inserted into the interfaces to simulate damage and
fracture behaviors.

The displacement loading control is adopted to obtain the complete tension and compression
process data. The vertical motions of the nodes at the bottom boundary are constrained. The load
is applied by controlling the motions of the nodes at the top boundary. All nodes’ motions in the
direction normal to the plane are constrained. In the tension and compression simulations, the final
vertical displacements of the top nodes are 0.09 mm and 0.9 mm, respectively. The total time of loading
is 100 s. In the first 20 s and last 80 s, the vertical motions of the top nodes are uniformly accelerated
and uniform, respectively.

2.1. Mortar Particle and Aggregate Material Model

The linear elastic model is adopted for modeling the behavior of the mortar particles and
aggregates. The mortar particles and aggregates are modeled by the six-node linear triangular prism
(C3D6) elements. Although the mortar particles and aggregates are assumed to be isotropic in the
two-dimensional plane, they need to be defined as anisotropic to eliminate the Poisson effect in the
direction normal to the plane. The Poisson ratios normal to the plane are set to zero.

Referring to previous material test results, different elastic moduli are set to the mortar particles and
aggregates to simulate the crack propagation caused by local deformation difference. The macroscopic
modulus (Em) of specimens can be estimated by the following formula:

Em =
(Ea/Pa) · (Em/Pm)

Ea/Pa + Em/Pm
(1)

where Ea and Em are the moduli of aggregates and mortar, and Pa and Pm are the volume proportions
of aggregates and mortar. The formula is obtained through a short derivation. In the derivation, it is
assumed that mortar and aggregates are connected in series. Based on the volume proportions and
moduli, Equation (1) was derived.
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2.2. Aggregate Generation

The aggregates are generated through modeling arbitrary polygon aggregates based on a
pre-generated mesh [33]. The plane is meshed by triangular grids. The nodes’ coordinate information
is extracted as the basis to model aggregates, and check conflicts and overlaps. The distributions of
aggregates accord with Fuller grading cumulative distribution. The function of Fuller grading curve
can be decomposed into two dimensions [34] as:

Pc(D < D0) = Pk
(
1.065D0

0.5Dmax
−0.5 − 0.053D0

4Dmax
−4

−0.012D0
6Dmax

−6 − 0.0045D0
8Dmax

−8 − 0.0025D0
10Dmax

−10
) (2)

where Pc(D < D0) denotes the proportion of aggregates whose particle diameter D are smaller than
the threshold value D0, Pk is the ratio of the total volume of aggregates to the concrete volume, and
Dmax is the diameter of the largest aggregate particle.

The geometrical shapes of aggregates are formed by the polygons’ vertices. A random function
expressed in terms of the polar coordinates r and θ is used to generate the vertices, as shown in Figure 2.
To enforce randomicity and ergodicity, random numbers are introduced while generating the radius
and angle. The vertices location (r,θ) is defined as follows:{

r = D
2 × [1 + rand(−1,1) × fr], 0 < fr < 1

θ = 2π
α × [i + rand(−1,1) × fθ], 0 < fθ < 0.5, i = 0, 1, 2, . . . . . .,α− 1

(3)

where rand(−1,1) is a random number less than 1 and greater than −1, α is the edge number, and fr
and fθ are the radius and angle fluctuations respectively. fr and fθ are used to control the irregularity
of aggregates. The greater fr and fθ, the more irregular the generated aggregates will be. If fr = 0 and
fθ = 0, the generated aggregates are regular polygons.

Figure 2. Aggregate generation in polar coordinates.

2.3. Interfacial Transitional Zones (ITZs) and Mortar Internal Interface (MII) Model

The ITZs and MII are modeled by eight-node three-dimensional cohesive elements (CH3D8).
Cohesive elements only allow separation in one specific direction (Figure 3). Therefore, cracks can only
propagate along the boundaries of particle elements, which may lead to mesh sensitivity [35]. In the
case of control computing cost, the fine and irregular mesh is generated to provide more path choices
for the crack propagation and to reduce the mesh sensitivity to some extent [36]. The geometrical
(constitutive) thickness of cohesive elements is set to zero to maintain the original geometrical partition.
The quadratic nominal stress criterion is adopted to define the beginning of an element’s degradation,
which is presented as follows: (

tn

t0
n

)2

+

(
ts

t0
s

)2

+

⎛⎜⎜⎜⎜⎝ tt

t0
t

⎞⎟⎟⎟⎟⎠2

= 1 (4)
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where t0
n, t0

s and t0
t represent the maximum allowable nominal stresses in normal and two shear

directions, respectively. Likewise, tn, ts and tt represent the values of the nominal tensile stress and
nominal shear stresses in two directions, respectively.

Figure 3. Spatial representation of CH3D8 (eight-node three-dimensional) cohesive element.

In this paper, linear damage evolution is selected to describe the traction-separation law, for its
excellent computing efficiency and high accuracy [37].

Damage evolution is defined based on the mode I and II fracture energies, which are obtainable
from the experiments. Since the model is two-dimensional, the out-of-plane shear failure mode will
not happen, and the fracture energy in mode III is not taken into account. Different types of concrete
shear experiments have shown that the mode II fracture energy of concrete is about 20 to 25 times
larger than mode I fracture energy [22,38,39]. The findings are used in the present research.

Since crack propagation paths are meandering curves at the meso-scale, mixed-mode (I + II)
fractures are more general than pure mode I or II fractures in concrete failure. The Benzeggagh–Kenane
(B–K) fracture criterion [40] is applied to define the mixed-mode fracture energy. It is given by:

GC = GC
n +

(
GC

s −GC
n

){ Gs

Gn + Gs

}η
(5)

where GC is mixed-mode fracture energy, GC
n and GC

s are mode I and II fracture energies, Gs is the
sum of shear strain energies in two directions, Gn is strain energy in the normal direction, and η is
the material parameter. Since tearing mode fracture will not happen in the 2D models, Gs is equal to
in-plane shear energy. Gn and Gs of a cohesive element are computed based on the deformation history
at integration points in computation, which also relates to the damage evolution of the element [31].
The quadratic nominal stress criterion and mixed-mode fracture criterion are shown in Figure 4.

2.4. Interaction

Since particles bump and grind during compression, it is necessary to define the interaction
characteristics to simulate the collision and friction. It is assumed that when the particle surfaces are in
contact, any contact pressure can be transmitted. The ‘hard’ contact is adopted to describe the normal
behavior of the interaction. According to the Coulomb friction mechanism, the friction behavior
influences ultimate compressive strength and concrete performance in the softening stage [41]. The
Coulomb friction model is adopted to describe the tangential behavior of the interaction. As with
geomaterial, the friction behavior of concrete can be depicted by the friction angle ϕ [42]. The angle can
be measured by the direct shear test and uniaxial compression test [43]. With the increase of concrete
strength, the angle grows slightly. The friction angle ranges from 50 to 60 degrees. In the modeling, the
friction angle ϕ is transformed into the friction coefficient μ. The transformation formula is shown
as follows:

μ = tanϕ (6)
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Figure 4. Illustration of quadratic nominal stress criterion and mixed-mode fracture criterion.

3. Calibration of Numerical Simulation

Modeling concrete, which contains multiple materials and interfaces at the meso-scale, requires a
large number of parameters. Few experiments can provide the corresponding parameters that can
one-to-one match with those used in the numerical simulation presented in this paper. Moreover, the
cohesive zone model has a mesh sensitivity problem, so calibration is necessary for obtaining a suitable
set of parameters and mesh precision.

In the calibration, it is found that the specimens with the same grading cumulative distribution
but different aggregate distributions present different compressive properties, especially during
the softening stage. Therefore, it is inadequate to include a single specimen to study the entire
concrete performances. In order to conduct universal studies, ten specimens with different aggregate
distributions are modeled randomly according to Equation (2) and (3). The number and proportion of
aggregates included in the specimens are summarized in Table 1.

Table 1. Aggregate gradation and particle number.

Aggregate Particle Diameter D (mm) Proportion Particle Number

12 < D ≤ 15 5.36% 8–11
9 < D ≤ 12 8.83% 20–25
6 < D ≤ 9 11.74% 65–72

2.5 < D ≤ 6 19.18% 291–308
D ≤ 2.5 35.69% /

To check the mesh dependence and computing efficiency, three models with the same aggregate
distribution and different mesh precisions are tested. The approximate element sizes of the models are
1.5 mm, 1.0 mm, 0.5 mm (Figure 5). The number of bulk elements and cohesive elements are listed in
Table 2. The time consumption of the models with element size of 1.0 mm and 0.5 mm are 2.5 and 11.6
times that of the model with 1.5 mm element size, respectively.

Table 2. The bulk and cohesive elements number of the model with different mesh precision.

Approximate Elements Size (mm) Bulk Element Cohesive Element

1.5 22,076 19,877
1.0 50,890 44,357
0.5 199,038 166,548
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(a) (b) (c) (d) 

Figure 5. The meshes with different approximate element sizes: (a) boundary constraint condition
marked by the blue triangles and the zoom area marked by the red square; (b) approximate size of 1.5
mm; (c) approximate size of 1.0 mm; (d) approximate size of 0.5 mm.

Figure 6 shows the stress-strain curves of the specimens with different element sizes. Comparing
the tension and compression simulation results, it is shown that the compressive performance is more
sensitive to mesh precision. It is indicated that the damage and fracture of cohesive elements lead
to stress redistribution. With the increase of plastic deformation ability in the local area, the stress
distribution becomes more uniform, which can make the particles stay at a higher average stress level.
Hence, the increase of cohesive element number can contribute to higher ultimate compressive strength
and higher residual strength in the softening stage. The mesh size of 1.0 mm is chosen for further
experiments due to its good simulation accuracy and acceptable time consumption.

 

(a) (b) 

Figure 6. Effect of element size on global stress-strain relation under (a) tension and (b) compression.

Based on the outcomes of previous research and the simulation technique discussed in Section 2,
the models are calibrated by considering interaction relations, material and interface parameters.
Through the calibration, the frictional angle of 54.4◦ and the material parameters listed in Table 3
can make the models achieve satisfactory results, which are in close agreement with experimental
results in both mechanical response and failure mode. In the following, the standard models used
for analysis and parametric study are the models with ten different aggregate distributions and the
calibrated parameters.
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Table 3. Material properties of aggregate particles, mortar particles, interfacial transition zones (ITZs),
and mortar internal interface (MII).

Parameter Aggregate Mortar ITZs MII

Elastic Modulus, E (GPa) 72 28 24 26
Poisson′s ratio in plane, ν12 0.16 0.2 - -
Poisson′s ratio normal to plane, ν13 and ν23 0 0 - -
Shear modulus G (GPa) 31.0 11.7 10.0 10.8
Maximum nominal stress in normal direction, t0

n (MPa) - - 2.6 4
Maximum nominal stress in shear direction, t0

s and t0
t (MPa) - - 10 30

Normal Mode fracture energy, GC
n (N/mm) - - 0.025 0.1

Shear mode Fracture energy, GC
s (N/mm) - - 0.625 2.5

B-K criterion material parameter, η - - 1.2 1.2

4. Tension Simulation Result

The complete tensile stress-strain curves of the specimens are shown in Figure 7. A mean curve is
plotted to show the integral trend of the curves. Assume that σi(ε) is the stress of i-th specimen at the
global strain ε. The points (σ, ε) on the mean curve can be calculated as follows:

σ =
1
N

N∑
i=1

σi(ε) (7)

Figure 7. Statistical characteristic of global stress-strain curve under tension.

Through the calibration, the mean curve agrees well with the curve of the experimental result [32].
The curves of standard deviation and standard deviation coefficient that are calculated with simulation
data are also plotted in Figure 7. The curves represent the absolute and relative errors of the simulation
data, respectively. It is worth noting that the standard deviation almost remains constant in the
softening stage. The stable deviation indicates that the specimens have a close damage evolution rate
at the same global deformation level in spite of their different aggregate distributions.

As shown in Figure 8, there are two typical tension failure modes: the specimen fracture with
one or two dominant cracks perpendicular to the tension direction. In the failure mode with only one
dominant crack, the crack extends through the whole cross-section as the experimental result. The
majority of the tension failures are this mode. In the other failure mode, the two dominant cracks
at different horizontal positions extend from both sides. With the crack propagation, the horizontal
projections of the two cracks intersect each other. Afterward, one of the crack’s propagation rates
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declines, and the other crack extends through the whole cross-section. Figure 9 shows the strain-stress
curves of the specimens with one or two dominant cracks. The strength and energy dissipation of the
specimen with two dominant cracks is higher than that of the specimen with one dominant crack

 

  

 (a) (b) 

Figure 8. Failure modes of the specimens under tension: (a) simulation result (with one dominant
crack); (b) simulation result (with two dominant cracks).

Figure 9. Global stress-strain curve of the specimens with one and two dominant cracks.

The specimen with one dominant crack in Figure 8 is selected for the deformation process analysis.
In order to observe the whole deformation process, the deformation of the specimen is enlarged
geometrically, as shown in Figure 10. The specimen’s original deformation in the direction of tension
is multiplied by a deformation scale factor Dv to make the aspect ratio become 2:1 from 1:1. Eight
characteristic states are selected to describe the deformation process. The corresponding points of the
states are plotted on the stress-strain curve in Figure 9.

After the specimen is loaded, before state A, the deformation evenly distributes at the aggregates
and mortar, as shown in Figure 10a. The obvious plastic deformation appears since state B. Although
the global stress hasn’t reached the damage initial stress of the ITZ elements, a few ITZ elements
begin sustaining damage due to the stress concentration caused by the deformation difference between
mortar and aggregates.

It is obvious from Figure 10c that the deformation concentrates at ITZ elements and nearby MII
elements at state C. Many deformation concentrated areas are formed as spindle-shaped, which are
comprised by ITZ elements at mid-piece and MII elements at both ends. When the specimen attained
the ultimate tensile strength state, two potential fracture zones (FZ1 and FZ2) are formed by the
deformation concentrated areas, as shown in Figure 10d.
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(a) State A: Dv = 21249 (b) State B: Dv = 18521 (c) State C: Dv = 9869 (d) State D: Dv= 7390 

   
(e) State E: Dv = 6303 (f) State F: Dv = 4967 (g) State G: Dv = 2500 (h) State H: Dv = 1667 

Figure 10. Deformation magnification in loading direction of a specimen in eight states. Cohesive
elements of ITZs (blue coloured) and mortar internal interface (red coloured).

At state E, one of the potential fracture zones (FZ1) degrades, and another one (FZ2) extends
unstably. At state F, the first fracture initiates at the center-left. The deformation of MII elements is very
close to that of the nearby ITZ elements. The original spindle-shaped characteristic of the deformation
areas has almost disappeared.

Although the cracks develop and extend quickly afterward, the drop rate of bearing capacity slows
down, and the curve gradually flattens. At state G, a large number of ITZ elements are eliminated. As
can be noticed, a new deformation concentrated area (FZ4) has been generated at the bottom right
corner of the potential fracture zone during the stage between state F and G, while the potential fracture
zone (FZ3), which was generated since state D, begins contracting. At state H, fracture happens in this
new deformation concentrated area (FZ4). This illustrates that although the tension crack generally
propagates through the main deformation concentrated areas, the crack would bypass parts of areas
and propagate through a new fracture path due to the force redistribution.
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5. Compression Simulation Result

The aggregate distribution has a substantial influence on the concrete compressive property,
especially in the softening stage. Compared with the tension simulation result, the result of compression
simulation shows greater discreteness. The tensile behavior is determined by the weakest section,
while compressive behavior is determined by the entire specimen [41].

The crack initiation is caused by the localized shear failure, as shown in Figure 11. There are two
to four main shear bands crossing the whole section in the middle region accompanied by several
small bands on both sides. The angles between the shear bands and the direction of compression range
from 5 to 15 degrees. The specimens are divided into several wedge-shaped blocks by the shear bands
as the experimental result [32].

  
(a) (b) 

    

(c) (d) (e) (f) 

    

(g) (h) (i) (j) 

Figure 11. Failure modes of the specimens with different aggregate distributions under compression

The complete compressive stress-strain curves are shown in Figure 12. As with the statistical
characteristics of tension stress-curves, the datum maintains a low dispersion before the mean
compressive stress reaches its peak. Remarkably, both the curves of standard deviation and standard
deviation coefficient have a ‘valley’ at the specimens’ softening stage. In the descending branch, the
stress-strain curves of the specimens are pinched together at a certain state. The ‘valley’ symbolizes
that there is a relatively steady state in the softening stage, at which the specimens have a close residual
bearing capacity.
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Figure 12. Statistical characteristic of global stress-strain curve under compression.

Figure 13 shows the complete compressive stress-strain curve of the model with the same aggregate
distribution as the one analyzed in Section 4. Seven states labeled from ‘A’ to ‘G’ on the curve are
selected to describe the crack propagation process as shown in Figure 14. The cracks newly appearing
in each state are differentiated by colors.

Figure 13. Global stress-strain curve of a specimen under compression.

   

(a) (b) (c) 

Figure 14. Crack propagation process of a specimen: (a) State A, B, C; (b) State D, E; (c) State F, G.

The sums of the lengths of ITZ and MII elements with different damage degrees are accumulated,
as shown in Figure 15. SDEG (overall value of the scalar damage variable) values of the elements
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are extracted from the result file to determine the damage degree. When an element’s SDEG value
equals 1, the element would be eliminated to simulate visible fracture. The lengths of the elements are
calculated by the coordinates of the elements’ nodes. Since the nonlinear behavior of the specimen
is simulated by the damage of ITZ and MII elements, the total length of the elements represents a
specimen’s damage condition.

 
(a) (b) 

Figure 15. The relationship between global strain and the sum of length of (a) ITZ elements and (b)
MII elements with different damage degree.

The specimen is linear-elastic until the first damage occurs. Damage firstly occurs at ITZ elements,
and then MII elements. The damage evolution rate of the specimen gradually accelerates and achieves
a constant speed with the deformation increased. Although the ultimate bearing capacity hasn’t been
reached, the crack initiates at state A. The crack nucleates at the ITZ elements parallel to the loading
direction and propagates slowly before the state B.

Afterwards, several small cracks appear from the bottom middle-right to the top-right corner
during the stage between state B and C. The bearing capacity gradually declines at this stage. A
rudiment of a shear band seems to be formed by these small cracks.

The residual bearing capacity descends rapidly during the stage between states C and E,
accompanied by the appearance of main shear bands. The MII elements’ fracture leads to the
branching and coalescence of the crack. In this stage, the damage evolution rate is fast but steady.

It is interesting that the valleys of the standard deviation curve and standard deviation coefficient
curve occur when the specimen is at state E, which indicates that the relatively steady state is
attributed to the formation of main shear bands. At this state, the residual capacity depends on the
friction action of the blocks divided by the shear bands. In the following loading process, the crack
propagation rate slows down. The specimen’s deformation gradually evolves into the slipping of the
wedge-shaped blocks.

6. Parametric Study

6.1. The Effect of Mode II Fracture Energy

Since mode I fracture was considered as the dominant form in tension damage, single fracture
energy was adopted to describe the interface fracture behavior in the previous concrete tension
simulation. In this method, the fracture energies of the interface elements are fixed values regardless of
fracture type. Moreover, since the compression failure of concrete is mostly due to shear fracture [41],
modeling with one specific fracture energy is unable to simulate the fracture behavior of concrete
both under tension and compression. Due to the multiphase and heterogeneous property of concrete,
the mixed-mode fracture would occur inevitably in concrete failure, even under uniaxial tension
conditions. Mixed-mode fracture energy is determined by mode I and mode II fracture energy, and the
two pure-mode fracture energies both have influences on concrete tensile and compressive behavior.
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In this section, the effect of mode II fracture energy on the performance of concrete under tension and
compression is studied.

As mentioned in Section 2, the experiment results show that there is a relationship between mode
I and II fracture energy. In this section, mode I fracture energy is fixed. The ratio of mode II and mode
I fracture energy (ξ) is taken as the variable to investigate the effect of mode II fracture energy. The
ratio ξ is calculated by the following equation:

ξ = GC
s /GC

n (8)

The tension simulation result of varying ξ is shown in Figure 16a. The influence on the ultimate
tensile strength is negligible. It is noteworthy that the mode II fracture energy influences the specimen’s
tensile behavior in the softening stage. The mixed-mode fracture accounts for a large proportion. In
the case that the mode II fracture energy equals the mode I fracture energy (ξ = 1), the total fracture
energy is 48.2% lower than that of the standard model (ξ = 25). It can be inferred that the mixed-mode
fracture energy caused by the difference of the two pure-mode fracture energy accounts for about half
of the total fracture energy.

  
(a) (b) 

Figure 16. Effect of mode II fracture energy on global stress-strain relationship under tension (a) and
compression (b).

The compression simulation result of varying the multiple is shown in Figure 16b. The ultimate
compressive strength is significantly influenced by the mode II fracture energy, which is different from
tensile strength. When the mode II fracture energy equals the mode I fracture energy (ξ = 1), the
compressive strength and total fracture energy is 44.7% and 82.2% lower than that of the standard
model (ξ = 25), respectively. As described in Sections 3 and 4, the crack initiates before and after the
specimen reaches the ultimate bearing capacity state under compression and tension, respectively. Low
mode II fracture energy will limit interface elements’ shear deformation under compression, while it
has a relatively low influence on the interface elements’ tensile deformation under tension. It can be
noticed that with the increase of mode II fracture energy, the growth of compressive strength decreases.
The limit of compressive strength gradually translates from deformation ability to the shear strength of
interface elements.

6.2. The Effect of Mixed-Mode Fracture Criterion

The concrete’s fracture is generally mixed-mode, especially under compression. The
Benzeggagh–Kenane (B–K) fracture criterion with the material parameter η is adopted to define
the damage evolution of mixed-mode fracture. It is accepted that the B–K criterion can adequately
specify the mixed-mode fracture energy for a wide range of composite material [44].
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In this section, the material parameter η is taken as the variable to investigate the effect of
mixed-mode fracture criterion. The other parameters are held the same, as listed in Table 3. Since
there are limited studies of the material parameter η of concrete, the parameter value of brittle epoxy
resin is taken as a reference, which ranges from 1.0 to 2.0. Through calibration, it seems that 1.2 is an
appropriate value for the parameter η under both compression and tension conditions.

Figure 17 shows the complete tensile and compressive stress-strain mean curves for varying the
parameter η. The results indicate that the material parameter mainly affects the concrete performance
in the softening stage under both tension and compression. The ultimate tensile and compressive
strengths are slightly affected. It seems that the curves separate at the peak and gradually tend to
decrease in parallel with the increase of global strain. For the specimens with the same aggregate
distribution, the crack propagation paths are similar under tension, as are the failure modes and
the sum of crack length under compression, as shown in Figure 8. According to the B–K criterion
expression (Equation (5)), if the ratio of strain energy at a tangent to that in the normal direction is
constant, a decrease of material parameter η leads to the increase of total fracture energy GC. Due to
the similarity in failure modes, the bearing capacities of the specimens are mainly determined by the
fracture energy.

  
(a) (b) 

Figure 17. Effect of material parameter on global stress-strain relationship under (a) tension and
(b) compression.

6.3. The Effect of Frictional Behavior

Coulombic friction is considered a key factor that influences the ultimate strength and residual
bearing capacity of concrete. The results of the direct shear test and uniaxial compression test showed
that the concrete with higher compressive strength has a greater internal friction angle. Although a
desirable strength of concrete specimens can be achieved in experiments by adjusting the material
types and aggregate gradation, it is hard to control the maximum allowable frictional stress. Therefore,
the frictional angle α is taken as the variable to investigate the effect of frictional behavior.

As shown in Figure 18, the internal frictional behavior of concrete affects the final failure mode.
With the increase of frictional angle, the inclination angles of main shear bands decrease. The local
cracks tend to propagate dispersedly into concrete blocks rather than in the direction of the shear
bands. The stress-strain curves of varying frictional angle α are shown in Figure 19. As expected,
the increase of frictional angle value has a positive influence on the concrete bearing capacity in the
whole loading process. The influence strengthens once the plastic deformation appears and weakens
when the specimens’ bearing capacity declines by about a third. The sum of the crack length of the
specimens is calculated as shown in Figure 20.
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(a) α = 0 (Frictionless) (b) α = 45.0° (c) α = 50.2° 

   

(d) α = 54.4° (e) α = 58.0° (f) α = 61.0° 

Figure 18. Failure modes of a specimen under the different frictional angles.

α
α
α
α
α
α

Figure 19. Effect of frictional angle on global stress-strain relationship under compression.

α
α
α
α
α
α

Figure 20. Effect of frictional angle on crack propagation under compression.
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When the tangential interaction is frictionless (α = 0), the compressive strength and energy
dissipations are 35.9% and 77.1% lower than that of the standard model (α = 54.4◦), respectively. It
is noticed that the crack propagates more sufficiently and the inclination angle of the shear bands
decreases with the increase of frictional angle. Although the cracks’ local propagation paths are
different, the main shear bands of the specimens are similar. The friction stress could constrain the
crack propagation at the beginning of the damage, which benefits the ultimate bearing capacity. In
the softening stage, the friction stress could help reestablish the loading path and make more blocks
participate in bearing load, which may cause more cracks.

6.4. The Effect of Aggregates’ Mechanical Characteristics

Although the tensile behavior of concrete is dominated by the properties of ITZs and mortar,
damage and fracture may happen in aggregates during compression [45]. Different kinds of aggregates
have differences in mechanical characteristics, geometrical shape, and corresponding ITZ properties [46].
To study the effect of aggregates’ mechanical characteristics on concrete compressive performance,
based on standard models, cohesive elements are inserted into aggregates to simulate aggregate
internal interfaces (AII). The material parameters of AII elements are set by referring to the material
tests of the following common aggregate rocks: limestone [47], marble [48], granite [49], and basalt [50].
The material parameters of AII elements are listed in Table 4.

Table 4. Material properties of aggregate internal interfaces (AIIs).

Parameter Limestone Marble Granite Basalt

Maximum nominal stress in normal direction, t0
n (MPa) 6.0 4.5 10.0 15.0

Maximum nominal stress in shear direction, t0
s and t0

t (MPa) 45.0 40.0 90.0 120.0
Normal Mode fracture energy, GC

n (N/mm) 60 160 400 1400
Shear mode Fracture energy, GC

s (N/mm) 1500 4000 10,000 35,000
B-K criterion material parameter, η 1.2 1.2 1.2 1.2

The stress-strain curves of varying aggregates’ mechanical characteristics are shown in Figure 21.
Compared with the ultimate bearing capacity of the models without considering aggregate damage
and fracture, the ultimate bearing capacities of the models with limestone, marble, granite, basalt
aggregates fall by averages of 1.1%, 1.0%, 0.23%, 0.18%, respectively. The effect of aggregate type on
the stress-strain relationship is mainly reflected in the softening stage. As shown in Figure 22, damage
evolution of aggregates accelerates in the early softening stage. Since marble aggregates have the
lowest tensile and shear strength, they are more likely to be damaged during the compression process.
The energy dissipation of aggregates can lead to stress redistribution at the local area and enhance
residual strength.

Figure 23 shows the failure modes of the models with the same aggregate distribution and different
aggregates’ mechanical characteristics. It can be seen that the fracture of aggregates only constitutes a
minority, but the crack propagation paths at the models’ left half are obviously influenced by local crack
propagation differences caused by aggregates’ fracture. Since the shear bands at the models’ right half
form earlier than those at left half, the models have very similar failure modes (FZ5–FZ9) at the right
half. In view of these observations, it can be concluded that the influence of aggregates’ mechanical
characteristics on concrete’s mechanical characteristics and failure modes is mainly concentrated in the
mid-and-late softening stage.

87



Appl. Sci. 2019, 9, 2986

Figure 21. Effect of aggregates’ mechanical characteristics on global stress-strain relationship
under compression.

Figure 22. The relationship between strain and the sum of length of AII elements whose SDEG (overall
value of the scalar damage variable) values are higher than 0.95.

  
(a) Limestone (b) Marble 

  
(c) Granite (d) Basalt (e) Elastic 

Figure 23. Failure modes of a specimen with different aggregate types; in the zoom areas of Figure 23b,
the cracks through aggregates are marked by red, the others are marked by black.
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7. Conclusions

The application range of the cohesive zone model for simulation of three-phase concrete (i.e.,
aggregate, mortar, and ITZs) has been extended. Through the definition of mixed-mode fracture and
interaction behavior, the model is suitable for simulation both under tension and compression. The
modeling method and relevant material parameters are discussed based on the simulation technique
and previous material experiment results. A balance between mesh sensitivity and computing
efficiency has been achieved through the calibration of mesh precision. The simulation results have
good agreement with the experiments in both mechanical characteristics and failure modes. The whole
process analyses and parametric studies are conducted to investigate the failure mechanism of concrete
under tension and compression. The following conclusions can be drawn from this study.

The ITZ and MII elements modeled by cohesive elements are appropriate to simulate concrete
meso-scale fracture behavior and damage accumulation at a smaller scale. The mesh precision level
in which the approximate element size is 1/150 of the size of the model can provide a relatively high
simulation accuracy and calculation efficiency.

The discreteness of compressive behavior caused by aggregate distribution on the stress-strain
curve is larger than that of tension behavior. In the tension simulation, the specimens with different
aggregate distributions have similar damage evolution rates at the same global deformation level. The
failure modes of concrete can be separated into two types: one or two dominant cracks perpendicular
to the tension direction.

In the concrete compression simulation, the inclination angles of shear bands range from 5 to 15
degrees. A valley in the standard deviation coefficient curve is formed, which symbolizes a relatively
steady state in the softening stage when main shear bands form.

In the parametric study, it is found that the mixed-mode fracture accounts for a considerable
proportion both in tension and compression failure. The fracture energy caused by the difference of the
two pure-mode fracture energy occupies 48.2% and 82.2% of the total fracture energy under tension
and compression, respectively. Mode II fracture energy has a significant impact on both ultimate and
residual compressive strength of concrete. In the case that mode II fracture energy is equal to mode I
fracture energy, the ultimate compressive strength reduces by 44.7%.

The mixed-mode fracture criterion mainly affects concrete performance in the softening stage
under both tension and compression, while the effects on failure mode, tensile and compressive
strength are negligible.

Frictional behavior mainly affects concrete compressive performance. In the case that there is
no internal frictional behavior, the ultimate compressive strength and energy dissipation reduce by
35.9% and 77.1%, respectively. The frictional stress can constrain crack propagation at the beginning of
damage and reestablish the loading path in the softening stage.

If the influence of aggregates’ geometrical shapes and ITZ properties are subtracted, aggregates’
mechanical characteristics affect concrete’s mechanical characteristics and failure modes, mainly
concentrated in the mid-and-late softening stage.
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Abstract: Fracturing behaviour of jointed rock mass subjected to mining can significantly affect the
stability of the rock structures and rock slopes. Ore mining within an open-pit final slope would
lead to large-scale strata and surface movement of the rock slope. Rock mass structure, or more
specifically, the strength, spacing and distribution of rock joints, are the controlling factors that
govern the failure and deformation mechanisms of the final slope. Two-dimensional (2-D) physical
modelling tests have been conducted in the literature, but in general, most of them have simplified
the geological conditions and neglected some key features of rock mass structure in the field. In
this study, new three-dimensional (3-D) physical modelling methods are introduced, with realistic
modelling of mechanical behaviour of rock mass as well as identified properties of predominant
rock joint sets. A case study of Yanqianshan iron mine is considered and the corresponding 1:200
model rock slope was created for studying the rock joint effects on the strata movement and the
subsidence mechanism of the slope. The physical model test results are subsequently verified with 3-D
discrete element numerical modelling. Due to the presence of the predominant joints, the observed
well-shaped strata subsidence in Yanqianshan iron mine was successfully reproduced in the 3-D
physical model. The failure mechanism of rock slopes differs from the trumpet-shaped subsidence
observed in unconsolidated soil. Due to the formation of an arching mechanism within the rock mass,
the strata deformation transferred gradually from the roof of the goaf to the slope surface.

Keywords: physical modelling test; rock structure; fracture; deformation; mining

1. Introduction

The stability of rocks is an important subject in rock and slope engineering [1]. Strata and surface
movements induced by mining activities in an open-pit final rock slope could trigger slope failure
and surface subsidence, creating safety risks to the mining workers. It is thus important to study
mining-induced strata and surface movement for better improving the understanding of the stress
transfer mechanism in the rock slopes, so as to apply appropriate engineering mitigation measures
to prevent and reduce disasters associated with the mining-induced slope failures. In the literature,
the methods of investigation can be broadly categorised as theoretical analysis, numerical simulation
and physical modelling. Most of the existing theoretical analysis idealises the strata as a beam or
slab, which is then analysed by various mechanical analysis methods. A commonly-used mechanical
model is, namely, the compressive arch theory. For example, He and Zhang applied the discontinuous
deformation analysis to investigate the formation of pressure arch [2]. Wang, Jing et al. used the
compressive arch theory to predict collapse of deep-buried tunnel [3]. On the other hand, Chen
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et al. used the cantilever hypothesis to analysis the mechanism of strata movement and surface
deformation in an iron mine [4]. Tu et al. conducted a research on the failure of a gate road system
based on the cantilever hypothesis [5]. Li et al. determined the static stress within fault-pillars using
the Voussoir beam theory [6]. Ju and Xu found and defined three kinds of structural model affected
by the key strata’s position in super great mining height long wall face [7]. Although the mechanism
of mining-induced strata movements can be reasonably captured by using the existing theoretical
methods, idealising the strata to be a simple solid beam or slab would lead to an inaccurate estimation
of rock mass deformation, especially under complicated geological settings, where a simple beam or
slab geometry would be insufficient. With the development of the numerical simulation method, it
has been widely used to study underground mining-induced strata and surface movement [8–14]. By
numerical simulation, the stress, strain, and displacement of strata could be conveniently analysed,
but on account of the constitutive relation and mechanical parameters of rock mass are difficult to be
defined accurately.

Physical modelling, on the other hand, has a major advantage over the theoretical method, as
a carefully designed physical model can reproduce the deformation and failure mechanisms of the
strata induced by mining under a more realistic geological conditions [15,16]. Two-dimensional (2-D)
physical models with simplified geological condition have been constructed [17], but there are only
a few attempts to model the strata behaviour three-dimensionally, especially when the strata in the
prototype has complex joint systems. Existing 2-D or three-dimensional (3-D) model tests considered
only the major structural planes, such as the fault plane and bedding plane. Any widely-distributed
joints within the rock mass are normally ignored or highly simplified [18–22]. Indeed, the presence of
rock joints and their complex distribution typically control the mechanisms of rock mass deformation
and strata movement caused by mining. When the rock mass is free from joints or relatively intact,
the failure mode of the strata caused by mining is usually collapse or topographic avalanche [23]. On
the contrary, deep subsidence pit (up to 100 m) was formed when rock mass is composed of complex
joint systems, and a series of ground fractures were also observed at the upper part of eastern final
slope (see Figure 1 for an example found at the open-pit slope of Yanqianshan iron mine). Thus, a
physical model that could properly and realistically capture the rock joint distribution and orientation
is necessary to more correctly study the effects of rock joints on strata and surface movement.

 
Figure 1. Subsidence pit observed at eastern final slope in Yanqianshan iron mine.

Physical modelling is an important research method but has difficulties and limitations when
used in quantitative research. This method can directly reflect the actual process of strata movement
expected in the field. The 2-D physical model is normally constructed using simplified geological
conditions, without considering the important influence of wide spread joints in the actual rock mass.
The absence of rock joints in a physical model would lead to large differences between the experimental
results and field observations, which is one of the current challenges in physical modelling tests. This
paper aims to conduct 3-D physical modelling tests which can consider the effects of multiple rock
joint orientations on strata and surface movements induced by mining processes. The eastern final
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slope in Yanqianshan iron mine, Liaoning, China was chosen as a case study. The rock joint spacing
used in the physical model tests was carefully designed via a series of discrete element analyses.
The numerical outcome determined a representative rock joint spacing, which was then adopted for
detailed testing and investigation. The observed deformation and failure mechanism of the model
slope was subsequently analysed by comparing it with the discrete element calculations.

2. Geological Settings

The Yanqianshan iron mine is located in Anshan City, Liaoning Province, China. The basic rock
structure of the mining area is a steep monoclinic structure trending toward 270◦~300◦, with a dip
angle of 70◦~88◦ in the northeast or southeast direction. In the area of the eastern final slope, the
iron ore body is located in the middle of the area, strikes nearly east¬east, and dips in the northeast
direction at approximately 70◦. The ore body of the eastern final slope has a length of 300 m~550 m
and an average thickness of 80 m. The eastern final slope is located at the east of the XIV prospecting
line three sets of mutually intersecting dominant joints are found in the rock mass. One of the joint sets
is a strata layer and the other two that crosscut each other intersect this layer. To facilitate the model
construction in this study, the eastern final slope was divided into two parts along the iron vein axis.
The red shaded area shown in Figure 2 was selected as the prototype for model simulation. Laboratory
element testing including the uni-axial compression tests, splitting tests and direct shear tests have
been conducted on the field samples to obtain the mechanical parameters. The typical rock types and
the associated mechanical parameters of the rock mass found in the Yanqianshan iron mine are listed
in Table 1.

Figure 2. Overview of the study area. Shaded region represents the eastern final slope investigated in
this study (Xu et al. 2016).

Table 1. Mechanical parameters of the major rock masses found in the Yanqianshan iron mine.

Rock Mass
Compressive

Strength (MPa)
Deformation

Modulus (GPa)
Cohesion

(MPa)
Internal Friction

Angle (◦)

Mixed rock 164.34 3~5 40~50 38~40
Diorite 181.47 2 55~60 40~42

Carbonaceous phyllite 44.52 1.5 35~38 35~38
Chlorite quartz schist 98.56 1.5~2 40~45 38~40

95



Appl. Sci. 2019, 9, 1360

3. Physical Model Tests

3.1. Model Contaniner

In this study, a large-scale 3-D container was created. The container was 4.3 m long, 2.3 m wide
and 3.6 m tall (Figure 3). Face A of the container is open for researcher’s access, while face B is closed.
Faces C and D are made of high-strength plexiglass, through which the in-plane deformation of a
model slope can be imaged by 3-D laser scanner and photogrammeter. Face C of the model container is
a vertical section along the centre of the veins (refer to Figure 1), and the strata and surface movement
in this section can be observed. To track the deformation, observation points can be marked on the
plexiglass. Then, a high-resolution camera can be used to obtain the location of each of these points
during the simulation of mining process. Hence, a displacement field of this section can be calculated
for interpretation.

 
Figure 3. The model box and monitoring program.

The model slopes used for testing were created according to the geological and geometric
characteristics of the eastern final slope at the Yanqianshan iron mine. The study area was scaled down
according to a geometric similarity ratio of 200:1, with due consideration of the space constraints in the
laboratory. The model has a length of 2.3 m, a width of 1.2 m and a height of 2.0 m (Figure 3), the side
view of the completed model is shown in Figure 4.

3.2. Modelling of Rock Mass

In this study, the geometric and material similarities of the tested slope were obtained based on
based on the similarity theory [24], and the similarity relationships are summarized in Table 2. In order
to correctly simulate the mechanical properties of the rock mass found in the mine area, a mixture of
cement, quartz sand, barite, iron powder, gypsum, and water was used to produce cubic blocks of
model rock mass. The final mass proportion of the model material used was determined through mass
proportion test [25,26]. The mass proportion and the mechanical parameters of the material are given
in Tables 3 and 4. The length of each cubic rock block was selected to be 7.5 cm, based on the choice of
rock joint spacing adopted in the physical model. More discussion on the choice of block size is given
later when discussing the joint spacing.
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Figure 4. The side view and the completed model.

Table 2. Similarity relationships of the main controlling parameters of the physical model.

Parameters Similarity Relationship Similarity Ratio

Geometry (CL) —— 200
Bulk Density (Cr) —— 1

Stress (Cε) —— 1
Poisson’s Ratio (Cμ) —— 1
Friction Angle (Cϕ) —— 1

Strain (Cσ) Cσ = Cr × CL 200
Elastic Modulus CE = Cσ

Cε
200

Table 3. The mass proportion of the model rock mass.

Cement Quartz Sand Barite Iron Powder Gypsum Water

1 28 28 6.67 3 7.07

Table 4. Mechanical properties of the model rock mass.

Density
(g/cm3)

Uniaxial Compressive
Strength (MPa)

Deformation
Modulus (MPa)

Cohesion
(MPa)

Friction Angle
(◦)

2.56 0.80 200.61 0.1735 38.94

3.3. Modelling of Rock Joints

In reality, a rock mass has a complex rock joint system. However, it is often impractical to
consider and model all the joint systems in a reduced-scaled physical model. In this study, only the
joints that have frequent occurrences and that would potentially affect the structure, strength and
deformation of rock mass were considered when constructing a physical model. Before construction,
the predominant joints in a prototype rock mass were classified into several sets based on the frequency
of their occurrences. Each set of joint surfaces was simulated using parallel planes, whereas the block
geometry for the model construction was determined according to the mutual intersection of the actual
predominant joints. For the case of the Yanqianshan iron mine, the rock joints were simplified into
three predominant sets, of which any two sets would be orthogonal to each other (Figure 5). Hence,
three idealised sets of predominant joints were created in the model at 90◦∠10◦, 0◦∠90◦ and 270◦∠80◦.
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Each block was cubic. The contact surface between blocks was the joint surface, while the side length
of each cubic block was the joint spacing.

 

East

Joints Group 10° 90°

Joints Group 3
90° 10°

Joints Group 2

270° 80°

Figure 5. Three predominant sets of rock joints idealised from the Yanqianshan iron mine for physical
model testing.

According to the similarity relationships and geometric similarity ratio shown in Table 2, the
joint spacing of the prototype was divided by the geometric ratio to get the appropriate joint spacing
required in the test. For the case of the Yanqianshan iron mine, the average joint spacing in the
prototype is about 30–40 cm. Using the scaling factor of 200, the model joint spacing would be only
1.5–2 mm. When using cubic blocks with a length of 1.5–2 mm to construct a model with a total length
of 2 m, approximately 580 million cubic blocks are required. The very small joint spacing and the
huge number of blocks required at the 200th scale created practical difficulties for the construction. To
maintain the practicality of model construction while not compromising the deformation and failure
characteristics of the mine in the prototype scale, discrete element modelling (DEM) analyses were
conducted to determine a representative joint spacing used for physical model testing. More details of
the numerical modelling are given in the next section.

On the other hand, joint strength needs to be properly scaled because it is an important parameter
that directly controls the deformation characteristics and failure modes of a rock mass. In this study,
the equivalent discontinuous modelling method of jointed rock mass proposed by Xu and Bayisa
was adopted to determine the model joint strength [27], and the relationship between joint spacing
and joint mechanical parameters was built by them. In this study, the interfaces between the blocks
represented rock joints in prototype. Thus, the friction between the blocks was simulated to follow the
prototype joint strength. In this physical modelling work, an adhesive with a strength comparable to
rock joint strength was used to fill the block interfaces. The adhesive was a mixture of barite, quartz
sand, gypsum, and white latex. The strength of the adhesive was determined by the mass proportion
of the various components. By changing the mass proportion of these components (see Table 5),
adhesives with different strength were obtained. In this study, the adhesive strength was obtained by
uniaxial compression tests, splitting tests and direct shear tests. The test results are summarized in
Table 6.

Table 5. Mass proportion of the adhesive used.

Barite Quartz Sand Gypsum White Latex

3.5 4.8 0.9 1
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Table 6. Mechanical properties of rock joint strength (model scale).

Cohesion (MPa) Friction Angle (◦) Tensile Strength (MPa)

Joint strength of model slope 0.164 20.45 0.00698

Joint strength of field rock 33 21 1.5

3.4. Modelling of Mining Processes

The instability of the model slope was introduced by modelling sequences of mining processes.
Based on the site information, the ore body was approximately located at 0.75 m away from the top
surface of the slope, and it had a length of 1 m, a width of 0.4 m and a thickness of about 0.2 m
(Figures 2 and 6). The ore body was composed of four individual sandbags. The simulation of mining
process was divided into four steps by sequentially removing the sand from each bag following the
order shown in Figure 6. This is a new modelling approach that is more advantageous over the existing
methods, where blocks or PVC pipes were often used to replace an ore body and the mining process
was simulated by an extraction of these blocks or pipes at one time [28–32]. The whole process of
deformation and failure mode of the strata could be identified and investigated by the new method.

      
(a) Mining of ore body #1                       (b) Mining of ore body #2 

            
(c) Mining of ore body #3                       (d) Mining of ore body #4 

Figure 6. Illustration of the mining process.

4. Discrete Element Modelling

Numerical modelling of the behaviour of the rock slope was carried out using discrete element
method (DEM), for two purposes, the first one was to perform analysis to influence of joint spacing on
rock slope failure induced by mining, and to determine a representative joint spacing for informing
the model design of the reduced-scale rock slope models. The second purpose was to back-analyse
the physical model tests to improve the understanding of the rock mass deformation and failure
characteristics upon mining. In this paper, the DEM software, Three-dimensional Distinct Element
Code (3DEC) [33], was adopted in all numerical simulations. 3DEC can simulate the mechanical
behaviour of a discountinuum material, such as a jointed rock mass. The material is represented as
a collection of three-dimensional blocks. The discontinuities which bound the blocks are treated as
boundary conditions, large displacements are permitted along the boundary [34]. 3DEC simulated
mining by the “null” blocks. Using numerical modelling method to study the rock slope behaviour
overcame the difficulties encountered in the physical tests, whereby once large deformation of rock
mass occurs, any sensor installed within the slope mass would be displaced or even destroyed. Through
numerical back-analysis, it is possible to determine the stress and strain induced in each individual
block and hence to investigate the stress transfer mechanisms upon mining-induced unloading,
providing new insights into the deformation and failure mechanisms of the rock slope.

With regard to the first objective, analysis to the influence of joint spacing on rock slope
failure induced by mining was conducted to determine a critical joint spacing (lcr), which would
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be practical for modelling in the model container, while not compromising the deformation and failure
characteristics of the mine in prototype scale. Eleven rock slope models that have the same geometry
to the physical models were created in the software (Figure 7). The dimension of the numerical model
is also with a length of 2.3 m, width of 1.5 m and height of 2.0 m, the numerical model is composed
of 8747 elements and 10373 nodes. In all the analyses, the constitutive model used is Mohr-Coulomb
failure criterion model. The rigid stress-strain constitutive criterion is applied to the materials. A range
of joint spacing between 5 cm and 10 cm (0.5 cm interval) was examined to investigate its effects on
discrete element modelling (DEM) analyses were conducted to determine a representative joint spacing
used for physical model tests. In this analysis, different numerical slope models having different
joint spacings were constructed in the DEM software, 3DEC, for predicting the slope corresponding
strata and surface movements when having different values of joint spacing. The input parameters
of rock mass and rock joints are summarised in Tables 4 and 6, respectively. The horizontal direction
(X) of the eastern and western boundaries, as well as the horizontal direction (Y) of the southern and
northern boundaries of the model slopes were all fixed boundaries. On the other hand, the bottom
boundary was also set fixed in the vertical direction (Z). No mechanical constraints were applied to
the surface of the model (i.e., free to deform). In each analysis, the slope was subjected to the identical
mining methods and procedures as in the physical model tests. Four blocks having the same size of
the sandbag were set void sequentially (following Figure 6), to simulate the process of sand removal
and hence unloading.

 
Figure 7. Elevation view of the 3-D numerical model.

The outcomes of the numerical analyses about influence of joint spacing on strata movement
are given in Figure 8. It can be seen that the deformation of the rock slopes that have a joint spacing
between 8 to 10 cm was almost identical, whereas while the joint spacing changes from 7.5 cm to 5 cm
the slope deformation is very distinctive, which indicates that the influence of joint spacing on the
slope behaviour should not be neglected. Hence, the critical joint spacing lcr was found to be 7.5 cm,
and this critical value was adopted in the physical model tests.
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(a) The calculation model (b) Result with a joint spacing of 10 cm.

  

(c) Result with a joint spacing of 9 cm      (d) Result with a joint spacing of 8 cm 

  

(e) Result with a joint spacing of 7.5 cm     (f) Result with a joint spacing of 7 cm 

  

(g) Result with a joint spacing of 6 cm     (h) Result with a joint spacing of 5 cm 

Figure 8. Results of numerical analysis at different joint spacing; (a) model setup; (b) 10 cm; (c) 9 cm;
(d) 8 cm; (e) 7.5 cm; (f) 7 cm; (g) 6 cm; and (h) 5 cm.
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5. Physical Test Results

The observed deformation and displacement vector after each stage of mining simulation are
shown in Figures 9–12. After mining the ore body #1 (see Figure 9), the blocks that were right above the
mining area collapsed and fell off, as expected, due to the loss of support. Then, the strata overlying
this layer of blocks underwent a substantial downward movement, which caused separation of the
overlaying strata along the flat joints. There was no change in the shape of slope surface possibly due
to the formation of arching mechanism within blocks (Figure 9a), Figure 9b also shows that the strata
deformation has not transferred to the slope surface. After mining the ore body #2 (Figure 10), the
strata deformed further towards the open area created by the previous step of mining process. The
strata right above this area of mining collapsed almost vertically, introducing significant subsidence
pit on the slope surface. This mining process did not introduce any surface subsidence near the crest of
the model slope, but the strata deformation transferred to the slope surface (Figure 10b). After mining
the ore body #3 (Figure 11), the strata right above the mined area was extensively fractured and more
blocks right above collapsed. An arch was formed to support the blocks away from the mined area
(Figure 11a). Although there was little or no surface subsidence near the crest of the slope, two rock
joints were expanded laterally in size, forming two prominent vertical cracks in this slope section. A
toppling avalanche was found near the toe of the slope. The surrounding blocks displaced toward the
mined area, and local sliding occurred along the slope surface right above the ore body #3. Finally,
after mining the ore body #4 (Figure 12), the strata above the mined area collapsed further, though
interestingly, the arch formed in the previous stage of mining remained intact and was apparently
unaffected by this last stage of mining (Figure 12a). Substantial amount of rock mass was fallen into
the mined area, resulting in large slope surface subsidence at middle of the slope. Blocks near the
subsidence pit experienced intensive disturbance and started to slip along the flat joint surface. At the
end of the mining processes, a subsidence pit was formed right above the mining area (Figure 13) due
to the significant vertical downward movement of strata. Due to the existence of predominant joints,
the observed failure mode differs from the trumpet-shaped subsidence experienced in slopes made of
unconsolidated soil [30].

 

(a) Deformation after mining ore body #1           (b) Displacement vector after mining ore body #1 

Figure 9. Slope deformation and displacement vector after mining ore body #1.
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     (a) Deformation after mining ore body #2         (b) Displacement vector after mining ore body #2 

Figure 10. Slope deformation and displacement vector after mining ore body #2.

 
 (a) Deformation after mining ore body #3          (b) Displacement vector after mining ore body #3 

Figure 11. Slope deformation and displacement vector after mining ore body #3.

(a) Deformation after mining ore body #4         (b) Displacement vector after mining ore body #4 

Figure 12. Slope deformation and displacement vector after mining ore body #4.
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Figure 13. Front view of the model slope after four stages of mining. Subsidence pit was formed above
the mining area.

6. Discussion

6.1. Comparative Analysis of Physical Modelling Result and Numerical Simulation Result

Figure 14 illustrates the process of mining induced strata movement obtained by numerical
simulation, which is basically consistent with the physical modelling test result. The main deformation
phenomenon reappeared in numerical simulation, though the internal displacement of the rock mass is
not obtained by physical modelling, the displacement obtained by numerical simulation is consistent
with the displacement vector graph in the physical modelling test and can support the phenomenon
of strata movement obtained by physical modelling. Displacement monitoring points are set in ten
strata from the first strata directly above the mined area to the slope surface (layer 7, 8, 10, 12, 14 and
16 illustrated in Figure 7), and the horizontal spacing of these monitoring points is 15 cm. Figure 15
shows the vertical displacement of the strata directly above the mined-out area, and the displacement
value is built up with the mining. The maximum displacement will always appear in the strata that
are directly above the mined area, which indicates that mining-induced unloading triggered the strata
movement. All the displacement curves of the four mining steps tell us that a significant increase
in displacement began to appear near the boundary between the mined area and surrounding rock,
which indicates that due to the existence of steep joints, the rock mass deformation transferred mainly
upward to the slope surface. The final well-shaped displacement curve also indicates a well-shaped
rock mass subsidence.

In this study, the mining-induced strata movements in the Yanqianshan iron mine can be
summarised as follows.

I. The main deformation modes were: (a) the strata separated from the flat joint surface due to the
losing of support and the overburden pressure provided by the strata, (b) the arch was formed by the
collapsed rock mass, and (c) the subsidence pit was formed by downward strata movement along the
steep joint surface and ground cracks formed by extension of steep joints.

II. Transfer of the strata movements. The strata movement transferred gradually from the roof
of the mining area to the ground surface. The mining depth or the depth of overlying strata were of
significant influence on the depth of subsidence pit formed. Both the displacement vector in Figure 12b
and the subsidence curve in Figure 15d showed that the mining-induced deformation in the rock mass
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that has a realistic joint system (Figure 5) was well-shaped, and the boundary of the subsidence pit
was controlled by the steep joints.

III. Surface deformation. Ground surface cracks formed by the extension of steep joints
experienced near the slope shoulder, the subsidence pit at slope surface resulted in tensile force
in horizontal direction, the steep joint extended under the tensile force and the cracks formed in a
certain depth from the slope surface to the internal.

The results from the numerical simulation and physical modelling were consistent with each
other. However, several issues need to be highlighted. First, the strata movement process at the macro
level was simulated in the numerical modelling, while the strata movement at the micro level was
considered in the physical modelling. Therefore, the phenomenon investigated and obtained by the
two methods are not completely consistent, especially in Figures 10a and 14c. Second, the simulation
of the mining process between two modelling methods was also different. The mining process in the
physical modelling was achieved by removing the sand from the sandbag, yet little sand was left in
the sandbag. No such issue occurs in the numerical simulation. In addition, the physical modelling
can reflect the rock joint influence on the mining induced strata movement in detail and reproduce
the whole process of slope failure microscopically. Although there are several differences between the
numerical and physical modelling, the two methods that are complementary to each other should be
interpreted holistically.

  

(a) Deformation after mining ore body #1                     (b) Deformation after mining ore body #2 

 

(c) Deformation after mining ore body #3                     (d) Deformation after mining ore body #4 

Figure 14. Process of strata movement by numerical simulation.
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 (a) Vertical displacement after mining ore body #1   (b) Vertical displacement after mining ore body #2 

(c) Vertical displacement after mining ore body #3    (d) Vertical displacement after mining ore body #4 

Figure 15. Vertical displacement by numerical simulation.

6.2. Analysis of the Typical Strata Movement Characteristics

The strata movement and deformation observed in the physical model tests and the numerical
simulation demonstrate that the presence of dominant joints has a significant influence on the strata
movement and slope failure. The vertical cracks that appeared near the slope shoulder are mainly
along the steep joints. The angle between the vertical boundary of the mining area and the cracks were
small. Thus, the whole deformation zone observed in the physical model was well-shaped and could
be a referenced to support the strata and surface movement observed in the field. Additionally, it is
interesting to reveal that the arch formed during mining was an asymmetrical pressure arch. Although
this arch can remain stable over a short period of time right after mining, the arch finally collapsed due
to further mining and other impacts, including traffic loading, mining disturbance, rainfall and so on.
The subsequent mining and activities may explain the field observations, where mining under eastern
final slope in the Yanqianshan iron mine was completed in May 2014. No large-scale deformation
was observed until March 2015; at that time, a subsidence pit appeared and the road access was
destroyed. This phenomenon could be another reference for the prediction and supporting design of
the mining-induced strata and surface movement.

7. Conclusions

In this study, a 1:200 slope model was created according to the field observation made from the
Yanqianshan iron mine. Various 3-D physical model tests were performed to investigate the effects
of predominant joints on the failure and deformation of rock slope when subjected to sequential
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excavation due to mining. The main benefits of the new 3-D modelling method are threefold: (i) it
overcame the limitations of most existing 2-D physical models, where simplified geological conditions
were often considered without a detailed consideration and modelling of rock joint distribution (3-D
modelling, however, can realistically capture the mechanical properties of rock mass and the properties
of rock joint including strengths and distribution in 3D space); (ii) the use of a 3-D model can (a)
reproduce the whole process of strata deformation and movement under realistic geological conditions,
and (b) record and measure the slope deformation characteristics during a test, which is important for
the post-test analysis of strata movement mechanism; and (iii) with the aid of 3-D discrete element
modelling, an equivalent joint spacing could be determined and was then used in the physical tests,
usefully by passing the practical difficulties of rock blocks in an experiment.

By using the new 3-D physical model test and the complementary numerical modelling, the
strata movement process was recorded and the mechanism of well-shaped subsidence in jointed
rock mass was obtained. The new modeling method has provided a new effective means to study
mining-induced strata and surface movement in jointed rock masses. Nevertheless, the observed
deformation mechanism of the physical model was qualitatively consistent with what was observed in
the field. Further study is necessary to improve the physical model to more quantitatively capture the
field observation such as the displacement and failure scope.
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Abstract: To better understand the evolution of crack propagation in brittle rock mass, the particle
velocity field evolution on both sides of secondary crack in rock-like materials (cement mortar
specimens) with pre-existing parallel double flaws under uniaxial compression is analyzed based
on the discrete element theory. By bringing in strain rate tensor, a new technique is proposed for
quantifying the failure mechanism of cracks to distinguish the types and mechanical behaviors of
secondary cracks between pre-existing parallel flaws. The research results show that the types and
mechanical behaviors of secondary cracks are distinct at different axial loading stages and can be
directly identified and captured through the presented approach. The relative motion trend between
particles determines the types and mechanical behaviors of secondary cracks. Based on particles
movement on both sides of secondary cracks between cracks, the velocity fields of particles can
be divided into four types to further analyze the causes of different types of cracks. In different
axial loading stages, the velocity field types of particles on both sides of cracks are continuously
evolving. According to the particle velocity field analysis and the proposed novel way, the types
of macroscopic cracks are not directly determined by the types of dominated micro-cracks. Under
uniaxial compression, the particles between secondary cracks and pre-existing parallel flaws form a
confined compressive member. Under the confinement of lateral particles, secondary cracks appear
as shear cracks between pre-existing parallel flaws at the beginning stage of crack initiation.

Keywords: rock-like material; crack propagation; discrete element; strain rate tensor; velocity field

1. Introduction

Fractured rock mass is one of the most significant construction objects encountered in geotechnical
engineering. Under high in-situ stress, crack propagation, and coalescence in fractured rock mass
could result in local damage or even failure, which could eventually threaten the stability and safety
of rock engineering projects [1–5]. Therefore, a thorough understanding of cracking propagation
emanating from existing flaws in fractured rock mass can benefit geotechnical engineering design and
implementation, and relevant research has had widespread attention.

A large number of experimental works are available on crack propagation and failure mode from
pre-cracked brittle rock-like materials under uniaxial compression [6–10]. It is generally accepted and
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confirmed that wing cracks in brittle rock materials under compression are mostly tensile cracks [11–14].
The initiation of secondary cracks is often related to the stress field at or near the tips of the pre-existing
flaws, but the propagation direction is distinct from the wing crack. Bobet [15] observed in the
laboratory that two initiation directions are possible: one coplanar or quasi-coplanar to the flaw, and
the other one parallel to the wing cracks but in the opposite direction. Cao et al. [16] found that the
wing cracks propagate to a certain length and then stop through prefabricating the cracks in the cement
mortar material. Then, as the load is increased, the secondary cracks begin to initiate in large amount.
Compared with wing cracks, secondary cracks often initiate with a large quantity, appearing to be a
rather complicated process, which are often difficult to distinguish in the laboratory without advanced
technology. Numerous studies [17–20] have confirmed that the relative shear results in the initiation
of secondary cracks, suggesting that the secondary cracks are shear in essence. However, Wong and
Einstein [21,22] conducted a series of laboratory experiments to find that not only is the secondary
crack made up with shear cracks, but also contains tensile cracks. Wong et al. [23] also found that shear
bands contain a large number of tensile micro-cracks in the rock bridge area, indicating that previous
understanding of secondary cracks is not profound. In addition, the propagation direction of these
micro-cracks is almost parallel to the most compressive direction, which demonstrates that the current
description of the crack nature is not accurate. Consequently, the urgent demanding for identifying
secondary crack is of strong interest to scholars.

Due to the rapidity and convenience of numerical methods, numerical simulation has become a
widely used method to study the deformation and failure mechanism of materials. The discrete element
method proposed by Cundall [24] is very effective for analyzing the crack propagation process and
explaining the types of cracks observed in the previous physical experiments. The parallel bond model
based on the discrete element theory has been widely used in rock damage analysis for decades [25–29],
and the numerical simulation results are generally in good agreement with the laboratory results.
However, due to the lack of effective approaches, the current numerical model based on parallel
bonding is not proficient in distinguishing the mechanical behaviors and types of cracked shear bands
in the process of crack propagation and coalescence for several years. Hazzard [30] presented a
technique which is described for quantifying the seismic source mechanisms of the modelled events
to investigate the failure mechanism in rock, providing insight into understanding of crack nature.
Based on the moment tensor inversion analysis, Zhang et al. [31] found that a large number of tensile
micro-cracks appeared in the rock bridge area at the initial loading stage, and an obvious shear band
formed due to the relative slip between the particles, indicating that the macroscopic shear fracture is
not completely composed of shear micro-cracks. Strain rate tensor and velocity field analysis have
been widely performed in the analysis of the deformation mechanism of earthquake fault [32,33]. Ge
et al. [34] employed tiny blocks to reveal the crustal movement deformation mode by analyzing the
velocity field and strain rate field in the region. Kostrov et al. [35] proposed that the average strain rate
tensor caused is equal to the sum of the moment tensors of all earthquakes occurring in a unit volume.
Compared to the moment tensor analysis, the strain rate tensor is more suitable for distinguishing
the mechanical behaviors and types of secondary cracks since strain rate tensor can comprehensively
characterize the source evolution mechanism of faults within a given volume without further analysis
of the moment tensors one by one. Additionally, the moment tensor analysis is required to compile
complex codes with time consuming. However, based on the discrete element theory, we can easily
obtain the strain rate tensor by arranging the measurement circle between pre-existing parallel flaws,
and accurately define two variables to quantify the crack failure mechanism, providing a more efficient
method to distinguish secondary crack types.

To further gain insight into the mechanism of secondary crack propagation, we proposed a
technique to quantify the failure mechanism of secondary crack at different loading stages by means
of adopting strain rate tensor analysis. Furthermore, according to the relative motion trend between
particles at various stress levels, the velocity fields of both sides of secondary cracks are classified for
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better explanation of crack types. Combined with particle velocity field analysis and values of variable
R, it is convenient for us to distinguish crack types and reveal essential crack characteristics.

2. Mesoscopic Parameter Calibration and Basic Theory

2.1. Specimen Preparation and Mesoscopic Parameter Calibration

The cement mortar, as a typical rock-like material for laboratory uniaxial compression tests, is
made from a mixture of 42.5R ordinary Portland cement, quartz sand, and water, with a mass ratio of
1:2.34:1.35, respectively. In order to promote the fluidity of cement mortar, a small amount of water
reducing agent was added during the preparation of specimens. The physico-mechanical parameters
of this rock-like material are listed in Table 1. The physico-mechanical properties are similar to those
of typical rock materials such as sandstone, and the ratio of tensile strength to compressive strength
is close to 1:10, indicating that it is a comparatively ideal rock-like material with high brittleness.
Therefore, it can be used as a rock-like material to study the evolution of secondary crack propagation
in brittle rocks.

Table 1. Physico-mechanical parameters of cement mortar and Sandstone.

Material
Compressive

Strength σc (MPa)
Tensile Strength σt

(MPa)
Young’s Modulus E

(GPa)
Poisson’s
Ratio ν

Density ρ
(g/cm3)

Cement mortar 58.25 5.62 11.63 0.20 2.38
Sandstone 20~170 4~25 3~35 0.02~0.25 2.10~2.40

The specimens used in uniaxial test series are cuboid blocks with dimensions of 140 mm in height,
70 mm in width, and 40 mm in thickness. Prior to casting the cement mortar specimens, the iron piece,
fixed in the mold, is smeared with a little epoxy resin on the surface. After meticulous maintenance
in the mold for 24 h, two flaws, created by pulling out the thin iron pieces, are formed through the
thickness of the specimens during casting in such a way that the plane of the flaws is perpendicular to
the faces of the specimens. Prefabricated cracks are open cracks with a certain degree of openness,
so the internal faces do not touch each other during fabrication and loading. Two flaws are always
parallel to each other, and have a constant length of 12 mm. The thickness of the flaws is 1.2 mm
approximately. To study the influence of the crack inclination angle on the mechanical properties and
failure process of the rock mass, three flaw inclination angles of 30◦, 45◦, and 60◦ are used, and the
spacing of pre-existing parallel flaws is 15 mm. Two flaws are located at the center of the specimen. Six
cement mortar specimens (a total of 18 specimens) were prepared with the same flaw inclination angle,
and the average values of the test data are used for analysis.

The calculations performed in PFC2D (Particle Flow Code in 2 dimensions) is based on Newton’s
second law and a force-displacement law at the contacts. Newton’s second law is used to determine
the motion of each particle arising from the contact and body forces acting upon it, while the
force-displacement law is used to update the contact forces arising from the relative motion at each
contact [36]. Particle Flow Code (PFC) has great advantage in simulating the micro-mechanical
behavior and investigating the mechanism of crack propagation in brittle materials. However, the
straightforward adoption of circular (or spherical) particles cannot fully capture the behavior of complex
shaped and highly interlocked grain structures [37]. Further, PFC fails to simulate the mechanical
properties of brittle rock with higher internal friction angle. A parallel bond model is adopted as the
numerical model of specimens, and the model size and crack layout are shown in Figure 1.
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Figure 1. Numerical model for pre-existing parallel flaws layout (α = 30◦, Unit: mm).

The loading stops when the axial stress drops to 50% of the peak strength. Zhang et al. [38] studied
the effect of loading rate on the crack propagation and failure modes of the specimen under uniaxial
loading. To ensure that the numerical model maintains static equilibrium during the loading process,
the displacement loading rate of the numerical model is taken as 0.08 m/s. In PFC, it is a crucial step
to calibrate the mesoscopic parameters by performing a laboratory compression test on the standard
specimens. The macroscopic mechanical properties of specimens are determined by the values of
the mesoscopic parameters between the particles. A few references [39,40] reveal that the value of
the compressive strength (σc) and the tensile strength (τc) will affect the failure mode and the type of
micro-crack, as such the friction coefficient between the particles has less influence on the significant
parameters such as initiation stress, peak strength, and elastic modulus of specimens. According to
the characteristics of cement mortar material, the parameters obtained by numerical simulation are
consistent with the physical experimental parameters of the complete standard specimen by adjusting
the mesoscopic parameters. The specific parameters are listed in Table 2. Since cement mortar is a
brittle material inducing complex crack types under compressive loads, so it is essential to control
the type of micro-crack by continuously adjusting the values of σc/τc, to make sure that the failure
modes of the specimens obtained by numerical simulation are in a good agreement with the laboratory
test results. The specific failure modes are shown in Figure 2, and the final mesoscopic calibration
parameters are given in Table 3.

Table 2. Physico-mechanical parameters of intact cement mortar specimens for laboratory tests and
numerical simulations.

Properties Specimens for Laboratory Tests Specimens for Numerical Simulation

Density ρ (g/cm3) 2.38 2.38
Young’s modulus E (GPa) 11.63 11.95

Poisson’s ratio ν 0.20 0.21
Uniaxial compressive strength σc

(MPa) 58.25 57.30
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(a) (b) (c) 

   

(d) (e) (f) 

Figure 2. Comparison of failure modes between laboratory experiment and numerical simulation.
(a) α = 30◦; (b) α = 45◦; (c) α = 60◦; (d) α = 30◦; (e) α = 45◦; (f) α = 60◦. (Pictures a, b and c are
experimental results, and pictures d, e and f are numerical results).

Table 3. Microscopic parameters used in the numerical model.

Particle Parameters Values

Minimum radius Rmin (mm) 0.18
Particle radius ratio Rmax/Rmin 1.66

Density ρ (g/cm3) 2.38
Friction μ 0.55

Effective modulus Ec (GPa) 5.5
Normal/shear stiffness ratio kn/ks 2.0

Tensile strength σc (MPa) 22.5 ± 2.0
Cohesion c (MPa) 19.5 ± 2.0

Angle of internal friction ϕ (0) 35
Bond effective modulus Ec (GPa) 5.5

Bond normal/shear stiffness ratio kn/ks 2.0

2.2. Strain Rate Tensor

Based on acoustic emission technology, the moment tensor inversion analysis [41–43] has been
widely used to distinguish rock fracture types. Ming et al. [44] proposed a criterion for judging
rock rupture through reasonably decomposing the variability tensor. The strain rate tensor can be
calculated through the moment tensor inversion, but it is still inadequate to adopt strain rate tensor to
judge the crack type and analyze the crack propagation law. The PFC software developed based on
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discrete element theory can not only simulate the propagation and evolution of micro-cracks in rock
masses, but also consistently monitor the strain rate tensor changes in specific regions through the
measurement circle. The schematic diagram of the main strain rate tensor when micro-cracks appear is
shown in Figure 3. When the contact between the particles breaks, the velocity of the particles will
instantly change, triggering the variation of the magnitude and direction of the strain rate tensor in the
monitored region. Therefore, the evolution law of crack propagation can be accurately reflected by
strain rate tensor.

 

Figure 3. Schematic diagram of the principal strain rate tensor. (The red, green and blue micro-cracks
represent tensile micro-cracks, tensile-shear micro-cracks, and compressive-shear micro-cracks,
respectively, and the principal strain tensor is denoted by two sets of light blue lines with arrows).

In PFC, when the absolute value of the difference between the actual velocity of the particles in the
measurement circle and the calculated velocity is minimized, the strain rate tensor in the measurement
circle can be obtained by establishing a system of equations [36].

Assuming that there are N particles in the measurement circle, the particle translation speed and
the centroid position are Vi and xi respectively, and the average velocity Vi and average position xi can
be expressed as:

Vi =

∑
N

Vi

N
(1)

xi =

∑
N

xi

N
(2)

The actual relative velocity Ṽi and relative position of the particles x̃i are:

Ṽi = Vi −Vi (3)

x̃i = xi − xi (4)

Assuming that the particles move from point xi to point xj during infinitesimal time, the average
speed difference between the two points is:

dvi =
.
αi jdxj (5)

If the velocity gradient tensor
.
αi j is known, the relative velocity can be calculated as:

vi =
.
αi jxj (6)
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Then the square of the absolute value of the difference between the relative velocity calculated in
the circle and the actual relative velocity is:

z =
∑

N

∣∣∣vi − Ṽi
∣∣∣2 (7)

When z takes the minimum value, namely

∂z
∂

.
αi j

= 0 (8)

Here, the velocity gradient tensor can be solved by the following equation⎡⎢⎢⎢⎢⎢⎢⎢⎣
∑
N

x̃1x̃1
∑
N

x̃2x̃1∑
N

x̃1x̃2
∑
N

x̃2x̃2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
( .
αi1

.
αi2

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑
N

Ṽix̃1∑
N

Ṽix̃2

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (9)

In PFC, the velocity gradient tensor can characterize the strain rate tensor, and the principal
strain rate tensor calculated by the strain rate tensor can reflect the crack propagation processes and
distinguish the crack types. If the value of the strain rate in the measurement circle is zero, it means
no micro cracks appear in this area. Once the secondary crack starts to initiate, the velocity field of
the fracture region of the particle will vary, which consequently results in the changes of strain rate
magnitudes and directions. The magnitudes and directions of the principal strain rate represent the
number of micro-cracks and deformation characteristics of the crack, respectively. To better understand
on the variation law of the strain rate tensor of secondary crack between parallel pre-existing flaws, the
layout of the measurement circle is shown in Figure 4.

 

Figure 4. Layout of measuring circles 1 and 2. (T1, T2, T3 and T4 denote the four crack tips.).

3. Analysis of Numerical Simulation Results

In this paper, the cracks initiate between parallel pre-existing flaws before the axial stress
peak strength are defined as secondary cracks. In PFC numerical simulation, the red, green, and
blue micro-cracks represent tensile micro-cracks, tensile-shear micro-cracks, and compressive-shear
micro-cracks, respectively.

3.1. Research on Crack Propagation Mechanism

Feignier et al. [45] suggested that the ratio of isotropic and deviatoric components of the moment
tensor can be effectively used to quantify the failure mechanisms of events and distinguish the types of
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cracks. The average strain rate tensor caused by crack propagation is equal to the sum of the moment
tensors in a unit area. Therefore, we define the variable R based on the strain rate tensor to analyze the
crack initiation mechanism and judge the crack types. The variable R is given as:

R =
tr(

.
αi j) ∗ 100∣∣∣tr( .
αi j)

∣∣∣+∑∣∣∣m∗i ∣∣∣ (10)

where tr(
.
αi j) is the trace of the moment tensor, which can be expressed as

.
αi j = m1 + m2 + m3 and mi (i

= 1, 2, 3) are the eigenvalues of the moment tensor obtained by the calculation described in Equation
(10). m∗i is the deviatoric eigenvalue, which can be expressed as m∗i = mi − tr(

.
αi j)/3. The ratio (R) ranges

between 100 and −100.
In the breakage process of parallel bond contact, the propagation law, and types of cracks are

determined to some extent by the velocity and movement tendency of the adjacent particles, indicating
that the continuous evolution process of the crack is essentially the evolution process of the particle
velocity. Therefore, according to the velocity and relative motion trend of the particles on both sides of
the crack, the velocity field of the particles can be obviously divided into four types, namely Types I, II,
III, and IV, as shown in Figure 5. The definitions of the four types of cracks are described as below.

(1) The typical characteristics of Type I are described as follows. The directions of horizontal
component of particle velocity on both sides of the crack are opposite, the vertical component is
in the same direction and the vertical component of the velocity is almost no different or zero. It
can be obviously seen that the relative motion tendency of the particle is mainly controlled by the
horizontal velocity component.

(2) For Type II, the directions of particle velocity on both sides of the crack are almost the same, and
the values have no difference. In this case, the motion trend between the particles has certain
inhibitory effects on the crack initiation and propagation.

(3) For Type III, the horizontal and vertical components of the particle velocity on both sides of the
crack are the same, but the values are different.

(4) For Type IV, the directions of particle velocity on both sides of the crack are opposite.

For the convenience, the case of the dip angle of 30◦ is taken as an example to intensively study
the evolution law of secondary crack propagation between parallel pre-existing double flaws. Since
secondary cracks are characterized by a large quantity and instant with complicated initiation and
coalescence mechanism, which include various kinds of micro-cracks, such as tensile micro-cracks,
tensile-shear micro-cracks, and compressive-shear micro-cracks. For a better understanding of this
phenomenon, different loading stages (a, b, c, d, e, and f) are selected for the main strain rate tensor
analysis, as shown in Figure 6, and the axial stresses corresponding to each loading stage are 35.12,
36.96, 37.24, 43.40, 43.51, and 45.61 MPa, respectively.

The velocity fields and the strain rate tensors in the measurement circle at the different loading
stages are shown in Figures 7 and 8. The velocity of the particles in Figure 7 is denoted by the black
line with arrows and the thick black arrow represents the relative motion of the particles near the crack.
The main strain rate tensor in Figure 8 is denoted by two sets of light green lines with arrows, with the
direction and length of the arrows indicating the direction and relative size of the main strain rate,
respectively. Table 4 shows the values of variable R in the measurement circle at different loading
stages. The corresponding R values in the measurement circle 1� and 2� are recorded as R1 and R2, and
the short dash line in Table 4 represents no secondary cracks at different loading stages.
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(a) (b) 

  

(c) (d) 

Figure 5. Schematic diagram of velocity fields for different types of particles. (a) Type I; (b) Type II;
(c) Type III; (d) Type IV.

Figure 6. The stress-strain curve of a specimen under uniaxial compression. (Here, the dip angle of the
flaws is α = 30◦. The points a, b, c, d, e and f correspond to different loading stages respectively.).
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 7. Particle velocity fields at different loading stages. (Pictures a, b, c, d, e and f respectively
show particle velocity fields corresponding to different loading stages in Figure 6 when secondary
cracks propagate.).
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(a) (b) 

 

(c) (d) 

 

(e) (f) 

Figure 8. Principal strain rate tensors at different loading stages. (Pictures a, b, c, d, e, and f respectively
show principal strain rate tensors in the two measurement circles corresponding to different loading
stages in Figure 6 when secondary cracks propagate.).

Table 4. The values of variable R in the two measurement circles at different loading stages.

Loading Stages Loading Stresses (MPa) R1 R2

a 35.12 23.52 -
b 36.96 37.77 -
c 37.24 35.75 -
d 43.40 - 27.53
e 43.61 - 41.69
f 45.61 −45.60 23.02
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When the secondary cracks between parallel pre-existing flaws instantaneously appear in large
quantities, the values of the variable R can directly discriminate the types of newly generated cracks.
‘Shear’ is considered to occur for R varying between −30 and 30. ‘Tensile’ is considered to occur for an
event with an R larger than 30. ‘Compressive-shear’ is considered to occur for an event with R smaller
than −30. Therefore, the failure mechanisms of events can be exactly determined according to the
values of variable R. Here, it should be noted that the time step adopted by PFC is not infinitely small.
Even in the region where no crack initiates, the value of the strain rate tensor still exists, leading to
the existence of the value of the variable R without no crack initiating. Consequently, we only need
to pay more attentions to the strain rate tensor and the value of variable R at the time of secondary
crack initiation.

For better analyzing crack propagation, the secondary cracks in the measurement circle 1� and 2�
are named as SC-1 and SC-2 respectively. It can be seen from the analysis of Figures 7 and 8 that when
the axial stress is increased to 35.12 MPa, SC-1 initiates near the tip T2 of the flaw, and the velocity
fields of the upper and lower half of the newly generated cracks are Types III and I, which represent
composite tensile-shear crack and tensile crack, respectively. At this time, the direction of the maximum
principal strain rate is close to the horizontal direction. The ratio (R1 = 22.52) indicates that the newly
generated cracks are shear cracks in essence, where the relative motion of the particles are consistent
with the direction of the maximum principal strain rate. As the axial stress is continuously increased to
36.96 MPa, one end of SC-1 extends to the tip T2 of the flaw, and the other end extends toward the tip
T4 of the flaw. The velocity field on both sides of the newly generated cracks is Type I, and the value of
R1 is 37.77, indicating that the newly generated cracks are essentially tensile cracks. When the axial
stress is increased to 37.24 MPa, SC-1 continues to extend to the crack tip T4, which finally generates
an obvious crack zone to connect the flaw tip T2 with T4. Here the particle velocity field on both sides
of the newly generated cracks near the flaw tip T4 are Type IV. Since relative shearing trend appears
between the particles, the particle velocity field on both sides of the newly generated cracks near the
flaw tip T2 are Type I. However, the variable (R1 = 45.61) indicates that the newly generated crack are
essentially tensile cracks.

As the strain increases and the axial stress is slowly increased up to 43.40 MPa, SC-2 suddenly
initiates between the crack tip T1 and T3. The particle velocity fields on both sides of the upper and
lower part of the newly generated cracks are Types I and IV, which represents that the corresponding
newly generated cracks are tensile and shear crack, respectively. Here, the variable (R2 = 27.53)
indicates that that the newly generated cracks are shear cracks. As the axial stress is slightly increased
up to 43.61 MPa, one end of SC-2 extends to the tip T1 of the flaw, and the other end extends toward
the tip T3 of the flaw. The velocity fields on both sides of the newly initiated cracks are Type III and the
variable (R2 = 41.69) indicates that the newly generated cracks are tensile cracks. When the axial stress
is increased up to 43.61 MPa, the axial stress approaches to the peak strength at this time and SC-2
continues to extend to the crack tip T3. Eventually an obvious crack zone is generated between the
flaw tip T1 and T3. Since the relative shearing tendency appears between the particles, the particle
velocity fields on both sides of the newly generated cracks near the crack tip T3 are Type IV, while
those near the flaw tip T2 are mixed Types I and II. The variable (R2 = 23.02) indicates that the newly
generated cracks are shear cracks. Meanwhile, SC-1 continues to propagate, and eventually the particle
velocity fields on both sides of the new crack turn into Type II. The variable (R2 = −45.60) indicates
that the newly generated cracks that continue to propagate on a basis of SC-1 are essentially composite
compressive-shear cracks.

3.2. Analysis and Discussions

It can be seen from the above simulation results that SC-1 and SC-2 appear as shear cracks between
pre-existing parallel flaws at the beginning stage of secondary crack initiation. However, from the
velocity fields analysis of the particles, the upper part of the SC-1 are composite tensile-shear cracks
and the lower part are tensile cracks; the upper part of the SC-2 are tensile cracks, and the lower part
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are shear cracks. In addition, the newly generated cracks contain tensile micro-cracks and tensile-shear
micro-cracks, in which the number of tensile micro-cracks is dominant. As the axial stress is increased,
SC-1 continues to extend to the tip of T4, and the newly generated cracks are tensile cracks. When
SC-2 continues to extend to the tip of T3, the newly generated cracks are shear cracks. However, based
on the velocity field analysis, it can be seen that the newly generated cracks near the flaws T3 and
T4 tips are shear cracks, indicating that the types of macro-cracks are not totally determined by the
types of partial cracks. Meanwhile, the type of macro-crack does not depend on the dominant type of
micro-cracks. Since the tensile strength of the particles is much smaller than the shear strength, when
the tensile micro-cracks initiate, a shear band is gradually formed under the action of the shearing force.
Similarly, after the particles suffer the shear failure in the compressive zone, the stress concentration
effect promotes the initiation of tensile cracks. Therefore, it can be concluded that macro tensile cracks
and shear cracks partially contain shear cracks and tensile cracks respectively. SC-1 and SC-2 appear as
shear cracks between pre-existing parallel flaws at the beginning stage of secondary crack initiation,
and then extend up and down toward the tip of the flaw, and finally T2 and T4, as well as T1 and T3, are
connected in the form of arcs. The particles between the pre-existing flaws form a confined compressive
member under uniaxial compression. The type of particle velocity on both sides of the secondary crack
between the fractures is most complicated, so the velocity field types of the particles are distinctive at
different stress loading stages. For example, the velocity fields of the particles near the crack on the T4
tip of the flaw evolve from the initial Type IV into Type III, and finally remain in Type II. Thereafter,
the cracks will not propagate any more, indicating that the type of newly generated cracks near the
flaw T4 gradually evolves from shear cracks into composite tensile-shear cracks. Finally, because the
velocity fields of the particles on both sides of the crack are Type II, the velocity direction and value of
the particles are not much different, which can suppress the crack propagation to some extent.

4. Conclusions

In this study, the analysis of strain rate tensors and particle velocity fields are utilized to distinguish
crack types and study the mechanical behaviors in the region between pre-existing flaws under uniaxial
compression. The following conclusions have been drawn.

(1) By defining a variable R to quantify the crack failure mechanism, the types and mechanical
behaviors of the secondary cracks between the flaws can be effectively distinguished. The
initiation mechanism of secondary cracks between flaws is most complicated, and the types and
mechanical behaviors of newly generated cracks are distinctive in different stress loading stages.
According to the value of variable R, we can directly understand the types mechanical behaviors
of secondary cracks.

(2) According to the velocity and relative motion trend of the particles on both sides of the crack,
the velocity field of the particles can be obviously divided into four types. The type of particle
velocity field on both sides of the newly generated cracks determines the type of crack in the
measurement region. At different stress loading stages, the velocity field types of the particles on
both sides of the crack are constantly evolving and complicated.

(3) Combined with the particle velocity field analysis and the value of the variable R, it can be seen
that the macro tensile crack contains partial shear cracks, and the macro shear crack contains
partial tensile cracks, indicating that the type of macro crack is not totally determined by the
type of partial cracks. The secondary cracks contain tensile micro-cracks, shear micro-cracks, and
compressive-shear micro-cracks, and the number of tensile micro-cracks is the largest. However,
when the axial stress is reached to 35.12 MPa, the ratio (R1 = 22.52) indicates that the newly
generated cracks are shear cracks in essence. Therefore, we can see that the type of macro-crack
does not depend on the dominant type of micro-cracks.

(4) At the beginning stage of secondary crack initiation, SC-1 and SC-2 appear as shear cracks between
pre-existing parallel flaws, then extend up and down toward the tip of the flaws, and finally
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connect the tips of T2 and T4, as well as T1 and T3, in the form of arcs. The particles between
pre-existing parallel flaws form a confined compressive member under uniaxial compression.
Under the confinement of lateral particles, the contacts between particles are broken owing to the
combined compressive and shear actions, and eventually the shear cracks are successively formed.
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Abstract: In a complex stress field of underground mining or geotechnical practice, tension
damage/failure in rock masses is easily triggered and dominant. Unlike metals, rocks are generally
bi-modularity materials with different mechanical properties (Young’s modulus, etc.) in compression
and tension. It is well established that the Young’s modulus of a rock mass is directly related to
the presence of the fracture or joint, and the Young’s modulus estimation for jointed rocks and rock
masses is essential for stability analysis. In this paper, the tensile properties in joint rocks were
investigated by using numerical simulations based on the discrete element method. Four influencing
parameters relating to the tensile properties (joint dip angle, joint spacing, joint intersection angle,
and joint density) were studied. The numerical results show that there is an approximately linear
relationship between the joint dip angle (α) and the joint intersection angle (β) with the tensile strength
(σt), however, the changes in α and β have less influence on the Young’s modulus in tension (Et).
With respect to joint spacing, the simulations show that the effects of joint spacing on σt and Et are
negligible. In relation to the joint density, the numerical results reveal that the joint intensity of rock
mass has great effect on Et but insignificant effect on σt.

Keywords: jointed rock; uniaxial tension loading; numerical analysis; discrete element method

1. Introduction

For brittle materials such as rock, tension failure is one of the most significant failure modes [1].
In a complex stress field of underground mining or geotechnical practice, tension damage/failure
in rock masses is easily triggered and dominant because: (1) The tensile strength (σt) of rocks is
much lower than their compressive strength, and (2) joints and fractures of rock mass can offer little
resistance to tensile stress [2]. After an excavation is taken underground, tension failure and its induced
fractures will occur in surrounding rock masses near the opening [3–8]. The initiated fractures will
develop/propagate and bring weakening effects on the rock masses under the effect of time and constant
stress disturbance (development of entry or shaft, mining activities, etc.). As it is well established
that the Young’s modulus of a rock mass is directly related to the fracture or joint intensity [9–13], the
aforementioned fracture development can be described as a Young’s modulus degradation process in
the view of an equivalent material method in continuum mechanics.

The macroscopic mechanical behaviors of intact and jointed rocks have been widely investigated,
most of which has been focused on the material behaviors in compression [14–16]. However, unlike
metals or other materials, rocks are generally bi-modularity materials with different Young’s moduli
and Poisson’s ratios in compression and tension. Previous studies done by direct tension tests showed
that the Young’s modulus in tension (Et) was always no larger than the compressive Young’s modulus
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(Ec) [17–21]. Hawkes et al. [17] conducted direct tension tests on different kinds of rocks, and the
results showed that the ratio of Et/Ec was 1/9 for Barre sandstone and 0.5 for Barre granite. Stimpson
and Chen [20] acquired the ratios to be 0.5, 1.0, 0.7, and 0.3–0.4 for four different rocks from cyclic
loading uniaxial tension and compression tests. Similar results were obtained by Yu et al. [22] with an
originally developed loading frame for direct tension. It has been addressed by researchers that the
improper assumption that Et equals to Ec may lead to errors in calculating stress distributions around
underground openings by means of analytical or numerical analysis, as well as in determining the
tensile strength of rocks with Brazilian tests [18,20,22,23].

To date, it is still quite challenging to conduct direct uniaxial tension tests on intact rock specimens
in laboratories due to the difficulties in avoiding: 1) Unfavorable stress concentration over the grip
and 2) bending moments due to the non-coaxial gripping and curvature of the specimen. Various
attempts have been made in this regard. Stimpson and Chen [20] conducted their tests on rock samples
with a special hollow cylinder geometry. Okubo and Fukui [24] glued the rock samples directly to
the loading platen to carry out direct tension tests. Fahimifar and Malekpour [25] developed a direct
tension apparatus with hard steel tension jaws to ensure the connection between samples and the
apparatus and that the applied load is pure tension. Fuenkajorn and Klanphumeesri [26] developed a
compression-to-tension load converter to determine the tensile strength and Young’s modulus from
dog-bone-shaped specimens.

As described above, the Young’s modulus estimation for jointed rocks and rock masses is essential
for stability analysis. However, rock specimens with joints or fractures are difficult to be prepared,
and simplifications have to be made with rock-like materials (such as gypsum) or simple notches.
Furthermore, the uniaxial tension tests rely on specially made, non-universal apparatuses.

In recent years, numerical and computational resources have taken significant leaps forward, and
numerical methods have become strong and efficient research tools by overcoming the limitations
in laboratory and physical tests. Some previous studies have been done with numerical modelling
on the direct tension testing of rock specimens. Tang et al. [1] studied the growth of micro-fractures
in a specimen under uniaxial tension and the influence of heterogeneity on rock strength with a
self-developed finite element code (RFPA2D). Wang et al. [27] simulated crack initiation, propagation,
and coalescence for intact, single-notched, and double-notched rock specimens with RFPA3D under
uniaxial tension, and the effects of the separation distance and overlapping distance of the two notches
were investigated. Hamdi et al. [28] studied the model I fracture propagation in brittle rock under
direct tension by means of a discrete element method. Guo et al. [29] investigated fracture patterns in
layered rocks under direct tension with a discrete element method.

According to the previous studies [1,27–32], the numerical studies on rock specimens under
uniaxial or direct tension loads mainly focus on fracture initiation and propagation within the specimens.
However, the effects on the mechanical behaviors of strength and deformability, i.e., tensile strength
and Young’s modulus in tension, of jointed rock specimens subjected to uniaxial tension load are
barely discussed. In this study, rock specimens with various joint conditions are modeled with 3DEC
(a 3-Dimension Distinct Element Code by Itasca) due to its capability in simulating the behaviors of
joints (slip, separation, deformation, etc.) under mechanical loading, and the effects of joints on the
tensile properties are studied by means of uniaxial tension numerical tests. Tests of rock samples with
single joint, and multiple joints with different joint geometry parameters are designed, and their effects
on the tensile properties of rock specimens are investigated. The goal of this study is to understand the
effects of joints on the tensile properties of rocks.

2. Numerical Modelling

The numerical model is constructed by means of 3DEC, which is a three-dimensional numerical
program employing the distinct element method for discontinuum modelling. In the following analysis,
rock specimen models with different joint conditions (single, multiple parallel, and intersecting joints)
are built, and the effects of joints on the tensile properties are investigated by applying a uniaxial
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tension load. The specimen model is a cylinder with 50 mm in diameter and 100 mm in height, as
suggested by the International Society of Rock Mechanics (ISRM) [33]. All joints are considered to cut
through the specimen. A constant rate of 0.005 mm/step is applied to the upper and lower boundary to
simulate the uniaxial tension load. After the specimens fail in tension, 1000 extra steps are calculated
to capture the after-peak behavior. With the obtained stress–strain curves, σt and Et under different
joint conditions are calculated, and the effects of joint condition on the tensile strength (σt) and Et are
hereby investigated.

In 3DEC, joints or fractures are considered as elements with mechanical properties. The rock
and joint properties [34] (listed in Tables 1 and 2) are applied according to a study on tunnel stability
analysis of an underground mine using 3DEC.

Table 1. Rock mass properties.

Lithology
Density
(kg/m3)

Bulk
modulus K

(GPa)

Shear
modulus G

(GPa)

Cohesion C
(MPa)

Internal
friction

angle ϕ (◦)

Tensile
strength
(MPa)

Sandstone 2630 26.49 19.05 3.75 25.9 2.25

Table 2. Joint properties.

Lithology
Cohesion C

(MPa)
JKN (GPa/M) JKS (GPa/M)

Joint friction
angle (◦)

Tensile strength
(MPa)

Sandstone 3.67 26.49 19.05 25.9 1.88

To study the effects of joints on the tensile properties of rocks, the rock specimens with various
joint conditions were described and modelled with four geometry parameters of joints: α (the angle
between the joint and the horizontal direction), d (the perpendicular distance between the two joints),
β (the angle at which the two joints intersect), and n (the joint density).

In cases of rock specimens with two joints, the effects of the perpendicular distance between the
two joints (d), the angle between the joint and the horizontal direction (α) of parallel joints, and the
joint density (n) on the complete stress–strain response were studied by numerical simulation. When d
was kept constant at 10, 20, 30, and 40 mm, four different homogeneity indexes (α) were considered,
which were 20, 30, 40 and 50◦, respectively. Similarly, when αwere kept constant, d was varied as 10,
20, 30, and 40 mm. Moreover, when d and αwere kept constant, n was changed from 2 to 6.

In cases of rock specimens with multiple joints, the effects of the perpendicular distance between
the two cracks (d), the angle at which the two joints intersected (β), and the joint density (n) of
intersecting joints on the complete stress–strain response were studied by numerical simulation. When
d and n were kept constant as 0 mm and 2, there were six different homogeneity indexes (β) of 20,
40, 60, 80, and 100◦. When β and n were kept constant, d was varied as 10, 20, 30, and 40mm. As a
comparison, when d and n were kept constant, β was separately varied as 40, 60, 80, and 100◦. When d
and βwere kept constant, n was changed from 4 to 12.

3. Effects of Joints on the Tensile Properties

3.1. Effect of the Dip Angle of A Single Joint

In this study, all joints are assumed to cut through the specimen. Seven models with different dip
angles (α = 0, 10, 20, 30, 40, and 50◦) were built, as illustrated in Figure 1. The stress–strain curves and
the tensile properties with respect to dip angles are shown in Figure 2 and Table 3, respectively.

As can be seen, the general shapes of the stress–strain curves are similar. The stresses of specimens
linearly increase after the tension loading starts, and undergo a sudden drop after failure, due to the
brittle nature of rocks. The dip angle of the joint clearly has a notable effect on the tensile properties
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of the rock specimens. The peaks (σt) of the pre-peak curves vary monotonically increases with the
increase of α.

When α = 0◦, i.e., a horizontal joint, the σt and Et of the specimen are 0.78 MPa and 0.80 GPa,
respectively. When α reaches 50◦, the σt and Et increase to 1.05 MPa and 0.81 GPa, which are
approximately 1.35 and 1.01 times the values in the case of α = 0◦, respectively. In comparison, the
changes in α have a greater influence on σt than Et. In reality, joint surfaces are usually rough, and
the asperities provide resistance to shear stress, and the joint roughness is positively correlated to the
shear strength [35]. The joint roughness is described with normal stiffness, shear stiffness, cohesion,
etc. in 3DEC. When α is not 0◦, the shear strength of the joint will provide extra resistance to the tensile
load on rock failure and deformability, which leads to the high σt and Et when is α higher. However,
when α = 0◦, the joint is perpendicular to the tensile load, so no extra resistance can be provided from
the shear behavior of the joint.

The relationship between α and σt after fitting is shown in Figure 3. As can be seen, σt is linearly
and positively correlated to the dip angle of the joint, and the fitting formula is shown in Figure 3.

Figure 1. Rock specimen model with a single joint.

Figure 2. Mechanical behaviors of single-jointed rock specimens with different dip angles.

Table 3. Tensile strengths (σt) and Young’s moduli in tension (Et) of single-jointed rock specimens with
different dip angles.

α σt (MPa) Et (GPa)

α = 0◦ 0.78 0.80
α = 10◦ 0.80 0.80
α = 20◦ 0.88 0.80
α = 30◦ 0.91 0.80
α = 40◦ 0.93 0.81
α = 50◦ 1.05 0.81
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Figure 3. The relationship between joint dip angle α and σt.

3.2. Effects of Parallel Joints on the Tensile Properties

Due to the existence of weak planes in rocks or rock masses, joints are the initiation points
of rock and rock mass failure in most cases. Rock masses with multiple joints are common in
engineering practice.

3.2.1. Effects of Joint Spacing and Dip Angle of Two Parallel Joints

Joint spacing is the perpendicular distance between adjacent joints, and usually determines the
sizes of the blocks making up the rock mass [2]. To investigate the effects of joint spacing (d) and dip
angle (α) of two parallel joints on σt and Et, four sets of models with different dip angles (α = 20, 30, 40,
and 50◦) were built (as illustrated in Figure 4) under the condition of n = 2, and for each set of the
model, four subsets with different joint spacing (d = 10, 20, 30, and 40 mm) were analyzed. The test
program specifics are shown in Table 4, and the stress–strain curves under uniaxial tensile load are
shown in Figure 5. The results are shown in Table 5.

Table 4. Model designs for rock specimens with two parallel joints.

Sets of models α Subsets with respect to d

1 20◦
10 mm
20 mm
30 mm
40 mm

2 30◦
10 mm
20 mm
30 mm
40 mm

3 40◦
10 mm
20 mm
30 mm
40 mm

4 50◦
10 mm
20 mm
30 mm
40 mm

As can be seen, the slopes and peaks of the curves, with same dip angle but different joint spacing,
are almost the same, which means that the effect of joint spacing on σt and Et are negligible. When d
decreases from 40 to 10 mm, σt and Et merely decrease by 0.003 MPa and 0.002 GPa, respectively. This
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result is obtained under the premise that no joint development is considered. In practice, joints will
develop, and adjacent joints will connect and merge under mechanical loading. However, this study
focuses on the effects of existing joints on the tensile properties. Similar to the results from Section 3.1,
σt and Et are affected by the dip angle of the two parallel joints, but the effects vary. The dip angle
has a greater effect on σt than Et. As the dip angle increases from 20 to 50◦, σt increases from 0.88 to
1.05 MPa, while Et lightly increases from 0.71 to 0.73 GPa. When comparing with Table 3, it can be
noticed that the value of σt is identical in the cases of single-jointed and double-jointed models with
the same dip angle.

Figure 4. Rock specimen model with parallel joints.

Figure 5. Tensile behaviors of double-jointed rock specimens with different joint dip angles.
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Table 5. Tensile properties of double-jointed rock specimens with different joint dip angles.

α σt (MPa) Et (GPa)

20◦ 0.88 0.71
30◦ 0.91 0.71
40◦ 0.93 0.73
50◦ 1.05 0.73

3.2.2. Effect of Joint Density of Parallel Joints

In a certain unit of rock mass, the number of joints is often referred to as the fracture intensity [36,37].
It is well addressed that the mechanism of deformation and failure of rock masses varies with fracture
intensity, as well as the engineering properties such as cavability, permeability, and fragmentation
characteristics. In this study, the effect of joint intensity on σt and Et is investigated by means of the
number of joints (n) inside the specimen. Four sets of models with different dip angles (α = 20, 30, 40,
50◦) were built (as illustrated in Figure 6) under the condition of d = 5 mm, and for each set of the
model, six subsets with different numbers of joints (n = 1, 2, 3, 4, 5, 6) were analyzed. The test program
specifics are shown in Table 6 and the stress–strain curves under uniaxial tensile load are shown in
Figure 7. The results are shown in Table 7.

Table 6. Model designs for rock specimens with multiple parallel joints.

Sets of models α Subsets with respect to n

1 20◦
n = 2
n = 3
n = 4
n = 5

2 30◦
n = 2
n = 3
n = 4
n = 5

3 40◦
n = 2
n = 3
n = 4
n = 5

4 50◦
n = 2
n = 3
n = 4
n = 5

As can be seen, for each subset with the same α, the peaks of the curves are almost identical, while
the slopes are notably effected by n. Taking the model set with α = 40◦ as an example, as listed in
Figure 7, when n increases from 1 to 6, Et significantly drops from 0.81 to 0.52 GPa, while σt remains
constant. The influencing pattern of n on Et is identical for different values of α. These results indicate
that the fracture intensity of a rock mass has a great effect on Et but a negligible effect on σt.

The relationship between n and Et with different values of α after fitting is shown in Figure 8.
As can be seen, Et is negatively correlated to n, and the relationship varies with different values of α.
The change in Et with n will be less significant in cases of higher values of α.
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Figure 6. Rock specimen model with multiple parallel joints.

Figure 7. Tensile behaviors of rock specimens with different numbers of joints.

Table 7. Effect of joint density of parallel joints on tensile properties.

n σt (MPa) Et (GPa)

n = 1 0.93 0.81
n = 2 0.93 0.73
n = 3 0.93 0.66
n = 4 0.93 0.61
n = 5 0.93 0.56
n = 6 0.93 0.52
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Figure 8. The relationship between the joint density (n) and Et under the different values of α.

3.3. Effects of Intersecting Joints on the Tensile Properties

In actual rock engineering activities, the existence of fractures is usually very complicated. One or
more intersecting joint sets, usually referred to as a joint system, are common in heavily jointed rock
masses. In this section, the effects of intersecting joints on the tensile properties of rock specimens
are analyzed.

3.3.1. Effect of the Intersection Angle of an Intersecting Joints Set

Seven models with symmetric intersecting joints, which have different intersection angles (β = 20,
40, 60, 80 and 100◦), were built, as illustrated in Figure 9. The stress–strain curves and the tensile
properties with respect to intersection angles are shown in Figure 10 and Table 8, respectively.

Figure 9. Rock specimen model with intersection joints.

As can be seen, the general patterns of the stress–strain curves are analogous. The stresses of
specimens linearly increase after the tension loading starts, and undergo a sudden drop after failure,
exhibiting the brittle behavior of rocks. The intersection angle of the joint clearly has a remarkable
effect on the tensile properties of the rock specimens. The peaks (σt) and the slopes (Et) of the pre-peak
curves vary and t monotonically increase with the increase of β.

When β = 20◦, the σt and Et of the specimen are 0.80 MPa and 0.71 GPa, respectively. When
β reaches 100◦, the σt and Et increase to 1.05 MPa and 0.73 GPa, which are approximately 1.3 and
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1.03 times the values in the case of β = 20◦, respectively. In contrast, the changes in β have a greater
influence on σt than Et.

Figure 10. Tensile behaviors of intersection-jointed rock specimens with different joint angles.

Table 8. σt and Et of intersection-jointed rock specimens with different joint angles.

α σt (MPa) Et (GPa)

β = 20◦ 0.80 0.71
β = 40◦ 0.88 0.71
β = 60◦ 0.91 0.71
β = 80◦ 0.93 0.73
β = 100◦ 1.05 0.73

The relationship between β and σt after fitting is shown in Figure 11. As can be seen, σt is linearly
and positively correlated to the intersection angle. The fitting formula is shown in Figure 11.

Figure 11. The relationship between the joint intersection angle (β) and σt.

3.3.2. Effects of Joint Spacing and Intersection Angle of a Joints Set

To investigate the effects of joint spacing (d) and intersection angle (β) of two intersection joints
on σt and Et, four sets of models with different dip angels (β = 20, 40, 60, and 100◦) were built (as
illustrated in Figure 12), and for each set of the model, four subsets with different joint spacing (d = 10,
20, 30, and 40 mm) were analyzed. The test program specifics are shown in Table 9. The stress–strain
curves under uniaxial tensile load are shown in Figure 13 and the results are shown in Table 10.
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Figure 12. Rock specimen model with two intersection joints sets .

Figure 13. Tensile behaviors of intersection-jointed rock specimens with different intersection angles.

As can be seen, the slopes and peaks of the curves with same intersection angle but different joint
spacing are almost the same, which means that the effects of joint spacing on σt and Et are trivial. When
d increases from 10 to 40 mm, σt and Et merely increase by 0.0004 MPa and 0.0008 GPa, respectively.
Similar to the results from Section 3.3.1, σt and Et are affected by the joint spacing of the intersection
joints, but the effect varies. The intersection angle has a greater effect on σt than Et. As the intersection
angle increases from 40 to 100◦, σt doubles from 0.88 to 1.05 MPa, while Et lightly increases from
0.58 to 0.61 GPa. It can be noticed that the value of σt is identical in the cases of single-jointed and
double-jointed models with identical β.
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Table 9. Model designs for rock specimens with two intersecting joint sets.

Sets of Models d Subsets with Respect to β

1 d = 10 mm

β = 40◦
β = 60◦
β = 80◦
β = 100◦

2 d = 20 mm

β = 40◦
β = 60◦
β = 80◦
β = 100◦

3 d = 30 mm

β = 40◦
β = 60◦
β = 80◦
β = 100◦

4 d = 40 mm

β = 40◦
β = 60◦
β = 80◦
β = 100◦

Table 10. σt and Et of intersection-jointed rock specimens with different intersection angles.

β. σt (MPa) Et (GPa)

β = 40◦ 0.88 0.58
β = 60◦ 0.91 0.58
β = 80◦ 0.93 0.58
β = 100◦ 1.05 0.61

3.3.3. Effect of Joint Density of Intersection Joints

In this study, the effects of joint intensity on σt and Et are investigated by means of the number of
joints (n) inside the specimen. Four sets of models with different dip angles (β = 40, 60, 80, and 100◦)
were built (as illustrated in Figure 14) under the condition of d = 5 mm, and for each set of the model,
six subsets with different numbers of joints (n = 4, 6, 8, 10, and 12) were analyzed. The test program
specifics are shown in Table 11 and the stress–strain curves under uniaxial tensile load are shown in
Figure 15. The results are shown in Table 12

Figure 14. Rock specimen model with intersecting joints.
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Table 11. Model designs for rock specimens with two parallel joints.

Sets of Models β Subsets with Respect to n

1 40◦

n = 4
n = 6
n = 8
n = 10
n = 12

2 60◦

n = 4
n = 6
n = 8
n = 10
n = 12

3 80◦

n = 4
n = 6
n = 8
n = 10
n = 12

4 100◦

n = 4
n = 6
n = 8
n = 10
n = 12

Figure 15. Tensile behaviors of intersection-jointed rock specimens with different numbers of
intersection joints.
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Table 12. Mechanical behaviors of rock specimens with different numbers of intersection joints.

n σt (MPa) Et (GPa)

n = 2 0.93 0.73
n = 4 0.93 0.58
n = 6 0.93 0.50
n = 8 0.93 0.44
n = 10 0.93 0.38
n = 12 0.93 0.34

As can be seen, for each subset with the same α, the peaks of the curves are almost identical while
the slopes are notably effected by n. Taking the model set with β = 80◦ as an example, as listed in
Figure 15, when n increases from 2 to 12, Et significantly drops from 0.73 to 0.34 GPa, while σt remains
constant. The influencing pattern of n on Et is identical for different values of α. These results indicate
that the fracture intensity of a rock mass has a great effect on Et but a negligible effect on σt.

The relationship between n and Et with different values of β after fitting is shown in Figure 16.
As can be seen, Et is negatively correlated to n, and the relationship varies with different values of β.
The change in Et with n will be less significant in case of a higher value of β.

Figure 16. The relationship between n and Et under the different values of β.

4. Discussion

The aforementioned results were obtained under the premise that joint development is not
considered. In practice, joints will develop, and adjacent joints will connect and merge under
mechanical loading. However, this study focuses on the effect of existing joints on the tensile properties.

The change in the number of joints can be considered as a change in the degree of development of
fractures of the rock mass. Then, the geological strength index (GSI) is introduced [10]. GSI is generally
used to calculate the strength and Young’s modulus of a rock mass through laboratory rock mechanics
properties and rock mass structural surface parameters. Figure 17 [38] is a GSI quantization table based
on rock mass structures and surface features of the structures.
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Figure 17. Quantitative chart of the geological strength index (GSI).

For rocks with a uniaxial compressive strength (σci) < 100 MPa, the elastic modulus of a rock mass
(Et) is estimated from the following equation [39]:

Et =
(
1− D

2

)√
σci
100
× 10(

GSI−10
40 ) (1)

where σci is the uniaxial compressive strength of intact rock, and D is a factor that depends on the
degree of disturbance to which the rock mass has been subjected by blast damage and stress relaxation.
When D = 0, the relationships between Et and GSI under the conditions of different values of σci are
shown in Figure 18a. With the increase of the development of rock mass fissures, the Young’s moduli
decline notably. The degradation patterns with the number of parallel and intersection joints are
illustrated in Figures 19a and 20a, respectively, which agree with the numerical results presented in the
previous sections.
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Figure 18. The effect of GSI onEt, and σt of rock mass (a) Relationship between GSI and Et, (b)
Relationship between GSI and σt.

Figure 19. Effect of the number of parallel fractures on Et and σt. (a) Effect of the number of fractures
on Et ,(b) Effect of the number of fractures on σt.

Figure 20. Effect of the number of intersecting parallel fractures on Et and σt. (a) Effect of the number
of fractures on Et, (b) Effect of the number of fractures on σt.
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According to the generalized Hoek–Brown peak strength criterion [40], the tensile strength of a
rock mass is:

σt = −sσci/mb (2)

where mb is the reduced value of the material constant mi for the rock mass, and is given by:

.mb = mi exp
{
(GSI − 100)/(28− 14D)

}
(3)

and s is the rock mass constants, given by:

.s = exp
{
(GSI − 100)/(9− 3D)

}
(4)

When D = 0, the relationships between σt and GSI under the conditions of different values of σci are
shown in Figure 18b. In a certain interval, the influence on the tensile strength is negligible with the
increase of the development of rock mass fissures. Then, the rationalities of the conclusion in this
paper were proved, as illustrated in Figures 19b and 20b.

5. Conclusions

According to the aforementioned analysis, the following conclusions can be obtained:

(1) For rock specimens with a single joint, the tensile strength (σt) is positively related to the joint
angle (α). However, the Young’s modulus in tension (Et) is barely influenced by α.

(2) For rock specimens with parallel joints, the perpendicular distance (d) between the joints has
negligible effects on σt and Et. The influencing pattern is similar to the tests with single joints by
changing αwhile keeping d constant. The number of parallel joints, or joint density, has notable
effects on Et but few effects on σt.

(3) For rock specimens with intersecting joints, the number of intersecting joints has notable effects
on Et but few effects on σt. For a given number of intersecting joints, σt is positively correlated to
the angle between two interesting joints (β).
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Abstract: By employing the longwall mining method, a series of intensive strata structure responses
and activities will be induced including stress redistribution, fracture extension and strata movement.
Due to the geological stratification feature of coal mine strata, tensile failure and tension-induced
fracturing play dominant roles in the strata of the fractured zone. These responses induced in the
strata require the consideration of the weakening effect on the rock mass behavior due to failure
and fracturing in tension. In this study, a numerical modeling approach on mining-induced strata
structural behaviors was proposed by considering the mechanical behaviors of the caved zone
consolidation and tension-induced weakening in the fractured zone. Based on a numerical model
built according to a study site, a parametric study with respect to different fracturing intensity
parameters was performed to investigate the fracturing weakening effect on the mining-induced
stress redistribution and strata movement. The numerical results showed that the tensile fracture
intensity had a notable effect on the mining-induced stress distribution in two aspects: (1) Increase in
peak and area of the front abutment stress; (2) variation in the patterns of stress recovery in the goaf.
The stress data obtained from numerical simulation represent and help to back-analyze the structural
behaviors (failure, movement) of the overlying strata. The high stress on the coal seam indicated that
the strata lay on and transferred loads to the seam, while the low stress indicated the detachment
between the seam and the suspending strata. With the increase in fracture intensity, the roof strata
were more prone to breaking and caving, and the suspending length of the roof beam decreased,
which made the strata sufficiently break, cave and transfer the overburden load to loose rock in the
goaf; caving along the strike direction of the panel became the dominant overlying strata structure
movement, while the dominant movement caved along the dip direction in the case of strong and
intact overlying strata with few tensile fractures. Thus, the tensile fracturing intensity should not be
ignored in studies related to the behaviors of the overlying strata. Validated by analytical studies, this
study presents a novel numerical modeling approach for this topic and can be utilized for multiple
studies based on proper roof fracturing estimation or back analysis.

Keywords: strata structural behavior; numerical simulation; tension weakening; fractures;
goaf consolidation

1. Introduction

The longwall mining method in underground coal mines has been used worldwide for decades.
After the coal in a longwall panel is extracted, the overlying strata tend to sag and fill the goaf
(voids created by the extracted coal). Such an operation process will induce a series of intensive
strata responses and activities, including massive stress redistribution, strata movement and fracture
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extension. The overlying strata structure, as well as stress distribution, are disturbed by the mining
operation in the order of severity from the immediate roof upward to the ground surface. As illustrated
in Figure 1, the overlying strata can be generalized into three different zones of disturbance in response
to the longwall mining [1].

 
Figure 1. Zones of disturbance in response to longwall mining (Peng 2008).

The mining-induced behaviors of the three zones are of paramount importance for studies related
to stress redistribution and strata structure movement. For example, the abutment pressure ahead of a
longwall face and periodic weighting of the main roof induced by the mining operation are essential
parameters in the design of shield support in longwall faces [2] and studies on the rock burst and gas
outburst control [3,4].

The strata in the fractured zone (FZ), which is located in the roof above the caved zone (CZ),
is broken into blocks by vertical and horizontal fractures because of the bending and bed separations
between layers. Because of the fracture propagation and its water-inflow capacity, the FZ is considered
a major research target if there is underground water in the roof strata. Some research attempts aimed at
roof water inrush prevention, for instance Song et al. [5] and Wang et al. [6], have focused on the extent
and development in height of the FZ induced by mining. Advances have been made in forecasting and
monitoring the FZ development under various geological and engineering conditions [7–9] as well as
analytical and numerical modeling [10,11]. The rock mass in the FZ is heavily fractured, and it is well
established that the properties of rock masses are directly related to the occurrence of fractures [12–14].
Therefore, the fracturing intensity of multiple strata in the FZ varies and directly affects the strata
structural behavior (movement, failure, etc.) and stress distribution, so it is a factor that should not be
ignored in addition to the extent and height of the FZs. However, the fracturing intensity of strata due
to longwall mining, and most importantly, its induced weakening effect on stress readjustment and
strata structural behavior are inadequately discussed.

In the presented study, a numerical modeling approach was proposed by considering the
mechanical behaviors of loose rock consolidation in the CZ and tension-induced weakening in the FZ.
Based on a numerical model built according to a case study, a parametric study with respect to the
fracturing intensity was performed to investigate the fracturing weakening effect on the mining-induced
stress redistribution and strata behavior.

2. Mechanical Behavior of the Caved and Fractured Zones

The mechanical behavior of the overlying strata in response to mining activities can be described
by two processes: Consolidation of the CZ and development of the FZ.
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2.1. Extent of Caved Zone and Fractured Zone

It is generally believed that the extent of the CZ and FZ depends on the geological and geotechnical
factors of a panel. The geological factors involve the lithology, thickness, mechanical properties (strength,
Young’s modulus, friction angle, etc.), etc. [1], of the coal seam and its overlying strata and mainly
refer to the mining height and length of each mining cycle.

The CZ and FZ have been estimated using empirical and analytical methods. Among the methods,
an analytical method proposed by Bai et al. [15] is widely used, which is based on the numbers of
field investigations in Chinese coalfields. In this method, the vertical extents of the CZ and FZ were
estimated as follows: ⎧⎪⎪⎨⎪⎪⎩ Hc =

100h
c1h+c2

H f =
100h

c3h+c4

(1)

where Hc is the height of the CZ, Hf is the height of the FZ, h is the mining height, and c1~c4 are the
coefficients that depend on the strata lithology [15].

2.2. Mechanical Behavior of Consolidation of the Caved Zone

After the coal extraction of each mining cycle, if no backfill is applied, the goaf is filled by the
caved rock blocks from the roof. After the immediate roof collapse, rocks cave and fall into the FZ and
are naturally and loosely placed in the CZ. By considering its mechanical behaviors, the CZ in this
stage can be considered as a loose material with a lower strength. Then, the unsupported overlying
strata will collapse or continuously cave, and they eventually fall and lie on the caved rocks in the CZ.
The overburden load transfers to the caved rocks and compresses them into a zone of stiffer and denser
material. When the rock mass in the CZ stiffens, it begins to provide increasing support to resist the
overlying strata from sagging. This mechanical behavior is called goaf consolidation, which is essential
to studies on overlying strata structure movement and stress distribution. A stress-strain relationship
of the CZ material was first developed by Salamon [16] shown in Equation (2), and further developed
and applied to simulate the goaf consolidation process of longwall mining [3,17,18] as Equation (3).

σ =
E0ε

1− ε/εm
(2)

σ =
10.39σc

1.042

b7.7 × ε

1− b
b−1ε

(3)

where σ is the uniaxial stress applied to the material, ε is the strain under the applied stress, b is the
bulking factor, and σc is strength of the rock pieces and εm can be determined as:

εm =
b− 1

b
(4)

2.3. Mechanical Behavior of Fracturing-Weakening in the Fractured Zone

The rock mass in the FZ was heavily fractured, which would obviously have led to weaker
mechanical properties of the rock mass. Because of the stratification feature of coal mine strata, tensile
failure and tension-induced fracturing play dominant roles in the FZ, since the strata bend like beams
with different deflections. Because the roof beams bend and separate in tension, the tensile failure
and tension-induced weakening on the rock mass should not be ignored in the analysis, where the
behaviors of the strata play a significant role.

Numerical simulation is a powerful technique for studies on rock mechanics and engineering, but
its accuracy and reliability lie on the used simulation approach, constitutive model, material properties,
etc. With the numerical simulation method, many studies were conducted on the stress redistribution
and strata movement induced by longwall mining, among which the inherent perfect elastoplastic
and strain-softening models using Mohr–Coulomb failure criterion are most commonly used [4,19–24].
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However, for both constitutive models embedded in FLAC3D, the Young’s modulus is invariable
regardless of the occurrence of failure. It is well accepted that Young’s modulus of the rock mass
and the characteristics of fractures and joints is directly related [14,24–27]. The variation of Young’s
modulus induced by tensile failure must be considered for numerical simulations related to the FZ.

Many numerical methods such as the discrete element and extended finite element method have
strength in the simulation of fracture occurrence and propagation, but they require enormous calculation
time and memory to run a mine-wide model. For the behavior and response of surrounding strata after
vast coal extraction, the finite difference element method with the consideration of the tensile failure in
the equivalent material method is more efficient and applicable. In this study, the tension-weakening
model, developed by Jiang et al. [28] based on FLAC3D, was adaptable for the numerical analysis
of fractured rock mass with the consideration of the fracturing intensity and its weakening effect.
The tension-weakening model can monitor the failure state of each element in the entire 3D model
during calculation. When shear failure is detected at a certain zone, the softened properties (cohesion,
tensile strength, friction or dilation angle) are reassigned to this particular zone according to the
law of the strain-softening model. When tensile failure is detected, the residual Young’s modulus is
reassigned to the zone; for zones that experience both shear and tensile failures, all aforementioned
properties will be softened. The conventional FLAC3D simulation with the Morh–Coulomb Model
and Strain-softening Model is widely accepted for stability analysis under a soft rock condition (e.g.,
underground coal mining), however, Young’s modulus is invariable regardless of the occurrence of
failure by employing these models. By applying the tension-weakening model, the calculation with
the tension-weakening model will proceed during the entire numerical analysis, which overcomes the
limitations of the conventional simulation techniques on the rock mass post-peak behavior, that is,
Young’s modulus is invariable regardless of the fracture characteristics within a rock mass. Proposed
by Jiang et al. [28] based on the GSI (Geological Strength Index) system [25], a new indicator GSIt

was defined as the GSI value for the rock mass with fractures induced by tension. The GSI system
developed by Hoek et al. [25] can provide a quantitative description of the structural characterization
and intensity of discontinuities, and is widely used to determine the rock mass deformability and
strength on the basis of intact rock properties and the quantitative index of GSI. By describing the
intensity of the tensile fractures, GSIt = 90 indicates that no tensile failure occurs, or no fractures are
induced by the tensile failure. The range and unit of GSIt follow the system of GSI. The residual elastic
modulus Er of the rock mass after tensile failure was described by the following expression:

Er =

√
σm

100
× 10(

GSIt−10
40 ) (5)

3. Numerical Modeling Procedure

3.1. Overview of the Study Site

The numerical 3D model of this study was built based on the geological and geotechnical
information of an underground coal mine case study in China [28]. The mine used the retreat longwall
mining method; the target seam was horizontally buried at −600 m depth. Instead of slicing mining,
a full-seam mining technique was used to extract the 6 m-thick seam in one retreat. As shown in
Figure 2, the target panel was 180 m along its dip and 2000 m along its strike. As illustrated in Figure 3,
the roof structure was identified by borehole core loggings. A soft and thin layer of mudstone was
located immediately above the coal seam as the immediate roof. The main roof mainly consisted of
sandstone and sandy mudstone; no hard-to-cave strong stratum was found from the borehole loggings.
The floor was mainly sandy mudstone.
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Figure 2. Plan view of the target panel.

Figure 3. Roof and floor strata information.

Rock core samples were collected on site and laboratory tests were conducted to obtain the
mechanical properties of the rocks, and coefficients c1~c4 in Equation (1) were obtained accordingly.
Then, based on the estimation method described in Section 2.1, the height of the CZ and FZ of this
panel were estimated to be 12.7 m and 45.5 m, respectively.

The double-yield model, an inherent constitutive model of FLAC3D, is capable of simulating
material’s hardening behaviors with increasing strain in compression, and a widely used approach
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to simulate the mechanical behavior of CZ consolidation [4,17,18,29]. The input properties of
the double-yield model were back-analyzed to match the mechanical behavior of Equation (3) by
Jiang et al. [30].

3.2. Model Description and Simulation Procedure

Considering that the longwall panel is symmetrical around its centerline, a 3D model is generated
based on the study site, as shown in Figure 4. According to the geological column, this model is 190 m
wide, 350 m long and 120 m high, and the model size and mesh density were determined based on a
sensitivity analysis. The panel was 90 m wide and 250 m long, which left sufficient space to eliminate
the boundary effect. It should be noted that, all parameters applied in the numerical simulation
came from a previous case study presented in [28] and [30], the parameters for boundary conditions
were based on in situ stress measurement, and the properties of the rock masses were based on the
laboratory tests. To simulate the in situ stress state, a 15 MPa load was vertically applied to the top
boundary; according to the in situ stress measurement and previous study [28], a 12 MPa horizontal
load was applied perpendicular to the direction of retreat mining, and an 18 MPa horizontal load
was applied along the direction of retreat mining. No displacement in the direction perpendicular to
the model lateral boundaries was allowed. In situ stresses were applied as described in Section 3.1.
The rock mass properties for the simulation were estimated from the intact rock properties, as listed in
Table 1. A flowchart of the proposed numerical modeling approach for longwall mining is illustrated in
Figure 5. The simulation process was as follows: (i) Generate the 3D model and assign the constitutive
model and properties; (ii) simulate the in situ stress state; (iii) mine the coal seam in the retreat by
10 m for each cycle; (iv) fill the CZ with the double-yield model; (v) run the calculation with the
tension-weakening model in the FZ to simulate the rock mass weakening induced by fracturing; (vi)
after the calculation reaches equilibrium, repeat (iii) and (iv) until the entire panel is completely mined.

Figure 4. Layout of the three-dimensional panel-wide model.
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Figure 5. Flowchart of the numerical modeling approach for longwall mining.

Table 1. Rock mass mechanical properties b.

Strata Lithology K (GPa) G (GPa) c (MPa) σt (MPa) φ (deg.) ρ (N/m)

Roof
Sandstone 9.1 5.9 3.9 2.3 45 28263

Sandy
mudstone 5.2 3.1 3.2 1.8 40 25392

Mudstone 2.4 1.1 2.1 0.8 35 25509
Coal seam Coal 1.3 0.6 1.4 0.3 31 14063

Floor
Sandy

mudstone 7.2 4.0 3.4 2.2 37 25764

Siltstone 9.6 6.5 4.2 3.5 47 26989
a K is the bulk modulus; G is the shear modulus; c is the cohesion; σt is the tensile strength; φ is the friction angle.

3.3. Parametric Study on the Fracture Intensity of the Fractured Zone

To investigate the tensile failure development in the FZ after the longwall mining had been started,
the zones with tensile failure states were identified and are marked in Figure 6. Many tensile failure
zones occurred in the FZ, which was consistent with the description in Section 2.3. Such extensive rock
mass failure in tension requires the consideration of the weakening effect on the rock mass behavior
due to failure and fracturing in tension.
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Figure 6. Distribution of tensile failure zones in the fractured zone.

Therefore, to investigate the stress distribution and strata behavior with respect to various tensile
fracturing intensities, a parametric study of the tension weakening model was performed with four
different GSIt values (as shown in Table 2), where Er was the residual Young’s modulus of rock mass
after tensile failure, Em was the Young’s modulus of rock mass before failure, and a high GSIt indicated
high fracture intensity and consequently a low residual Young’s modulus of rock mass according to
Equation (6).

Table 2. Parameters for the parametric study.

GSIt Er/Em

10 0.01
30 0.03
50 0.1
70 0.3

4. Fracturing Weakening Effect on the Mining-Induced Stress Redistribution and
Strata Movement

The mining-induced stress redistribution and strata movement were three-dimensional. It is well
accepted that analysis on these behaviors could be done in two-dimension analytical analysis, by using
separate beam models along the strike direction and dip direction of the longwall panel.

Considering that the panel was symmetrical about its centerline, Figure 7 shows the
mining-induced stress redistribution after the panel had been mined in the retreat by 200 m along its
strike with respect to different GSIt. The tensile fracturing intensity of the FZ significantly affected the
stress redistribution due to mining. Ellipses were marked to outline the areas of the goaf where the
recovered stress exceeded 12.5 MPa (76.9% of the overburden pressure). In Figure 7, we also marked
the perpendicular distances from the peak front abutment stress (σf) to the working face (Lf), from the
peak side abutment stress to the face (Ls), from the face to the edge of the stress-recovered area (Ly) and
from the edge of the stress-recovered area to the lateral goaf edge (Lx).

As observed from Figure 7, when the fracture intensity increased (GSIt decreases), the mining
stress field responsed in two aspects: (1) Increase in the front abutment stress; (2) change in patterns of
stress recovery in the goaf. The simulation results of the three aspects and their behaviors are analyzed
in the following text.

The induced stress concentration ahead of the face, which is known as the front abutment stress,
is a paramount parameter for many design practices in longwall mining. As shown in Figure 7, in the
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case of GSIt = 10, which indicates that the FZ had the highest fracture intensity, the peak abutment
stress (33.0 MPa) due to mining occurred at 30.6 m ahead of the working face. With the increase in GSIt,
which indicated less tensile fracture in the rock mass, the abutment stress decreased to 28.4 MPa, but
the distance to the peak abutment stress hardly moved toward the face. In addition, the area of highly
concentrated stress ahead of the face dramatically increased with the decrease in GSIt. Because the
rock mass in the FZ was more fractured (decrease in GSIt), the massive mining-induced stress tended
to redistribute to surrounding rock mass, which resulted in more stress concentrated ahead of the face.

The stress data along the panel centerline in the goaf is shown in Figure 8 for the quantitative
analysis. The stress in the goaf gradually increased because of the compression of the overlying
strata and approached the cover pressure far behind the face. Within the first 80 m behind the face,
the recovered stress presented a negative correlation with GSIt, i.e., the cases with a high fracturing
intensity in the roof would have more stress concentrated at a certain location in the goaf. However,
this trend reversed at a certain point that was far behind the face. The aforementioned simulation
results were consistent with one another and can be well explained with the strata structural behavior
induced by mining. Numerous studies [31–33] have demonstrated that the overlying strata behave
like beams along the strike direction of the panel, as illustrated in Figure 1; applying overburden stress
to the goaf and unmined seam will break and cave with an increase in the suspending length because
of face advancing, which is called the first and periodic roof weighting phenomenon [1,34]. With the
increase in fracture intensity, the roof strata are more prone to break and cave, the suspending length
of the roof beam will reduce, which makes the strata sufficient enough to break, cave and transfer the
overburden load to loose rocks in the goaf (cases of GSIt = 10 and 30 in Figures 5 and 6). When there
are few tensile fractures in the strata, the roof beam structure has more stability. A hard-to-break beam
with large suspending length over the goaf can only apply an overburden load to the CZ at its pivot far
behind the face. This mechanism is well presented in the stress data of GSIt = 50 and 70 in Figure 6.

An interesting phenomenon was noticed from the differences in shape of the high-stress-
concentration areas in the goaf (marked with ellipses). Taking the axial length along the x-direction as
a and the axial length along the y-direction as b, the stress ellipse had a shape of a:b ≈ 1.65 when GSIt =

70 and was located at 100.9 m behind the face and 36.7 m to the lateral goaf-edge; the high-stress area
in the goaf extended more along the x-direction than along the y-direction, which indicated that the
roof beams along the dip direction of the panel (x-direction) more sufficiently caved than those along
the strike direction. When GSIt decreased, the shape and relative location of the ellipse monotonically
changed and eventually became an ellipse at 76.8 m behind the face and 63.5 m to the lateral goaf-edge
with a:b ≈ 0.88 when GSIt = 10. These results indicated that when the fracturing intensity increased, the
roof beams were prone to breaking and caving, which made the high-stress area in the goaf closer to the
face (Ly reduces from 100.9 m to 76.8 m), and the caving along the strike direction of the panel became
the dominant overlying strata movement. When GSIt was less than 50, the dominant movement caved
along the dip direction. This analysis result could also be obtained from the decrease in perpendicular
distance from the peak side abutment stress to the face (from 104.8 m to 87.6 m) when GSIt decreased.
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Figure 7. Distribution of the mining-induced vertical concentrated stress with respect to different
GSIt values.

 

Figure 8. Stress data along the panel centerline in the goaf with respect to different GSIt values.
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5. Discussion and Validation

Using a numerical approach, which can consider the fracture-induced weakening, we investigated
the fracture-weakening effect on the mining-induced stress redistribution through a parametric study
with respect to the indicator of fracture intensity in tension, GSIt. According to the analysis in Section 4,
the tensile fracture intensity in the FZ strongly affected the mining-induced stress distribution and
strata movement. Thus, this factor should not be ignored in studies related to the behaviors of the FZ,
mining-induced stress redistribution and overlying strata movement.

The numerical results of the parametric study showed an interesting and rational changing law,
which was consistent with the behaviors of the overlying strata. The changes in fracture intensity led
to different abutment stress distributions and roof caving, which contributed to the design of the shield
support in the working face.

The in situ stress measurement in longwall mining is generally difficult; there is only a small
amount of measured data in this regard [35–37]. The extreme difficulties in stress measurement in the
non-backfill goaf area [1] is due to the inaccessibility of the goaf. Even though the stress monitoring
cells can be put in the goaf, but are easily damaged by the fallen rocks. Therefore, few attempts have
successfully acquired the field stress data in the goaf and have used it to validate the numerical results.

Consequently, the studies on the mining-induced stress and its indicated overlying strata
movement often rely on empirical or analytical methods, but only few analytical models are suitable
for jointed strata. Singh and Dubey [38] proposed an expression to estimate the caving span of the
jointed roof beam structure L as follows:

L = F

√
2KRtTr

λ
(6)

where F is the orientation factor, t is the thickness of the bed, Tr is the rock tensile strength, and K and
R are the jointing factor and stratification factor, respectively, which are determined by the core study.
It was noted that K and R had a positive correlation with L. According to Singh and Dubey’s study,
a roof with more fractures would have a lower K and R. Therefore, highly jointed and fractured roof
strata would have a small caving span, which is consistent with the numerical results presented in
Section 4. Unfortunately, the study of Singh and Dubey [38] did not describe how to quantify these
parameters. Hence, at this stage, Equation (6) could not be directly used to quantitatively validate
this numerical study. However, this equation and its indicated relationship is consistent with the
trend obtained from the numerical analysis (presented in Section 4) and hereby served to validate the
present study.

According to the aforementioned analysis, the further studies on the quantitative analysis, by
means of analytical or numerical analysis, in this regard is surely need to investigate the behaviors of
mining-induced roof strata. In addition, the following instructions for applying the Tension weakening
model can be drawn: The fracture intensity of the FZ should be case-dependent in light of geological
and geotechnical conditions; differences in geological (strata lithology, thickness, properties, etc.) and
geotechnical (mining height, length of each mining cycle) conditions will lead to different extents and
intensities of the FZ. Hence, it should be estimated based on the core loggings with long roof boreholes
or back-analyzed according to field measurements.

This study focused on investigating the mining-induced roof behaviors with a newly proposed
simulation technique, and the study was carried out based on a case study with typical geological
conditions of underground coal mines. The results of this study may vary with the geological structures
and mechanical properties of strata, the sensitivity analysis of different structures and hence these
properties will be investigated in future studies.
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6. Conclusions

The mining-induced surrounding strata behaviors are characterized into caved zone consolidation
and fractured zone development, and their extents and mechanical behaviors have been analyzed and
quantified. Accordingly, a numerical modeling approach was proposed by considering the caved zone
consolidation and tension-induced fracture-weakening in the fractured zone.

Based on the geological and geotechnical conditions of a study site, a 3D numerical model was built
with FLAC3D, and the mechanical properties of the caved zone material were obtained from the back
analysis. Extensive rock mass tensile failure occurred in the fractured zone after the retreat-longwall
mining began.

To investigate the fracturing weakening effect on the mining-induced stress redistribution and
strata movement, a parametric study with respect to various tensile fracturing intensity parameters
was conducted. The numerical results showed that the tensile fracture intensity had a notable effect
on the mining-induced stress distribution in two aspects: (1) Increase in peak and area of the front
abutment stress; when the rock mass in the FZ became more fractured, the massive mining-induced
stress tended to redistribute to the surrounding rock mass, which resulted in higher stress concentrated
ahead of the face; (2) variation in the patterns of stress recovery in the goaf. The stress data obtained
from the numerical simulation represent and help to back-analyze the behaviors (failure, movement)
of the overlying strata. The high stress on the coal seam indicated that the strata lay on and transferred
loads to the seam, whereas a low stress indicated the detachment between the seam and the suspending
strata. With the increase in fracture intensity, the roof strata were more prone to break and cave, and
the suspending length of roof beam would decrease, which made the strata sufficiently break, cave
and transfer the overburden load to loose rocks in the goaf; the caving along the strike direction of the
panel became the dominant overlying strata movement. In the case of strong and intact overlying
strata with few tensile fractures, the dominant movement caved along the dip direction.

Considering the fracturing intensity in tension and its induced weakening effect on the rock mass,
this study provides a novel simulation approach for studies on the behaviors of the fractured zone,
mining-induced stress redistribution and overlying strata movement. According to the simulation
results, the tensile fracture intensity in the FZ has a notable effect on the mining-induced stress
distribution and strata structural movement. Thus, this factor should not be ignored in studies related
to the behaviors of the FZ, mining-induced stress redistribution and overlying strata movement. Based
on a proper estimation or back analysis on the roof fracturing state, this presented study and modeling
approach can contribute to multiple research areas (such as the shield support design, panel layout
and roof water-permeability estimation) when extensive tensile failure is expected in the fractured
zone, such as the design of shield support in the working face and panel layout.
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Featured Application: The result of laboratory imaging of the embedment phenomenon may be

one of the preliminary assessments of the effectiveness of hydraulic fracturing at the design stage.

Abstract: This paper concerns the effect of proppant embedment related to hydraulic fracturing
treatment. This phenomenon occurs if the strength of a dry reservoir rock is lower than that of
proppant grains. The aim of this research was the laboratory determination of the loss of width
of the proppant pack built of light ceramic grains. A laboratory simulation of the embedment
phenomenon was carried out for a shale rock on a hydraulic press in a heated embedment chamber
specially prepared for this purpose. Tests were conducted at high temperature and axial compressive
stress conditions. The surfaces of cylindrical core plugs (fracture faces) were imaged under an
optical microscope equipped with 3D software. The fracture faces were examined and compared
before and after the embedment phenomenon. Analysis of the obtained images of the fracture face
was done, based on a research method of the embedment phenomenon developed at the Oil and
Gas Institute—National Research Institute. On the basis of the laboratory tests, the parameters
characterizing the embedment phenomenon were defined and discussed. In addition, the percentage
reduction in the width of the proppant pack was determined.

Keywords: embedment; shale rock; proppant pack; fracture width

1. Introduction

Hydraulic fracturing is one of the main methods for stimulating unconventional hydrocarbon
reservoirs. In the case of shale formations, which are characterized by increased content of clay minerals,
for intensification treatments to be effective, numerous fractures and cracks should be created [1–7], as
shown in Figure 1 [2,8–10].

The producing formation is fractured using hydraulic pressure, and then proppants are pumped
into the fractures with a fracturing fluid [11]. The industry has been making use of slickwater, where the
proppant transport is governed by the high velocity of the injected water, unlike polymer-based fluids
for which the transporting mechanism is based on viscosity [12]. The literature [12–14] has reported
a significant use of hybrid technologies that combine slickwater and polymer fluids. In hydraulic
fracturing, energized fluids are also used (fluids with one compressible component such as nitrogen
or carbon dioxide) [15]. The use of a gas component helps to reduce the hydrostatic pressure. It also
supports wellbore and fracture clean up. Polymer-based fluids are still the most commonly used type
of fracturing fluids [12]. The material used for proppants can range from natural sand grains called frac
sand and resin-coated sand to high-strength ceramic materials and resin-coated ceramic materials [11].
The typical proppant sizes in shale reservoirs hydraulic fracturing are generally between 30 and 50
mesh (from 0.300 mm to 0.600 m) and between 40 and 70 mesh (from 0.212 mm to 0.420 mm).

Appl. Sci. 2019, 9, 2190; doi:10.3390/app9112190 www.mdpi.com/journal/applsci159
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Figure 1. Visualization of numerous fractures and microcracks that allow an absorbed gas to be release
from the shale rock.

Numerous fractures and cracks created in shale formations are characterized by low width and
large values of the stimulated reservoir volume (SRV). It must also be pointed out that a proper
selection of the proppant should ensure high conductivity of the whole generated system of fractures
distributing the proppant to the furthest parts of the fractures [11,16,17]. Apart from the way by which
the proppant is transported and placed in the fractures, the phenomena presented in Figure 2 have a
significant influence on the effective packaging of fractures with the proppant [10,17]. This occurs after
the treatment, when compressive stress closes the fracture on the proppant.

 
Figure 2. The phenomena influencing the effective packaging of a fracture and the achievement of
high conductivity.

The proppant embedment phenomenon presented in this model causes the decrease of the width
Wf of the created fracture (Figure 3) [7,10,18–21] and an increase in the damage of the fracture face,
which results in a decrease of its permeability and conductivity [22–25].
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Figure 3. The effect of the embedment phenomenon on the width of a packed fracture for various
proppant surface concentration.

For many years, a number of laboratory tests, imaging tests, and mathematical modeling of
the embedment phenomenon have been performed. They are constantly being modernized as the
capabilities of hardware and software increase.

In a research project [23], the fracture surface strength and fracture conductivity for American
shale reservoirs (Barnett, Haynesville, Marcellus) were studied, and the kneading depth of small
proppant grains into the fracture face was determined [23,26]. In the mentioned study, long-term
conductivity of the dry and pre-saturated fracture was determined.

A study of proppant embedment in shales and its effect on hydraulic fracture conductivity is
present also in the literature [4]. It described the relations between rock mineralogy, mechanical
properties, fluid composition, and proppant embedment. Initial results showed a close correlation
between the amount of proppant embedment at a given stress and the rock stiffness, which is affected
by its mineral content, mainly, the amount and type of clay minerals. These correlations are used
to predict the amount of conductivity loss due to proppant embedment in different unconventional
reservoirs [4].

Another study [27] presents proppant embedment, which occurs in rock formations and can
result in rapid decline of hydrocarbon production. These studies highlight the importance of the creep
phenomenon (a function of confinement and temperature), of the percentage of clay content, and of
the surface roughness in proppant embedment. Other parameters, such as time, temperature, and
fracture fluid, can also impact the rate of proppant embedment. Also presented are numerical and
analytical models representing proppant embedment [27].

The purpose of the laboratory tests presented in this paper was to determine the quantities
characterizing the embedment phenomenon for dry polish shale rock (i.e., the total depth and width
of the dents of proppant grains in the fracture face). The obtained values allowed to determine the
percentage damage of the surface of the fracture face, the fracture width packed with proppant, and
the percentage reduction in the fracture width, under given conditions at high temperature and axial
compressive stress. The analyses of the obtained images of the fracture face were done on the basis of
the research method of the embedment phenomenon developed at the Oil and Gas Institute-NRI.

2. Materials and Methods

2.1. Characteristics of the Reservoir Rock and Proppant Material Used for Testing

Shale rock (Figure 4a) containing 47.7% of clay minerals was used for testing. The content of quartz
amounted to 24.4%, that of carbonates to 14.2%, and that of other components to 13.7%. A lightweight
ceramic proppant 30/50 mesh (Figure 4b) with a grain size from 0.600 to 0.300 mm was used as the
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proppant material. The mean diameter of the proppant grains was 0.450 mm. The roundness and the
sphericity of the grains was 0.9, the bulk density was 1.51 g/cm3.

  
(a) (b) 

Figure 4. Materials used for testing: (a) Shale rock; (b) Proppant.

2.2. Methodology for Studying the Embedment Phenomenon

The research methodology developed in the Oil and Gas Institute – NRI was used [7,10,20,21,28].
It allowed an initial determination of the primary roughness of the fracture face. It was determined for
several selected areas, and then the average roughness was calculated from the roughness profiles
along the selected measurement sections. The method of determination of the surface roughness and
the measurements are presented in Figure 5 [7,10,20,21]. Equation (1) was used [7,10,20,21,28].

R =

∑n
i=0 Hpi +

∑n
i=0 Hvi

np + nv
(1)

where R is the roughness of the profile surface along the measurement section (mm), Hp is the peak
height (mm), Hv is the valley depth (mm), np is the total number of peaks (-), nv is the total number of
valleys (-).

Figure 5. An example of the surface roughness profile along the measurement section for the selected
area on the surface of the fracture face.

The average primary roughness Ra for the entire surface of the fracture face was determined as an
arithmetic average of the roughness of the profiles determined for the individually selected areas.

Laboratory simulation of the embedment phenomenon consisted of placing a proppant between
two cylindrical core plugs and then exposing it to the set axial compression stress, at the set temperature,
for the set period of time (Figure 6a,b) [7,10,21,22].
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(a) (b) 

Figure 6. Test unit: (a) Arrangement of cores and proppant into the chamber; (b) Hydraulic press with
heating chamber for the simulation of the embedment phenomenon.

The amount of the proppant material needed to pack the fracture and obtain the specified surface
concentration was determined according to Equation (2) [10,28,29]:

mp = A f ·10−1·C (2)

where mp is the weight of the proppant (g), C is the surface concentration of the proppant (kg/m2), Af is
the surface area of the fracture face subjected to compression stress (cm2).

The analysis of the fracture face after simulation of the embedment phenomenon consisted in the
determination of the average depth of embedment of the proppant grains and of the damage of its
surface. The method of determination of embedment depth and damage of the fracture face along the
measurement section is presented in Figure 7 [7,10,20,21,26] and in Equation (3) [7,10,20,21,28].

He =

∑n
i=0 Hei

ne
(3)

where He is the average depth of proppant embedment in the fracture face of the profile along the
measurement section (mm), Hei is the valley depth (embedment of a proppant grain in the fracture
face) (mm), ne is the total number of valleys (embedment of proppant grains in the fracture face) (-).

Figure 7. Sample profile of the depth and width of grain embedment (valleys) along the measurement
section in the selected area, on the surface of the fracture face.

The total average depth Het of proppant embedment in the fracture faces (rock), expressed in mm,
was determined according to Equation (4) [7,10,20,21,28]:

Het = HeT.a + HeB.a (4)
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where He.T.a is the average depth of proppant embedment in the top fracture face, corresponding to the
arithmetic average of the obtained values for individually specified areas (mm), He.B.a is the average
depth of proppant embedment in the bottom fracture face, corresponding to the arithmetic average of
the obtained values for individually specified areas (mm).

The percentage damage of the fracture surface (PDWe) for the profile, along the measurement
section was determined according to Equation (5) [7,10,20,21], expressed in (%):

PDWe =

∑n
i=0 Wei

L
·100 (5)

where Wei is the valley width, i.e., the embedment of a proppant grain in the fracture face (mm), and L
is the length of the measurement section (mm).

The total percentage damage of the fracture surface PDWet (embedment of the embedding proppant
grains on the surface of the fracture faces) was determined according to Equation (6) [7,10,20,21],
expressed in (%):

PDWet =
PDWeT.a + PDWeB.a

2
(6)

where PDWeT.a is the average percentage damage of the surface of the top fracture face (rock),
corresponding to the arithmetic average of the obtained values for individually specified areas (%),
and PDWeB.a is the average percentage damage of the surface of the bottom fracture face (rock),
corresponding to the arithmetic average of the obtained values for individually specified areas (%).

The effect of the embedment phenomenon on the effective width of the fracture packed with
proppant after exposure to axial compression stress was determined using Equations (7) and (8) [7,10,
20,21,28]:

W f = W fm −Het (7)

where Wf is the fracture width packed with proppant, taking into account the embedment phenomenon
(mm), and Wfm is the maximum fracture width packed with proppant, without the occurrence of the
embedment phenomenon (mm).

The percentage reduction of the fracture width (PRWf) packed with proppant, taking into account
the embedment phenomenon, was determined according to Equation (8) [7,10,20,21], expressed in (%):

PRW f =
Het

W fm
·100 (8)

The maximum width Wfm of the fracture packed with proppant, without the occurrence of the
embedment phenomenon, was determined according to the research procedure previously mentioned
in this paper. The only difference was the use of cylindrical steel plugs instead of cylindrical core plugs,
which have a steel hardness of more than 43 on the Rockwell C scale (HRC). The maximum width
Wfm of the fracture packed with proppant was measured throughout the testing with the use of an
LVDT (Linear Variable Differential Transformer) device. LVDT readings took into account the amount
of deformation of the test unit (i.e., hydraulic press, measuring chamber, and steel plugs) under the
specified conditions of axial compressive stress and temperature.

3. Execution of a Laboratory Simulation of the Embedment Phenomenon and Analysis of the
Obtained Test Results

The tests were performed on cylindrical core plugs with a diameter of 2.54 cm. Firstly, the average
primary roughness Ra of the entire surface of the core plug face (for the top and bottom fracture face),
presented in Figure 7, was determined according to the test procedure described in the previous part
of the paper. It was determined as an arithmetic average of two selected areas on the face of the tested
core plug, from one profile running across the tested area. These tests were performed using an optical
microscope (Figure 8), and the results are presented in Figures 9 and 10.
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Figure 8. Optical microscope with 3D software.

 
(a) (b) 

Figure 9. Surface of the core plug sample with a diameter of 2.54 cm before the embedment test: (a)
Top; (b) Bottom.

(a) 

(b) 

Figure 10. Determination of the primary roughness of the core plug face (fracture faces): (a) Top;
(b) Bottom.
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The average primary roughness Ra of the entire face of the top core plug amounted to 0.00066 mm
+/− 0.00015 mm. For the bottom core plug, it amounted to 0.00033 mm +/− 0.00007 mm.

Next, a laboratory simulation of the phenomenon of proppant embedment in the fracture faces,
on the test unit presented in Figure 6, was carried out.

The test conditions are presented in Table 1.

Table 1. Conditions for the tests no. 1 and no. 2.

Conditions for Test

Temperature, (◦C) 70.0

Surface concentration of proppant, (kg/m2) 2.44
Compressive stress, (MPa) 48.3

Exposure to the defined compressive stress, (hours) 6

The result of test no. 1 is presented in Figures 11–13 and in Tables 2 and 3.

  
(a) (b) 

Figure 11. Surface of the core plug sample with a diameter of 2.54 cm after the embedment test: (a)
Top; (b) Bottom.
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(a) 

 
(b) 

Figure 12. Average depth HeT.a and average percentage surface damage PDWeT.a for the top core plug
(Test 1): (a) Area 1; (b) Area 2.
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(a) 

 
(b) 

Figure 13. Average depth HeB.a and average percentage surface damage PDWeB.a for the bottom core
plug (Test 1): (a) Area 1; (b) Area 2.
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Table 2. Total average depth of proppant embedment in the fracture faces—Test no. 1.

Fracture
Face

No. of the
Tested
Area

Surface
Area

(mm2)

Average
Measurement

Section Length
(mm)

Total
Measurement

Sections
Length (mm)

He (mm) Hea (mm) Het (mm)

Top
1 7.2188 2.8230 11.2919 0.0141

0.0170
0.0254

2 6.8904 2.6717 10.6866 0.0200

Bottom
1 6.8251 2.6658 10.6632 0.0065

0.0084
2 6.9765 2.6620 10.6481 0.0102

Table 3. Average percentage damage of the fracture surface—Test no.1.

Fracture Face
No. of the

Tested Area
We (mm) PDWe (%) PDWea (%) PDWet (%)

Top
1 1.9268 17.1

19.2
17.1

2 2.2712 21.2

Bottom
1 1.5250 14.3

14.9
2 1.6647 15.6

Test no. 2 was performed in order to determine the maximum achievable width of the fracture
packed with a light ceramic proppant without embedment. The test took into account the width
reduction which can occur as a result of proppant crushing and proppant grains rearrangement within
the fracture. The conditions of test no. 2 are presented in Table 1. In test no. 2, cylindrical core plugs
were replaced with cylindrical steel plugs.

After 6 hours of exposure to the defined axial compressive stress, a maximum fracture width Wfm
of 1.514 mm was obtained.

The uncertainty of the estimated width of the fracture packed with proppant was determined on
the basis of the accuracy of the LVDT fracture gauge +/- 0.001 mm. The uncertainty of the estimated
total average depth of proppant embedding in the fracture faces was determined on the basis of the
standard deviation from the average value. The parameters of the fracture effectively packed with the
proppant are presented in Figure 14.

 

Figure 14. Parameters of the fracture effectively packed with the proppant for cylindrical steel plugs
and shale rock.
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In addition, an attempt was made to simulate the effect of embedment on an effectively packed
fracture with only one proppant layer. The maximum fracture width, corresponding to the average
diameter of the tested proppant grains, amounting to 0.450 mm, was used for the calculation. It was
assumed that the value of the average depth of proppant embedment Het and surface damage PDWet,
were equal to the values obtained in test no. 1. The results of this analysis are presented in Figure 15.

 

Figure 15. Parameters of the fracture effectively packed with the proppant for shale rock packed with
one layer of proppant (grains size from 0.600 to 0.300 mm).

4. Discussion

Measurements were performed for a light ceramic proppant consisting of grains with size from
0.600 to 0.300 mm, with a low surface concentration of proppant of 2.44 kg/m2 (several layers of
proppant grains), and axial compression stress of 48.3 MPa for 6 hours at 70 ◦C. The average diameter
of the proppant grains was 0.450 mm. The tested dry shale rock was characterized by:

1. On the basis of the analyzed embedment profiles, it was concluded that 17.1% of the total surface
was damaged by the proppant grains.

2. The total depth of proppant embedment in the fracture faces was 0.0254 mm.
3. The obtained width of the fracture was 1.489 mm, therefore 1.7% less than the maximum achievable

fracture width, which could be 1.514 mm, for the specified test conditions.

For the additionally simulated maximum fracture width (0.450 mm), corresponding to only one
layer of the tested proppant, a decrease of the maximum fracture width by 5.6% was obtained. In this
case, the depth of the proppant embedment of 0.0254 mm was used for the calculation. The final width
of such packed fracture was 0.425 mm.

The size of the fracture width determines the flow of hydrocarbons through the fracture packed
with proppant grains to the wellbore.

The tested dry shale rock allowed to maintain the width of the packed fracture in order for
hydrocarbons to flow.

Test results indicate that the developed method of measurement may be used for preliminary
assessments when choosing the proppant type and fracturing fluid for hydraulic fracturing of
unconventional reservoirs, especially shale rocks.
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Abstract: This paper presents an experimental investigation on chemical grouting in a permeated
fracture replica considering its roughness. Tests of grouting with flowing water in the fracture replica
were carried out under different Bardon’s standard roughness profiles. The interactions between
influential factors were considered and an experimental platform for grouting in rough fractures
with flowing water was established. The effect of chemical grouting in fractures with flowing water
was investigated using orthogonal experiment. The joint roughness coefficient (JRC), the initial
water flow rate, the gel time, and the fracture opening were selected as factors in the orthogonal
experiment. The results show that there is a positive correlation between the water plugging rate
and JRC, and negative correlations between the water plugging rate and the initial water flow rate,
gel time, and fracture opening. The change curve of the water flow rate is divided into three categories:
Single platform decreasing type, double platform decreasing type, and multi-peak fluctuating type.
The curve of seepage pressure contains three categories: Single peak type, multi-peak type and
platform type. The results provide a reference for grouting in rock fractures.

Keywords: chemical grouting; fracture; flowing water; water plugging rate; joint roughness coefficient

1. Introduction

The problem of water inrush with fracture rock mass seriously affects underground engineering.
Grouting technology has become an important method for the prevention and governance of water
inrush disasters. It is very necessary to enhance the research on the effects of grouting and water
plugging with flowing water.

Abundant achievements have been acquired in grouting technology. Grouting technology is
widely used to control water inrush during the construction of tunnels and mines. Grouting plays an
important role in mining because fractures are often caused by water inrushes [1], but grouting in rock
fractures with dynamic water is still a challenge for engineers [2].

The geological conditions of grouting in rock mass with fractures are complex, therefore, the factors
that influence the grouting sealing effect in fractures are varied, for example, the density of joints,
fracture opening, grouting materials, flowing water, etc. Many grouting experiments have been carried
out in the field and laboratory, and many factors should be considered during grouting. Grouting
materials can be divided into multiple categories, and cement grout and chemical grout are the mainly
grouting materials used in grouting engineering.

The grouting areas often fracture with flowing water. Meanwhile, the pressure of underground
water will increase with the difficulty involved in grouting [3]. The flowing water in fractures also affects
the grout diffusion, and the flowing water also reduces the strength of adjacent clay [4]. Visualization
of grout propagation is achieved through laboratory experiments, using the grout diffusion distance
and the shape of grout diffusion as the main research objects. The propagation length of cement
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grout has positive correlations with the water flow rate and grouting pressure [1], and methods for
calculating the diffusion distance of slurry have been proposed [5,6]. To study the shape of grout
diffusion, Li proposed the U-shaped diffusion theory of cement grouting in a single plate fracture
with flowing water [7]. Zhang compared the diffusion law of chemical grouting under static water
and flowing water and found that the diffusion shape of grout is nearly round under static water
conditions [8].

The goal of grouting is to seal the fracture and block water, and it can be used to improve the shear
strength of rock joints [9]. Kohkichi discussed the grouting effects of rock masses by situ experiments
and determined that grouting can improve the deformability of rock mass [10]. Chemical grouting
was simulated in a model of an indoor coal mine shaft by Wang [11], and grout propagation in soils
was determined. Sui investigated the changes in seepage pressure and the grout diffusion law in a
plate fracture with flowing water, and determined the relationships among the water flow velocity,
gel time, aperture width, and sealing effect of grout [12]. Liang investigated the sealing effect of
chemical grouting in an inclined fracture with water and sand, the results showed that grouting plays
an important role in controlling the sand and water [13]. In addition, grouting pressure plays an
important role in grouting and is a crucial factor for grouting results [14].

However, the natural fracture surfaces are rough in actual grouting projects. The roughness is
one of the basic characteristics of rock masses. The concept of the roughness coefficient of structural
surfaces was presented by Bardon [15], and the roughness of fractures was divided into 10 grades
by Bardon [16] according to the degree of fluctuation, where the joint roughness coefficient (JRC)
values were from 0 to 20. Therefore, enhancing research on grouting in rough fractures is necessary.
This paper investigated chemical grouting in rough fractures with flowing water, which has a good
correlation between theory and actual engineering.

2. Materials and Methods

2.1. Grouting Materials

Experiments were conducted to study flowing water grouting in fractures with different roughness.
Modified urea formaldehyde resin (liquid A) and oxalate acid (liquid B) were chosen as grouting
materials. These materials are widely used in underground engineering in China. This study mainly
investigated the rheological properties of grout. The gel time was used as the chief index of the
rheological properties of grout. It was adjusted by adjusting the ratio of liquid A to liquid B. The gel
time of the grout was defined as when the fluidity of the liquid A to liquid B was lost. The ratio of
liquid A to liquid B was 1:1. The gel time of the grout was controlled by changing the concentration of
liquid B. Figure 1 shows the relationship between the gel time and the concentration of oxalic acid in
liquid B.

Figure 1. The relationship between gel time and the concentration of oxalic acid in liquid B.
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The result shows that the gel time decreased as the oxalic acid’s concentration increased. The gel
time ranged from 20.7 to 83.6 s. Figure 2 shows the relationship between the viscosity of chemical grout
and time measured by viscometer with different proportions of oxalic acid in liquid. The viscosity of
the chemical grout increases over time, and the higher the proportion of oxalic acid in liquid B was,
the faster the viscosity increased. The viscosity changed slightly before the chemical grout solidifies.
The viscosity increased rapidly after solidification of the chemical grout.

 
Figure 2. Curve of viscosity versus time under different proportions of oxalic acid in liquid B.

Figure 3 shows the effect of different proportions of oxalic acid in liquid B on the gel shear
resistance. The gel shear resistance increased with time, and the higher the concentration of the liquid
was, the faster the gel shear resistance increased.

 
Figure 3. Curve of gel shear resistance versus time under different proportions of oxalic acid in liquid B.

2.2. Method of Generating the Fracture Replica

There are two representative methods to generate fracture replica: Numerical and physical.
One of the numerical methods is the exponential variogram, which can be used to characterize the
heterogeneity and anisotropy of fractures media as an effective method for studying permeability.
However, normal transformation increases the degree of heterogeneity of fracture media. Another
method is the self-affine surface, which can be used to simulate the form of a fracture. Three fractures
were numerically simulated and the power-law fluid flow in rough fracture was researched by
Lavrov [17] using this method. An isotropic self-affine fractal method was used to simulate the aperture
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fluctuations, and a numerical model of rough fractures was established to describe a single-phase
viscous flow in rough fractures in the work of Meheust [18]. In terms of physical methods, Scesi and
Gattinoni used a cement layer and Bardon’s roughness profiles to prepare sample for permeability
testing [19]. This method was adopted to make fracture replicas with different roughness in this paper.
The system used on simulated rough fractures was composed of a PC board, a model box, and a rough
fracture, which was made from cement mortar. Grade C25 strength Portland cement with river sand
with a particle size of less than 0.1 mm were used in a ratio is 1:3 as the materials to simulate rough
fracture. The ratio of water to cement was 1:0.5. This was mixed with river sand form cement mortar.
The cement mortar was poured into the model box and the surface was pave. This was maintained for
two hours. The steel plates were cut into the shapes of Bardon’s standard roughness profiles using
laser cutting technology. The surface of the cement mortar was scraped with the steel plate to form
a standard roughness fracture surface. Figure 4 shows the steel sheets with the Bardon’s standard
roughness profiles. Figure 5 shows the rough fracture simulation model.

 

Figure 4. Steel sheets with Bardon’s roughness profiles.

 

Figure 5. The roughness fracture simulation model.

2.3. Experimental Device

The platform used for chemical grouting in the rough fracture with flowing water was assembled
in the laboratory. Figure 6 shows the experimental device, which consisted of a stable water head
system (labeled 1 in Figure 6), the simulated fracture (2), a grouting pump (3), pore pressure transducers
(4), a data acquisition instrument (5), a weighing system (6), an image acquisition system (7), and a
computer (8).
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Figure 6. Picture of the experimental device. 1—Stable water head system; 2—the simulated fracture;
3—grouting pump; 4—pore pressure transducers; 5—data acquisition instrument; 6—weighing system;
7—image acquisition system; 8—computer.

The stable water head system was used to provide a constant flow of water by adjusting the height
of the head to control the water velocity. The height of the water head remained constant during the
grouting process. The same volumes of liquid A and liquid B were poured into the grouting pumps.
Next, the grouting pumps were connected with the grouting hole through the PU tube. There were
seven holes on the bottom plate of the model, including one grouting hole and six transducer holes.
Figure 7 shows the layout chart and physical map of each transducer. A rectangular coordinate system
was established, and the position of the grouting hole was defined as the origin. The flow direction was
defined as the X forward direction, and four pressure measuring holes were arranged in the direction
of the X axis, which were located at −10 cm, +10 cm, +20 cm, and +30 cm away from the grouting hole,
respectively. There were two pressure measuring holes along the Y axis that were located at a distance
from grouting hole of 7.5 cm in each direction. An inlet hole and an outlet hole with an inner diameter
of 10 mm were put onto the side wall of the model. The inlet hole was connected with the stable
water head system. The data acquisition instrument collected the seepage pressure data in real time.
The internal size of the model box used to simulate the rough rock fracture was 50 cm × 30 cm × 10 cm.

  

Figure 7. The layout chart and physical map of each transducer.

2.4. Similarity Theory and Criterion

In the process of grouting with flowing water in rock mass fractures, the movement of grout and
water is an interaction among the rock mass, groundwater and grouts. The viscous and rheological
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properties of grouts are different from those of water. The grouting process in rock mass fractures is
very complicated, and similarity criteria for fluid mechanical models should be considered.

Inertia force affects the flow directly, while the pressure, viscous force and gravity affected the
fluid as external forces. So, the proportional relationship of forces should be compared with the inertia
force [20,21]. According to dynamic similarity, it can be obtained that:

F = ma = ρVa = ρl3 × l
T2 = ρl4T−2 = ρl2u2 (1)

K =
ρplpup

ρmlmum
= λpλ

2
l λ

2
u (2)

K = 1 (3)

(Ne)p = (Ne)m (4)

where p is the prototype; m is the model; l is the length; ρ is the density; u is the velocity; K is the
similarity index; Ne is the Newton number.

The Newton number of the model was equal to that of prototype, which ensured power similarity.
The fracture can be classified as follows; widening fractures (fracture width > 5 mm), opening

fractures (3–5 mm), micro-tensioning fractures (1–3 mm) and closing fractures (<1 mm). The aperture
widths simulated in this paper was 2, 3, 4 and 5 mm. This means that the similarity of the fracture was
1:1, which is a full-scale model.

2.5. Design of Experiment

Considering the diversity of the factors that affect the grouting effect and based on our previous
research, the roughness of fracture (JRC) (A), initial water flow rate (B), gel time (C), and fracture
opening (D) were selected as the studied factors in the experiment. An orthogonal experiment with
four factors and four levels was used.

The length of the Bardon’s standard roughness profiles was 10 cm in the horizontal direction,
and each profile was copied four times in the direction of the length. Then, standard roughness profiles
of 50 cm length were formed. Steel plates were used to simulate 10 Bardon’s standard roughness
profiles, and four steels were selected as the research objects based on the degree of fluctuation, which
included the JRC values of 2–4, 6–8, 12–14, and 18–20.

By adjusting the height of the water head to control the initial water flow rate, it was ensured that
the tank with the stable water head device was always full of water during the experiment. Water was
collected from outlet into the cylinder and the time and volume were recorded. The velocity of water
flow was determined by calculating the volume of water across the fracture over time. Initial water
flow speeds of 0.4, 0.8, 1.2, and 1.6 cm/s were selected as the four levels.

In this paper, gel times of 36.5, 46.7, 60.2, and 83.6 s were chosen as the different levels.
The concept of equivalent opening was introduced to maintain the consistency of fracture opening

in the tests. Zheng put forward the concept of “equivalent hydraulic opening” based on the fracture
dip angle and azimuth angle [22]. The equivalent fracture opening was determined by measuring the
excess water flow across the rough fracture surface. The equivalent fracture opening levels selected
were 2, 3, 4, and 5 mm.

The four factors and four levels used in the experiment are shown in Table 1.

178



Appl. Sci. 2019, 9, 2762

Table 1. The four factors and four levels used in the experiment.

Level
The Roughness of
Fracture (JRC) A

Initial Water Flow
Rate (cm/s) B Gel Time (s) C Fracture Opening

(mm) D

1 2–4 (A1) 0.4 (B1) 36.5 (C1) 2 (D1)
2 6–8 (A2) 0.8 (B2) 46.7 (C2) 3 (D2)
3 12–14 (A3) 1.2 (B3) 60.2 (C3) 4 (D3)
4 18–20 (A4) 1.6 (B4) 83.6 (C4) 5 (D4)

The orthogonal array for chemical grouting in a rough fracture with flowing water is shown in
Table 2.

Table 2. Orthogonal array for chemical grouting in a rough fracture with flowing water.

Trial No.
Symbol for

Trial

Factors and Levels

The Roughness of
Fracture (JRC) A

Initial Water
Flow Rate
(cm/s) B

Gel Time (s) C
Fracture

Opening (mm)
D

1 A1B1C1D1 2–4 0.4 36.5 2
2 A1B2C2D2 2–4 0.8 46.7 3
3 A1B3C3D3 2–4 1.2 60.2 4
4 A1B4C4D4 2–4 1.6 83.6 5
5 A2B1C2D3 6–8 0.4 46.7 4
6 A2B2C1D4 6–8 0.8 36.5 5
7 A2B3C4D1 6–8 1.2 83.6 2
8 A2B4C3D2 6–8 1.6 60.2 3
9 A3B1C3D4 12–14 0.4 60.2 5
10 A3B2C4D3 12–14 0.8 83.6 4
11 A3B3C1D2 12–14 1.2 36.5 3
12 A3B4C2D1 12–14 1.6 46.7 2
13 A4B1C4D2 18–20 0.4 83.6 3
14 A4B2C3D1 18–20 0.8 60.2 2
15 A4B3C2D4 18–20 1.2 46.7 5
16 A4B4C1D3 18–20 1.6 36.5 4

3. Tests Results and Analyses

3.1. Grout Propagation Process

Sixteen groups of experiments were carried out at room temperature (22 degrees), and the whole
process of grout diffusion was recorded. Five sets of test images were selected as the representatives
for the analysis. Figure 8a presents the grout diffusion process for the condition JRC = 2–4. In this case,
the fluctuation of the simulated rough fracture was smaller. The diffusion process could be divided
into two stages: Near circular diffusion and the whole passage near rectangular stage. The first stage
lasted for 100 s, and the same slurry diffusion distance was formed in each direction. The next stage
was sustained from 100 to 280 s, after grouting for 100 s, the grout began to spread to the boundary.
Afterwards, in the direction of the X axis, with the scouring effect of water flow, the velocity of grout
diffusion in the direction of flow became faster than that in the direction of the reverse flow. In the
direction of the Y axis, the diffusion distance was basically the same in the direction of the vertical flow.
Figure 8b shows pictures of the grout diffusion in trial No.6, where the grout diffusion was similar to
that in trial No.3. The gel time was the shortest as a result of the grout solidifying quickly. At 120 s,
a water gushing channel was formed under the inrush of water. A compete grout diffusion process
was reached with continuous grouting. Figure 8c presents pictures showing the fair effect of water
plugging. The grout was washed away easily since the rate of the initial water flow was the fastest,
and the grout was taken away by water to the outlet. The grout also did not spread to the boundary.
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Figure 8d shows images of the grout diffusion in test No.13 with simulation of a rough fracture of
JRC = 18–20. The maximum fluctuation degree increased the resistance of grout diffusion. The grout
spread along the direction of the Y axis first. Then, it began to expand across the rough fracture with
the increase of grouting pressure and finally reached the boundary of the model. Figure 8e presents
the grout diffusion in trial No.14, which had the best sealing effect in orthogonal experiment, and the
whole fracture was filled with grout. The process of grout diffusion was similar to that trial No.13.

     
(a) (b) (c) (d) (e) 

Figure 8. Images of grout diffusion along rough fracture. (a) Trial No.3. (b) Trial No.6. (c) Trial No.12.
(d) Trial No.13. (e) Trial No.14.

3.2. Analysis of the Grouting Seepage Pressure in the Rough Fracture

A series of curves was acquired on the basis of the data from the pressure sensors in the orthogonal
experiment. The curves of seepage pressure had good regularity, the seepage pressure change curve
in the orthogonal experiment on grouting in a rough fracture with flowing water were divided into
“single peak types”, “multi-peak types”, and “platform types”. The change curves of seepage pressure
were divided into three types, which are shown in Figure 9.
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(1) “Single peak type” change curve of seepage pressure

The basic characteristics of the “single peak type” are shown in Figure 9a. By regulating the
velocity of the flowing water to the level of the test, the model of the simulated rough fracture became
full of water. After starting grouting, the grout diffused to the measuring point during the prophase of
grouting, and the seepage pressure had little change in this process. The grouting pressure increased
with the consolidation of grout, and the seepage pressure reached the peak value while the grout filled
the whole fracture. Then, the seepage pressure began to decrease after the grouting ended.

(2) “Multi-peak type” change curve of seepage pressure

The seepage pressure field of trials No.2, No.6, No.7, and No.13 in the orthogonal experiment
belonged to the “multi-peak type” change curve of seepage pressure. Representatives of the “multi-peak
type” are shown in Figure 9b,c. The basic features of the “multi-peak type” were as follows: The grout
was diffused under grouting pressure and flowing water. The seepage pressure increased to the peak
value as time went by, and the fracture began to be blocked by the grout at the same time. Then,
the seepage fracture declined since the grout had not been condensed completely, and this was washed
away by flowing water. Afterwards, this process repeated until the grout plugged up the fracture
completely, and this led to a multi peak value.

(3) “Platform type” of the seepage pressure change curve.

There were five groups with the “platform type” change curve of seepage pressure in the
orthogonal experiment: Trials No.4, No.8, No.9, No.15, and No.16. A typical “platform type” change
curve of the seepage pressure is shown in Figure 9d. The seepage pressure increased to the first peak
value in early grouting. Then, the value had little change for a period of time. The reason for this
phenomenon was that the grout did not spread to the whole fracture. Chemical grout spread to each
measurement point first. After that, the grout diffused to the boundary of the fracture and the seepage
pressure showed little change in the meantime. After the grout spread to the boundary, the passage of
water was blocked which caused the seepage pressure to rise. With the end of grouting, the value of
seepage pressure started to fall.

  
(Trial.No.14—A4B2C3D1) (Trial.No.7—A2B3C4D1) 

(a) (b) 

Figure 9. Cont.
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(Trial.No.2—A1B2C2D2) (Trial.No.9—A3B1C3D4) 

(c) (d) 

Figure 9. The types of seepage pressure change curves. (a) “Single peak type” of seepage pressure.
(b) “Multi-peak type” of seepage pressure. (c) “Multi-peak type” of seepage pressure. (d) “Platform
type” of seepage pressure.

3.3. Analysis of the Change in the Water Flow Rate during the Grouting

Grout and water flowed out through the outlet to the weighing platform during the grouting and
flowing water rate changed constantly. The change in the water flow rate was monitored at all times
by using a camera. The flow change was expressed by the variation in the platform scale number.
The change curve of the flowing water rate in the orthogonal experiment can be divided into three
categories: “Single platform decreasing type”, “double platform decreasing type”, and “multi-peak
fluctuating type”. The change curve of the flowing water is shown in Figure 10.

(1) “Single platform decreasing type” change curve of the water flow rate

The single platform decreasing type was split into three stages, as shown in Figure 10a. The first
stage was the initial rising stage, which indicated the start of grouting. The flow rate rose to the peak
value as the grout began to enter the fracture. The reason for this is that the grout washed the original
water in the fracture away and caused the water flow rate to reach its peak value. The second stage
was the stable platform stage. As grouting continued, chemical grout was injected into the fracture
constantly, and the common movement of two kinds of fluid with chemical grout and flowing water
was maintained. The flow of water at the end of the fracture was kept steady. In the third stage,
the flow declined rapidly and eventually became steady. The chemical grout gradually spread to the
edge of the fracture until it filled the fracture and caused concretion. An effective barrier to flowing
water flow was realized, which caused the flow to decline and become steady.

(2) “Double platform decreasing type” change curve of the water flow rate

The “double platform decreasing type” change curve of the water flow rate is shown in Figure 10b.
It can be divided into three stages. In the first stage, from 0 to 275 s, the grout diffused slowly because
of the large fluctuation (JRC of 18–20). The grout primarily spread into the grooves and had little effect
on the water flow rate. After the grout had filled the grooves in the direction of the Y axis, the grout
spread all the around and the water flow rate declined rapidly. In the second stage, from 275 to 350 s,
the chemical grout was injected into the fracture and a stable grouting stage formed. After 350 s,
the water flow rate reduced obviously while the grout filled the fracture. The final change in the water
flow rate was close to 0 and a good water plugging efficiency was achieved.
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(3) “Multi-peak fluctuating type” change curve of the water flow rate

The “multi peak fluctuating type” change curve with flowing water is shown in Figure 10c,d.
Figure 10c shows a type of water plugging failure. The initial water flow rate is maximum when
JR C= 2–4, where the surface of the rough fracture is near the horizontal. The grout was taken away
under the flowing water, and the blocking channel did not form. Thus, the grouting effect failed
completely. Another situation of the multi peak fluctuating type is shown in Figure 10d, with the
first phase from 0 to 67 s. There are many peak values owing to the large changes in the water flow.
Chemical grout was injected into the fracture and the balance of the single flowing fluid was broken.
From 67 to 73 s, temporary plugging formed, and the grout that had not completely solidified was
washed away under the conditions of flowing water. The water flow fluctuated repeatedly with the
continuous grouting. At 125 s, the water gushing channel was blocked by chemical grout, and the
water flow showed an effective decline.

  

(Trial.No.8—A2B4C3D2) (Trial.No.14—A4B2C3D1) 
(a) (b) 

  
(Trial.No.4—A1B4C4D4) (Trial.No.1—A1B1C1D1) 

(c) (d) 

Figure 10. The change curves of flowing water. (a) Single platform decreasing type. (b) Double
platform decreasing type. (c) Multi-peak fluctuating type. (d) Multi-peak fluctuating type.

3.4. Sealing Effect

The whole process of water flow change was detected during the simulated rough fracture
grouting. The sealing effect can be used as the evaluation criterion of grouting plugging. After the
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grouting finished and stabilized, the ratio of the reduction of water flow to the initial water flow was
defined as the water sealing effect (SE). The formula of SE was put forward by Eriksson [23], as follows:

SE(%) =
Q0 −Qgrout

Q0
· 100 (5)

where Q0 is the initial water flow before grouting and Qgrout is the water flow after grouting.
A classification system for the grouting effect was proposed by Sui [12], as shown in Table 3.

Table 3. The classification system for the grouting effect proposed in this study.

Grade Sealing Effect (SE) (%) Grouting Quality

1 90 ≤ SE Excellent
2 80 ≤ SE < 90 Good
3 50 ≤ SE < 80 Fair
4 30 ≤ SE < 50 Poor
5 10 ≤ SE < 30 Very poor
6 10 > SE Fail

Table 4 showed the results of the orthogonal test of chemical grouting in a rough fracture with
flowing water. Trial number 14 which had a JRC of 18–20, an initial water flow speed of 0.8 cm/s, a
gel time of 60.2 s, and a fracture opening of 2 mm, had the largest water plugging rate and the best
plugging effect. Trial number 4 which had a JRC of 2–4, an initial water flow speed of 1.6 cm/s, a gel
time of 83.6 s, and a fracture opening of 5 mm, had the smallest water plugging rate and the worst
plugging effect. The value of sealing effect ranged from 6.82% to 93.75% across the whole test.

Table 4. Results of the orthogonal test of chemical grouting in a rough fracture with flowing water.

Trial No.
Symbol
for Trial

The Joint
Roughness of

Fracture (JRC)A

Initial Water
Flow Speed

(cm/s) B

Gel Time
(s) C

Fracture
Opening
(mm) D

Sealing
Effect SE

(%)

Grouting
Quality

1 A1B1C1D1 2–4 0.4 36.5 2 78.95 Fair
2 A1B2C2D2 2–4 0.8 46.7 3 64.71 Fair
3 A1B3C3D3 2–4 1.2 60.2 4 25 Very poor
4 A1B4C4D4 2–4 1.6 83.6 5 6.82 Fail
5 A2B1C2D3 6–8 0.4 46.7 4 76 Fair
6 A2B2C1D4 6–8 0.8 36.5 5 48.15 Poor
7 A2B3C4D1 6–8 1.2 83.6 2 40.63 Poor
8 A2B4C3D2 6–8 1.6 60.2 3 45.76 Poor
9 A3B1C3D4 12–14 0.4 60.2 5 35.72 Poor
10 A3B2C4D3 12–14 0.8 83.6 4 55 Fair
11 A3B3C1D2 12–14 1.2 36.5 3 78.26 Fair
12 A3B4C2D1 12–14 1.6 46.7 2 56.52 Fair
13 A4B1C4D2 18–20 0.4 83.6 3 80 Fair
14 A4B2C3D1 18–20 0.8 60.2 2 93.75 Excellent
15 A4B3C2D4 18–20 1.2 46.7 5 67.44 Fair
16 A4B4C1D3 18–20 1.6 36.5 4 60 Fair

Table 5 lists the range of influences on the sealing effect for different variables, SEi (i = 1, 2, 3,
4) indicates the average values for factors with the same level. The factors and levels used in the
experimental are shown in Table 1. SE1 represents the average value of sealing effect with the first
level of each factor. SE2 represents that the average value of sealing effect with the second level of each
factor. For example, when JRC = 2–4 was the first level of fracture roughness, the SE1 of the fracture
roughness was obtained by calculating the average of trials 1, 2, 3 and 4, as shown in Table 5. The value
of 0.4 cm/s was the first level of the initial water flow speed, so the SE1 of the initial water flow speed
was obtained by calculating the average of trial 1, 5, 9, and 13 as shown in Table 5. The difference
between the maximum and minimum values of diverse levels with same factors was regarded as an
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important indicator to reflect the date fluctuation. The larger the range of values was, the greater
influence of water plugging rate was. The relationship of various factors from Table 5 was in the order
RA > RD > RB > RC, and the factors of affecting grouting plugging were followed by A, D, B, and then
C.

Table 5. Range analysis of the influence of different levels on the sealing effect.

For Levels

Average SE (%) for Factors

The Roughness of
Fracture (JRC) A

Initial Water Flow
Rate (cm/s) B Gel Time (s) C Fracture Opening

(mm) D

SE1 43.870 67.668 66.340 67.463
SE2 52.635 65.403 66.168 67.183
SE3 56.375 52.833 50.058 54.000
SE4 75.298 42.275 45.613 39.533

Range (A,B,C,D) 31.428 25.393 20.727 27.930

A visual analysis chart was drawn according to the Table 5. Four factors showed a good correlation
with the sealing effect. The sealing effect increased as the fracture roughness increased, while the
sealing effect decreased as the initial water flow speed, gel time, and fracture opening increased.
The best orthogonal results are shown in Figure 11, where a JRC of 18–20 is shown to be the best
level of fracture roughness, the velocity of 0.4 cm/s is the best initial water flow speed, 36.5 s is the
best gel time and 2 mm is the best fracture opening. Therefore, the best combination of test levels is
A4B1C1D1 in theory. The best combination of test levels was shown to be A4B2C3D1 in the orthogonal
test. Therefore, A4B1C1D1 was test under in the same experimental conditions, and the sealing effect
reached 100%. The sealing effect was better than that of A4B2C3D1, which verified the correctness of
orthogonal experiment. The worst combination of test levels in the test was A1B4C4D4, which is in
agreement with the theory. These results confirm the accuracy of the test results.

B B B B C C C C D D D DA A A A

Figure 11. The analysis chart of SE for four factors.
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4. Discussion and Limitations

Previous studied on grouting were based on the simulated single plate device. The experimental
device used in this paper realized the visualization of the grouting process, and allowed the value of
grout diffusion to be observed. The rock fracture in Bardon’s standard roughness coefficient curves
were used as a simulation model, as rough fractures are more similar to real fractures. The sealing effect
of grouting in orthogonal experiments was acquired by monitoring the changes in the initial water flow
rate, and the sequence of the influential factors in the sealing effect was obtained to provide the basis for
choosing factors during actual grouting engineering. However, the scale model of the experiment was
simplified and idealized and only four factors that affect the sealing effect were considered. In further
studies, experiments on grouting in rough fracture networks with flowing water should be carried out,
and 3D printing technology could be used to simulate rock masses. Moreover, an experimental scheme
should be combined with an actual engineering process.

5. Conclusions

In this paper, a set of chemical grouting tests were carried out to simulate rough fractures using
Bardon’s standard roughness curves. The fracture roughness, initial water flow speed, gel time,
and fracture opening were selected as the factors for the orthogonal test. The changes in seepage
pressure, grout diffusion, and water flow were monitored in real time during the grouting process.
The optimal combination of grouting plugging was determined according to the analysis of the sealing
effect of each test. The main achievements and conclusions are as follows:

(1) The factors affecting the grouting effect in the chemical grouting experiment of a rough fracture
with flowing water were as follows: The fracture roughness, initial water flow speed, fracture opening,
and gel time. The optimal combination of levels in the orthogonal test is A4B1C1D1. The fracture joint
roughness coefficient was shown to have the greatest influence on the grouting effect.

(2) The grout diffusion pattern of grout is related to the fracture roughness. The smaller the value
of JRC is, the easier the grout diffusion is. The larger the initial water flow speed is, the less complete
the grout shape is.

(3) The seepage pressure change curves of grouting plugging tests with the fracture roughness
coefficient can be divided into three types: Single peak type, multi-peak type, and platform type.

(4) The curves of the water flow across the rough fracture can be divided into three categories:
Single platform decreasing type, double platform decreasing type, and multi-peak type.
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Abstract: Rock is an aggregate of mineral grains, and the grain shape has an obvious influence on rock
mechanical behaviors. Current research on grain shape mostly focuses on loose granular materials
and lacks standardized quantitative methods. Based on the CLUMP method in the two-dimensional
particle flow code (PFC2D), three different grain groups were generated: strip, triangle, and square.
Flatness and roughness were adopted to describe the overall contour and the surface morphology of
the mineral grains, respectively. Simulated results showed that the grain shape significantly affected
rock porosity and further influenced the peak strength and elastic modulus. The peak strength and
elastic modulus of the model with strip-shaped grains were the highest, followed by the models with
triangular and square grains. The effects of flatness and roughness on rock peak strength were the
opposite, and the peak strength had a significant, positive correlation with cohesion. Tensile cracking
was dominant among the generated microcracks, and the percentage of tensile cracking was maximal
in the model with square grains. At the postpeak stage, the interlocking between grains was enhanced
along with the increased surface roughness, which led to a slower stress drop.

Keywords: mineral grain shape; particle flow code; uniaxial compression simulation; rock
mechanical property

1. Introduction

Rock is a natural heterogeneous material composed of a variety of minerals of different geometries,
strengths, and deformation characteristics. Rock heterogeneity can be defined as the uneven changes
of the mineral composition and microstructure in the spatial distribution influenced by the diagenesis
and tectonics [1]. The macroscopic failure of rock is the gradual evolution of internal microcracks [2–4],
so microheterogeneity significantly affects the macroscopic mechanical properties of rock [5–8].
Rock microheterogeneity mainly includes microstructure heterogeneity due to different grain shapes,
sizes, and arrangements; elastic heterogeneity; and microcontact heterogeneity [9]. Heterogeneity is
one of the fundamental reasons for rock strength differences and has always been an important research
topic [10,11]. Affected by a diagenetic environment, the mineral grain shapes are often diverse and
irregular, which has a great impact on rock mechanical properties [7]. Previous studies have explored
the influences of mineral grain shape on rock macroscopic properties from a microscale perspective
based on experiments and simulations.

Due to the complexity of the mineral grain shape, it is difficult to analyze the influence of mineral
grain shape through rock prototype experiments. Therefore, self-made samples have often been used
to study the grain shape effect. Shinohara et al. [12] found that the intergranular interlocking effect and
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the internal friction angle of stainless-steel powder were increased with the increase of the particle
edge angle by a triaxial compression test. Härtl et al. [13] studied the effect of grain shape on the shear
behavior of a model using glass beads and found that the interlocking between different grain shapes
could significantly increase the internal friction angle of the model. Liu et al. [14] quantified the grain
shape of four different sand particles and glass spheres with the help of ImageJ software, which can
easily achieve binary conversion of images. The results showed that the grain shape parameters
(integral contour coefficient, sphericity, and angular angle) were well correlated with the friction angle
and the dilatancy angle of the sand material. Johanson et al. [15] made samples from plastic pellets
with different shapes (circular, heart shaped, and star shaped) and studied the effect of grain shape on
the unconfined yield strength of the specimens by a shear test. The results showed that the number
and direction of the contacts were key factors influencing the strength of the sample.

Because the information obtained from experiments is limited and it is difficult to make a sample
composed of a complex grain shape, numerical simulations have often been used to study the effects
of grain shape, as they can easily realize the formation of complex shapes by the combination of
elements. Due to the heterogeneity, discontinuity, and anisotropy of rock materials, the theory of
continuum mechanics has great limitations in simulating rock damage. As an important numerical
simulation method, the discrete element method can effectively solve the mechanical problems of
discontinuous material. Hence, the particle flow code (PFC) has also become an important tool for
studying rock materials [16–20]. The traditional granule model in PFC is constructed from circular
or spherical particles, but it can construct a cluster of particles of any shape using the CLUMP
method [21]. In this method, two or more circular particles are joined together to form a complex
shape, which can be regarded as a mineral grain. Based on this method, Santamarina and Cho [22]
studied the effects of grain shape on the inherent anisotropy and the stress-induced anisotropy of sand
materials. Shi et al. [23,24] studied the shear mechanical properties of nonrounded granular sands and
found that the grain shape affected the peak strength, deformation characteristics, and the shear zone
thickness of the specimen. Kong et al. [25] defined the shape coefficient using roundness and concavity
to describe sand-like grains. Using biaxial and direct shear tests, negative linear correlations were
found between the shape coefficient and the peak strength, internal friction angle, and shear strength
of the sand material. Kerimov [26] investigated the effects of irregularly shaped grains on the porosity,
permeability, and elastic bulk modulus of granular porous media, and they found that the grain shape
had the greatest effect on permeability.

The above studies have revealed the relationship between the grain shape and the mechanical
properties of loose granular material such as sand and soil. However, few papers have discussed the
influence of mineral grain shape on rock mechanical behavior. Unlike loose material, the mineral grains
of rock are bonded together, hence the grain shape effects are different with loose material. In the
study of rock mineral shape effects, quantitative descriptions of grain shape characteristics are essential.
Because of the irregularity of the mineral grain shape, studies on the relationship between the shape
parameters and rock macroscopic mechanical properties are lacking. Based on PFC, Cho and Martin [21]
concluded that the models with complex grain shapes have higher tensile strength to compressive strength
ratio compared with the circular grain model. Kem et al. [27] thought that the oblate plate grain shape
and corresponding shape orientation distributions would lead to an increase in the calculated elastic
anisotropy of rocks. Rong et al. [7] investigated the effects of grain shape on rock mechanical properties
using three-dimensional PFC (PFC3D). He used the sphericity index to quantitatively characterize the
grain shape and found that the initiation, damage, and peak strength all decreased with an increasing
sphericity index. However, it is not comprehensive to quantify the effect of grain shape on rock mechanical
properties only using the indicator of sphericity because sphericity only reflects the proximity of the grain
to the sphere and it cannot reflect the roughness of the grain surface. Thus, there is a need for further
investigation of the mineral grain shape effects on rock mechanical properties.

The specific problem we addressed in the present work is a preliminary investigation of the
irregular grain shape effects on the rock strength and fracture behaviors. Lac du Bonnet (LDB)
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granite was used for model calibration, which is a candidate host rock for the repository of high-level
radioactive waste. Previous studies on grain shape are limited to a specific set of four or five irregularly
shaped grains. In the present work, three different grain groups were constructed based on the CLUMP
method in two-dimensional PFC (PFC2D), respectively strip, triangle, and square. In each shape group,
a series of six grains was included for systematic investigation. Combined with the grain characteristics,
the shape parameters, which can describe the overall contour and surface morphology of the mineral
grain, were defined. The influences of mineral grain shape on rock mechanical properties under
uniaxial compressive conditions were further analyzed.

2. Modeling Methodology

PFC2D is based on the distinct element theory, which was first proposed by Cundall [16]. It is
suitable for analyzing material mechanics problems under quasi-static and dynamic conditions.
In this method [17], the material is represented as an aggregate of numerous rigid circular particles.
Noncontinuous mechanical behaviors of rock material can be observed as a result of the interactions
and movements of the rigid particles. The interaction of the particles is treated as a dynamic process
with states of equilibrium developing whenever the internal forces balance. The calculation process
can be seen from Figure 1. Newton’s second law was used to calculate the translational and rotational
motion of each particle arising from the forces acting upon it, and the force–displacement law was used
to update the contact forces arising from the relative motion at each contact. A time-step algorithm
was used repeatedly on each particle. For further details, please refer to Potyondy and Cundall [17].

Figure 1. Calculation principles of the particle discrete element method [1].

PFC provides three basic contact models: parallel bond model, contact bond model, and sliding
model. The parallel bond model is among the most frequently used models in rock mechanics research.
The parallel bond model can be assumed to be a cemented polymer (Figure 2), where particles are
cemented together at the point of contact so as to provide certain resistance to the exterior load.
The contact force between particles is represented by Fi. The force and moment carried by the parallel
bond are represented by Fi and Mi, denoted in Figure 2. When an external force acting on each parallel
bond exceeds its limit shear or tensile strength, the bond is damaged, and a shear or tensile microcrack
develops at the corresponding position. With the ongoing generation of microcracks, a macrofracture
can be formed by the linking of these individual microcracks.

Figure 2. Force–displacement behavior of the grain-bonding system after [17].
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3. Model Descriptions

3.1. Construction of Mineral Grains of Different Shapes

The basic particle shape is a circle, but noncircular grains can be achieved by the combination of
two or more circular particles using the CLUMP method. In this method, grains with irregular shapes
can be represented as single objects, which means the particles within a clump may overlap to any
extent, but contact forces are not generated between these particles. The mineral grain is internally
equivalent to a rigid body, and there is only a slight deformation at the contact boundary between
the mineral grains. Considering the complexity of real mineral grains, it is difficult to simulate each
mineral grain shape. Therefore, some simple grain shapes were adopted in this study. As shown in
Figure 3, three mineral grain groups of different shapes were constructed: strip, triangle, and square.
There were six grains of similar shapes in each group.

1. The strip-shaped grain was composed of two circular particles of the same radius R. The six
grains in this group were represented as S1–S6. From S1 to S6, the distance d between the centers
of the two circular particles gradually increased, and the ratios of d to R were 0, 0.25, 0.5, 1.0, 1.25,
and 1.5, respectively.

2. The triangular grain was composed of three circular particles of the same radius R. The line
connecting the centers of the three circular particles was an equilateral triangle with a side length
of d. The six grains in this group were represented as T1–T6. From T1 to T6, the value of d was
gradually increased. The variation of d/R was consistent with the strip-shaped grains.

3. The square grain was composed of four circular particles of the same radius R. The line connecting
the centers of the four circular particles was a square with a side length of d. The six grains in
this group were represented as R1–R6. From R1 to R6, the value of d was gradually increased.
The variation of d/R was also consistent with the strip-shaped grains.

Figure 3. The construction of three particle shapes using the CLUMP method.

Taking the strip-shaped grain as an example, the circular particle S1 could be directly generated,
but grains S2–S6 needed to be generated by the CLUMP method of PFC2D. In the CLUMP
method, the circular particles were first created, then the circular particles were replaced with
grains S2–S6. The replacements followed three principles: “area equivalence”, “area center equivalent”,
and “directional randomization”. This means that the area and centroid of grains S2–S6 were the same
as grain S1, but their orientations were random.

3.2. Quantitative Description of Grain Shape

For an irregular grain, the shape can be described from two aspects [14]. First is the overall
contour, which can be simply described as circular, square, plate, or column. The second aspect is
the surface morphology, which refines the grain outline based on the first aspect. It focuses on the
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irregularity of the grain surface or the fluctuation of the grain boundary. Flatness was adopted in
this study to quantify the overall contour of the grain, and the surface morphology of the grain was
described by roughness [28,29]. As shown in Equation (1), flatness is the ratio of the maximum Feret’s
diameter of the grain to the minimum Feret’s diameter. Feret’s diameter means the vertical distance
between two parallel lines along the grain boundaries, as shown in Figure 4. Flatness characterizes the
elongation property of the grain with a minimum value of 1. The grain approaches are spherical or
circular when this value is closer to 1. On the contrary, the larger the flatness value, the flatter and
narrower the grain. As shown in Equation (2), roughness is defined as the square of the ratio of two
perimeters, which are the perimeter of the grain itself and the perimeter of the smallest circumscribing
polygon of the grain (Figure 4). Roughness characterizes the fluctuation of the grain boundary curve,
and greater roughness means a more irregular surface morphology of the grain.

e = L/B; (1)

r = (P/PC)2; (2)

where e is the flatness, and L and B are the maximum and minimum Feret’s diameters, respectively.
Roughness is expressed by r, P is the perimeter of the grain, and Pc is the perimeter of the smallest
circumscribing polygon of the grain.

Figure 4. Basic dimension parameters of irregular grains used for calculating flatness and roughness.

According to Equations (1) and (2), the flatness and roughness of the three mineral grain groups
mentioned above were calculated, and the results are shown in Figure 5. As can be seen from Figure 5a,
the flatness of the strip-shaped grain group was significantly higher than that of the triangular and
square grain groups. In the strip-shaped grain group, from S1 to S6, the flatness increased rapidly with
the increase of d/R. The flatness of the square grain group was slightly higher than that of the triangular
grain group, and the flatness increased slightly from T1 to T6 and R1 to R6. It can be seen from
Figure 5b that the square grain group had the highest surface roughness, followed sequentially by the
triangular and the strip-shaped grain group. With the increase of d/R, the roughness of the three grain
groups all increased. When the d/R value was low (shape numbers 1–3), an increase in the roughness
was not obvious; however, it increased faster when the d/R value was higher (shape numbers 4–6).
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Figure 5. Shape factor variation of three representative grain groups: (a) flatness; (b) roughness.

3.3. Calibration of the Microparameters

The microparameters used in PFC2D cannot be directly acquired from experimental laboratory tests,
which need to be calibrated using a trial-and-error procedure. In this procedure, the microparameters
needed to be optimized continuously until the simulated macro parameters matched the experimental
results. The macro parameters used for calibration generally include the elastic modulus, Poisson’s ratio,
uniaxial compressive strength (UCS), and tensile strength. As shown in Figure 6, the circular-shaped
grain was used for microparameter calibration, and the model was 50 mm in width and 100 mm in
height, with the particle radii ranging from 0.5 to 0.83 mm following a normal distribution. The walls
were used to apply a stress-boundary condition, and the wall velocity was controlled by a numerical
servo-control mechanism in order to maintain a specified wall stress.

50mm

10
0m

m

Wall as boundary

Figure 6. Numerical model for the uniaxial compression simulation.

In this study, the microparameters were calibrated to match the macroproperties of the uniaxial
compression test of Lac du Bonnet (LDB) granite, including the elastic modulus, peak strength,
and Poisson’s ratio, which were 70 GPa, 224 MPa, and 0.26, respectively [9]. LDB granite is a
representative brittle rock. Because of its comprehensive rock mechanics parameters, it is often used
for model validation [9,18,30]. After a trial-and-error process, the elastic modulus, peak strength,
and Poisson’s ratio of the calibration model were determined to be 70 GPa, 207 MPa, and 0.26,
respectively, which were consistent with the corresponding experimental results. The mesoscopic
physical and mechanical parameters of the model are shown in Table 1. As can be seen, it includes
the micromechanical parameters of the particles and the parallel bond between them. According to
the existing literature [31,32] and our calibration process, the macro elastic modulus of the model was
controlled by the contact modulus, and Poisson’s ratio was affected by the ratio of normal stiffness to
shear stiffness. The strength of the model was mainly decided by the tensile and shear strengths of
the bond.
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Table 1. Micro-physico-mechanical parameters of the particle and parallel bond.

Classification Microparameters Notations Values

Particle

Density (kg/m3) 2630
Contact modulus (GPa) E 62

Normal-to-shear stiffness ratio kn/ks 2.5
Friction coefficient u 0.5

Parallel bond between particles

Tensile strength (MPa) σc 157
Standard deviation /MPa σcs 36

Normal-to-shear stiffness ratio kn/ks 2.5
Shear strength (MPa) τc 175

Standard deviation /MPa τcs 40
Modulus (GPa) Ec 62

Radius multiplier λ 1

4. Analysis of Grain Shape Effects

A series of numerical models were established based on the grain shapes shown in Figure 3.
The microparameters shown in Table 1 were adopted to conduct uniaxial compression simulations.
According to the results, the influences of grain shape on the macroscopic parameters and failure mode
of rock were analyzed.

4.1. Effects of Grain Shape on Rock Macroscopic Parameters

Figure 7 shows the effects of grain shape on rock peak strength and elastic modulus. It can be
seen that the peak strength and elastic modulus of the model with the strip-shaped grain was the
largest, followed by the triangular grain and square grain models. Compared with the circular grain
(shape number 1), the elastic modulus of the models with clumped grains was significantly increased
(shape numbers 2–6). According to our simulated results, the effects of grain shape on rock peak
strength and elastic modulus were closely related to the model’s porosity. Figure 8 shows the effects of
grain shape on porosity. It can be seen that the porosity of the square grain model was the largest,
followed by the triangular grain and strip-shaped grain models, contrary to the variation of peak
strength and elastic modulus.

Numerous experiments have shown that increased porosity can reduce rock strength and
elastic modulus [33–35]. Hudyma et al. [36] studied the mechanical properties of porous tuff and
found that the compressive strength and elastic modulus of tuff decreased with increasing porosity.
Al-Harthi et al. [37] studied the effect of pores on the mechanical properties of basalt based on image
analysis techniques and came to a similar conclusion as Hudyma et al. Using PFC3D simulations,
Schopfer et al. [38] found that rock strength and elastic modulus decreased with increasing porosity.
Therefore, the macroscopic mechanical parameters decreased with the increase of the porosity in this
study. It should be noted that the porosity of a model in PFC is a set value, which was set to 0.16 in
our simulation. However, in the process of adjusting the model’s internal stress, the porosity of the
model will change until the model reaches an isotropic stress state, especially when the grain shape is
complicated. It can be seen from Figure 8 that the actual porosity of the model was approximately
0.16 when the grain shape was circular (shape number 1), which was in accordance with the set value.
However, when clumped grains were used, the actual porosity of the model varied greatly from the
set value, which indicated that the grain shape affected the model porosity and further affected rock
elastic modulus and peak strength.
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Figure 7. Effects of grain shape on rock (a) peak strength and (b) elastic modulus.
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It can also be seen from Figure 7a that with the increase of the d/R value, the peak strength of
the models with strip-shaped and triangular grains first increased and then decreased, but it only
decreased when the grain shape was square. This variation was closely related to the flatness and
roughness of the mineral grain. Firstly, as can be seen in Figure 5a, the flatness of the strip-shaped
grain was obviously higher than that of the triangular and square grains. Also, the peak strength
of model with strip-shaped grains was significantly higher, indicating that an increase in flatness
can enhance rock peak strength, which was mainly because the strip-shaped grains were difficult to
rotate and displace when they were assembled together. Zhang et al. [39] also thought that a model
with strip-shaped grains would have higher strength. Secondly, because the flatness of the square
and triangular grains was significantly lower (Figure 5a), the overall contour was close to circular.
Therefore, the peak strength was slightly affected by flatness in the models with square and triangular
grains. However, the grain surface roughness was relatively higher, and the main influencing factor
affecting the peak strength was roughness. As can be seen from Figure 7a, the peak strength decreased
with increasing roughness. Therefore, the variations of rock peak strength shown in Figure 7a were
due to the combined effects of mineral flatness and roughness. The effects of shape factors on the peak
strength of models with different grain shapes are discussed in detail as follows:

1. Strip-shaped grain

It can be seen from Figure 5 that when the d/R value was low, the surface roughness of the
strip-shaped grain increased slowly, but the flatness increased rapidly. Therefore, the obvious increase
of peak strength from models S1 to S3 was mainly controlled by the flatness. When the d/R value became
higher, the roughness increased rapidly, and the peak strength decreased significantly, indicating that
the peak strength was mainly affected by the roughness from models S4 to S6. It can be concluded that
when the roughness exceeds a certain limit, it will be the main factor of strength change.
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2. Triangular grain

When the d/R value was low (shape numbers T1–T3), similar to the model with the strip-shaped
grain, the increase of peak strength of models with triangular grains was also controlled by the flatness.
However, because the increase of the flatness of triangular grain was much lower than that of the
strip-shaped grain, the increase of peak strength of models with triangular grains was also obviously
lower than that of the models with strip-shaped grains. When the d/R value was higher (shape numbers
T4–T6), the decrease of the peak strength was affected by the increasing roughness.

3. Square grain

For the models with square grains, the decrease of the peak strength was controlled by the
roughness. The roughness increased slowly from models R1 to R3, which led to the slow decrease
of the peak strength. The increase of the roughness was accelerated from models R4 to R6; thus,
the decrease of the peak strength was also significantly reduced.

In addition, it was found that the grain shape also had effects on the cohesion and internal friction
angle of the model. These are two important parameters for characterizing the mechanical properties
of mineral grains. Generally, the greater grain surface roughness means a higher internal friction angle.
In bulk materials such as sand, samples with complex grain shapes generally have higher strength,
which is mainly because the interlocking between mineral grains can increase the internal friction
angle [12,13,40]. In other words, the strength of the bulk material is positively correlated with the
internal friction angle. However, in rock materials, the strength of rock was found to be positively
correlated with cohesion. Taking the model with circular grains (shape number 1) as an example,
as shown in Figure 9, the peak compressive strengths of the model under three confining pressures
(0, 50, and 200 MPa) were obtained. Three ultimate stress circles and their common tangent line
were further obtained according to the confining pressure and the corresponding peak compressive
strength. The intersection of the common tangent line and the τ axis was the cohesion of the model.
Figure 10 shows the effects of grain shape on rock cohesion. It can be seen that the effects of grain shape
on rock cohesion were similar to the effects on rock uniaxial peak strength. In PFC models, the mineral
grains are bonded together, and from a macroscopic view, the cohesion controls the strength of the
model. Here, the peak strength of the rock increased with the increase of the cohesion.

Figure 9. Cohesion of the model with circular grains (shape number 1).
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4.2. Effects of Grain Shape on Rock Failure Mode

The macroscopic failure of rock is a gradual evolutionary process of internal microcracks, and the
microcracking behavior has a great influence on the ultimate failure mode of rock. Figure 11 presents
the spatial distributions of microcracks for numerical models with different grain shapes when the
models reached the postpeak stage and the axial stress was 80% of the peak strength. The generated
microcracks can be divided into two types—tensile and shear cracks—represented by black and red
segments, respectively. A large number of previous studies [41–43] have shown that tensile failure
plays a dominant role in rock failure mechanisms. In this study, the microcracks were dominated by
tensile cracks (Table 2), accounting for more than 80% of the total number of cracks. It can also be
seen from Table 2 that the percentage of tensile cracks was maximal in the model with square grains,
followed by the triangular grain and strip-shaped grain models.

Table 2. Percentage of tensile cracks of rock with three particle shapes in postpeak stage σ = 0.8 σc.

Ratio of Tensile Crack (%)
Shape Number

1 2 3 4 5 6

Strip-shaped grain 88 87 83 85 79 83
Triangular grain 88 92 90 92 92 90
Square grain 88 92 95 93 93 91

Figure 12 shows the simulated stress–strain curves of the models with triangular grains (taking the
models with shape numbers T3, T4, and T6 as examples). It can be seen that the stress dropped after
the peak strength gradually became slower from T3 to T6. This can be explained by the fact that from
T3 to T6, the surface roughness of the grain increased, and the irregularity of the grain shape increased.
In the pre-peak stage, the mineral grains were cemented together. The bond damage increased after
the rock reached the peak strength, then the number of microcracks increased rapidly and formed
macrocracks. The mineral grains on both sides of the crack began to move around each other along the
grain surface and produced significant displacement. In mineral grains with a high surface roughness,
the interlocking effect and friction between grains were stronger, which made samples have a higher
residual strength and resulted in slower stress drop. Figure 13 shows the stress–strain curves of the
models with three grain shapes (taking the models with shape numbers S6, T6, and R6 as examples).
As can be seen, from the strip-shaped grain to the square grain, the surface roughness increased,
and the postpeak stress drop of the three models also became slower, which further confirmed the
influence of grain shape on rock characteristics after peak strength.
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According to the above analysis, the PFC model was composed of grains by cementation, and the
failure of the model was essentially the break of the intergrain bond. Hence, the peak strength of the
model was macroscopically controlled by cohesion. After the axial stress reached the peak strength of
the model, obvious displacement started to appear along the failure surface. The interlocking between
grains played a major role, the relative sliding between the grains became difficult with the increasing
surface roughness, and the macroresponse was that the stress drop became slower.

5. Conclusions

In this study, the effects of mineral grain shape on the mechanical properties of LDB granite were
investigated by means of uniaxial compression simulations. Based on the CLUMP method in PFC2D,
three different grain shapes were constructed: strip, triangle, and square. The relationship between the
grain shapes and rock mechanical properties was analyzed, and the main conclusions are as follows:

1. The elastic modulus and peak strength of rock are affected by the mineral grain shape. In our
study, the model with strip-shaped grains had the largest elastic modulus and peak strength,
followed by the triangular grain and square grain models. The mechanism of grain shape effect
on the peak strength and elastic modulus was mainly achieved by affecting the porosity of the
model. The increasing porosity led to a smaller peak strength and elastic modulus.

2. Flatness and roughness can describe the overall contour and surface morphology of mineral
grains well. The effects of grain flatness and surface roughness on rock peak strength are the
opposite. A flat grain helps to increase rock strength, while rock strength is reduced due to
increased porosity if the grain has higher roughness. Further, the relationship between the peak
strength and the cohesion of rock is positively correlated.

3. Here, the generated microcracks were mainly of the tension type, and the model with square grains
had the maximum ratio of tensile cracking, followed by the triangular grain and strip-shaped grain
models. The shape of the mineral grain also had a significant effect on rock mechanical behaviors
at the postpeak stage. The stress drop became slower with an increasing surface roughness
because the interlocking restrained the slip and rotation of grains on the fracture surface.

However, there were some defects in the modeling. The grain shapes adopted in this study were
simple and single, while real mineral grain shapes are very complex. Since the CLUMP method can
realize the construction of complex grain shapes, future works should connect this study to real rocks.
In addition, three-dimensional grain shape effects should also be investigated in future studies.
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Featured Application: Prediction of crack propagation of functionally graded materials (FGMs).

Abstract: This paper presents the numerical prediction of stress intensity factors (SIFs) of 2-D
inhomogeneous functionally graded materials (FGMs) by an enriched Petrov-Galerkin natural
element method (PG-NEM). The overall trial displacement field was approximated in terms of Laplace
interpolation functions, and the crack tip one was enhanced by the crack-tip singular displacement
field. The overall stress and strain distributions, which were obtained by PG-NEM, were smoothened
and improved by the stress recovery. The modified interaction integral M̃(1,2) was employed to
evaluate the stress intensity factors of FGMs with spatially varying elastic moduli. The proposed
method was validated through the representative numerical examples and the effectiveness was
justified by comparing the numerical results with the reference solutions.

Keywords: enhanced PG-NEM; functionally graded material (FGM); stress intensity factor (SIF);
modified interaction integral

1. Introduction

In the late 1980s, a new material concept called functionally graded material (FGM) was proposed
to resolve the inherent problem of traditional lamination-type composites [1]. The sharp material
discontinuity across the layer interface causes the stress concentration, which may trigger the layer
delamination. This crucial stress concentration can be significantly minimized by inserting a graded
layer between two distinct homogeneous material layers [2,3]. This is because the material discontinuity
completely disappears according to the material composition gradation, where the constituent particles
of two base materials are mixed up in a random microstructure within a graded layer to maximize
the desired performance [4–6]. Naturally, a functionally graded material is an inhomogeneous
material, with spatially non-uniform material properties characterized by continuity and functionality.
In addition to the suppression of stress concentration, the material concept of FGM rapidly and
continuously spread throughout engineering and fields [7–10].

Early research efforts were concentrated on material characterization, fabrication, modeling,
and analysis [1,11,12]. This was because the mechanical behaviors of FGMs are governed by the
geometric dimensions and orientation, microstructure, and volume fractions of constituent particles.
Recently, however, the concern toward the crack problems has increased because the structural failure
of FGMs is dominated by micro-cracking [7,13,14]. In this regard, an accurate numerical prediction
of stress intensity factors and the crack propagation has been an essential research subject [15,16].
For these subjects, an accurate reproduction of the 1√

r
singularity in the near-tip stress field in highly

heterogeneous media becomes a key task [17–20].
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To evaluate the stress intensity factors of FGMs with cracks, one can consider the use of the
well-known J− or M−integral methods. However, these conventional indirect integral methods cannot
reflect the spatially varying material properties of FGMs. The studies on the fracture mechanics
of inhomogeneous bodies were initiated in the 1970~80s by assuming the spatially varying elastic
modulus as an exponential function [17,21]. The standard integral methods were modified and/or
refined to reflect the spatial non-uniformity of material properties by subsequent investigators.
The most works were made by utilizing the finite element method [15,22–25]. However, since late
1990s, the employment of meshless methods to crack problems of inhomogeneous bodies has been
actively advanced, particularly for the computation of SIFs by the modified M−integral method [26,27].
Here, the extension of the natural element method (NEM) is worth noting, even though it was restricted
to 2-D homogenous material [28].

The natural element method was introduced to overcome the demerits of conventional meshless
methods [29], the difficulty in enforcing the displacement constraint and the numerical integration.
The Laplace interpolation functions in NEM strictly obey the Kronecker delta property so that the
imposition of displacement constraint becomes easy. In addition, Delaunay triangles, which were
produced during the process for introducing Laplace interpolation functions, also serve as a background
mesh for the numerical integration. In particular, PG-NEM can further improve the numerical
integration accuracy by maintaining the consistency between the Delaunay triangle and the integration
region [30]. Although Laplace interpolation functions provide the high smoothness of C1-continuity,
there is still room for further improvement in capturing the high stress singularity at the crack tip.

In this context, this paper introduces an enriched PG-NEM to explore whether and how much the
enrichment of interpolation function increases the prediction reliability of stress intensity factors for
FGMs. The validity of enrichment was reported for homogeneous materials [31,32], but it was rarely
reported for inhomogeneous materials. The trial function is enriched by the asymptotic displacement
fields of mode I and II, and the approximated overall stress field is enhanced by the patch recovery
technique. The proposed method was validated through the illustrative numerical examples and its
effectiveness was quantitatively evaluated.

2. 2-D Inhomogeneous Cracked Bodies

2.1. Linear Elasticity of 2-D Cracked Bodies

Figure 1 represents a 2-D linearly elastic isotropic inhomogeneous material with an edge crack
which is contained within a bounded domain Ω ∈ 	2 with the boundary ∂Ω = ΓD ∪ ΓN ∪ Γc.

Here, ΓD and ΓN indicate the displacement and force boundary regions, and Γc = Γ+
c ∪ Γ−c denotes the

traction-free crack surface. As a representative non-homogeneous material, FGMs are characterized by
the spatially varying elastic modulus E and Poisson’s ratio ν over the bounded domain Ω. For the
mathematical description purpose, two Cartesian co-ordinate systems are employed,

{
x, y

}
for the

2-D linear elasticity problem and
{
x′, y′} for the SIF evaluation of crack respectively. Assuming the

crack surface is traction-free and neglecting the body force b, then the displacement field u(x) in the
Cartesian coordinate system

{
x, y

}
is subjected to the equilibrium equations

∇ · σ = 0 in Ω (1)

with the displacement constraint
u = û on ΓD (2)

and the force boundary condition

σ · n =

{
t̂ on ΓN

0 on Γ±c
(3)
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Here, σ are the Cauchy stresses, n the outward unit vector normal to ∂Ω, and t̂ the contour traction.
When the displacement and strains are assumed to be small, the Cauchy strain ε is constituted to the
Cauchy stress σ via the (3× 2) gradient-like operator L such that

ε = ε(u) = Lu (4)

Letting D be the constitutive tensor, the stresses and strains are constituted by

σ = D : ε (5)

Note that the displacement, strains, and stresses are calculated based on the co-ordinate system{
x, y

}
and transformed into the co-ordinate system

{
x′, y′}.

σ

Figure 1. An inhomogeneous isotropic body with an edge crack.

For a homogeneous cracked body, the energy release rate per unit crack propagation along the
x′−axis can be estimated by the path-independent J−integral defined by

J =
∫

Γ

(
Wδ1 j − σi j

∂ui
∂x′1

)
n′ jds (6)

using the indicial notation (i.e., x′1 = x′ and x′2 = y′), the Dirac delta function δ1 j, and the strain-energy
density W = σ · ε/2 = εi jDijklεkl/2. Here, Γ indicates an arbitrary closed path, which surrounds the
crack tip counterclockwise. As shown in Figure 2, it is expanded to C = Γ + Γ−c + Γ+

c + Γo in order to
generate a grayed donut-type region A, in which a smooth function q(x)(0 ≤ q ≤ 1) is introduced to
recast the integral into an equivalent domain form [33]. The function q, called by weighting function,
becomes unity on Γ, zero on Γo, and arbitrary value between 0 and 1 within the grayed donut region A.
Then, the above Equation (6) can be expanded as following

J =
∫

A

(
σi j
∂ui
∂x′1

−Wδ1 j

)
∂q
∂x′ j

dA +

∫
A

∂
∂x′ j

(
σi j
∂ui
∂x′1

−Wδ1 j

)
qdA (7)

according to the divergence theorem, together with n′ = −n′i on Γ in C. By further expanding the
second term on the right hand side, Equation (7) becomes

J =
∫

A

(
σi j
∂ui
∂x′1

−Wδ1 j

)
∂q
∂x′ j

dA +

∫
A

(
∂σi j

∂x′ j
∂ui
∂x′1

+ σi j
∂2ui
∂x′ j∂x′1

− σi j
∂εi j

∂x′1
− 1

2
εi j
∂Dijkl

∂x′1
εkl

)
qdA (8)
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But, the second integral on the right-hand side of Equation (8) becomes zero according to
the equilibrium (1), compatibility (4), and the material uniformity. Therefore, the J−integral for
homogeneous materials becomes the area integral defined by

J =
∫

A

(
σi j
∂ui
∂x′1

−Wδ1 j

)
∂q
∂x′ j

dA (9)

But, for non-homogeneous materials, the last material derivation term within the second
integrand of Equation (8) does not become zero. Therefore, Equation (8) ends up with a more
general J̃−integral [34], which is given by

J̃ =
∫

A

(
σi j
∂ui
∂x′1

−Wδ1 j

)
∂q
∂x′ j

dA−
∫

A

1
2
εi j
∂Dijkl

∂x′1
εklqdA (10)

The last term in Equation (10) becomes extremely small as a contour Γ0 shrinks to the crack tip,
but its contribution is not negligible when the domain of integration A is reasonably large.

Figure 2. An extension of contour Γ and a donut-type domain of integration A.

2.2. Modified Interaction Integral M̃(1,2)

In order to extract KI and KII from J−integral, one needs to employ the interaction integral,
in which two equilibrium states of a cracked body are considered. State 1 is the real equilibrium state
of a body that is subjected to the prescribed boundary conditions, while state 2 stands for an auxiliary
equilibrium state which would be the asymptotic near-tip fields for modes I or II. Another equilibrium
state, called state S, could be established by combining these two states, for which the J̃−integral in
Equation (10) is rewritten as [21]

J̃(S) =
∫

A

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
σ
(1)
i j + σ

(2)
i j

)∂(u(1)
i + u(2)

i

)
∂x′1

−W(S)δ1 j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ∂q∂x′ j dA +

∫
A

∂
∂x′ j

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(
σ
(1)
i j + σ

(2)
i j

)∂(u(1)
i + u(2)

i

)
∂x′1

−W(S)δ1 j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠qdA (11)

with three different strain energy densities, W(1), W(2) and W(1,2), defined by

W(S) = 1
2

(
σ
(1)
i j + σ

(2)
i j

)(
ε
(1)
i j + ε

(2)
i j

)
= 1

2σ
(1)
i j ε

(1)
i j + 1

2σ
(2)
i j ε

(2)
i j + 1

2

(
σ
(1)
i j ε

(2)
i j + σ

(2)
i j ε

(1)
i j

)
= W(1) + W(2) + W(1,2)

(12)
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By utilizing the equilibrium (1) (i.e., ∂σ(·)i j /∂xj = 0) and the compatibility (4) (i.e., ε(·)i j = ∂u(·)
i /∂xj),

Equation (11) can be further simplified as

J̃(S) =
∫

A

⎛⎜⎜⎜⎜⎜⎝(σ(1)i j + σ
(2)
i j

)∂(u(1)i +u(2)i

)
∂x′1 −

(
W(1) + W(2) + W(1,2)

)
δ1 j

⎞⎟⎟⎟⎟⎟⎠ ∂q∂x′ j dA

+
∫

A
1
2

⎛⎜⎜⎜⎜⎝−ε(1)i j
∂Dijkl
∂x′1 ε

(1)
kl + σ

(1)
i j

∂ε
(2)
i j
∂x′1 −

∂σ
(2)
i j
∂x′1 ε

(1)
i j + σ

(2)
i j

∂ε
(1)
i j
∂x′1 −

∂σ
(1)
i j
∂x′1 ε

(2)
i j

⎞⎟⎟⎟⎟⎠qdA

= J̃(1) + J̃(2) + M̃(1,2)

(13)

Here,

J̃(1) =
∫

A

⎛⎜⎜⎜⎜⎜⎜⎝σ(1)i j

∂u(1)
i
∂x′1

−W(1)δ1 j

⎞⎟⎟⎟⎟⎟⎟⎠ ∂q∂x′ j dA− 1
2

∫
A
ε
(1)
i j

∂Dijkl

∂x′1
ε
(1)
kl qdA (14)

J̃(2) =
∫

A

⎛⎜⎜⎜⎜⎜⎜⎝σ(2)i j

∂u(2)
i
∂x′1

−W(2)δ1 j

⎞⎟⎟⎟⎟⎟⎟⎠ ∂q∂x′ j dA (15)

denote the J̃−integrals for state 1 and state 2 respectively, and

M̃(1,2) =

∫
A

⎛⎜⎜⎜⎜⎜⎜⎝σ(1)i j

∂u(2)
i

∂x′1
+ σ

(2)
i j

∂u(1)
i

∂x′1
−W(1,2)δ1 j

⎞⎟⎟⎟⎟⎟⎟⎠ ∂q∂x′ j dA +

∫
A

1
2

⎛⎜⎜⎜⎜⎜⎜⎜⎝σ(1)i j

∂ε
(2)
i j

∂x′1
−
∂σ

(2)
i j

∂x′1
ε
(1)
i j + σ

(2)
i j

∂ε
(1)
i j

∂x′1
−
∂σ

(1)
i j

∂x′1
ε
(2)
i j

⎞⎟⎟⎟⎟⎟⎟⎟⎠qdA (16)

indicates the modified interaction integral. All the quantities in Equation (16) are evaluated based on
a coordinate system aligned to the crack tip, and the identification of domain of integration A and the
weighting function q(x) will be described in details in Section 3.2.

Since two J̃−integrals for inhomogeneous cracked bodies which are subject to mixed-mode loading
also represent the energy release rates, one can obtain

J̃(1) =
1

Etip

(
K(1)2

I + K(1)2

II

)
(17)

J̃(2) =
1

Etip

(
K(2)2

I + K(2)2

II

)
(18)

And
J̃(S) = J̃(1) + J̃(2) +

2

Etip

(
K(1)

I K(2)
I + K(1)

II K(2)
II

)
(19)

where Etip at the crack tip is Etip for plane stress, while it is Etip/
(
1− ν2

)
for plane strain. By equating

Equation (13) with Equation (19), one can obtain

M̃(1,2) =
2

Etip

(
K(1)

I K(2)
I + K(1)

II K(2)
II

)
(20)

In 2-D linear fracture mechanics, the closed-form near-tip displacement fields are available for
mode I and mode II [35]. The stress intensity factor K(1)

I for mode I can be obtained by letting state 2 be

the pure mode-I asymptotic field (i.e., K(2)
I = 1 and K(2)

II = 0):

M(1, ModeI) =
2

Etip
K(1)

I (21)

In a similar manner, the stress intensity factor KII for mode-II can be also determined.
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3. Enriched Petrov-Galerkin Natural Element Method

3.1. Enriched NEM Approximation

The boundary value problem expressed by Equations (1)–(3) is converted to the weak form
according to the virtual work principle: Find u(x) such that∫

Ω
ε(v) : σ(u) dΩ =

∫
ΓN

t̂ · v ds (22)

for all the test displacements v(x) in the Cartesian coordinate system
{
x, y

}
. Next, a non-convex NEM

grid �NEM, shown in Figure 3a, is constructed using N nodes and a number of Delaunay triangles.
Then, for a given NEM grid, trial and test displacement fields u(x) and v(x) for PG-NEM approximation
are interpolated as

uh(x) =
N∑

J=1

¯
uJφJ(x) + k1

[
Q11(x)
Q12(x)

]
+ k2

[
Q21(x)
Q22(x)

]
(23)

vh(x) =
N∑

I=1

¯
vIΨI(x) + λ1

[
Q11(x)
Q12(x)

]
+ λ2

[
Q21(x)
Q22(x)

]
(24)

with Laplace interpolation functions φJ(x) represented in Figure 3b. Here, ψI(x) are constant-strain FE
basis functions, which are defined over Delaunay triangles.

  
(a) (b) 

Figure 3. (a) Non-convex NEM grid �NEM, (b) Laplace interpolation function φJ(x) at the crack tip.

In addition, k1 and k2 are two unknown constants associated with a crack, and Q1α(x) and Q2α(x)
represent the near-tip singular displacement fields given by

Q11(x) =
1

2μ

√
r

2π
cos

(
θ
2

)[
κ− 1 + 2sin2

(
θ
2

)]
(25)

Q12(x) =
1

2μ

√
r

2π
sin

(
θ
2

)[
κ+ 1− 2cos2

(
θ
2

)]
(26)

Q21(x) =
1

2μ

√
r

2π
sin

(
θ
2

)[
κ+ 1 + 2cos2

(
θ
2

)]
(27)

Q22(x) =
−1
2μ

√
r

2π
cos

(
θ
2

)[
κ− 1− 2sin2

(
θ
2

)]
(28)
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Referring to Figure 1, r is the radial distance from the crack tip, while θ is the angle from the
x′−axis. Meanwhile, μ indicates the shear modulus, and κ is the Kolosov constant given by

κ =

⎧⎪⎪⎨⎪⎪⎩3− 4ν for plane strain

(3− ν)/(1 + ν) for plane stress
(29)

with ν being the Poisson’s ratio. From Equation (23), the overall nodal coefficients
¯
uJ are defined by

¯
uJ(x) = uh

(
xJ
)
− k1

⎡⎢⎢⎢⎢⎣ Q11
(
xJ
)

Q12
(
xJ
) ⎤⎥⎥⎥⎥⎦− k2

⎡⎢⎢⎢⎢⎣ Q21
(
xJ
)

Q22
(
xJ
) ⎤⎥⎥⎥⎥⎦ (30)

and the overall stress and strain fields corresponding to
¯
uJ are recovered by the global recovery

technique. Meanwhile, the original essential boundary condition (2) is modified as

û = û− k1

[
Q11(x̂)
Q12(x̂)

]
− k2

[
Q21(x̂)
Q22(x̂)

]
, x̂ on ΓD (31)

Substituting Equations (23) and (24) into Equation (22), together with Equations (4) and (5), ends
up with ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

KIJ KI1 KI2

KT
I1 K11 K12

KT
I2 KT

12 K22

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

¯
uJ

k1

k2

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
FI

f1
f2

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (32)

In which the global stiffness matrices KIJ and load vectors FI are defined by

KIJ =

∫
Ω

BT
I DBJdΩ, FI =

∫
ΓN

ΦT
I t̂ ds, I, J = 1, 2, · · ·, N (33)

where

BT
I =

[
φI.x 0 φI,y

0 φI,y φI,x

]
(34)

D =
E

(1 + ν)(1− 2ν)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1− ν ν 0
ν 1− ν 0
0 0 1−2ν

2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ for plane strain (35)

Meanwhile, the enriched stiffness matrices Kαβ, load vectors fα, and the interface matrices KIα are
defined by, respectively

Kαβ =
∫

Ω
B̂T
αDB̂βdΩ, fα =

∫
ΓN

φ̂T
α t̂ds, α, β = 1, 2 (36)

KIα =

∫
Ω

BT
I DB̂αdΩ (37)

with
φ̂T
α = [Qα1(x), Qα2(x)] (38)

B̂α =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Qαα,x(x)
Qαβ,y(x)

Qαα,y(x) + Qαβ,y(x)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, αα = no sum (39)
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3.2. Numerical Implementation of M̃(1,2)

Figure 4 schematically represents the identification of domain of integration A and the definition
of weighting function q(x), which are prerequisite for the numerical implementation of M̃(1,2) in
Eq. (6). For these two things, a circle of the radius rint, which is originated at the crack tip, is first
imaginarily drawn on the NEM grid. Then, the nodal values of q(x) are assigned based on this circle,
such that unity is specified to all the interior nodes while zero to the outer remaining nodes. Then,
referring to Figure 2, the boundary of a square composed of eight darkened Delaunay triangles serves
as an internal path Γ. On the other hand, the grayed region outside the internal path Γ automatically
becomes a domain of integration A. According to the properties of Laplace interpolation functions [29],
the defined weighting function q(x) becomes unity within a set of darkened Delaunay triangles while
it has the values between zero and unity within the grayed domain of integration A.

Figure 4. A crack tip-originated circle and a graded domain of integration A.

Both the weighting function q(x) and the derivative ∂q/∂xj become zero outside the domain of
integration A. Furthermore, the derivative ∂q/∂xj vanishes within the darkened squares. So, only the
grayed Delaunay triangles are taken for the modified interaction integral M̃(1,2) such that

M̃(1,2) =

MG∑
K=1

M̃(1,2)
K (40)

Here, MG indicates the total number of grayed Delaunay triangles, while M̃(1,2)
K stand for the

triangle-wise modified interaction integrals, which are defined by

M̃(1,2)
K =

INT∑
�=1

⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎜⎜⎜⎝[σ(1)i j

∂u(2)i
∂x1

+ σ
(2)
i j
∂u(1)i
∂x1
−W(1,2)δ1 j

]
x�

∂q
∂xj

∣∣∣∣∣∣x�w�|J|x�
+ 1

2

⎡⎢⎢⎢⎢⎣σ(1)i j

∂ε
(2)
i j
∂x1
− ∂σ

(2)
i j
∂x′1 ε

(1)
i j + σ

(2)
i j

∂ε
(1)
i j
∂x1
− ∂σ

(1)
i j
∂x1
ε
(2)
i j

⎤⎥⎥⎥⎥⎦q(x�)w�|J|x�
(41)

with INT, x�, and w� being the total number, co-ordinates, and weights of sampling points for Gauss
numerical integration for triangles. Meanwhile, TK in Figure 4 indicates the geometry transformation
between the master element Ω̂ and the grayed triangle ΩK and the master element Ω̂, which is
defined by

TK: x� =
3∑

i=1

xiψi(ξ, η)�, y� =
3∑

i=1

yiψi(ξ, η)� (42)

where ψi stand for the constant-strain FE basis functions, which are employed for the test displacement
field v(x).
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4. Numerical Experiments

The enriched NEM module was developed in Fortran and combined into the previously developed
PG-NEM code [30] having the stress recovery module [36]. To demonstrate and validate the present
method, the crack problem of an infinite plate with collinear cracks depicted in Figure 5a is considered.
Differing from the cracks in plates of finite size which are of great practical interest, the present infinite
plate with periodic cracks provides the closed form solution. Meanwhile, for the numerical study, one
may take two kinds of periodic finite crack problems. One is obtained when the plate is cut along
EF and GH, while the other is obtained if the plate is cut along AB and CD. Since the first one has
been widely taken for the numerical studies (i.e., Ryicki and Kanninen [37] and Chow and Atluri [38]),
the second periodic analysis model is taken for the current numerical experiments. Figure 5b represents
the detailed second periodic model, as well as a NEM grid having higher grid density toward the crack
tip for an upper left darkened quarter. The SIF for this infinite plate with collinear cracks is expressed
in the following closed form (the correction factor C of 1.02) [39]:

KI = σ∞
√
πa
(

2b
πa

tan
πa
2b

)
·C (43)

with a being the half crack length, where a circular path Γ around the left crack tip has the relative
radius r/a = 0.0139, and the near-tip stress distributions are to be evaluated along this circular path.
The Young’s modulus E is 200 GPa and Poisson’s ratio ν is 0.3.

  
(a) (b) 

Figure 5. (a) Infinite plate with collinear cracks in plane strain state [2], (b) periodic model with double
edge cracks and a gradient natural element method (NEM) grid (unit: m, N = 2516).

The problem was solved with 13 Gauss integration points, and the stress field approximated
by PG-NEM was smoothened by the stress recovery technique [36] with the Laplace interpolation
functions. The stress distributions were evaluated along the circular path Γ and are compared in
Figure 6. It can be observed that the case without enrichment shows similar stress distributions to
the exact ones, but it provides a significantly low stress level. Thus, one can realize that only the fine
gradient grid cannot sufficiently capture the near-tip stress distribution. Meanwhile, it is clear that the
case with enrichment remarkably improves the stress level. Therefore, it has been justified that the
enrichment of interpolation functions is effective in enhancing the near-tip stress approximation.
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(a) (b) 

 
(c) 

Figure 6. Comparison of the stress distributions along the path Γ (r/a = 0.0139): (a) σxx, (b) σyy, and (c)
τxy.

Figure 7a shows a rectangular FGM plate with an edge crack which is in the plane strain condition,
where W and H/W are 1.0 and 8.0 units, while a/W is set variable for the parametric investigation as
follows: 0.2, 0.3, 0.4, 0.5, and 0.6. The Young’s modulus E varies along the x−axis in a form of

E(x) = E1exp(βx), 0 ≤ x ≤W (44)

but Poisson’s ratio is uniform as 0.3. When E1 and E2 are specified to the elastic moduli at x = 0 and
x = L, respectively, the parameter β is calculated according to β = ln(E2/E1), with E1 being 1.0 unit.
Two material variation cases of E2/E1 are taken as follows: E2/E1 = 0.1 and 10.0, and two loading cases
of tension in Figure 7b and bending in Figure 7c are considered. This example was initially studied
by Erdogan and Wu [40], who also provided an analytical solution. The external loading is set by as
follows: for tension and σyy(x,±4) = ± 1.0 for tension and σyy(x,±4) = ±(−2x + 1) for bending.
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(a) (b)

Figure 7. A cracked rectangular functionally graded material (FGM) plate with a varying Young’s
modulus: (a) Geometry dimensions, (b) tension loading, (c) bending.

An upper grayed half is taken for the crack analysis from the problem symmetry, and the following
symmetric constraint is specified to the symmetric line. The non-cracked symmetric line is subjected
to the vertical displacement constraint of uy = 0, and the right end point is enforced by the lateral
displacement constrain of ux = 0. A 11 × 41 uniform NEM grid is used, and all the NEM analyses,
the stress recovery, and the modified interaction integrals M̃(1,2) were carried out with 13 Gauss points.
The radius rint for determining the domain of integration A was chosen using twice the side length of
a square consisting of two Delaunay triangles [41].

Table 1 comparatively represents the normalized mode-I SIFs for uniform tensile loading and
bending loading, respectively, where the values in parenthesis indicate the relative differences (%).
It is confirmed that the proposed enriched PG-NEM provides the SIFs, which are consistent with
the analytical solutions [40], for all the combinations of E2/E1 and a/W of two types of loading,
except for the relatively remarkable relative difference 6.807% in the tension case with E2/E1 = 10
and a/W = 0.3. For the further comparison, the numerical results by Kim and Paulino [15] and by
Rao and Rahman [34] are also given in Table 1. It is observed that the SIFs of proposed method
are correlated satisfactorily with the FEM results by the J∗k-integral and the EFGM results by the

modified M̃(1,2)-interaction integral. Table 2 represents the comparison with the results obtained
without using the enrichment. In the uniform tensile loading, the case without enrichment provides
the SIFs, which are lower than those with enrichment, such that the range of relative differences is from
27.59% and 51.04%. Meanwhile, in the bending, it is observed that the difference between with and
without enrichment is not significant. Furthermore, the case without using enrichment provides the
SIFs which are higher than those obtained by the enrichment. It is inferred that the near-tip stress field
produced by bending is totally different from that by uniform tensile loading. The relative difference
becomes smaller as the relative crack length a/W increases. It is observed from the detailed numerical
values that the relative difference ranges from 2.41% to 24.68%. Thus, it has been found that the
proposed enrichment method is influenced by the loading type.
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Table 1. Normalized stress intensity factors KI/σyy
√
πa for an edged cracked plate.

Relative Crack Length a/W

Method E2/E1 0.2 0.3 0.4 0.5

Uniform
tension

Proposed Method 0.1 1.302 1.843 2.557 3.504
10 0.960 1.150 1.581 2.176

Erdogan and Wu
[40]

0.1 1.297 (0.386) 1.858
(−0.807)

2.570
(−0.506)

3.570
(−1.849)

10 1.002
(−4.192)

1.229
(−6.428)

1.588
(−0.441) 2.176 (0.000)

Kim and Paulino
[J∗k] [15]

0.1 1.284 (1.402) 1.846
(−0.163) 2.544 (0.118) 3.496 (0.229)

10 1.003
(−4.287)

1.228
(−6.352)

1.588
(−0.441) 2.175 (0.046)

Rao & Rahman
[M̃(1,2)] [34]

0.1 1.337
(−2.618)

1.898
(−2.898)

2.594
(−1.426)

3.547
(−1.212)

10 0.996
(−3.614)

1.234
(−6.807)

1.598
(−1.064)

2.189
(−0.594)

Bending

Proposed Method 0.1 1.885 1.872 1.908 2.141
10 0.583 0.636 0.812 1.069

Erdogan and Wu
[40]

0.1 1.904
(−0.472)

1.886
(−0.742)

1.978
(−3.539)

2.215
(−3.341)

10 0.565 (3.186) 0.659
(−3.490) 0.804(0.995) 1.035 (3.285)

Kim and Paulino
[J∗k] [15]

0.1 1.888
(−0.159) 1.864 (0.429) 1.943

(−0.035)
2.145

(−0.140)

10 0.565 (3.186) 0.659
(−3.490) 0.804 (1.801) 1.035 (3.285)

Rao & Rahman
[M̃(1,2)] [34]

0.1 1.903
(−0.420)

1.875
(−0.160)

1.954
(−2.354)

2.155
(−0.650)

10 0.564 (3.369) 0.664
(−4.217) 0.812 (0.000) 1.045 (2.297)

Table 2. Comparison of KI/σyy
√
πa between with and without enrichment.

Relative Crack Length a/W

Method E2/E1 0.2 0.3 0.4 0.5

Uniform
tension

With enrichment
0.1 1.3023

(46.902)
1.8429

(29.041)
2.5722

(37.785)
3.5643

(27.587)

10 0.9960
(45.050)

1.2225
(47.706)

1.5210
(47.843)

2.1473
(51.041)

Without
enrichment

0.1 0.6915 1.3077 1.6003 2.5810
10 0.5473 0.6393 0.7933 1.0513

Bending

With enrichment
0.1 1.8847

(−24.683)
1.8719

(−12.132)
1.9083

(−4.910)
2.1406

(−2.406)

10 0.5826(18.641) 0.6361(7.436) 0.8122
(9.554)

1.0686
(15.319)

Without
enrichment

0.1 2.3499 2.0990 2.0020 2.1921
10 0.4740 0.5888 0.7346 0.9049

The third example is a slant edge crack in a 2-D FGM plate in plane stress condition with the
height H = 2 units and the width W = 1 unit. Referring to Figure 8a, the crack angle α is 45

◦
and the

relative crack length is a/W is 0.4
√

2, where the enrichment and the crack evaluation are performed
within the inclined Cartesian co-ordinate system

{
x′, y′} originated at the crack tip O′. The Poison’s
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ratio is kept uniform as ν = 0.3, but the elastic modulus varies in an exponential function along the
x−direction

E(x) = Eexp[η(x− 0.5)], 0 ≤ x ≤W (45)

Here, E = 1 unit and η is variable for the parametric study such as ηa = 0, 0.1, 0.25, 0.5, 0.75,
and 1.0. As external load, an exponentially varying distributed load is applied to the upper edge with
σyy(x, 1) = εEexp[η(x− 0.5)], with ε being 1. The whole bottom edge is constrained in the vertical
direction (i.e., uy = 0). At the same time, the right end is constrained in the horizontal direction.
A uniform NEM grid, given in Figure 8b, is employed which is discretized by 11× 21, where a darkened
area indicates the domain A for the interaction integral. The total number of grid points is 235 because
four additional grid points are needed along the crack to split a crack line into upper and lower faces.
All the NEM analyses, patch recovery, and the modified interaction integrals were performed with
13 Gauss points.

  
(a) (b) 

Figure 8. (a) An FGM plate with an inclined edge crack under the exponential distribution load,
(b) a uniform NEM grid and the domain of integration (235 nodes).

Table 3 comparatively represents the predicted normalized mixed-mode SIFs KI/εE
√
πa and

KII/εE
√
πa evaluated by three different methods, the present PG-NEM, J∗k−integral using FEM,

and EFGM for seven different ηa values. It is confirmed that the present method is in good agreement
with FEM and EFGM, such that the biggest relative difference is 4.37% at KII/εE

√
πa for ηa = 0.25.

The values in [*] are the normalized mixed-mode SIFs obtained by PG-NEM without using enrichment.
It is observed that the values are significantly smaller than those obtained using enrichment, such that
the relative difference ranges from 23.32% to 65.63%. The relative difference increases in proportional
to the exponential index ηa . Hence, it was confirmed that the enrichment successfully and significantly
improves the prediction accuracy of mixed-mode SIFs of the highly heterogeneous FGM, even for the
coarse NEM grid.
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Table 3. Normalized stress intensity factors (SIFs) for an inclined crack in a functionally graded plate.

ηa Present Method Kim and Paulino [J*
k] [15] Rao and Rahman [M̃

(1,2)
] [34]

KI

εE
√
πa

KII

εE
√
πa

KI

εE
√
πa

KII

εE
√
πa

KI

εE
√
πa

KII

εE
√
πa

0.0 1.449 [0.951] 0.606 [0.354] 1.451
(−0.138) 0.604 (0.331) 1.448 (0.069) 0.610 (−0.656)

0.1 1.377 [0.831] 0.589 [0.335] 1.396
(−1.361) 0.579 (1.727) 1.391

(−1.006) 0.585 (0.684)

0.25 1.277 [0.673] 0.525 [0.266] 1.316
(−2.964)

0.544
(−3.493)

1.312
(−2.667) 0.549 (−4.372)

0.5 1.163 [0.460] 0.488 [0.241] 1.196
(−2.759)

0.491
(−0.611)

1.190
(−2.269) 0.495 (−1.414)

0.75 1.087 [0.357] 0.434 [0.159] 1.089
(−0.184)

0.443
(−2.032) 1.082 (0.462) 0.446 (−2.691)

1.0 1.029 [0.240] 0.411 [0.147] 0.993 (3.625) 0.402 (2.239) 0.986 (4.361) 0.404 (1.733)

[*] indicate the SIFs obtained without using the enrichment, while (*) indicate the relative differences (%).

5. Conclusions

In this paper, an enriched PG-NEM was introduced for the reliable crack analysis of inhomogeneous
functionally graded materials (FGMs). The Laplace interpolation function was enhanced by the
crack-tip singular displacement field and the essential boundary condition was modified accordingly.
The unreached global displacement field was extracted, and its stress field was smoothened by the
stress recovery. The validity and effectiveness of proposed method was illustrated and justified through
three representative examples.

Through the numerical experiments, it was found that enriched PG-NEM is more effective to
represent the near-tip stress singularity. The enrichment provides the stress level, which is more close to
the exact solution when compared to the use of locally refined NEM grid. In addition, it was observed
that enriched PG-NEM accurately predicts the mixed-mode SIFs of inhomogeneous functionally graded
materials with exponentially varying elastic modulus. When compared to the case without using
enrichment, the prediction accuracy was improved up to four times. Meanwhile, with respect to the
analytical solution, the maximum relative difference was found to be less than 6.5%.
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Abstract: Fracture properties are crucial for the applications of structural materials. The fracture
behaviors of crystalline alloys have been systematically investigated and well understood. The fracture
behaviors of metallic glasses (MGs) are quite different from that of conventional crystalline alloys
and have drawn wide interests. Although a few reviews on the fracture and mechanical properties
of metallic glasses have been published, an overview on how and why metallic glasses fall out of
the scope of the conventional fracture mechanics is still needed. This article attempts to clarify the
up-to-date understanding of the question. We review the fracture behaviors of metallic glasses with
the related scientific issues including the mode I fracture, brittle fracture, super ductile fracture,
impact toughness, and fatigue fracture behaviors. The complex fracture mechanism of MGs is
further discussed from the perspectives of discontinuous stress/strain field, plastic zone, and fracture
resistance, which deviate from the classic fracture mechanics in polycrystalline alloys. Due to the
special deformation mechanism, metallic glasses show a high variability in fracture toughness and
other mechanical properties. The outlook presented by this review could help the further studies of
metallic glasses. The review also identifies some key questions to be answered.

Keywords: metallic glasses; fracture; shear bands; mechanical properties; fracture mechanism

1. Introduction

Since the discovery of metallic glasses (MGs), especially bulk metallic glasses (BMGs),
the mechanical behavior of MGs is attracting increasing attention for both potential structural
applications and scientific interests [1]. A series of distinguished mechanical properties, including high
compressive plasticity, hardness, ultimate strength, and fracture toughness have been reported [1–8].
These excellent properties and the unusual deformation mechanism of viscous flow and shear band
motion make MGs a special member in the family of structural materials.

At room temperature, the deformation behaviors of MGs are controlled by shear bands, which are
kinds of localized viscous flow [9]. The shear bands are very different from the slip bands formed via
dislocations in crystalline alloys, and result in the special mechanical behaviors of MGs. The information
about the topics of shear bands, mechanical properties, and fracture behaviors of MGs can be found in
some review papers [9–12]. However, a review on the topic of how and why MGs fall out of the scope of
conventional fracture mechanics is still lacking. In this article, we attempt to summarize the up-to-date
understanding on this issue from several aspects about the fracture behaviors and fracture mechanism.
We focus on the main fracture behaviors of metallic glasses, including the mode I fracture, brittle
fracture, super ductile fracture, impact toughness, and fatigue fracture behaviors. The complex fracture
mechanism of metallic glasses are discussed from the perspectives of discontinuous stress/strain field,
plastic zone, and fracture resistance, which deviate from the classic fracture mechanics in polycrystalline
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alloys. This work would help researchers and engineers in their scientific and engineering studies of
metallic glasses.

2. Fracture Behaviors of MGs

The fracture criterion is an important parameter to understand the deformation and fracture
mechanism of a material. For MGs, due to the lack of work-hardening effect, the fracture strength in
uniaxial compression tests generally will be equal to or close to the yielding strength [13]. The intensity
and direction of stress at the moment of yielding or fracture reflect the critical stress condition to
trigger the shear band avalanche [14,15]. From the microcosmic aspect, the yielding criterion reflects
the critical stress condition to trigger the localization of shear transformation of atomic groups [16,17].
Previous studies on this issue were mostly based on the uniaxial tensile and compression experiments
or simulations [18–20]. It has been discovered that MGs generally show a shear mode failure along
a shear/fracture angle (the angle between the shear band/fracture surface and the load axis) near
45◦ [18–20]. The angle will be slightly larger than 45◦ under tension, and will be slightly smaller than
45◦ under compression. Some brittle MG systems can show cleavage or split mode failure, which will
be discussed later. To understand the asymmetric compression and tension behaviors, Schuh et al.
indicates that the microstructure of MGs is analogous to that of randomly packed particles in a granular
solid [18]. Therefore, the yielding criterion of MGs could be described by the Mohr-Coulomb criterion:

τy = τ0 − ασn (1)

where τy stands for the shear yield stress, τy is a constant, σn is the normal stress on the shear plane,
α is a coefficient that reflects the degree of internal friction in the system. This criterion explains the
asymmetric compression and tension strength of MGs, but show deviations in the estimation of shear
angle. On this basis, Z.F. Zhang et al. further proposed the elliptical criterion [19,20]:

σ2

σ2
0

+
τ2

τ2
0

≥ 1 (2)

where τ and σ stand for the shear stress and normal stress on a shear plane, τ0 and σ0 are material
dependent constants. The elliptical criterion provides a applicable model to comprehensively explain
the strength and shear angle of MGs under the simple loading condition of uniaxial compression/tension.
However, the fracture behaviors of MGs under bending, fast loading, fatigue loading and other loading
conditions are still complicated to be understood.

2.1. Typical Mode I Fracture of MGs

The fracture properties are very important for the engineering applications of structural materials.
The mode I fracture properties of metallic glasses is widely studied by 3-point/4-point bending and
compact tension tests [21,22]. The measured fracture toughness of most MGs falls in the range of a few
MPa·m1/2 to more than one hundred MPa·m1/2 [11,12]. This value is much lower than that of steel and
other commonly used engineering alloys [23]. The fracture brittleness is considered as one of the main
problems for the engineering application of MGs.

The low fracture toughness of MGs can be understood by their special fracture mechanism.
According to the experiments and literature, a typical mode I fracture process of MGs can roughly be
divided into three stages:

2.1.1. Multiple Shear Bands Formation and Sliding

With the increasing notch-tip stress intensity during loading, shear bands are formed. Different
from the plane shear bands formed in uniaxial compression/tension tests, the shear bands formed
during mode I fracture are curved. This is because the propagation of shear bands in MGs follows
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the direction of the local maximum shear stress [24]. Therefore, the shear bands will reproduce the
shear stress direction in the notch-tip stress field. After formation, the shear bands can slide for a
distance, which ranges from less than one micron to tens of microns [25,26]. Figure 1 shows the
evolution of shear-offsets and load–displacement curve of a typical ductile Pd77.5Cu6Si16.5 metallic
glass during 3-point bending test, with a sample size of 3 × 6 × 30 mm3 [27]. Curved shear offsets could
be observed on the sample’s side surface (Figure 1a–e, taken by an optical camera, Nikon D810, Japan),
and some small stress-drops/serrations could be noticed on the loading curve (Figure 1g), representing
the activation and sliding of these shear bands. Enlarged SEM (taken by a LEO-1530 field emission
scanning electron microscope, German) image shows that the shear direction of the shear offsets points
into the sample (Figure 1f). Due to the randomness in the shear band motions of MGs, it is almost
impossible to predict the actual formation moment, sequence, position and sliding distance for each
shear band in the real case.

Figure 1. (a–f) The side view of a Pd77.5Cu6Si16.5 metallic glass (MG) sample with a size of
3 × 6 × 30 mm3 during 3-point bending test. (g) The load-displacement curve.

2.1.2. Shear Band Delamination

After the multiple shear bands formation and sliding, the material could reach the stage of shear
band delamination. At present, the critical condition for shear band delamination is still complicated
to be quantitatively predicted. In experiments, the shear bands in MGs will develop into fracture
after sliding for a distance of a few tens of microns or less [6,26,28–30]. The physics behind the shear
band delamination can be understood from different perspectives. As the model of Taylor’s fluid
meniscus instability [31,32] suggested, the very thin shear band could be considered as a viscous layer,
which would delaminate when a critical stress condition (a critical suction stress gradient along the
shear band) is met. On the other hand, the shear band will gradually become looser and softer during
sliding, due to the shear dilatation effect [33–35]. Irreversible microstructure change (such as nano
cavitation [36] and nanocrystallization [37]), micrometer-scale softening and cavitation [38] can also
occur during this process and weaken the shear band. Finally, the shear band reaches the critical
condition of delamination. When the delamination occurs, the crack tip will propagate rapidly along
the shear band path, and the fractograph will reproduce the shape of the shear band, denominated as
“flat zone” or “planar zone” in some reports [26,28]. Figure 2 shows the fractograph of a Pd77.5Cu6Si16.5

metallic glass, which reveals that the “flat zone” on the fractograph is actually not straightforward but
will deviate from the original notch tip direction [27]. The morphologies of the shear bands and the
fractograph formed by shear band delamination depend on the local stress condition. Near the side
surface of the sample, the local maximum shear stress points into the sample, and cone shape shear
bands will form (Figure 2b,c). Near the notch-tip inside the sample, the local maximum shear stress
deviates from the notch-tip direction, and curved shape shear bands will form (Figure 2c,d). The shear
direction and sliding distance of the shear band before delamination can be determined by the smooth
shear-offsets at the edge of the fractograph [26,28,39].
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Figure 2. Fractograph of a Pd77.5Cu6Si16.5 metallic glass. (a) Sketch of the fractured sample with four
marked regions. (b,c) The fractograph near the side surface of the sample. (d) The fractograph inside
the sample. (e) The cross section profile inside the sample. (f) Enlarged image of the viscous features
on the fractograph.

2.1.3. Rapid Fracture

After the shear band delamination, the crack can continue propagating rapidly through the
sample. As there is no existing shear band and preferred crack propagation direction in this area,
irregular rough fractograph is formed (Figure 2d), denominated as “rough zone” in some studies [26,28].
As the external stress is higher than the required stress for crack propagation at this stage, this part of
fractograph is also called “over load region” [39]. Due to the lack of measuring method, there still
lacks systematic researches on the fracture mechanism of this rapid fracture process.

Through the above three stages of fracture, a typical mode I fractograph of MG consisting of
smooth region (shear band formation and sliding), flat zone (shear band delamination) and rough zone
(rapid fracture) is formed. Plentiful viscous fracture features including dimples, veins and droplet
patterns can be observed on the fractographs [10,39,40] (Figure 2f). These kinds of features are typical
in MGs. As MGs are a kind of shear softened material, the deformed position (i.e. shear bands) will go
through significant softening and viscosity drop [33–35].

When the fracture process develops into the stage of shear band delamination, the stress required
for further crack extension will drop dramatically. For most MG samples, the stage of multiple shear
bands formation and sliding in the beginning of the fracture process is short and unsustainable.
Some brittle MGs can hardly form multiple shear bands at the notch-tip [41]. A large sample size of
MGs is also against the multiple shear banding [42,43]. As a result, these MG samples will experience
shear band delamination and generally show relatively poor fracture toughness/fracture resistance in
the fracture tests.

In the widely used uniaxial compress and tension tests, MGs generally show a shear mode of
fracture. In this case, the shear bands can propagate through the sample and are approximately plane.
The fracture plane and the applied load direction show an angle near 45◦ [18–20]. Viscous features and
smooth shear-offset can be observed on the fractograph [6,44], indicating that the fracture process also
consists of shear band formation, sliding, and delamination

2.2. Brittle Fracture of MGs

Although the fracture behaviors of most BMGs are controlled by the shear band deformation
mechanism, there are exceptions, of course. In some Fe-based, Ca-based, Mg-based, Rare earth-based
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and other brittle MGs, the fracture mode under compression/tension loading can change from shear
mode (fracture along the shear band path, which is ~45◦from the loading axis) to cleavage mode
(fracture along the plane perpendicular to the applied stress), split mode [45] (fracture along the plane
parallel to the applied stress) or fragmentation mode. The cleavage or split surface of these brittle
MGs can be divided into mirror, mist, and hackle regions [41,46]. The cleavage surface of MGs is
smooth and continuous, with many radial ridge patterns along the crack propagation direction [47].
The split or fragment surface of MGs consists of many smooth conchoidal morphologies [46]. Plentiful
periodic nanoscale wavy corrugations can be observed on the enlarged fracture surface (Figure 3).
The formation mechanism of such features has been explained within the framework of the meniscus
instability, plastic zone theory and local softening mechanism [41,48]. To explain the difference between
the ductile and brittle fractographs, some studies point out that there is a positive correlation between
the fracture toughness and the dimple size on the fractographs of MGs [49]. Those brittle MGs tends to
form small dimples during fracture, and the most brittle MGs will form nanoscale wavy corrugations.

 

Figure 3. Fractograph of a brittle Mg54Cu28Ag7Y11 MG with many periodic nanoscale wavy
corrugations. (a) The overall appearance of the conchoidal fractograph. (b) Enlarged image of
wavy corrugations on the conchoidal fractograph. (c) Enlarged image of nanoscale wavy corrugations
at the edge of the conchoidal fractograph.

2.3. “Super Ductile” Fracture of MGs

In the last decade, some Zr-based and Pd-based MGs with extremely large fracture toughness
have been reported. The measured J-integral toughness of the Zr-based and Pd-based MGs can
reach 150 MPa·m1/2 and more than 220 MPa·m1/2, respectively [6,50]. The Zr-based MG can form
plentiful multiple shear bands during fracture. The Pd-based MGs can sustain multiple shear bands
formation and sliding, without shear band delamination. Figure 4 shows the appearance of another
Pd77.5Cu6Si16.5 MG sample with a size of size is 2.2 × 3.8 × 25 mm3 during 3-point bending [51].
The sample can be severely deformed without fracture (Figure 4a). Plentiful shear offsets can be
observed on the side surface of the sample (Figure 4b). The fractograph shows abundant strip features
perpendicular to the crack extension direction (Figure 4d,f), which are formed through multiple shear
banding. Such a “Super ductile” fracture behavior is inspiring, however, it is only observed in small
size samples. The reasons for this fracture behavior and high toughness can be ascribed to:

1. The Pd-based MGs have better deformability than other MG systems and can more easily form
multiple shear bands in different loading conditions.

2. The size of the samples used in these studies is small (the thickness and ligament width are
not more than 3 mm). Since a smaller sliding distance is needed to release the same stress in a
smaller sample, it will be less easy for small samples to reach the critical condition of shear band
delamination, i.e. small sample show higher shear band stability. Therefore, sustainable multiple
shear banding can be achieved.

3. The value of J-integral toughness depends on the energy absorption during crack extension,
rather than the crack-tip stress intensity [22,52]. Due to the massive energy dissipation via the
multiple shear band movements, a high J-integral toughness can be obtained.

Besides this review, another recent report also indicates that with decreasing sample size,
the fracture mode of the Pd77.5Cu6Si16.5 MG transits from multiple shear banding-shear band
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delamination to sustainable multiple shear banding [43]. The fracture toughness increases significantly
when the transition occurs. Similar transition can also be observed in other MG systems. Figure 5
shows the fractograph of a pre-notched Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vitreloy-1) MG rods after 3-point
bending. A long sustainable multiple shear banding can be achieved when the sample size decreases
down to ϕ2 mm. A large region of smooth stripes (shear offsets) can be observed on the fractograph
(Figure 5a–e). A long serration process can be observed on the loading curve (Figure 5f). In the
previous mechanical studies of MGs, a correlation of better properties and smaller sample size is
widely observed [42]. This law is also applicable in the fracture performance.

 

Figure 4. Appearance of a Pd77.5Cu6Si16.5 MG sample with a size of 2.2 × 3.8 × 25 mm3 after 3-point
bending. (a–c) Side surface appearance. (d–f) Fracture surface appearance.

 

Figure 5. Appearance of a Vitreloy-1 MG rod with a size of ϕ2 after 3-point bending. (a,b) Side surface
appearance. (c–e) Fracture surface appearance. (f) Loading curve.

2.4. Impact Toughness of MGs

The impact toughness reflects the damage resistance of a material under impact loading. At present,
the impact toughness data of MGs are still few. As the size requirement of the standard test
(10 × 10 × 55 mm) can hardly be reached by most MGs. Only a small number of MGs can achieve a
critical size over 10 mm [53–58]. Many impact toughness data are measured through nonstandard
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small samples. Table 1 shows a collection of reported impact toughness data of several MGs. Although
there is doubt about the reliability of the data measured in nonstandard samples, the highest measured
impact toughness in MGs is not higher than 160 kJ/m2. This value is relatively smaller than that of
AISI-1018 steel [59].

Table 1. Impact toughness data of different metallic glasses.

Composition
Sample Size

(mm ×mm ×mm)
Deepness and Shape

of Notch
Impact Energy

(kJ/m2)

(Ti36.1Zr33.2Ni5.8Be24.9)95Cu5 10 × 10 × 55 U-shape 50 [60]
Zr55Al10Cu30Ni5 2.6 × 10 × 55 U-shape 63 [61]

Zr50Cu40Al10 5 × 10 × 55 U-shape 100 [62]
Zr41.2Ti13.8Cu12.5Ni10Be22.5 3 × 3 × 30 1 mm V-shape 80 ~ 160 [63]
Zr41.2Ti13.8Cu12.5Ni10Be22.5 3 × 6 × 30 3 mm V-shape 133 [64]

La55Al25Cu10Ni5Co5 2.6 × 5 × 22 1 mm 77 [65]
Zr41.2Ti13.8Cu12.5Ni10Be22.5 3 × 6 × 30 3 mm 90 ~ 133 [66]

Pd40Cu30Ni10P20 2.5 × 10 × 55 2 mm U-shape 70 [67]
Ti32.8Zr30.2Be26.6Ni5.3Cu9 10 × 10× 55 2 mm U-shape 50 [60]
(Ti41Zr25Be28Fe6)91Cu9 10 × 10 × 55 2 mm U-shape 60

AISI-1018 steel 10 × 10 × 55 2 mm V-shape ~500 [59]

Figure 6 shows a typical impact fracture morphology of a (Ti41Zr25Be28Fe6)91Cu9 MG, which is
very similar to that of mode I fracture. The fractograph starts with a smooth region and flat zone
(Figure 6b), which are formed during shear band sliding and delamination. The other positions of
the fractograph are rough, with many ridge patterns. Plentiful vein patterns and viscous features can
be observed on the enlarged images of the fractograph (Figure 5d–f). The fracture direction changes
obviously near the end of the sample (Figure 6c), which results from the changed stress condition at
this position and the existence of shear bands generated by the impact hammer.

 

Figure 6. Fractograph morphology of a (Ti41Zr25Be28Fe6)91Cu9 MG after impact toughness test.
(a) The overall appearance of the fractograph. (b) The smooth region and flat zone on the fractograph
near the initial notch tip. (c) Changed fracture direction and fractograph morphology near the end of
the sample. (d–f) The vein patterns and viscous features at different positions of the fractograph.

The loading rate of impact toughness test is much faster than that of conventional static tests,
and is also much faster than that of shear band sliding. Generally, the shear band sliding speed in MGs
is at the magnitude of 1 mm/s or less [68,69]. The speed of pendulum hammer in the impact toughness

225



Appl. Sci. 2019, 9, 4277

test is at the magnitude of 4 m/s. Therefore, the fractograph of MGs after impact tests is similar to the
over load region formed during rapid fracture. It has been reported that the mechanical behaviors
of MGs are sensitive to the strain rate [70]. However, systematic researches on the dynamic fracture
mechanism and influence of high stain rate in MGs during impact toughness test are still rare.

2.5. Fatigue Performance of MGs

Fatigue rupture is one of the main failure modes in engineering material [71]. The fatigue study of
MGs can be traced back to the mid-1970 [72,73]. Due to the size limit, the tests of the early discovered
MGs were carried out with ribbon samples. The Pd-Si MG ribbons show a fatigue crack growth
threshold as high as ΔKth = 9 MPa·m1/2 [74], which is even higher than that of high-strength steel [75].
With the development of bulk metallic glasses, the fatigue properties can be measured by bulk samples
under tension, compression, and bending tests. Although the fatigue ratio (the ratio of the fatigue
endurance limit to the yielding stress) of most BMGs is near 0.3 [76], the fatigue endurance limit
(the maximum stress amplitude to which the material is subjected for 107 cycles without failure) is still
high, due to their high yielding strength. Some Co-based and Fe-based MGs can reach a fatigue limit
as high as 2 GPa [77]. Table 2 shows the data of the fatigue endurance limit and the fatigue ratio of
some reported MGs with a size larger than 2 mm and other commonly used metal materials including
steel and Titanium alloy.

Table 2. Fatigue properties of some MGs and some commonly used metal materials.

Constituent
Fatigue Endurance

Limit σL (MPa)
Sample

Size/mm
Fatigue Ratio Test Mode Ref.

Pd40Cu30Ni10P20 340 ϕ5 × 10 0.2 bending [67]
Fe48Cr15Mo14Er2C15B6 682 3 × 3 × 25 0.17 bending [78,79]

Vit 1 152 3 × 3 × 50 0.08 bending [80]
Vit 1 703 ϕ2.98 0.38 tension [81]
Vit 1 615 ϕ2.98 0.33 tension [81]

Ti-6Al-4V 515 0.50 [82]
300 M steel 800 0.4 [82]

Cu47.5Zr47.5Al5 224 3 × 3 × 25 0.12 bending [83]
2090-T18 Al-Li alloy 250 0.48 [82]

Zr52.5Ti5Cu17.9Ni14.6Al10 907 ϕ2.98 0.53 tension [84]
Zr52.5Ti5Cu17.9Ni14.6Al10 850 3.5 × 3.5 × 30 0.5 bending [85]

Zr50Cu40Al10 752 ϕ2.98 0.41 tension [86]
Zr50Cu30Al10Ni10 865 ϕ2.98 0.45 tension [86]
Zr50Cu37Al10Pd3 983 ϕ2.98 0.52 tension [87]

Ca65Mg15Zn20 140 4 × 4 × 4 0.38 compression [88]

It is noticed that the measured fatigue properties of MGs are sensitive to the test method,
test environment, sample quality, sample size, surface condition, and etc. Different results have been
reported by different studies [81,89,90]. For example, the pour casting fabricated Zr55Cu30Ni5Al10 MG
shows better fatigue properties, as the size and distribution of flaws could be tuned by the fabrication
method. Thermal relaxed MGs could show higher fatigue limit, due to the relatively low free volume
content [91–93]. The Poisson’s ratio, sample size [94] and the content of some alloying elements [87]
also have significant influences on the fatigue behavior.

Figure 7 shows a typical fractograph of a brittle Mg-Cu-Ag-Y MG after tension fatigue fracture.
The fractograph of the fatigue cracked MGs can be divided into the crack initiation site, the crack
growth region and the fast fracture region [86,95]. There can be more than one crack initiation site
on one sample. The crack growth region is relative smooth, with many regular fatigue striations
perpendicular to the crack growth direction (Figure 7c). The spacing between striations is at micron
order or submicron order. The fast fracture region is rough (Figure 7c). Vein patterns and melting
features can be observed on the fractograph (Figure 7d), which result from the local heating and
viscosity drop during the rapid fracture.
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Figure 7. Fractograph morphology of a brittle Mg-Cu-Ag-Y MG after tension fatigue fracture.
(a) The overall appearance of the fractograph. (b) Enlarged image of the crack initiation site.
(c) The boundary between the regular fatigue striations and the fast fracture region. (d) The morphology
at the end of the fractograph. (e) Enlarge image of the regular fatigue striations. (f) Enlarged image of
the fast fracture region (g) Enlarge image of the droplet feature at the end of the fractograph.

3. Fracture Mechanism of MGs

The fracture process in MGs discussed above is very different from that in conventional
polycrystalline alloys. With work-hardening effect and the deformation mechanism of dislocations,
the deformation of many polycrystalline alloys will experience an elastic, yielding, work-hardening,
and fracture process. The mode I fracture process in these materials can be described by the classic
linear elastic fracture mechanics (LEFM), which depicts the plastic zone by the contour line of yielding
stress [52]. The material inside the plastic zone could deform plastically, and the material outside the
zone will be still elastic. The plastic zone moves accordingly with the extension of crack-tip. The stress
intensity for crack extension (fracture toughness) and energy absorption during the crack extension
(fracture resistance) can be considered as material dependent constants. Compared to such a fracture
process in polycrystalline alloys, the characteristics of fracture behaviors in MGs are summarized
as follows:

3.1. Discontinuous Stress/Strain Field

For polycrystalline alloys with work hardening effect, the deformation and stress/strain field
can be approximately continuous. For MGs, however, due to the shear softening effect [33,34,96],
the viscous flow in MGs at room temperature will localize and form shear bands [16,34]. Since the
shear transformations and shear band motions can be considered as thermal activated events [97],
the position and the moment of shear band formation are random. After formation, the shear band can
slide at a relatively lower stress [16,27,34], with a strain rate much faster than the external load [69,98].
During further loading, the shear bands delaminate and cause rapid fracture of the material [38]. As a
result, the spatial and temporal distribution of strain/stress field in MGs during the fracture process will
be discontinuous. The global stress/strain will also change discontinuously, observed as the serrations
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on the loading curves [13,25,99]. The strain in the shear bands is highly localized, while the other
places are still elastic.

3.2. Fracture Resistance

Since the fracture process of MGs can be divided into different stages, the fracture resistance and
plastic zone size might not be constant during the crack extension. In the stage of multiple shear
banding, the stress intensity should be large enough that the shear bands can nucleation from the
notch-tip. Part of mechanical energy will be released by plastic deformation in the manner of shear
band sliding. It corresponds to a ductile fracture behavior. When the shear band delamination begins,
the stress intensity required for further delamination will drop suddenly (due to the stress concentration
at the sharp tip of the delaminated shear band and the relatively low viscosity inside the shear band).
At the moment, the stress intensity in the sample is higher than the stress required for crack extension.
The over load makes the shear band delamination a transient non-static process. Later, the crack
extends rapidly and forms the rough zone on the fractograph. In experiments, the rapid fracture of
MGs usually takes a very short moment (<<1 s), and sometimes is accompanied by sparking [100].
Since the crack extension rate is much faster than the shear band sliding rate, there will be not enough
time for the material to deform by shear band sliding. The plastic deformation and energy absorption
during the shear band delamination and rapid fracture will be small. It corresponds to a brittle
fracture behavior.

3.3. Plastic Zone

The crack-tip plastic zone of MGs also differs from that of polycrystalline alloys. In the stage
of multiple shear banding, the plastic zone depends on the distribution of shear bands. It has been
noticed that the notch-tip shear bands distribution on the side surface of MGs during mode I fracture
deviates from the local stress distribution [6,27,50] (Figure 8). The reason for such deviation is that
the shear bands in MGs propagates along the local maximum shear stress direction (or the direction
of the local maximum shear stress gradient) [101]. Due to the stress concentration at shear band tip,
the shear band is able to propagate into the region with relatively low stress. Therefore, the actual
plastic deformed region of MGs depends on the distribution of shear stress direction, instead of the
distribution of stress intensity. With the increasing stress intensity during loading, new shear bands
are formed from the notch-tip, and the plastic deformed region gradually extends. Later, the shear
band delamination is triggered when the critical condition is reached. At the moment, the sharp crack
tip extends rapidly along the shear band path. The plastic zone depends on the softened region near
the crack tip. Since the opposite sides of the delaminated shear bands could match well with each
other, the plastic zone size might be very small. If the plastic region has a similar size to the dimples
on the fractograph (a few microns to tens of microns), it will be much smaller than the shear band
itself (the shear bands in BMGs can be millimeter-scale). The decreased plastic zone size explains the
reduced fracture resistance during the shear band delamination.

Based on the above discussions, the shear band controlled fracture process of MGs can be
considered as a dynamic process, in which the plastic deformation is achieved through individual shear
band formation and sliding instead of continuous deformation. With different sample size, sample
shape and loading condition, the stability, direction, formation stress, morphology and sliding distance
of the shear bands in MGs will change accordingly, which will result in different deformation behaviors.
Therefore, those mechanical properties including plasticity and fracture toughness will strongly depend
on both the material and the external loading condition. For instance, straightforward shear bands are
formed under uniaxial loading, and the material will show a shear mode fracture [18–20,44]. Due to
the normal stress sensitivity of the shear band nucleation, MGs show different yielding stress and
shear directions in compression and tension [18–20]. Under different constrained loading conditions,
different failure mode, plasticity, and serration behavior can be obtained [102,103], etc. In the case
of mode I fracture, the energy absorption is mainly attributed to the stage of multiple shear bands
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formation and sliding. In small size samples, sustainable multiple shear banding can be more easily
achieved and better fracture toughness/fracture resistance can be obtained. Under different loading
mode, the notch tip shear band distribution (plastic zone) will change accordingly, which will result in
different fracture properties [104]. The ductility and toughness of the material depend on the crucial
moment of shear band delamination, which is sensitive to the local structure and stress condition.
In different tests, different samples, and different positions of a sample, the critical condition of shear
band delamination might show a high degree of variability and randomness. With this understanding,
it becomes doubtful to treat those mechanical properties in MGs as intrinsic material properties.

 

Figure 8. A comparison of shear band distribution and shear stress distribution near the notch tip of a
Pd77.5Cu6Si16.5 MG during 3-point bending. (a) The shear band distribution near the notch tip of the
sample. (b) Simulated shear stress distribution on the side surface of the sample. (c) Simulated shear
stress distribution in the middle of the sample.

4. Characterizing the Fracture Properties of Metallic Glasses

At present, how to characterize the fracture property of MGs is still under debate. The main
points in controversy are summarized as below:

4.1. Size Limit of MGs

According to the standard test method of mode I fracture toughness [21,22], a large sample size is
required to ensure the validity of the measured results. For a sample with a fracture toughness of KIC,
the required thickness of the sample can be expressed as:

B, a ≥ 2.5
(

KQ

σY

)2

(3)

where B represents the sample’s thickness, a represents the crack length, KQ represents the toughness
value, and σY represents the yielding strength. As the mode I fracture toughness value of MGs falls in
the range of a few to more than one hundred MPa·m0.5 [21,22], the required sample size will be a few
millimeters to more than one centimeter. However, such a size requirement can hardly be reached by
most MGs, due to their poor glass-forming ability. Until now, the BMGs with a critical size of more
than one centimeter are still rare. Most fracture tests of MGs are carried out with a sample size of a
few millimeters, which can hardly reach the size requirement of standard test [21,22]. Besides, crack
opening displacement should be measured during the fracture process as required by the test standard.
However, it will be difficult to install a very small extensometer onto the small MG samples.

4.2. Fatigue Pre-Crack

According to the test standard [21,22], a fatigue pre-crack with enough length should be prepared
to ensure the sharpness of the initial crack tip. However, this requirement can hardly be achieved by
MGs with small size. As the ligament length of most MG samples is small, the fatigue load should
decrease according with the extension of the fatigue crack. Moreover, it is difficult to prepare a straight
fatigue crack in MGs. As the shear bands near the notch tip are curved and deviated from the original
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notch direction, the fatigue crack also will easily deviate from the original direction. A recent report
discovered that straightforward fatigue crack can be prepared under the pure shear stress condition
achieved by asymmetric four-point bending [105], which provides a feasible solution for this question.

4.3. Variability of Fracture Toughness

As MG samples can hardly meet the requirement of size and fatigue pre-crack in the test standard,
some nonstandard measurements were used for substitution. Some studies used the notch toughness
(without fatigue pre-crack) as an approximation to characterize the fracture toughness of MGs [30,106].
In some studies, the fatigue pre-cracking process was replaced by machining a notch tip with a
very small radius [6]. J-integral toughness tests were also used, as the size requirement of J-integral
toughness test is smaller than that of standard measurement [22,52]. In these studies under different
loading conditions and different test methods, a high variability in the measured fracture toughness
is observed.

Experiments of notch toughness show that with increasing notch-tip radius, the degree of stress
concentration at the notch-tip decreases, and a greater load is needed to form shear bands from
the notch-tip. A larger fracture toughness can be measured [107]. In small size samples, a shorter
shear band sliding distance is required to release the same stress. The material prefers to form
multiple shear bands rather than shear band delamination, and a higher fracture resistance can
be achieved [42,43,51]. The measured fracture toughness is also sensitive to the temperature [108],
loading rate, loading mode [107], heat history [109], residual stress [110], geometry [111] and the
distribution of impurities/flaws [112]. For example, the cooling rate directly affects the fracture energy
of a Ti-Zr-Cu-Ni-Be MG, which can range from 148.9 to only 0.2 kJ m−2 [26]. The measured fracture
toughness of Vitreloy-1 MG can vary widely from ~18 to ~130 MPa·m1/2 in different reports with
different test methods [39,75,113].

To understand the variability of fracture toughness in MGs. Some studies suggest that the
properties of MGs are “intrinsically variable” [114], as the shear band behaviors of MGs depends
on both the material and the loading condition [42,107,115]. Some studies suggest that the sample
geometry to measure the fracture toughness of BMGs should be much smaller than suggested by
the standards for crystalline alloys [111]. According to the discussions of this review, the variability
of mechanical properties of MGs actually reflects the sensibility of the shear band behaviors to the
external loading condition and the randomness in the shear band motions. We have seen the tendency
that new experimental methods, theoretical criteria, or definitions will be proposed to further study
these shear band controlled materials, especially for the engineering important metallic glasses.

5. Prospects

Here a brief review has been provided to understand the fracture behavior and fracture mechanism
of MGs. As present, the study of fracture in MGs is still preliminary, due to the complex fracture
mechanism of MGs compared to the classic fracture mechanism in polycrystalline alloys. Here we
would like to raise some representative unsolved issues in this field, which to our knowledge have
relatively high interest and importance.

5.1. Characterizing the Dynamic Fracture Properties of MGs

As discussed above, the different fracture modes, dynamically changing fracture resistance during
different stages of fracture, and high variability in the measured fracture toughness of MGs result from
their complex fracture mechanism. Due to the limitation of glass-forming ability, standard test methods
of fracture properties might not be applicable in those MGs with small critical size. Appropriate
experimental methods and theoretical tools are needed to characterize and further study the dynamic
fracture behavior of MGs and other shear band controlled materials. For those small size MGs that
cannot meet the requirement of test standard, new methods are needed to be developed to characterize
their toughness and fracture resistance.
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5.2. Toughening Method of MGs

Although some MGs show high damage tolerance, the fracture toughness of the most widely used
Fe-based magnetic MGs in industry is still poor. The poor tensile ductility and low impact toughness of
MGs also limit their further applications in many cases. How to enhance the mechanical performance
of Fe-based MG and their composites without negative effects on their magnetic properties, and how
to achieve tensile ductility and toughness in large MG samples are of great significance.

5.3. Performance Under Special Conditions

As the shear band behaviors can be tuned by external loading condition, MGs can possibly
show better mechanical performance under special conditions, such as high temperature, cryogenic
temperature, small sample size, irregular sample shape, irradiation environment, high strain rate,
constrained loading, etc. These factors could provide potential applications for MGs.

5.4. Rapid Fracture Mechanism of MGs

The formation process of the rough zone on the fractograph and the rapid fracture mechanism
under impact loading and other rapid loading conditions are still unclear. To optimize the fracture
toughness and impact toughness of MGs, the physics behind the rapid fracture of MGs should be
studied and clarified.

5.5. Mode II and Mode III Fracture Mechanism of MGs

At present, the studies of fracture mechanism of MGs under Mode II and mode III fracture are still
rare. The different fracture properties of MGs under different load mode might provide an approach to
understand the correlation between the mechanical behaviors and the loading conditions of MGs.
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Abstract: The paper addresses the problem of an interfacial crack in a multi-directional laminated
beam with possible bending-extension coupling. A crack-tip element is considered as an assemblage
of two sublaminates connected by an elastic-brittle interface of negligible thickness. Each sublaminate
is modeled as an extensible, flexible, and shear-deformable laminated beam. The mathematical
problem is reduced to a set of two differential equations in the interfacial stresses. Explicit expressions
are derived for the internal forces, strain measures, and generalized displacements in the sublaminates.
Then, the energy release rate and its Mode I and Mode II contributions are evaluated. As an example,
the model is applied to the analysis of the double cantilever beam test with both symmetric and
asymmetric laminated specimens.

Keywords: fiber-reinforced composite laminate; multi-directional laminate; delamination; elastic
interface; energy release rate; mixed-mode fracture

1. Introduction

Delamination, or interlaminar fracture, is the main life-limiting failure mode for fiber-reinforced
composite laminates [1]. Delamination cracks may originate from localized defects and propagate due
to peak interlaminar stresses. A huge number of analytical, numerical, and experimental studies have
been devoted to this problem during the last few decades [2–6]. The phenomenon is also relevant for
many similar layered structures, such as glued laminated timber beams [7] and multilayered ceramic
composites [8].

Within the framework of linear elastic fracture mechanics (LEFM), a delamination crack is expected
to propagate when the energy release rate, G, attains a critical value, or fracture toughness, Gc.
Since delamination cracks preferentially propagate along the weak interfaces between adjoining plies
(laminae), propagation generally involves a mix of the three basic fracture modes (Mode I or opening,
Mode II or sliding, and Mode III or tearing). Each fracture mode furnishes an additive contribution to
the total energy release rate, GI, GII, and GIII [9], and corresponds to a different value of interlaminar
fracture toughness, GIc, GIIc, and GIIIc [10]. Thus, to predict delamination crack propagation, it is
necessary (i) to assess by experiments the interlaminar fracture toughness (in pure and mixed fracture
modes), (ii) to define a suitable mixed-mode fracture criterion, and (iii) to use a theoretical model to
evaluate the energy release rate and its modal contributions [11].

An effective modeling approach to evaluate the energy release rate is to consider a delaminated
laminate as composed of sublaminates connected by an elastic interface, i.e., a continuous distribution
of linearly elastic–brittle springs. Such an elastic interface model was developed first by Kanninen
for the double cantilever beam (DCB) test specimen [12] and later adopted by many authors for the
analysis of the delamination of composite laminates [13–26]. Elastic interface models can be regarded
as particular cases of the more general cohesive-zone models [27,28]. The latter are increasingly
used to model delamination associated with large-scale bridging and other non-linear damage
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phenomena [29–38]. A parallel line of research concerns adhesively-bonded joints, for which models
of growing complexity have been proposed in the literature [39]: from elastic interface models [40–46]
to non-linear cohesive-zone models [47,48].

Bending-extension coupling and other elastic couplings are a typical feature of composite
laminated beams and plates [49]. Nevertheless, only a few theoretical models for the study of
delamination take into account elastic couplings. Among these, it is worth citing the pioneering
work by Schapery and Davidson on the prediction of the energy release rate in mixed-mode fracture
conditions [50]. In recent years, Xie et al. considered bending-extension coupling in the analysis
of delamination toughness specimens [36] and composite laminated plates subjected to flexural
loading [25]. Dimitri et al. presented a general formulation of the elastic interface model including
bending-extension and shear deformability, but limited their analytical solution to the case with no
elastic coupling [26]. Valvo analyzed the delamination of shear-deformable laminated beams with
bending-extension coupling based on a rigid interface model [51]. Tsokanas and Loutas extended the
above-mentioned analysis to include the effects of crack tip rotations and hygrothermal stresses [52].
To the best of our knowledge, a complete analytical solution for the elastic interface model of
delaminated beams with bending-extension coupling and shear deformability has not yet been
presented in the literature.

This paper analyses the problem of an interfacial crack in a multi-directional laminated beam
with possible bending-extension coupling [53]. A crack-tip element is defined as a laminate segment
extending ahead and behind the crack tip cross-section, such that the fracture process zone is fully
included within [54,55]. In line with the elastic interface modeling approach, the crack-tip element is
considered as an assemblage of two sublaminates connected by an elastic-brittle interface of negligible
thickness. Each sublaminate is modeled as an extensible, flexible, and shear-deformable laminated
beam [56]. The mathematical problem is reduced to a set of two differential equations in the interfacial
stresses. A complete analytical solution is derived including explicit expressions for the internal forces,
strain measures, and generalized displacements in the sublaminates. Then, the energy release rate
and its Mode I and Mode II contributions are evaluated based on Rice’s J -integral [57]. By way
of illustration, the model is applied to the analysis of the DCB test. Three laminated specimens are
analyzed, made up of uni-directional, cross-ply, and multi-directional sublaminates.

2. Crack-Tip Element

2.1. Mechanical Model

Let us consider a composite laminated beam of length L, width B, and thickness H = 2h, with a
through-the-width delamination crack of length a. The delamination plane ideally subdivides the
laminate into two sublaminates (labeled 1 and 2) of thicknesses H1 = 2h1 and H2 = 2h2. We fix
a right-handed global Cartesian reference system, Oxyz, with the origin O at the center of the crack tip
cross-section and the x-, y-, and z-axes aligned with the laminate longitudinal, width, and thickness
directions, respectively (Figure 1).

Figure 1. Laminated beam with through-the-width delamination.
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The present mechanical model focuses on a crack-tip element (CTE), here defined as a laminate
segment of length �, extending ahead and behind the crack tip cross-section, which fully includes
the fracture process zone [54,55]. In practice, the end sections of the CTE, A and B, should be chosen
such that A is immediately ahead of the delamination front and B is sufficiently far from it to make
sure that the laminate behind behaves as a monolithic beam (Figure 2a). We model the sublaminates
as two plane beams connected by an elastic-brittle interface of negligible thickness. The generalized
displacements for the sublaminates are defined as follows: uα and wα denote the sublaminate mid-plane
displacements along the x- and z-directions, respectively; ϕα denote their cross-section rotations about
the y-axis (positive if counter-clockwise). Henceforth, the subscript α is used to refer to the upper
(α = 1) and lower (α = 2) sublaminates (Figure 2b).

(a) (b)
Figure 2. Crack-tip element: (a) definition; (b) model.

In line with the kinematics of Timoshenko’s beam theory [56], we define the strain measures for the
sublaminates as the mid-plane axial strain, εα, average shear strain, γα, and pseudo-curvature, κα. These are
related to the generalized displacements as follows:

εα =
duα

dx
, γα =

dwα

dx
+ ϕα, and κα =

dϕα

dx
. (1)

Next, we introduce the conjugated internal forces, namely the axial force, Nα, shear force, Qα, and
bending moment, Mα. For a laminated beam with bending-extension coupling, the internal forces are
related to the strain measures as follows:

Nα = Aαεα + Bακα, Qα = Cαγα, and Mα = Bαεα +Dακα, (2)

where Aα, Bα, Cα, and Dα respectively denote the sublaminate extensional stiffness, bending-extension
coupling stiffness, shear stiffness, and bending stiffness. In general, such stiffnesses should be calculated
according to classical laminated plate theory [49], as detailed in Appendix A.

For what follows, it is convenient to introduce also the sublaminate compliances,

aα =
Dα

AαDα − Bα
2 , bα = − Bα

AαDα − Bα
2 , cα =

1
Cα

, and dα =
Aα

AαDα − Bα
2 , (3)

and write the constitutive relations, Equation (2), in inverse form:

εα = aαNα + bα Mα, γα = cαQα, and κα = bαNα + dα Mα. (4)

The elastic interface between the upper and lower sublaminates transfers both normal and shear
interfacial stresses, respectively given by:

σ = kzΔw and τ = kxΔu, (5)
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where kz and kx are the interface elastic constants and:

Δw = w2 − w1 and Δu = u2 − u1 − ϕ2h2 − ϕ1h1 (6)

are the transverse and longitudinal relative displacements at the interface, respectively. By substituting
Equation (6) into (5), we obtain:

σ = kz (w2 − w1) and τ = kx (u2 − u1 − ϕ2h2 − ϕ1h1) . (7)

2.2. Differential Problem

The equilibrium equations for the upper and lower sublaminates are:

dNα

dx
+ nα = 0,

dQα

dx
+ qα = 0, and

dMα

dx
+ mα − Qα = 0, (8)

where nα, qα, and mα respectively are the distributed axial load, transverse load, and bending couple, due to
the normal and shear stresses transferred by the interface:

n1 = −n2 = Bτ, q1 = −q2 = Bσ, and mα = Bτhα. (9)

We substitute Equation (9) into (8) and differentiate the latter with respect to x. Then, by using
Equations (1)–(4), we obtain the set of governing differential equations for the upper sublaminate,

1
B

d3u1

dx3 = − (a1 + b1h1)
dτ

dx
− b1σ,

1
B

d4w1

dx4 = (b1 + d1h1)
dτ

dx
− c1

d2σ

dx2 + d1σ, and

1
B

d3 ϕ1

dx3 = − (b1 + d1h1)
dτ

dx
− d1σ,

(10)

and for the lower sublaminate,

1
B

d3u2

dx3 = (a2 − b2h2)
dτ

dx
+ b2σ,

1
B

d4w2

dx4 = − (b2 − d2h2)
dτ

dx
+ c2

d2σ

dx2 − d2σ, and

1
B

d3 ϕ2

dx3 = (b2 − d2h2)
dτ

dx
+ d2σ.

(11)

2.3. Boundary Conditions

The crack-tip element is subjected to known internal forces on the upper and lower sublaminates
at cross-section A. Hence, the following six static boundary conditions can be written:

N1|x=0 = NA
1 , Q1|x=0 = QA

1 , M1|x=0 = MA
1 ;

N2|x=0 = NA
2 , Q2|x=0 = QA

2 , M2|x=0 = MA
2 .

(12)

At cross-section B, three kinematic boundary conditions can be obtained from the assumption
that the laminate behind behaves as a monolithic beam:

ε1|x=� + κ1|x=� h1 = ε2|x=� − κ2|x=� h2,

γ1|x=� = γ2|x=� , and κ1|x=� = κ2|x=� .
(13)
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To sum up, we have nine boundary conditions to complete the formulation of the differential
problem. We note that, in general, no restraints are given to prevent rigid-body motions of the CTE.

3. Solution of the Differential Problem

3.1. Solution Strategy

Following a solution strategy already adopted to solve some specific problems [22,43,44,53],
the interfacial stresses are here assumed as the main unknowns. To this aim, we differentiate the
normal and shear interfacial stresses, Equation (7), four and three times, respectively, with respect to x.
Then, we substitute Equations (10) and (11) into the result. After some simplifications, we obtain the
following differential equation set:

d4σ

dx4 − α1
d2σ

dx2 + α2σ + kzβ0
dτ

dx
= 0,

d3τ

dx3 − α3
dτ

dx
− kxβ0σ = 0,

(14)

where:

α1 = kzB (c1 + c2) , α2 = kzB (d1 + d2) , and

α3 = kxB
(
a1 + a2 + 2b1h1 − 2b2h2 + d1h1

2 + d2h2
2
) (15)

are constant coefficients and:

β0 = B (b1 + b2 + d1h1 − d2h2) (16)

is a coupling parameter, here called the unbalance parameter by analogy with the literature on adhesive
joints [39].

Two cases have to be considered in solving the differential problem:
(1) the balanced case, when β0 = 0, i.e., d1h1 + b1 = d2h2 − b2. This condition is trivially fulfilled,

for instance, by homogeneous laminates with mid-plane delaminations (for which b1 = b2 = 0, d1 = d2,
and h1 = h2) or symmetrically-stacked laminates with mid-plane delaminations (for which b1 = −b2,
d1 = d2, and h1 = h2). Besides, the balance condition is satisfied by homogeneous sublaminates with
bending stiffness ratio D1

D2
= h1

h2
[38,58]. More generally, it is possible to conceive of non-trivial stacking

sequences, where the upper and lower sublaminates have unequal thicknesses, but fulfil the balance
condition [59,60]. In the balanced case, Equations (14) are uncoupled and can be solved separately to
obtain the normal and shear interfacial stresses;

(2) the unbalanced case, when β0 �= 0, i.e., d1h1 + b1 �= d2h2 − b2. This condition corresponds to
laminates with generic stacking sequences and arbitrarily-located delaminations (with respect to the
mid-plane). In the unbalanced case, Equations (14) are coupled and must be solved simultaneously.

In the following subsections, we will show how to solve the stated differential problem and obtain
the expressions for the interfacial stresses. Then, by using Equations (1), (4) and (8), it is straightforward
to deduce also the expressions for the internal forces, strain measures, and generalized displacements.

3.2. Balanced Case

3.2.1. Interfacial Stresses

In the balanced case, the differential problem, Equation (14), reduces to the following two
uncoupled differential equations:
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d4σ

dx4 − α1
d2σ

dx2 + α2σ = 0,

d3τ

dx3 − α3
dτ

dx
= 0,

(17)

whose coefficients are defined in Equation (15).
The general solution for the interfacial stresses in the balanced case can be written as follows:

σ (x) =
1
B

4

∑
i=1

fi exp (−λix) ,

τ (x) =
1
B
[ f5 exp (−λ5x) + f6 exp (−λ6x) + f7] ,

(18)

where f1, f2, ..., f7 are integration constants and:

λ1 =
1√
2

√
α1 −

√
α2

1 − 4α2, λ2 = −λ1,

λ3 =
1√
2

√
α1 +

√
α2

1 − 4α2, λ4 = −λ3,

λ5 =
√

α3, and λ6 = −λ5

(19)

are the non-zero roots of the characteristic equation of the differential problem (17):

(
λ4 − α1λ2 + α2

) (
λ2 − α3

)
= 0. (20)

Strictly speaking, the solution expressed by Equation (18) holds provided that the interface
constant kz is not equal to the following “critical” value:

k̂z =
4
B

d1 + d2

(c1 + c2)
2 , (21)

for which Equation (20) has coincident roots and the solution requires a different expression.
However, for material properties corresponding to common fiber-reinforced laminates, the numerical
values of kz are usually greater than k̂z, and the roots of the characteristic equation are real-valued
(see Appendix B.1). For very compliant interfaces, e.g., if the present model is applied to the analysis
of adhesively-bonded joints with weak adhesive, it may happen that kz < k̂z, and the characteristic
equation has complex roots. In such cases, the present solution is still valid, provided that the complex
exponential functions are considered in Equation (18) and the following. Similar considerations apply
also to the unbalanced case.

3.2.2. Internal Forces

By substituting Equation (18) into (9), the latter into (8), and integrating with respect to x, we obtain
the expressions for the internal forces in the upper sublaminate,

N1 (x) =
f5

λ5
exp (−λ5x) +

f6

λ6
exp (−λ6x)− f7x − f8,

Q1 (x) =
4

∑
i=1

fi
λi

exp (−λix)− f10, and

M1 (x) =−
4

∑
i=1

fi

λ2
i

exp (−λix) +
h1 f5

λ5
exp (−λ5x) +

h1 f6

λ6
exp (−λ6x)− ( f10 + h1 f7) x − f12,

(22)
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and in the lower sublaminate,

N2 (x) = − f5

λ5
exp (−λ5x)− f6

λ6
exp (−λ6x) + f7x + f9,

Q2 (x) = −
4

∑
i=1

fi
λi

exp (−λix) + f11, and

M2 (x) =
4

∑
i=1

fi

λ2
i

exp (−λix) +
h2 f5

λ5
exp (−λ5x) +

h2 f6

λ6
exp (−λ6x) + ( f11 − h2 f7) x + f13,

(23)

where f8, f9, ..., f13 are integration constants.

3.2.3. Strain Measures

By substituting Equations (22) and (23) into (4), we obtain the expressions for the strain measures
in the upper sublaminate,

ε1 (x) = (a1 + b1h1)

[
f5

λ5
exp (−λ5x) +

f6

λ6
exp (−λ6x)

]
− b1

4

∑
i=1

fi

λ2
i

exp (−λix)+

− [(a1 + b1h1) f7 + b1 f10] x − a1 f8 − b1 f12,

γ1 (x) =c1

4

∑
i=1

fi
λi

exp (−λix)− c1 f10, and

κ1 (x) =− d1

4

∑
i=1

fi

λ2
i

exp (−λix) + (d1h1 + b1)

[
f5

λ5
exp (−λ5x) +

f6

λ6
exp (−λ6x)

]
+

− [(d1h1 + b1) f7 + d1 f10] x − b1 f8 − d1 f12,

(24)

and in the lower sublaminate,

ε2 (x) =− (a2 − b2h2)

[
f5

λ5
exp (−λ5x) +

f6

λ6
exp (−λ6x)

]
+ b2

4

∑
i=1

fi

λ2
i

exp (−λix)+

+ [(a2 − b2h2) f7 + b2 f11] x + a2 f9 + b2 f13,

γ2 (x) =− c2

4

∑
i=1

fi
λi

exp (−λix) + c2 f11, and

κ2 (x) =d2

4

∑
i=1

fi

λ2
i

exp (−λix) + (d2h2 − b2)

[
f5

λ5
exp (−λ5x) +

f6

λ6
exp (−λ6x)

]
+

− [(d2h2 − b2) f7 − d2 f11] x + b2 f9 + d2 f13.

(25)

3.2.4. Generalized Displacements

Lastly, by substituting Equations (24) and (25) into (1) and integrating the latter with respect to x,
we obtain the expressions for the generalized displacements in the upper sublaminate,
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u1 (x) =− (a1 + b1h1)

[
f5

λ2
5

exp (−λ5x) +
f6

λ2
6

exp (−λ6x)

]
+ b1

4

∑
i=1

fi

λ3
i

exp (−λix)+

− [(a1 + b1h1) f7 + b1 f10]
x2

2
− (a1 f8 + b1 f12) x + f14,

w1 (x) =
4

∑
i=1

(
d1

λ2
i
− c1

)
fi

λ2
i

exp (−λix)− (d1h1 + b1)

[
f5

λ3
5

exp (−λ5x) +
f6

λ3
6

exp (−λ6x)

]
+

+ [(d1h1 + b1) f7 + d1 f10]
x3

6
+ (b1 f8 + d1 f12)

x2

2
− ( f16 + c1 f10) x + f15, and

ϕ1 (x) =d1

4

∑
i=1

fi

λ3
i

exp (−λix)− (d1h1 + b1)

[
f5

λ2
5

exp (−λ5x) +
f6

λ2
6

exp (−λ6x)

]
+

− [(d1h1 + b1) f7 + d1 f10]
x2

2
− (b1 f8 + d1 f12) x + f16,

(26)

and in the lower sublaminate,

u2 (x) = (a2 − b2h2)

[
f5

λ2
5

exp (−λ5x) +
f6

λ2
6

exp (−λ6x)

]
− b2

4

∑
i=1

fi

λ3
i

exp (−λix)+

+ [(a2 − b2h2) f7 + b2 f11]
x2

2
+ (a2 f9 + b2 f13) x + f17,

w2 (x) =−
4

∑
i=1

(
d2

λ2
i
− c2

)
fi

λ2
i

exp (−λix)− (d2h2 − b2)

[
f5

λ3
5

exp (−λ5x) +
f6

λ3
6

exp (−λ6x)

]
+

+ [(d2h2 − b2) f7 − d2 f11]
x3

6
− (b2 f9 + d2 f13)

x2

2
− ( f19 − c2 f11) x + f18, and

ϕ2 (x) =− d2

4

∑
i=1

fi

λ3
i

exp (−λix)− (d2h2 − b2)

[
f5

λ2
5

exp (−λ5x) +
f6

λ2
6

exp (−λ6x)

]
+

− [(d2h2 − b2) f7 − d2 f11]
x2

2
+ (b2 f9 + d2 f13) x + f19,

(27)

where f14, f15, ..., f19 are further integration constants.

3.2.5. Supernumerary Integration Constants

In the obtained analytical solution, nineteen integration constants appear. However, seven
of them are supernumerary as a consequence of the adopted solution strategy (see Section 3.1).
To determine the supernumerary integration constants, we substitute the solution for the interfacial
stresses, Equation (18), and generalized displacements, Equations (26) and (27), into Equation (7).
In this way, two identities are obtained, which need to be fulfilled for all values of x. The following
seven relations among the integration constants are determined:

f10 = − α3

Bkxα4
d2 f7, f11 =

α3

Bkxα4
d1 f7,

f12 = − (a1 + b1h1) d2 − (b2 − d2h2) b1

α4
f8 − a2d2 − b2

2
α4

f9,

f13 =
a1d1 − b2

1
α4

f8 +
(a2 − b2h2) d1 − (b1 + d1h1) b2

α4
f9,

f14 = f17 − (h1 + h2) f19 − 1
kx

[
1
B
+

α3

Bα4
(c1d2 − c2d1) h1

]
f7,

f15 = f18, and f16 = f19 +
α3

Bkxα4
(c1d2 − c2d1) f7,

(28)
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where:
α4 = b1d2 − b2d1 + d1d2(h1 + h2). (29)

The values of the remaining twelve independent integration constants ( f1, f2, ..., f9 and f17,
f18, and f19) have to be determined by imposing the boundary conditions of the particular problem
being solved. It can be noted that the last three independent integration constants describe a rigid
motion of the specimen and can be assessed only when appropriate kinematic restraints are prescribed.
The adopted solution strategy enables the determination of the internal forces, strain measures, and
relative displacements, even though the values of the last three constants remain undetermined.

3.3. Unbalanced Case

3.3.1. Interfacial Stresses

In the unbalanced case, Equations (14) are coupled. To separate the unknowns, we solve the
first of such equations w.r.t. to dτ/ dx and substitute the result into the second equation. After some
simplifications, we obtain:

d6σ

dx6 − β1
d4σ

dx4 + β2
d2σ

dx2 − β3σ = 0,

dτ

dx
= − 1

kzβ0

(
d4σ

dx4 − α1
d2σ

dx2 + α2σ

)
,

(30)

where:
β1 = α1 + α3, β2 = α2 + α1α3, and β3 = α2α3 − kxkzβ2

0, (31)

with α1, α2, α3, and β0 already defined in Equations (15) and (16), respectively.
The general solution for the interfacial stresses in the unbalanced case can be written as follows:

σ (x) =
1
B

6

∑
i=1

gi exp (−μix) ,

τ (x) = − kxβ0

B

6

∑
i=1

gi exp (−μix)
μi
(
μ2

i − α3
) +

g7

B
,

(32)

where g1, g2, ..., g7 are integration constants and μ1, μ2, ..., μ6 are the non-zero roots of the characteristic
equation of the differential problem (30):

μ6 − β1μ4 + β2μ2 − β3 = 0. (33)

By substituting Equation (31) into (33), the latter can be rearranged as:

(
μ2 − λ2

1

) (
μ2 − λ2

3

) (
μ2 − λ2

5

)
+ kxkzβ2

0 = 0, (34)

where λ1, λ3, and λ5 are given by Equation (19). From Equation (34), it can be easily concluded that
the roots of the characteristic equation for the unbalanced case are different from those for the balanced
case. Conversely, by assuming β0 = 0, Equation (34) turns out to be equivalent to Equation (20).

In general, Equation (33) can be solved numerically. In Appendix B.2, the conditions are given
for which μ1, μ2, ..., μ6 are real, along with their analytical expressions in this case. It should be noted
that, strictly speaking, the solution expressed by Equation (32) is valid only when the characteristic
equation has no coincident roots, which is the case for common geometric and material properties.
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3.3.2. Internal Forces

By substituting Equation (32) into (9), the latter into (8), and integrating with respect to x, we obtain
the expressions for the internal forces in the upper sublaminate,

N1 (x) =− kxβ0

6

∑
i=1

gi

μ2
i
(
μ2

i − α3
) exp (−μix)− g7x − g8,

Q1 (x) =
6

∑
i=1

gi
μi

exp (−μix)− g10, and

M1 (x) =−
6

∑
i=1

gi

μ2
i

(
1 +

h1kxβ0

μ2
i − α3

)
exp (−μix)− (h1g7 + g10) x − g12,

(35)

and in the lower sublaminate,

N2 (x) =kxβ0

6

∑
i=1

gi

μ2
i
(
μ2

i − α3
) exp (−μix) + g7x + g9,

Q2 (x) =−
6

∑
i=1

gi
μi

exp (−μix) + g11, and

M2 (x) =
6

∑
i=1

gi

μ2
i

(
1 − h2kxβ0

μ2
i − α3

)
exp (−μix)− (h2g7 − g11) x + g13,

(36)

where g8, g9, ..., g13 are integration constants.

3.3.3. Strain Measures

By substituting Equations (35) and (36) into (4), we obtain the expressions for the strain measures
in the upper sublaminate,

ε1 (x) =−
6

∑
i=1

gi

μ2
i

[
kxβ0

μ2
i − α3

(a1 + b1h1) + b1

]
exp (−μix) +

− [(a1 + b1h1) g7 + b1g10] x − a1g8 − b1g12,

γ1 (x) =c1

6

∑
i=1

gi
μi

exp (−μix)− c1g10, and

κ1 (x) =−
6

∑
i=1

gi

μ2
i

[
d1 +

kxβ0

μ2
i − α3

(d1h1 + b1)

]
exp (−μix) +

− [(d1h1 + b1) g7 + d1g10] x − b1g8 − d1g12,

(37)

and in the lower sublaminate,

ε2 (x) =
6

∑
i=1

gi

μ2
i

[
kxβ0

μ2
i − α3

(a2 − b2h2) + b2

]
exp (−μix) +

+ [(a2 − b2h2) g7 + b2g11] x + a2g9 + b2g13,

γ2 (x) =− c2

6

∑
i=1

gi
μi

exp (−μix) + c2g11, and

κ2 (x) =
6

∑
i=1

gi

μ2
i

[
d2 − kxβ0

μ2
i − α3

(d2h2 − b2)

]
exp (−μix) +

− [(d2h2 − b2) g7 − d2g11] x + b2g9 + d2g13.

(38)
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3.3.4. Generalized Displacements

Lastly, by substituting Equations (37) and (38) into (1) and integrating the latter with respect to x,
we obtain the expressions for the generalized displacements in the upper sublaminate,

u1 (x) =
6

∑
i=1

gi

μ3
i

[
kxβ0

μ2
i − α3

(a1 + b1h1) + b1

]
exp (−μix) +

− [(a1 + b1h1) g7 + b1g10]
x2

2
− (a1g8 + b1g12) x + g14,

w1 (x) =
6

∑
i=1

gi

μ2
i

[
d1

μ2
i
− c1 +

kxβ0 (d1h1 + b1)

μ2
i
(
μ2

i − α3
)

]
exp (−μix) +

+ [(d1h1 + b1) g7 + d1g10]
x3

6
+ (b1g8 + d1g12)

x2

2
− (c1g10 + g16) x + g15, and

ϕ1 (x) =
6

∑
i=1

gi

μ3
i

[
kxβ0

μ2
i − α3

(d1h1 + b1) + d1

]
exp (−μix) +

− [(d1h1 + b1) g7 + d1g10]
x2

2
− (b1g8 + d1g12) x + g16,

(39)

and in the lower sublaminate,

u2 (x) =−
6

∑
i=1

gi

μ3
i

[
kxβ0

μ2
i − α3

(a2 − b2h2) + b2

]
exp (−μix) +

+ [(a2 − b2h2) g7 + b2g11]
x2

2
+ (a2g9 + b2g13) x + g17,

w2 (x) =−
6

∑
i=1

gi

μ2
i

[
d2

μ2
i
− c2 − kxβ0 (d2h2 − b2)

μ2
i
(
μ2

i − α3
)

]
exp (−μix) +

+ [(d2h2 − b2) g7 − d2g11]
x3

6
− (b2g9 + d2g13)

x2

2
+ (c2g11 − g19) x + g18, and

ϕ2 (x) =
6

∑
i=1

gi

μ3
i

[
kxβ0

μ2
i − α3

(d2h2 − b2)− d2

]
exp (−μix) +

− [(d2h2 − b2) g7 − d2g11]
x2

2
+ (b2g9 + d2g13) x + g19,

(40)

where g14, g15, ..., g19 are further integration constants.

3.3.5. Supernumerary Integration Constants

As for the balanced case (see Section 3.2.5), nineteen integration constants appear in the analytical
solution for the unbalanced case. Again, seven of them are supernumerary and can be determined
by substituting the solution for the interfacial stresses, Equation (32), and generalized displacements,
Equations (39) and (40), into Equation (7). In this way, two identities are obtained, which need to
be fulfilled for all values of x. Consequently, the following seven relations among the integration
constants are determined:

g10 =
(
− α3

Bkxα4
d2 + β0

b2−d2h2
Bα4

)
g7, g11 =

(
α3

Bkxα4
d1 − β0

b1+d1h1
Bα4

)
g7,

g12 = − (a1+b1h1)d2−(b2−d2h2)b1
α4

g8 − a2d2−b2
2

α4
g9,

g13 =
a1d1−b2

1
α4

g8 +
(a2−b2h2)d1−(b1+d1h1)b2

α4
g9,

g14 = g17 − (h1 + h2) g19 −
[

1
Bkx

+ α3
Bkxα4

(c1d2 − c2d1) h1 + β0
b1c2−c1b2+c1d2h2+c2d1h1

Bα4
h1

]
g7,

g15 = g18, and g16 = g19 +
[

α3
Bkxα4

(c1d2 − c2d1) + β0
b1c2−c1b2+c1d2h2+c2d1h1

Bα4

]
g7,

(41)

247



Appl. Sci. 2019, 9, 3560

where α4 is furnished by Equation (29).
The values of the remaining twelve independent integration constants (g1, g2, ..., g9 and g17, g18,

and g19) have to be determined by imposing the boundary conditions of the particular problem being
solved. Again, the last three independent integration constants describe a rigid motion of the specimen
and can be assessed only when appropriate kinematic restraints are prescribed. The adopted solution
strategy enables the determination of internal forces, strain measures, and relative displacements, even
though the values of the last three constants remain undetermined.

4. Delamination Crack Analysis

4.1. Energy Release Rate

Under I/II mixed-mode fracture conditions, the energy release rate can be written as G = GI + GII,
where GI and GII are the contributions related to Fracture Modes I and II, respectively. In LEFM, the
energy release rate identifies the path-independent J -integral introduced by Rice [57]. Choosing an
integration path encircling the interface between sublaminates, as detailed in Appendix C, we obtain:

J =
1
2

kzΔw2(0) +
1
2

kxΔu2(0) (42)

or, by recalling Equation (5),

J =
σ2

0
2kz

+
τ2

0
2kx

, (43)

where σ0 = σ(0) and τ0 = τ(0) are the peak values of the interfacial stresses at the delamination
front. The two addends in Equation (43) correspond to the Mode I and Mode II contributions to the
energy release rate, respectively [41]. Since compressive normal stresses at the crack tip (σ0 < 0) do
not promote crack opening, the modal contributions to the energy release rate can be written as

GI = H(σ0)
σ2

0
2kz

and GII =
τ2

0
2kx

, (44)

where H(·) denotes the Heaviside step function. By substituting Equation (18) into (44), we obtain the
following expressions for the balanced case:

GI =
H(σ0)

2kzB2

(
4

∑
i=1

fi

)2

and GII =
1

2kxB2 ( f5 + f6)
2 . (45)

Likewise, by substituting Equation (32) into (44), we obtain the following expressions for the
unbalanced case:

GI =
H(σ0)

2kzB2

(
6

∑
i=1

gi

)2

and GII =
1

2kxB2

(
kxβ0

6

∑
i=1

gi

μi
(
μ2

i − α3
)
)2

. (46)

Lastly, to characterize the ratio between the modal contributions to the energy release rate, we
introduce the mode-mixity angle [11],

ψ = sign (τ0) arctan

√
GII

GI
, (47)

ranging from 0◦ (pure Mode I) to 90◦ (pure Mode II).
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5. Results

5.1. Examples

By way of illustration, we applied the developed solution to the analysis of the DCB test (Figure 3).
Laminated specimens with the following geometric sizes were considered: L = 100 mm, B = 25 mm,
and H = 3.2 mm. A delamination length a = 25 mm and a reference load P = 100 N were used in all
of the following calculations. Boundary conditions (12) and (13) were specialized to the present case
by taking the crack tip internal forces as NA

1 = NA
2 = 0, QA

1 = −QA
2 = P, and MA

1 = −MA
2 = Pa and

assuming a CTE length � = L − a.

Figure 3. Double cantilever beam test.

Three laminated specimens with different stacking sequences were ideally built as follows.
We started from a typical carbon-epoxy fiber-reinforced lamina of thickness tp = 0.2 mm and elastic
moduli shown in Table 1 [61]. Based on this, three stacking sequences were designed corresponding to
uni-directional (UD), cross-ply (CP), and multi-directional (MD) sublaminates (Table 2). Lastly, the
DCB test specimens were obtained by variously assembling the sublaminates one over the other:

• UD//UD
• UD//CP
• UD//MD

where the double slash (//) represents the position of the delamination crack.

Table 1. Lamina elastic moduli.

E1 E2 = E3 ν12 = ν13 ν23 G12 = G13 G23

(MPa) (MPa) – – (MPa) (MPa)

109,000 8819 0.342 0.380 4315 3200

Table 2. Sublaminate stacking sequences.

Sublaminate Stacking Sequence

UD [0◦8]

CP [0◦/90◦/0◦2/90◦3/0◦]

MD [45◦/−45◦2/90◦/45◦2/−45◦/0◦]

The sublaminate plate stiffness matrices, calculated as explained in Appendix A, are reported
in Table 3. It can be noted that no bending-extension coupling was exhibited by the UD sublaminate
(all terms Bij = 0), while bending-extension coupling was shown by both the CP (terms Bxx = −Byy �=
0) and MD sublaminates (all terms Bij �= 0, except Bxs = Bys = 0).
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Table 3. Sublaminate plate stiffnesses.

Sublaminate

[
Aij

] [
Bij
] [

Dij
]

(N/mm) (N) (N mm)

176,066 4872 0 0 0 0 37,561 1039 0
UD 4872 14,245 0 0 0 0 1039 3039 0

0 0 6904 0 0 0 0 0 1473

95,156 4872 0 8091 0 0 25,155 1039 0
CP 4872 95,156 0 0 −8091 0 1039 15,445 0

0 0 6904 0 0 0 0 0 1473

66,477 33,550 0 10,959 −2868 0 19,419 6775 0
MD 33,550 66,477 0 −2868 −5223 0 6775 9710 0

0 0 35,582 0 0 −2868 0 0 7209

The sublaminate equivalent beam stiffnesses, calculated via Equations (A10) and (A19), are given
in Table 4. It can be noted that the UD sublaminate had the highest extensional and bending stiffnesses,
A and D, while the MD sublaminate had the highest bending-extension coupling stiffness, B. The shear
stiffness, C, showed little variations among the chosen stacking sequences.

Table 4. Sublaminate equivalent beam stiffnesses.

Sublaminate
A B C D

(kN) (kN mm) (kN) (kN mm2)

UD 4360.0 0 143.8 930.1

CP 2372.4 201.5 129.0 627.0

MD 1238.5 314.2 123.8 367.0

A crucial point for the successful implementation of the present model is the appropriate choice
of the values of the elastic interface constants. These can be assigned by conducting a compliance
calibration with experimental tests or numerical simulations, if available [62]. In a previous study on
asymmetric DCB test specimens [22], compliance calibration with finite element simulations gave:

kx ≈ 16.2
G13

H
and kz ≈ 6.9

E3

H
, (48)

which, in the present case, yielded kx = 21,845 N/mm3 and kz = 19,016 N/mm3. Such values were
adopted for the present examples.

Figure 4 shows the plots of the interfacial stresses and internal forces as functions of the
x-coordinate in the neighborhood of the crack tip for the UD//UD specimen. This specimen was
symmetric; hence, the unbalance parameter was β0 = 0, and the analytical solution for the balanced
case applied (see Section 3.2). For the DCB test, the specimen response also corresponded to pure
Mode I fracture conditions: actually, Figure 4a shows that the shear stresses were identically null,
while the normal stresses attained a peak value at the crack tip cross-section. Figure 4b shows that also
the sublaminate axial forces were null. Instead, Figure 4c,d shows the trends of the sublaminate shear
forces and bending moments, which started from the assigned values at the crack tip cross-section and
then approached zero asymptotically. Shear forces and bending moments had symmetric trends in the
upper and lower sublaminates because of the specimen symmetry.

Figures 5 and 6 show the plots of the interfacial stresses and internal forces as functions of
the x-coordinate in the neighborhood of the crack tip for the UD//CP and UD//MD specimens,
respectively. Both specimens were asymmetric with unbalance parameter β0 �= 0. Hence, the analytical
solution for the unbalanced case applied (see Section 3.3). For the DCB test, the specimen response
corresponded to I/II mixed-mode fracture conditions: actually, both Figures 5a and 6a show non-zero
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normal and shear stresses, which attained peak values at the crack tip cross-section. All of the
internal forces started from the assigned values at the crack tip cross-section and then approached
zero asymptotically.

(a) (b)

(c) (d)
Figure 4. UD//UD specimen: (a) interfacial stresses, (b) axial forces, (c) shear forces, and (d) bending
moments in the crack tip neighborhood.

(a) (b)
Figure 5. Cont.

251



Appl. Sci. 2019, 9, 3560

(c) (d)
Figure 5. UD//CP specimen: (a) interfacial stresses, (b) axial forces, (c) shear forces, and (d) bending
moments in the crack tip neighborhood.

Table 5 reports the Mode I and II contributions to the energy release rate computed for the three
analyzed specimens, along with the total energy release rate and mode-mixity angle. It is apparent
that the relative amount of the Mode II contribution increased with the specimen asymmetry.

Table 5. Energy release rate and mode mixity.

Specimen
GI GII G ψ

(J/m2) (J/m2) (J/m2) (deg)

UD//UD 339.7 0 339.7 0

UD//CP 403.4 11.4 414.8 −9.5

UD//MD 524.2 135.9 660.1 −27.0

(a) (b)
Figure 6. Cont.
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(c) (d)
Figure 6. UD//MD specimen: (a) interfacial stresses, (b) axial forces, (c) shear forces, and (d) bending
moments in the crack tip neighborhood.

5.2. Effects of Interface Stiffness

Figure 7 shows a schematic of the double cantilever beam specimen loaded by uneven bending
moments (DCB-UBM) test [63]. Here, this particular test configuration was used to illustrate the effects
of interface stiffness, i.e., of the values of the interface elastic constants, kx and kz, on the solution
according to the proposed model.

Figure 7. Double cantilever beam specimen with uneven bending moments.

The same laminated specimens considered in the examples of Section 5.1 were again analyzed, but
subjected to different loading conditions. The upper sublaminate was loaded by a unit bending couple,
M1 = 1 N m, while the lower sublaminate was loaded by a variable bending couple, M2. Figure 8
shows the dimensionless Mode I and Mode II contributions to the energy release rate, γI = GI/G and
γII = GII/G, as functions of the bending moment ratio, M2/M1.

For the UD//UD specimen (Figure 8a), the modal contributions to G turned out to be independent
of the interface stiffness. This result was due to the mid-plane symmetry of the specimen and the
independence of the crack tip bending moments on the delamination length. In this case, also the mode
mixity depended uniquely on the bending moment ratio, M2/M1. In particular, it can be noted how
pure Mode I fracture conditions (γII = 0) were obtained for M2 = −M1, while pure Mode II fracture
conditions (γI = 0) were obtained for M2 = M1. Values of M2/M1 greater than one also corresponded
to pure Mode II because of the incompressibility constraint introduced for GI in Equation (44).
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(a)

(b)

(c)
Figure 8. Dimensionless modal contributions to energy release rate vs. sublaminate bending moment
ratio: (a) UD//UD specimen, (b) UD//CP specimen, and (c) UD//MD specimen.
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Instead, for both the UD//CP (Figure 8b) and UD//MD specimens (Figure 8c), the modal
contributions to G depended on the values of the interface elastic constants, kx and kz. For each modal
contribution, the plots show five curves with different shades of blue: from lighter to darker, and these
correspond to kx = kz = 102, 103, 104, and 105 N/mm3; the darkest curves represent the limit case
kx = kz −→ +∞, which corresponds to a rigid interface model [51]. For the specimens considered, also
the mode mixity and the conditions for pure fracture modes depended on the interface stiffness.

The range of values adopted for kx and kz in the previous plots may look quite wide. Indeed,
this range corresponds to real values that may be obtained when performing a compliance calibration
with experimental results or numerical simulations [62]. The results obtained suggest that the elastic
interface model is potentially capable of highly-accurate prediction and interpretation of experimental
results, provided that the appropriate values of the interface elastic constants are selected. To this aim,
it would be useful to validate the theoretical predictions obtained with experimental results, such as
those obtained by Davidson et al. [64,65]. Such a comparison, similar to the one carried out by Harvey
et al. to validate different mixed-mode partition theories [66,67], will be the subject of future work.

6. Conclusions

An elastic interface model was introduced for the analysis of delamination in bending-extension
coupled laminated beams with through-the-width delamination cracks. The analytical solution
obtained applies to a wide class of multi-directional fiber-reinforced composite laminates, including
cross-ply laminates, provided that their stacking sequences allow them to be modeled as plane beams.
Examples illustrated the application of the model to the analysis of the double cantilever beam test in
I/II mixed-mode fracture conditions. Furthermore, the effects of the interface stiffness on the model
predictions were discussed with reference to the DCB specimen loaded with uneven bending moments.

By suitably adapting the boundary conditions, the outlined solution can be easily used to analyze
different delamination toughness test configurations, as well as delamination behavior in real structural
elements and debonding of adhesively-bonded joints.

The proposed model is potentially capable of highly-accurate prediction and interpretation of
experimental results, provided that the appropriate interface stiffness is defined. In this respect, it will
be useful to compare the model predictions with the results of experimental tests available in the
literature. Future developments also include the extension of the model to fully-coupled laminates, for
which plate theory must be used, and I/II/III mixed-mode fracture conditions are expected.
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Abbreviations

The following abbreviations are used in this manuscript:

CTE crack-tip element
CP cross-ply
DCB double cantilever beam
DCB-UBM double cantilever beam with uneven bending moments
LEFM linear elastic fracture mechanics
MD multi-directional
UD uni-directional
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Appendix A. Laminated Beam Stiffnesses

For a homogenous and special orthotropic beam of width B and thickness H, the extensional,
bending-coupling, shear, and bending stiffnesses can be calculated respectively as:

A = ExBH, B = 0, C =
5
6

GzxBH, and D =
1

12
ExBH3, (A1)

where Ex and Gzx respectively are the longitudinal Young’s modulus and the transverse shear modulus
of the material.

For laminated beams with generic stacking sequences, the above quantities have to be calculated
as explained in the following sections.

Appendix A.1. Extension and Bending Stiffnesses

For a laminated plate with a generic stacking sequence, the constitutive laws are:⎧⎪⎨
⎪⎩

Nx

Ny

Nxy

⎫⎪⎬
⎪⎭ =

⎡
⎢⎣Axx Axy Axs

Axy Ayy Ays

Axs Ays Ass

⎤
⎥⎦
⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭+

⎡
⎢⎣Bxx Bxy Bxs

Bxy Byy Bys

Bxs Bys Bss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

κx

κy

κxy

⎫⎪⎬
⎪⎭ (A2)

and: ⎧⎪⎨
⎪⎩

Mx

My

Mxy

⎫⎪⎬
⎪⎭ =

⎡
⎢⎣Bxx Bxy Bxs

Bxy Byy Bys

Bxs Bys Bss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭+

⎡
⎢⎣Dxx Dxy Dxs

Dxy Dyy Dys

Dxs Dys Dss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

κx

κy

κxy

⎫⎪⎬
⎪⎭ , (A3)

where Nx, Ny, and Nxy are the in-plane forces and Mx, My, and Mxy are the bending moments (per
unit plate width); correspondingly, εx, εy, and γxy are the in-plane strains and κx, κy, and κxy are
the bending curvatures; Aij, Bij, and Dij, with i, j ∈ {x, y, s}, are the coefficients of the extensional,
bending-extension coupling, and bending stiffness matrices, respectively, to be computed following
classical laminated plate theory [49]:

⎧⎪⎨
⎪⎩

Aij
Bij
Dij

⎫⎪⎬
⎪⎭ =

n

∑
k=1

Q(k)
ij

⎧⎪⎨
⎪⎩

zk − zk−1
1
2 (z

2
k − z2

k−1)
1
3 (z

3
k − z3

k−1)

⎫⎪⎬
⎪⎭ , (A4)

where Q(k)
ij , with i, j ∈ {x, y, s}, are the in-plane elastic moduli of the kth lamina, included between the

ordinates z = zk−1 and z = zk, in the global reference system, and n is the total number of laminae.
For an orthotropic lamina, whose principal material axes, 1 and 2, are rotated by an angle θk with
respect to the global axes x and y,

Q(k)
xx = Q(k)

11 cos4 θk + 2(Q(k)
12 + 2Q(k)

66 ) cos2 θk sin2 θk + Q(k)
22 sin4 θk,

Q(k)
xy = Q(k)

yx = (Q(k)
11 + Q(k)

22 − 4Q(k)
66 ) cos2 θk sin2 θk + Q(k)

12 (cos4 θk + sin4 θk),

Q(k)
xs = Q(k)

sx = (Q(k)
11 − Q(k)

12 − 2Q(k)
66 ) cos3 θk sin θk + (Q(k)

12 − Q(k)
22 + 2Q(k)

66 ) cos θk sin3 θk,

Q(k)
yy = Q(k)

11 sin4 θk + 2(Q(k)
12 + 2Q(k)

66 ) cos2 θk sin2 θk + Q(k)
22 cos4 θk,

Q(k)
ys = Q(k)

sy = (Q(k)
11 − Q(k)

12 − 2Q(k)
66 ) cos θk sin3 θk + (Q(k)

12 − Q(k)
22 + 2Q(k)

66 ) cos3 θk sin θk, and

Q(k)
ss = (Q(k)

11 + Q(k)
22 − 2Q(k)

12 − 2Q(k)
66 ) cos2 θk sin2 θk + Q(k)

66 (cos4 θk + sin4 θk),

(A5)

where the in-plane elastic moduli of the lamina in its principal material reference system are:
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Q(k)
11 =

E(k)
1

1 − ν
(k)
12 ν

(k)
21

, Q(k)
12 = Q(k)

21 =
ν
(k)
12 E(k)

2

1 − ν
(k)
12 ν

(k)
21

,

Q(k)
22 =

E(k)
2

1 − ν
(k)
12 ν

(k)
21

, and Q(k)
66 = G(k)

12

(A6)

with E(k)
1 , E(k)

2 , ν
(k)
12 , ν

(k)
21 , and G(k)

12 being the in-plane elastic moduli of the lamina in engineering notation.
For a plate to be modeled as a plane beam in the zx-plane, the out-of-plane internal forces and

moments must be Ny = Nxy = 0 and My = Mxy = 0. Besides, the shear-extension and bend-twist
coupling terms must vanish: Axs = Ays = 0 and Dxs = Dys = 0. The bending-shear coupling
terms must also be null: Bxs = Bys = 0. Such conditions are fulfilled by laminates with single or
multiple special orthotropic layers and antisymmetric cross-ply laminates. Furthermore, antisymmetric
angle-ply and generic multi-directional laminates may satisfy the above-mentioned conditions for
particular stacking sequences. As a consequence, Equations (A2) and (A3) reduce to:⎧⎪⎨

⎪⎩
Nx

0
0

⎫⎪⎬
⎪⎭ =

⎡
⎢⎣Axx Axy 0

Axy Ayy 0
0 0 Ass

⎤
⎥⎦
⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭+

⎡
⎢⎣Bxx Bxy 0

Bxy Byy 0
0 0 Bss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

κx

κy

κxy

⎫⎪⎬
⎪⎭ (A7)

and: ⎧⎪⎨
⎪⎩

Mx

0
0

⎫⎪⎬
⎪⎭ =

⎡
⎢⎣Bxx Bxy 0

Bxy Byy 0
0 0 Bss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

εx

εy

γxy

⎫⎪⎬
⎪⎭+

⎡
⎢⎣Dxx Dxy 0

Dxy Dyy 0
0 0 Dss

⎤
⎥⎦
⎧⎪⎨
⎪⎩

κx

κy

κxy

⎫⎪⎬
⎪⎭ . (A8)

For a laminated beam of width B, the axial force and bending moment respectively are N = BNx

and M = BMx; the axial strain and pseudo-curvature are ε = εx and κ = κx. Thus, from
Equations (A7) and (A8), the constitutive laws are derived as follows:

N = Aε + Bκ and M = Bε +Dκ, (A9)

where the laminated beam stiffnesses are evaluated as:

A = B

(
Axx −

A2
xyDyy − 2AxyBxyByy + AyyB2

xy

AyyDyy − B2
yy

)
,

B = B

[
Bxx +

Axy(ByyDxy − BxyDyy)− AyyBxyDxy + B2
xyByy

AyyDyy − B2
yy

]
, and

D = B

(
Dxx −

AyyD2
xy − 2BxyByyDxy + B2

xyDyy

AyyDyy − B2
yy

)
,

(A10)

and the remaining plate strain measures turn out to be:

εy = − AxyDyy − BxyByy

AyyDyy − B2
yy

ε − BxyDyy − ByyDxy

AyyDyy − B2
yy

κ,

γxy = 0,

κy = − AyyBxy − AxyByy

AyyDyy − B2
yy

ε − AyyDxy − BxyByy

AyyDyy − B2
yy

κ, and

κxy = 0.

(A11)
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Appendix A.2. Shear Stiffness

The shear stiffness of a laminated plate can be evaluated by imposing a strain energy equivalence,
as usually done for homogeneous beams [56] and recently extended to laminated plates by
Xie et al. [25]. Here, we detail such a procedure for a laminated beam [68–70]. To this aim, first
we recall the expression of the normal stress in the x-direction within the kth lamina [49]:

σ
(k)
x (z) = Q(k)

xx (εx + zκx) + Q(k)
xy
(
εy + zκy

)
+ Q(k)

xs
(
γxy + zκxy

)
. (A12)

Next, we substitute the expressions of the plate strain measures obtained in the previous section
into Equation (A12). Thus, we obtain:

σ
(k)
x (z) = Q(k)

ε0 ε + Q(k)
κ0 κ + z

(
Q(k)

ε1 ε + Q(k)
κ1 κ

)
, (A13)

where:

Q(k)
ε0 = Q(k)

xx − AxyDyy − BxyByy

AyyDyy − B2
yy

Q(k)
xy , Q(k)

κ0 = −BxyDyy − ByyDxy

AyyDyy − B2
yy

Q(k)
xy ,

Q(k)
ε1 = − AyyBxy − AxyByy

AyyDyy − B2
yy

Q(k)
xy , and Q(k)

κ1 = Q(k)
xx − AyyDxy − BxyByy

AyyDyy − B2
yy

Q(k)
xy .

(A14)

Following the classical derivation of Jourawski’s shear stress formula [56], we impose the static
equilibrium in the x-direction of a short portion of beam defined by a given value of the z-coordinate.
Thus, by recalling the inverse constitutive Equation (4) and static equilibrium Equation (8), with no
distributed loads, the following expression is obtained for the shear stress in the kth lamina:

τ
(k)
zx (z) = Q

(
Rk − Skz − Tkz2

)
, (A15)

where Q is the transverse shear force (acting in the z-direction) and:

Rk = Skzk + Tkz2
k +

n

∑
j=k+1

[
Sj
(
zj − zj−1

)
+ Tj

(
z2

j − z2
j−1

)]
,

Sk = bQ(k)
ε0 + dQ(k)

κ0 , and Tk =
1
2

(
bQ(k)

ε1 + dQ(k)
κ1

)
,

(A16)

where b and d respectively are the bending-extension and bending compliances of the laminated beam,
as given by Equation (3).

The shear compliance, c, can now be calculated by imposing the following energy equivalence for
a short beam segment:

1
2
cQ2 =

1
2

B
∫ h

−h

1

G(k)
zx

[
τ
(k)
zx (z)

]2
dz, (A17)

where:
G(k)

zx =
1

sin2 θk

G(k)
23

+ cos2 θk

G(k)
31

(A18)

is the transverse shear modulus of the kth lamina in the laminate reference system, depending on
its out-of-plane shear moduli, G(k)

23 and G(k)
31 . By substituting Equation (A15) into (A17), the shear

compliance is obtained:
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c = B
n

∑
k=1

1

G(k)
zx

[
R2

k (zk − zk−1)− RkSk

(
z2

k − z2
k−1

)
+

+
1
3

(
S2

k − 2RkTk

) (
z3

k − z3
k−1

)
+

+
1
2

SkTk

(
z4

k − z4
k−1

)
+

1
5

T2
k

(
z5

k − z5
k−1

)]
.

(A19)

Lastly, the laminated beam shear stiffness is C = 1/c.

Appendix B. Properties of Characteristic Equation Roots

Appendix B.1. Balanced Case

The roots, λ1, λ2, ..., λ6, of the characteristic Equation (20) for the uncoupled differential problem
are furnished by Equation (19). They attain real values if:

α1 > 2
√

α2 and α3 > 0, (A20)

that is, recalling the definitions of Equation (15),

kx > 0, kz > k̂z, and a1 + d1h1
2 + a2 + d2h2

2 > 2b2h2 − 2b1h1, (A21)

with k̂z introduced by Equation (21). The above conditions are usually fulfilled for geometric and
material properties corresponding to common fiber-reinforced laminates.

Appendix B.2. Unbalanced Case

The roots, μ1, μ2, ..., μ6, of the characteristic Equation (33) for the coupled differential problem
can be computed numerically. They attain distinct real values if the associated cubic equation has
positive discriminant,

D = β2
1β2

2 − 4β3
2 − 4β3

1β3 + 18β1β2β3 − 27β2
3 > 0, (A22)

and positive roots,

ζ1 =
β1

3
+

2
3

√
β2

1 − 3β2 cos
ϑ

3
> 0,

ζ2 =
β1

3
+

2
3

√
β2

1 − 3β2 cos
(

ϑ

3
+

2π

3

)
> 0, and

ζ3 =
β1

3
+

2
3

√
β2

1 − 3β2 cos
(

ϑ

3
+

4π

3

)
> 0,

(A23)

where:

ϑ = cos−1 2β3
1 − 9β1β2 + 27β3

2
√(

β2
1 − 3β2

)3
. (A24)

In this case, the characteristic equation roots are:

μ1 = −μ2 =
√

ζ1, μ3 = −μ4 =
√

ζ2, and μ5 = −μ6 =
√

ζ3. (A25)

Appendix C. J -Integral Calculation for the Crack-Tip Element

The path-independent J -integral was introduced by Rice [57] as:

J =
∫

Γ

[
ω dz −

(
tx

∂u
∂x

+ tz
∂w
∂x

)
dΓ
]

, (A26)
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where Γ is an arbitrary integration path surrounding the crack tip, ω is the strain energy density (per
unit volume), tx and tz are the stress vector components (referred to the outer normal to Γ), and u and w
are the displacement vector components along the coordinates x and z.

For the CTE, we choose an integration path, Γ, encircling the interface between sublaminates as
depicted in Figure A1. The path is subdivided into three segments, Γ12, Γ23, and Γ34, along which
quantities entering the J -integral have the expressions listed in Table A1.

Figure A1. Integration path Γ chosen for the evaluation of the J -integral for the CTE.

Table A1. Calculation of J -integral.

Path Segment dz dΓ ω tx tz u w

Γ12 0 dx - −τ −σ u1 + ϕ1h1 w1
Γ23 dz dz Φ/t tx tz u w
Γ34 0 −dx - τ σ u2 − ϕ2h2 w2

Accordingly, the following expression results:

J =
∫ �

0
−
[
−τ

d
dx

(u1 + h1 ϕ1)− σ
dw1

dx

]
dx+

+
∫ t

0

[
Φ
t
−
(

tx
du
dx

+ tz
dw
dx

)]
dz+

+
∫ 0

�
−
[

τ
d

dx
(u2 − h2 ϕ2) + σ

dw2

dx

]
(−dx),

(A27)

where t is the interface thickness and Φ = Φ(Δw, Δu) is the interface potential energy [27], such that:

σ =
∂Φ

∂Δw
and τ =

∂Φ
∂Δu

. (A28)

By recalling the definition of relative displacements, Equation (6), and assuming a vanishing
interface thickness (t −→ 0), we obtain:

J = Φ [Δw(�), Δu (�)]−
∫ �

0

[
σ(x)

dΔw(x)
dx

+ τ(x)
dΔu(x)

dx

]
dx. (A29)

Next, by substituting Equation (A28) into (A29) and recalling that dΦ is an exact differential,
we deduce:
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J= Φ [Δw(�), Δu (�)]−
∫ �

0

[
∂Φ

∂Δw
dΔw(x)

dx
+

∂Φ
∂Δu

dΔu(x)
dx

]
dx =

= Φ [Δw(�), Δu (�)]−
∫ [Δw(�),Δu(�)]

[Δw(0),Δu(0)]

∂Φ
∂Δw

dΔw +
∂Φ
∂Δu

dΔu =

= Φ [Δw(�), Δu (�)]−
∫ [Δw(�),Δu(�)]

[Δw(0),Δu(0)]
dΦ.

(A30)

Hence,
J = Φ [Δw(0), Δu(0)] , (A31)

which holds for a general cohesive interface with potential-based traction-separation laws. For a
brittle-elastic interface, the potential energy function specializes to:

Φ(Δw, Δu) =
1
2

kzΔw2 +
1
2

kxΔu2. (A32)

By substituting Equation (A32) into (A31), we obtain:

J =
1
2

kzΔw2(0) +
1
2

kxΔu2(0), (A33)

which is identical to Equation (42).
For the present elastic interface model, the two addends in Equation (A33) naturally identify

the Mode I and II contributions to the energy release rate (see Section 4.1). This result holds for both
the balanced and unbalanced cases, for which the analytical solution has been derived in Section 3.
For a general cohesive interface model, Equation (A31) yields the value of the J -integral, but its
decomposition into Mode I and II contributions is not straightforward. The interested reader can find
further hints about this issue in the papers by Wu et al. [37,38] and in the references recalled therein.
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Abstract: The mode I fracture behavior of ordinary refractory materials is usually tested with the
wedge-splitting test. At elevated temperatures, the optical displacement measurement is difficult
because of the convection in the furnace and possible reactions of refractory components with the
ambient atmosphere. The present paper introduces a newly developed testing device, which is
able to perform such experiments up to 1500 ◦C. For the testing of carbon-containing refractories a
gas purging, for example, with argon, is possible. Laser speckle extensometers are applied for the
displacement measurement. A carbon-containing magnesia refractory (MgO–C) was selected for
a case study. Based on the results obtained from tests, fracture mechanical parameters such as the
specific fracture energy and the nominal notch tensile strength were calculated. An inverse simulation
procedure applying the finite element method yields tensile strength, the total specific fracture
energy, and the strain-softening behavior. Additionally, the creep behavior was also considered for
the evaluation.

Keywords: high-temperature wedge splitting test; fracture parameters; reducing condition;
carbon-containing refractories; strain-softening; fracture energy

1. Introduction

The wedge-splitting test is performed on notched prismatic specimens that enable stable crack
formation for relatively large specimens [1,2]. The reasons are the action of the wedge and the relatively
high fracture surface to sample volume ratio. The specimen length is 100 mm, the height is also 100 mm,
and the thickness 75 mm. A three-dimensional schematic representation of the sample including the
load transmission parts is shown in Figure 1. The wedge-splitting test (WST) at room temperature
is performed with a loading rate of 0.5 mm/min. During the test, a video extensometer detects the
horizontal displacement at the measuring points. The displacement is measured at the height where
the rollers contact the load transmission elements.
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Figure 1. Schematic representation of the wedge-splitting test.

The sample rests on a linear support (3 × 3 × 90 mm3) to allow for the free vertical displacement
of the sample except for the support. The linear support, as well as the wedge and the rollers, are made
of corundum to withstand the testing temperatures.

From the results, the specific fracture energy Gf’ and the nominal notch tensile strength σNT, can be
calculated directly from the load-displacement curve (Equations (2) and (3)). The horizontal force
FH, which is needed for Equations (2) and (3), is calculated from the geometry of the wedge and the
measured vertical force FV (Equation (1)):

FH =
FV

2tanα2
(1)

In this equation, α is the wedge angle (10◦).

G f ′ =
1
A

∫ δ

0
FHdδH (2)

The specific fracture energy Gf’ is the area below the load-displacement curve divided by the
ligament area A. The measured horizontal displacement is defined with δH, and the horizontal
displacement at 15% of the maximum load is δ.

Here Gf’ (Equation (2)) is the specific fracture energy directly evaluated from the load-displacement
curve. This parameter includes only the major part of the specific fracture energy because a premature
termination of the test is necessary to avoid the contact of the wedge with the ligament. This means
that the WST is stopped before the force reaches zero.

The nominal notch tensile strength σNT is calculated according to Equation (3):

σNT =
FH,max

bh

(
1 +

6y
h

)
(3)

Here, FH,max is the maximum horizontal load, b and h are the width and the height of the ligament,
and y is the vertical distance from the loading position to the center of the ligament.

The simplest possibility for the displacement measurement is to make use of the crosshead travel.
Unfortunately, this is not accurate because deformations of the testing machine influence the results as
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well as the adjustment of the load transmission parts during load application. Out of these reasons,
it is advantageous to measure the displacement directly on the sample.

At elevated temperatures, one possibility is to measure the displacement with an optical
dilatometer. Here a halogen lamp illuminates the sample on one side and on the other side the
shadow cast by the sample against the light source is recorded by a high-resolution complementary
metal-oxide-semiconductor (CMOS) camera [3]. With this method, the displacement is measured on
one side of the sample only. Although the performance of the wedge splitting test at room temperature
with optical displacement measurement is state of the art [4], at elevated temperatures, the optical
measurement is far more difficult due to the radiation and convection in the furnace chamber.

High-temperature testing above 600 ◦C of carbon-containing refractories shall be carried out in
non-oxidizing atmospheres. Otherwise, the oxidation of carbon 2C(g) + O2(g) = 2CO(g) takes place [5],
and the microstructure and the properties will be changed significantly [6].

To counteract these problems, a new device was developed to perform the WST on
carbon-containing materials up to 1500 ◦C in an argon atmosphere and to measure the displacement
on the front and rear side of the sample. The horizontal displacements are measured with two laser
speckle extensometers (LSE). In the present paper, the features of the new device and the fracture
behavior of a resin-bonded magnesia carbon material at elevated temperatures are discussed.

2. Material and Sample Preparation

The tested resin bonded magnesia carbon brick is composed of fused magnesia, large crystal
magnesia clinker, and graphite. A typical application is the refractory lining of a steel ladle in the
secondary steel metallurgy. The residual carbon content after cooking under reducing conditions
was 10%. The composition showed a CaO/SiO2 (C/S) ratio of 3.8. Bricks were heat-treated at 1000
◦C for 5 h in a coke bed prior to testing; this enhanced the carbon bond and reduced the emission of
volatiles during testing. These emissions caused problems for the displacement measurement by laser
speckle extensometers.

3. Device

The wedge splitting test device (universal testing device with displacement measurement) was
developed in close cooperation with the company ZwickRoell Testing Systems GmbH (Furstenfeld,
Austria). An existing universal testing device with a rigid frame and two rotating spindles were
equipped with several components in order to perform the wedge-splitting test at high temperatures.
A schematic drawing of the device is illustrated in Figure 2. The load cell is integrated in the lower
piston and the maximum load capacity is 300 kN at room temperature. The vertical load rate is set to
0.5 mm/min for the wedge-splitting test.

Figure 2. High-temperature testing device (courtesy of Messphysik).

In this device, a gas-tight furnace was installed (Figure 2, Figure 3). The furnace has two windows
(front and rear) in order to measure the displacement during the test. The maximum testing temperature
is 1500 ◦C. In order to protect the carbon in the samples from oxidation, the furnace chamber can be
purged with an inert gas. The purging rate depends on the material and on the testing temperature
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and can be adjusted between 8 and 70 L/h. The adjustment of the purging rate was done with a valve
at the digital flowmeter.

Figure 3. Gas-tight furnace (courtesy of Messphysik).

For the displacement measurement during the wedge-splitting test, the device was equipped
with two laser-speckle extensometers. One is situated in the front and the other one in the rear of
the furnace. The sample was illuminated with green laser light (wavelength: 532 nm), creating a
speckled pattern on the sample surface. The movement of the speckled pattern was recorded with
two full-screen digital cameras. In each evaluation area, a displacement measurement of the speckled
pattern was performed. The increase in the distance between the measurement points is calculated.
It is called horizontal displacement in this paper [7].

The setup of the furnace including the laser-speckle extensometers is shown in Figure 4 (all units
in mm).

Figure 4. Furnace with two laser-speckle extensometers (courtesy of Messphysik).

Each extensometer has two lasers and two cameras. The green lines in Figure 4 show the course
of the laser beam. The distance of the measuring points was set to 40 mm. This initial measurement
length can be adjusted according to the sample geometry. The distance between the position of the
camera and the sample surface is 380 mm.

The advantage of a laser-speckle-extensometer compared to a mechanical extensometer is that
the sample and the extensometer fingers are not in contact. Contacting extensometer fingers could be
damaged during the cracking of the sample, furthermore, a possible deformation of the extensometers
could influence the results. An advantage compared to a standard laser extensometer is that an
application of measuring marks to increase the contrast is not necessary because of the characteristic
speckled pattern. The resolution of the strain measurement is 0.11 μm according to the specifications
from ZwickRoell. The scattering of the measurement signal during a high-temperature test was below
3 μm. This value was determined together with the company ZwickRoell in the course of preliminary
investigations. The horizontal displacement was measured in the front and rear side, the average value
was used for the evaluation. Figure 5 shows the configuration after a test.
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Figure 5. Wedge splitting test setup and sample after testing.

The alignment of the rolls and the wedge is essential to achieve symmetrical displacement on the
front and rear side of the sample.

4. Results and Discussion

This section is divided into three subsections. It provides a concise and precise description of the
experimental results, their interpretations, and the conclusions that can be drawn.

4.1. Experiments and Evaluation

Tests with the newly developed device were carried out successfully between room temperature
and 1470 ◦C. During the high-temperature experiments, the furnace chamber was purged with argon
and a purging rate up to 70 L/h. Figure 6 shows the load-displacement diagrams from room temperature
to 1470 ◦C.

Figure 6. Load/displacement diagram of the magnesia carbon material measured at
different temperatures.

As the oxidation of carbon in the sample increases with increasing temperature, a purging rate
was defined for each individual temperature. The purging rate at 1100 ◦C was set to 10 L/h, at 1370 ◦C
40 L/h and to 70 L/h for the test at 1470 ◦C.

The Table 1 below shows the maximum horizontal force FH,max, the specific fracture energy Gf’
and the nominal notch tensile strength σNT according to the Equations (1)–(3).
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Table 1. Fracture mechanical parameters determined from tests performed at room temperature (RT),
1100 ◦C, 1370 ◦C, and 1470 ◦C.

20 ◦C (RT) 1100 ◦C 1370 ◦C 1470 ◦C
FVmax [N] 301 288 439 440
FHmax [N] 1720 1646 2508 2510

Specific fracture energy Gf’ [N/m] 240 125 362 513
Nominal notch tensile strength σNT [N/mm2] 2.71 3.13 4.02 4.35

Gf’/σNT [mm] 0.09 0.04 0.09 0.12

For the high-temperature tests the specific fracture energy Gf’ and the nominal notch tensile
strength σNT show an increase with increasing temperature. The test at room temperature shows the
smallest nominal notch tensile strength but the specific fracture energy Gf’ is higher than that at 1100
◦C and lower than that at 1370 ◦C. The ratio between the specific fracture energy Gf’ and the notch
tensile strength σNT are applied as an indicator for brittleness [8].

The following figure illustrates a sample after the experiment at 1470 ◦C. The oxidation of the
carbon in the sample is relatively small, only slight traces of oxidation are visible on the surface.
The ligament area of the sample (the area inside the red frame) is without any visible oxidation
(Figure 7).

 
Figure 7. Sample after a wedge-splitting test at 1470 ◦C.

The weight loss after the test at 1470 ◦C is below 1% (18 g out of 2250 g of a sample in virgin state)
for a purging rate of 70 L/h. The reaction of C(s) with O2(g) decreases with an increase in the argon
purging rate [9]. The weight loss after the test at 1370 ◦C is 0.8%. For the test at 1100 ◦C, the weight
loss decreases to 0.5%.

4.2. Inverse Evaluation

In order to determine other parameters of interest, such as the tensile strength ft and the total specific
fracture energy Gf and to consider the influence of the creep behavior, an inverse evaluation method was
applied on a two-dimensional finite element model of the wedge splitting test developed earlier [10].
The commercial software package ABAQUS (6.13, Dassault Sys Simulia Corp, Providence, RI, USA)
was used for modeling. The mode I fracture was considered with an exponential strain-softening
behavior applied in the ligament area (Figure 8) (Equation (4)).

σ = ft

⎧⎪⎪⎨⎪⎪⎩1−
⎛⎜⎜⎜⎜⎜⎝1− e−ϕ

x
xult

1− e−ϕ

⎞⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ (4)
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Figure 8. Finite element model geometry and mesh.

In this equation f t is the tensile strength of the material, the parameter xult is the ultimate
crack opening and ϕ is a non-dimensional parameter that defines the rate of damage evolution [11].
Cohesive elements were applied to the interfaces of the two half specimens to simulate the mode I
fracture [11]. Through an adaptive nonlinear least-squares algorithm, the fracture parameters are
inversely calculated by fitting the results of finite element simulations to the results of laboratory
wedge splitting tests.

The following Figures 9–11 show the load-displacement diagrams and the determined
strain-softening behavior for experiments between 1100 ◦C and 1470 ◦C. The green curves in the
left diagrams (a) are the measured ones from the wedge splitting tests. The blue curves (a) are the
curves simulated by finite element simulations. The red curves in the diagrams show the results
with consideration of the creep behavior and are explained in the following chapter. The (b) figures
show the strain-softening behavior determined via inverse evaluation from parameters f t, xult, and ϕ.
Results from (b) correspond to (a).

 

Gf 

Figure 9. Load-displacement diagram (a) and strain-softening behavior (b) at 1470 ◦C.
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Figure 10. Load-displacement diagram (a) and strain-softening behavior (b) at 1370 ◦C.

Figure 11. Load-displacement diagram (a) and strain-softening behavior (b) at 1100 ◦C.

The inversely calculated curve (a) shows only a slight deviation from the tested one.
The minimization procedure is automatically terminated when a minimum of residuals is reached [10].
The tensile strength and xult show a decrease with decreasing temperature when the creep is
not considered.

Table 2 shows the inversely evaluated parameters and brittleness indicators.

Table 2. Fracture mechanical parameters and brittleness indicators at different temperatures calculated
from ABAQUS simulations.

Parameter 1470 ◦C 1370 ◦C 1100 ◦C
Total specific fracture energy Gf [N/m] 563 453 162

Tensile strength ft [N/mm2] 2.40 2.26 1.42
σNT/ft 1.83 1.77 2.2

Gf/ft [mm] 0.23 0.20 0.11

With increasing temperature, the specific fracture energy Gf increases. The tensile strength follows
the same trend. At 1470 ◦C and 1370 ◦C, the maximum horizontal forces are similar but the specific
fracture energy is lower at 1370 ◦C because of lower horizontal displacement.

Additionally, the ratio between σNT and f t was calculated. The difference between σNT and f t is
expected. Reasons are the action of the notch on the one hand and on the other hand the dependence on
the brittleness number [12]. As well as Gf’/σNT, the ratio between the real specific fracture energy Gf and
the tensile strength f t is an indicator of the brittleness. This ratio decreases with decreasing temperature.
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4.3. Inverse Evaluation with the Consideration of Creep

In this chapter, the tensile creep behavior was considered in the inverse evaluation. The creep
behavior of this material was already investigated by the authors [13]. It is clear that creep has an
influence on the service behavior and furthermore on the results of the high-temperature wedge
splitting test. The aim of these simulations is to calculate the specific fracture energy, which is caused by
crack propagation only. The contribution of creep depends on the loading rate. For low loading rates,
the influence of creep is comparatively high and vice versa for high loading rates. The Norton–Bailey
creep equation was applied (Equation (5)).

.
εcr = K(T)σn εa

cr (5)

Here, σ is the applied load,
.
εcr is the creep strain rate, εcr is the creep strain, K(T)

is a temperature-dependent function and the parameters n and a are the stress and strain
exponents, respectively.

These parameters were implemented in the simulation of the wedge-splitting test and the creep
behavior was considered in the whole specimen volume. The diagrams (Figures 9–11) in Section 4.2
shows the results in detail. The left diagrams (a) at each temperature show the experimental curve and
the fits, both, with and without consideration of creep. The strain-softening behavior, which is plotted
on the right side in Figures 9b, 10b and 11b, shows the change of the energy and the tensile strength of
the material at each temperature.

Table 3 shows the change of the parameter with respect to temperature when creep is considered.
The inverse calculated parameter Gf shows an increase of the specific fracture energy with increasing
temperature. The ratio between the specific fracture energy and the tensile strength that is related to the
brittleness shows, for both cases (with and without consideration of creep), an increase with increasing
temperature. The difference between Gf with consideration of creep and Gf without consideration of
creep (Table 2), ΔGf, shows a maximum temperature of 1370 ◦C and is between 15% and 47% for the
high-temperature tests.

Table 3. Fracture mechanical parameters at different temperatures calculated considering creep and
influence on Gf.

Parameter 1470 ◦C 1370 ◦C 1100 ◦C
Specific fracture energy Gf, creep considered [N/m] 417 238 137

ΔGf [N/m] 146 (26%) 215 (47%) 25 (15%)
Tensile strength ft, creep considered [N/mm2] 2.47 2.99 1.71

Gf/ft, creep considered [mm] 0.17 0.08 0.08

5. Conclusions

A new testing device to perform the WST was introduced in this paper. This new device
allows fracture mechanical characterization of carbon-containing refractories up to 1500 ◦C under
reducing conditions. Tests on resin bonded magnesia carbon material were successfully carried out.
The oxidation of the carbon in the sample during the high-temperature test can be avoided by inert
gas purging during the whole test. The displacement measurement directly on the sample shows
a resolution below 3 μm and works stably over the whole temperature range. Based on the data
obtained from laboratory experiments, fracture parameters can be determined and implemented in
finite element simulations with an inverse estimation procedure. Besides, simulations including the
tensile creep behavior were performed and the fracture parameters under pure mode I failure were
determined. The influence of creep on the results obtained from the inverse evaluation for the specific
fracture energy is between 15% (1100 ◦C) and 47% (1370 ◦C).
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Abstract: Soft matter denotes a large category of materials showing unique properties, resulting from
a low elastic modulus, a very high deformation capability, time-dependent mechanical behavior, and a
peculiar mechanics of damage and fracture. The flaw tolerance, commonly understood as the ability
of a given material to withstand external loading in the presence of a defect, is certainly one of the
most noticeable attributes. This feature results from a complex and highly entangled microstructure,
where the mechanical response to external loading is mainly governed by entropic-related effects.
In the present paper, the flaw tolerance of soft elastomeric polymers, subjected to large deformation,
is investigated experimentally. In particular, we consider the tensile response of thin plates made of
different silicone rubbers, containing defects of various severity at different scales. Full-field strain
maps are acquired by means of the Digital Image Correlation (DIC) technique. The experimental
results are interpreted by accounting for the blunting of the defects due to large deformation in the
material. The effect of blunting is interpreted in terms of reduction of the stress concentration factor
generated by the defect, and failure is compared to that of traditional crystalline brittle materials.

Keywords: soft materials; polymers; strain rate; defect tolerance; digital image correlation; stress
concentrators; notch blunting

1. Introduction

A class of materials, which are relevant from the point of view of advanced applications,
is represented by the so-called soft or highly deformable materials, such as elastomeric polymers,
colloids, liquid-crystals polymers, gels, foams, as well as biological materials—such as soft tissues—that
are roughly governed by the same mechanical principles [1]. Typically, these materials have mechanical
properties falling within the following range; elastic modulus of 0.1–1.5 MPa, tensile strengths of
1–10 MPa, ultimate tensile strains up to 2000%, and fracture energy of 100–1000 J/m2. Soft materials
are endowed with unique features and mechanical properties, explaining the great attention that
they have been receiving from the scientific community in the last decades. In natural systems, soft
tissues are a fertile source of inspiration for advanced applications, with mechanics and biology
going hand-in-hand to formulate the underlying mechanical principles and develop new optimized
structural materials [2–6].

The peculiar properties exhibited by soft materials are a direct consequence of their complex and
entangled molecular structure, which involves millions or billions of atoms forming linear chains.
We owe the fundamentals of the chemical- and physics-based mechanical behavior of this class of
materials to the research work of Paul J. Flory and P.J. De Gennes [7–9]. In fully amorphous materials,
the structure at the nanoscale level consists of a three-dimensional network of polymer chains, linked
together at several discrete points identified as cross-links. The mechanical response of these materials
at the meso- or macroscale is heavily affected by the amount of entanglement and the number of
existing cross-links per unit volume, rather than by the bonding strength existing between the atoms,
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as happens in fully crystalline materials (e.g., metals, ceramics, etc.). Upon the application of load,
the deformation induces an alignment and unentanglement of the polymeric chains, with the initial
amorphous conformation turned into a semicrystalline-like one. Such a phenomenon usually occurs
at quite large deformation, thanks to the highly-oriented arrangement of the chains along the tensile
direction [10–12]. This so-called strain-induced crystallization is responsible for the typical stiffening
behavior which is noticed in the stress–strain curve of polymers at high strain levels [13,14].

Soft materials normally can deform several times their original length, without being damaged or
ruptured. If macroscopic flaws are introduced in the form of cuts, cracks or notches, the stretchability
can be affected in different measure, depending on the flaw sensitivity of the material. The concept
of a material length scale, separating flaw-sensitive from flaw-insensitive rupture, has been initially
proposed for hard materials [15] and later extended to soft polymers [16]. Differently from traditional
crystalline solids, rupture of soft polymers occurs at large deformation, when the rearrangement of
the polymeric chains leads to flaw reshaping and strengthening around the highest strained region.
In particular, an existing initial sharp crack blunts significantly before propagation, with the effect of
relieving the strain concentration around the tip [17–19]. The resulting feature is an enhanced defect
tolerance, with some tough soft materials showing an insensitivity to flaws up to a few millimeters
long, in contrast to the typical nanometer scale for hard brittle solids [20]. For instance, biological
tissues such as skin are known for their extreme resistance to flaws, which makes virtually impossible
to propagate tearing in a stretched sample. Experimental observations on rabbit skin showed that a
small notch does not propagate but progressively blunts, due to straightening and stretching of the
collagen fibers [21]. However, other soft materials, such as the so-called hydrogels, are often prone to
premature fracture and have low fatigue resistance. In such materials, the rupture process is strongly
influenced by the fluid interaction [22], and it has been discovered that increased toughness and fatigue
resistance are obtained through the development of polymer networks containing chains of different
lengths (such as the double-network hydrogels, containing both a short- and a long-chain highly
stretchable network). In this fashion, the shortest chains act as sacrificial elements, while the longer
ones provide the material with a further elastic behavior [23,24]. From this perspective, it appears that
the polymer network characteristics play a crucial role in defining the macroscopic behavior of the
material. Furthermore, soft materials are sensible to time-dependent effects, with the fracture energy
depending on the rate of application of the external loads, because of the viscous energy dissipation
occurring in the crack tip region [25–27]. Sometimes, under a constant applied load, a so-called delayed
fracture has been observed, depending on the network structure of the soft matter [28].

In this work we present a comprehensive investigation into the defect tolerance of flawed
specimens of rubber-like polymers, with a detailed summary of experimental findings recently
published by the authors [29–31]. Various configurations with cracks and notches are examined
in order to evaluate the macroscopic mechanical response in relation to the flaw severity. Moreover,
the effect of the applied strain rate is taken into account phenomenologically. All the experimental tests
are conducted under strain control, and the kinematically-related quantities are measured through a
contactless Digital Image Correlation (DIC) technique. Due to the local high deformations in proximity
of the defects, a severe defect remodeling with evident blunting is noticed. The main purpose is to
show how crack blunting affects the rupture behavior of soft materials. Through a simplified analytical
model, the increase in the curvature radius at the notch root with the remote applied load is described.
Such a model is applied to the experimental results, putting into evidence that it is the blunting effect
which controls the rupture process; in particular, the grade of blunting appears to determine the
transition from the typical small-scale yielding failure to rupture at a constant theoretical strength.

The paper is organized as follows. Section 2 presents a collection of the results obtained from
the experiments, with details on the materials and methods employed. Accurate images taken from
the DIC elaboration are included. In Section 3, a detailed discussion is developed in order to give a
comprehensive interpretation of the experiments, with specific reference to the notch blunting effect,
which is computed through a simplified analytical model. Finally, Section 4 sets out the conclusions.
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2. Experimental Tests on Macroscopically Flawed Thin Plates

In this section, we present the results of tensile tests on thin plates made of various elastomeric
polymers, carried out under displacement control up to complete failure. The plates contain flaws
with different geometrical features, ranging from cracks to notches, denoted here as geometric
discontinuities with a finite radius of curvature. Rubber-like polymers have been chosen because
their behavior is highly representative of a vast range of soft materials. For instance, silicone
rubber is often employed as a substitute of human skin, since it does not show the strain-induced
stiffening of natural rubbers, maintaining comparable values of tensile and tearing strength [32].
The stress–strain curves obtained from tensile testing of silicone rubbers are typical of a hyperelastic,
almost incompressible behavior. Several models have been proposed [33], which usually show good
agreement at low to moderate stretches (generally below 1.5). During our experiments we have found
that the one-parameter neo-Hookean model offers a satisfactory approximation in the stretch range of
interest (see, for instance, Figure 1).

Figure 1. Typical curve obtained from tensile testing of a silicone rubber (experimental and fitted data).
The enlarged inlet shows the region λ = 1.2–1.4, with excellent agreement between the different models.

The purpose of the experiments herein described is to evaluate the effect of initial flaws on the
tensile strength of the material, considering both the effect of the flaw size and of the applied strain
rate. The response of the specimens during the experimental tests is monitored by measuring the
applied force and corresponding displacements, and by using the Digital Image Correlation (DIC)
technique. The DIC is a contactless technique widely used to get full-field displacement and strain
maps in experiments, through numerical reconstruction of the kinematic field shown by the surface
points of the samples. For an optimal use of such a technique, the surface of the specimens needs
to be covered with speckle patterns before testing. Several parameters affect measurement accuracy
and spatial resolution, included optical measures connected to the camera and lens resolution, image
magnification, mean size of the speckle pattern, and factors depending on the correlation algorithm,
such as the image subset size and the gray-level interpolation. In particular, the resolution of the
displacement measurement is governed by the subset size, whose lower bound is limited by the
speckle size and, consequently, by the available pixels [34,35]. In the present work, the images are
acquired with a high-resolution digital camera (maximum resolution of 5184 × 3456 pixels) mounted
on a tripod, and lights are used to ensure a uniform illumination of the samples. The sequence of
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images is treated by means of the freeware software Ncorr [36], developed in MATLAB environment,
for monitoring the displacement and the strain fields within the specimen.

2.1. Plates Containing Elliptical Flaws

The first set of experiments is carried out on elastomeric sheets under tension, containing elliptical
flaws of length 2a, characterized by a finite notch root radius (Figure 2a). The plates are made of
Sylgard®, a common silicone polymer having the following elastic parameters: initial Young modulus
E = 0.84 MPa and Poisson ratio ν = 0.37. Three types of specimens have been prepared, containing a
centered elliptical flaw with different values of the root radius ρ and same length 2a. The plate aspect
ratio is kept constant at L/W ≈ 2. The geometric characteristics of the specimens are reported in Table 1.
The flawed plates are subjected to tensile loading along the y-axis, applied at a constant strain rate
of

.
ε0 =

.
δ/(2L) = 4.8·10−3 s−1. The tests have been interrupted before failure, since an evident notch

remodeling was noticed. The response during the experimental tests is monitored by means of the
DIC technique.
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Figure 2. (a) Sketch of a thin plate containing a centered internal flaw. The enlarged view shows the
case of an elliptical notch, with semi-axes a and b. ρ is the tip radius of the notch (ρ = 0 in the case of a
crack-like flaw). (b) Sketch of an edge-cracked plate. The plates are subjected to a remote displacement
δ applied along the y-axis.

Table 1. Geometric characteristics of the thin plates with elliptical notches. The rightmost column
contains the values of the initial notch root radius ρ = b2/a.

Specimen ID W (mm) a (mm) b (mm) t (mm) a/W (-) ρ (mm)

El1 58.5 20 5 2.0 0.342 1.250

El2 58.5 20 2.5 2.0 0.342 0.3125

El3 58.5 20 1 2.0 0.342 0.0050

Figure 3 shows the initial (undeformed) and the generic stretched shapes of the specimen El1 at
two increasing levels of the remote applied stretch. The corresponding strain patterns obtained from
the DIC analysis are illustrated in Figure 4, specifically, the Green–Lagrange strain Eyy parallel to the
loading direction and the strain Exx transversal to such a direction. Three different levels of the applied
remote stretch are considered, defined as

λ0 = 1 +
δ

2L
(1)
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where δ is the applied displacement.

Figure 3. Qualitative view of the (a) undeformed and (b,c) increasingly deformed configurations, in the
flawed specimen El1.

The DIC plots show that the material is able to comply with very high deformations, leading to a
severe defect remodeling characterized by an evident blunting of the notch. A compressed region just
in front and behind the elliptical hole is observed, due to the contraction effect arising in the direction
normal to the applied load (see also Figure 3c). This phenomenon has a beneficial effect in terms of the
strain concentration, with a sort of augmented notch blunting due to the local flexural instability of the
thin plates in the compressed zones [29].

y

x

E y
y

E x
x

= ==

Figure 4. Strain maps obtained from the Digital Image Correlation (DIC) analyses on the
elliptically notched specimen El1, for three increasing values of the applied remote stretch λ0.
(a–c) Green–Lagrange strain Eyy; (d–f) corresponding maps for the strains Exx. In (a), the length
scale is expressed in cm.

2.2. Plates Containing Internal Crack-Like Flaws

A second set of experiments deals with plates containing a centered crack of length 2a (Figure 2a
with b = ρ = 0). The samples are made of a commercial silicone rubber (TSE3478T by Momentive).
The desired crack is obtained by manually cutting the samples with a sharp blade. From tensile
tests on sound specimens, the initial Young modulus of the material is found approximately equal to
E = 1.12 MPa and the Poisson ratio to ν = 0.42. Four series of specimens containing a centered crack are
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here considered, characterized by different values of the relative crack length a/W, whereas the plate
aspect ratio is kept constant at L/W ≈ 2. The geometric characteristics of the specimens are reported in
Table 2. The plates are subjected to tensile loading along the y-axis up to failure, applied at a constant
strain rate of

.
ε0 = 5.8·10−3 s−1. The response during the experimental tests is monitored by means of

the DIC technique.

Table 2. Geometric characteristics of the specimens containing a centered crack. The rightmost column
contains the ultimate remote stretch before failure.

Specimen ID W (mm) a (mm) t (mm) a/W λU

CC1 56 10 2.75 0.179 1.75

CC2 56 15 3.00 0.268 1.61

CC3 56 20 2.75 0.357 1.55

CC4 56 25 2.85 0.446 1.32

Figure 5 shows the deformed patterns of the specimens, for three different stages of the applied
loading: at the beginning of the test (undeformed, left column), at an intermediate stage (remote stretch
λ0 = 1.29, central column), and at the final stage before failure (ultimate remote stretch, right column).
The strain patterns obtained from the DIC analyses are also shown, specifically, the Green–Lagrange
strain Eyy (parallel to the loading direction) at the intermediate and the ultimate stages. It can be
noticed that the initial crack-like shape tends to blunt under loading and the applied ultimate stretch
generally decreases for an increasing relative crack size a/W. At the intermediate stage, the DIC maps
clearly show a strain concentration typical of an elliptical notch, where the maximum strain values
occur in the locations corresponding to the original crack tips. At incipient failure, the strain maps
exhibit a complex distribution due to the failure mechanisms developing in the vicinity of the notch
roots. It is worth noticing that out-of-plane displacements occur in two limited regions close to the
crack edges (the blue regions in Figure 5), because of the contraction effect arising in the direction
normal to the applied load, i.e., in the x-direction.

λ

y

x

=
=

= U =

=

= = U =

y

x

Figure 5. Images of the precracked specimens at the initial stage (left column), and with maps of
the Green–Lagrange strain Eyy at an intermediate stage (central column) and final stage at incipient
failure (right column). The remote stretch is shown on the top of each plot. (a–c) Specimens type CC1
(a/W = 0.179); (d–f) specimens type CC4 (a/W = 0.446). In (b,e), the length scale is expressed in cm.
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The distribution of the Green–Lagrange strain Eyy along the x-axis is shown in Figure 6.

Figure 6. Green–Lagrange strain Eyy distribution along the cracked section of the plate, at an
intermediate (continuous lines) and ultimate values (dashed lines) of the remote applied stretch.
(a) Specimens type CC1 (a/W = 0.179) and (b) specimens type CC4 (a/W = 0.446).

2.3. Plates Containing Edge Crack-Like Flaws

The last set of experiments that we review is related to plates containing edge crack-like defects
(Figure 2b), where we consider the effects of the relative crack size a/W and of the applied strain
rate. A first group of edge-cracked plates (specimens EC1–EC4 in Table 3) has been prepared with the
commercial silicone RTV 615 (Elantas Europe Srl). From tensile tests on sound specimens, the initial
Young modulus of the material is equal to E = 1.50 MPa and the Poisson ratio is equal to ν = 0.42.
The plates are subjected to tensile loading along the y-axis up to failure, applied with three different
strain rates:

.
ε0

(1) = 1.9·10−3 s−1,
.
ε0

(2) = 0.48·10−3 s−1, and
.
ε0

(3) = 0.16·10−3 s−1. The response during
the experimental tests is monitored by means of the DIC technique.

Table 3. Geometric characteristics of the edge-cracked plates. The rightmost column contains the
ultimate remote stretch before failure. In specimens EC1–EC4, the fastest rate

.
ε0

(1) = 1.9·10−3 s−1

is considered.

Specimen ID W (mm) a (mm) t (mm) a/W λU

EC1 26.3 1 2.3–3.5 0.038 1.26

EC2 26 2 2.3–3.2 0.077 1.18

EC3 26 5 2.3–2.9 0.192 1.11

EC4 26 8 2.5–2.9 0.308 1.07

EC5 25 1.8 4.2 0.072 1.42

EC6 25.5 3 4.2 0.118 1.36

EC7 26 4 4.3 0.154 1.28

EC8 25 5 4.6 0.202 1.26

A second group of edge-cracked plates (EC5-EC8 in Table 3) has been prepared using a different
silicone rubber (Elite Double 32 by Zhermack Dental), with an estimated Young modulus equal to
E = 1.36 MPa and the Poisson ratio is equal to ν = 0.42. The plates are subjected to tensile loading along
the y-axis up to failure; such a loading is applied with a strain rate

.
ε0 = 3.8 − 4.2·10−3 s−1. Four series

of specimens have been prepared for each group, with different values of the relative crack length
a/W, while the plate aspect ratio is kept constant at L/W ≈ 1.5.
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The results obtained from the DIC analyses in the specimens EC2–EC4 are illustrated in Figure 7,
specifically, the Green–Lagrange strain Eyy (parallel to the loading direction) at incipient failure for the
highest strain rate among the three considered. From a qualitative observation, it can be noticed that
crack tip blunting is limited (compared, for instance, to the case of an internal crack in Figure 5).

λ

y

x

= U = = U = = U =

Figure 7. Map of the Green–Lagrange strain Eyy at incipient failure, at the applied rate
.
ε0

(1). The remote
stretch is shown on the top of each plot. (a) Specimens type EC2 (a/W = 0.077), (b) type EC3 (a/W = 0.192)
and (c) type EC4 (a/W = 0.308). In (a), the length scale is expressed in cm.

The results show that specimens with only one ligament zone are more sensible to defects with
respect to the ones containing a central crack (CC1–CC4). The eccentric load effect, which increases
with the deformation, plays a crucial role in intensifying the stress close to the crack tip, leading to a
premature failure of the polymer network chains within the crack process region.

2.4. Effects of Intrinsic Material Defects

The group of experiments on edge-cracked plates has also involved samples with intrinsic
defects, in the form of microvoids (D1–D4 in Table 4). For this purpose, we have prepared samples
with the same material and sizes of the group EC1–EC4, but following a different treatment during
the preparation of the silicone mixture. To prepare the samples, 50 g of component A (matrix)
are thoroughly mixed with 5 g of component B (curing agent). At this point, the mixture for the
material without defects is carefully degassed in vacuo and subsequently mechanically spread into
the custom-made aluminum mold. This stage is followed by a second degassing, then the mixture is
cured in oven at 60 ◦C overnight and finally mechanically removed from the mold. In order to obtain
microbubbles embedded in the material, the silicone mixture is directly cured in oven without the
degassing stages.

Table 4. Geometric characteristics of the edge-cracked plates with intrinsic defects. The rightmost
column contains the ultimate remote stretch before failure.

Specimen ID W (mm) a (mm) t (mm) a/W λU

D1 26.3 1 2.7–3.3 0.038 1.23

D2 26 2 2.7–3.1 0.077 1.15

D3 26 5 2.8–3.0 0.192 1.12

D4 26 8 2.8–3.5 0.308 1.09
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A comparison of the materials, with and without the microvoids, is shown in Figure 8a,b.
The average void radius is equal to rv = 0.35 mm, and its distribution is described by adopting a
normal probability function (variance equal to 0.021 mm2). The plot of the probability function
(Figure 8c) shows a good agreement with the measured distribution, and ~80% of the voids have a
radius within half of the smallest edge crack length considered.

rv

P

Figure 8. Images of the elastomeric material employed in specimens EC1–EC4 and D1–D4.
Detail of the material (a) without and (b) with intrinsic defects. (c) Distribution of the void size
cumulated probability.

Figure 9 illustrates the failure behavior of edge-cracked specimens EC1–EC4 and D1–D4, in terms
of the ultimate stretch vs the relative crack size. As was expected, smaller ultimate stretches are
attained for increasing values of the relative crack size a/W. The decreasing trend, with a roughly
quadratic pattern, confirms that the material is sensitive to the presence of the initial flaws.

Figure 9. Ultimate stretch vs the initial relative crack size for the edge-cracked samples. (a) Effect
of the applied strain rate in the specimens EC1–EC4 and (b) influence of the material defects, for a
strain rate

.
ε0 = 1.9·10−3 s−1 (results from samples EC1–EC4 are shown as solid circles, and D1–D4 as

hollow circles).
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The effect of the strain rate is investigated in Figure 9a. The highest strain rate provides the
highest ultimate stretch, although the effect tends to reduce at lower ultimate stretches, suggesting that
the influence of flaw size on the ultimate stretch decreases if the deformation is applied sufficiently
slow. Figure 9b compares the failure in specimens with and without intrinsic material defects. It can
be inferred that microdefects tend to anticipate failure, although the results are not so clear, probably
due to the uneven distribution of the microbubbles in the samples.

3. Discussion

3.1. Model for Notch Blunting

Cracks and notches in soft materials become distorted under loading due to large strain effects,
with an evident tip blunting, as is clearly shown in the figures obtained from the DIC on the
experimental tests. In order to quantify the flaw severity and account for the geometrical effect
of blunting, we resort to the concept of the stress concentration factor. Considering a notched
sample under remote uniform stress acting parallel to the y-axis, the stress concentration factor
can be defined as

Kt = σmax/σ0 (2)

where σmax = σyy,max is the maximum notch root stress and σ0 is the corresponding remote stress,
measured with respect to a uniformly stressed (gross) section of the sample. In the following,
we propose a simplified analytical model, capable of relating the stress concentration factor with
the tip radius ρ of the blunted notch and explore the variation of Kt(ρ) under increasing applied
loading. Such an approach, conceived for the analysis of blunting of elliptical notches [29], is extended
to the tip blunting of cracks (Section 3.2).

The starting point is the solution for an elliptical notch in an infinite elastic plate, having semi-axes
a and b. Its equation can be written as follows

y(x) =
b
a

√
a2 − x2 (3)

and the radius of curvature at the tips (x = ±a) is equal to

ρ = b2/a (4)

The stress concentration factor Kt for an elliptical notch is obtained from the renowned
Inglis’ solution [37]:

Kt(ρ) =

(
1 + 2

√
a
ρ

)
Y
( a

W
,

a
b

)
(5)

where Y is a corrective factor introduced to account for the finite width of the specimens [38] (considering
the initial geometry of the tested notched specimens, the values of Y range from 1.09 to 1.10). For the sake
of simplicity, this factor is taken equal to unity in the following equations.

In order to describe the change of the stress concentration factor with the increasing deformation
of the blunted tip under loading, we need to consider the variation of the radius of curvature.
Such a variation depends on the deformation state in proximity of the notch root, which has
to be evaluated in the deformed configuration (see Figure 10a). Let us consider a small square
element of edge length equal to h, located in the proximity of the notch root, with edges inclined
by an angle α with respect to the horizontal axis (Figure 10b). The small strain tensor ε′ in the
local reference system 1–2 (with components ε11, ε22, ε12) is related to the corresponding tensor ε

(with components εtt, εnn, εtn) in the reference system t-n, with its origin located at the notch root,
through the well-known relationships [33]:

ε11 = c2εtt + s2εnn, ε22 = s2εtt + c2εnn, ε12 = csεtt − csεnn (6)
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with c = cos α, s = sin α. Assuming plane stress conditions and the material governed by the
generalized Hooke model, the strain tensor components are

εtt = −νσnn/E, εnn = σnn/E, εtn = 0 (7)

If the angle α is sufficiently small, the only non-zero component of the stress tensor is

σnn = Kt(ρ)σ0 (8)

The radius of curvature at the notch root, in the undeformed state (point A in Figure 10a,b),
is approximated by the radius of the local osculating circle:

ρ � h
2 cos β

(9)

with β = π/2− α, and the increased radius of curvature in the deformed state (point A’ in Figure 10a,b)
is approximated as

ρ′ = h(1 + ε22)

2 cos(β + γ)
(10)

where γ = 2ε12.
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Figure 10. (a) Model of notch blunting. Schematic of the notch profile modification due to the large
strains occurring in the material during an increment of the remote stress dσ0. The radius of curvature
at point A (undeformed) and A’ (deformed) is shown. (b) Deformation of a small material element in
the vicinity of the notch root. (c) Elliptical notch, with the equivalent semi-axes obtained from the crack
flank displacement under tensile stress σ0.

The model here described is nonlinear, because the local strains depend on Kt through
Equations (6)–(8), where, in turn, ρ is also a function of the local strains through Equation (10).
Following an incremental procedure, firstly the increments of strain are evaluated for an applied
remote stress variation dσ0 through Equations (6)–(8); then, the updated radius of curvature is obtained
from Equation (10) and the stress concentration factor is computed from Equation (5). In other
words, following a stepwise updated Lagrangian approach, at the first increment the increased
radius of curvature ρ′ of Equation (10) is calculated with respect to the reference configuration on the
undeformed notch, whilst at successive increments the reference configuration, i.e., ρ from Equation (9),
corresponds to the radius of the notch root under the current stress level. The results applied to one of
the elliptically-notched plates tested experimentally are illustrated in Figure 11.
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Figure 11. Stress concentration factor as a function of the remote applied stretch. Prediction of the ‘pure’
LEFM model (continuous line) and results obtained from the ‘modified’ model, in the center-cracked
specimens CC1 and CC4. The dash-dot line refers to the elliptically-notched plate El2. The enlarged
view shows the region 1.1 < λ < 1.3.

3.2. Crack Tip Blunting

Linear Elastic Fracture Mechanics (LEFM) is grounded on the hypothesis of infinitesimal
displacements, with the near-tip region being described by the K-dominated fields, which imply,
for instance, a square root singularity in the strain and stress components at the crack tip. In soft
materials, the large strain region near the tip can be relevant, and the local fields need to be defined
within the framework of finite strain elastostatic, showing for instance stress singularities different
from the well-known square-root [39]. However, tip blunting can still be described according to the
simplified model introduced in Section 3.1, provided that the local strain is not too large.

According to LEFM, the deformed shape of a generic crack of semilength a, subjected to a uniform
stress σ0, is described by the following expression of the crack flank displacement [40].

y(x) = 2
σ0

E

√
a2 − x2 (11)

which is the equation of an ellipse, having the major semi-axis equal to a and the minor semi-axis equal
to b0 = 2a σ0

E (Figure 10c). Retrieving the expression of the tip radius of an ellipse from Equation (4),
the equivalent radius of curvature is

ρ0 = 4a
(σ0

E

)2
(12)

A direct relationship between the applied remote stretch and the stress concentration factor
predicted by the Inglis solution, Equation (5), is derived as

Kt(λ0) = 1 + 2
√

a
ρ0

=
λ0

λ0 − 1
(13)

where we have used the standard relation for linear elastic materials: λ0 = 1 + σ0
E . The noticeable

feature of such an expression is that it does not depend on the initial length of the crack. According to
LEFM, the ultimate condition at failure occurs when the remote stress equals

σC =
1

Z
( a

W
)
√

GCE
πa

(14)

where Z
( a

W
)

is a corrective factor for the finite width of the cracked specimens [41] (considering the
initial geometry of the tested notched specimens, the values of Z range from 1.02 to 1.69) and GC is
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the fracture resistance of the material. The critical stretch, omitting the corrective factor Z, is then
obtained as

λC = 1 +

√
GC
πE

a−
1
2 (15)

Up to this point, we have not considered the deformation of the blunted crack under loading.
The predicted stress concentration factor, as is described from this ‘pure’ LEFM model in Equation (13),
is illustrated by the continuous line in Figure 11.

The effects of the blunted tip deformation under increasing loading and the resulting stress
concentration factor are described adopting the ‘modified’ model introduced in Section 3.1, where the
current tip radius is computed on the deformed configuration from Equation (10). We assume that the
initial configuration of the crack is the critical condition of LEFM, Equation (14), when σ0 = σC and the
corresponding value of the radius of curvature, from Equation (12), is

ρC =
4
π

GC
E

(16)

The results of the ‘modified’ model are also shown in Figure 11. We have considered the
center-cracked specimens CC1 and CC4, which present two different lengths of the crack: we notice
that, contrary to the LEFM model results, there is a dependence of Kt on a.

3.3. Application to Experimental Data

The model is applied to account for the effect of blunting in the failure of the specimens tested
during the experiments. The data collected in Figure 12 illustrate the ultimate condition, when the
remote stretch is equal to λ0 = λU , with respect to the initial length a of the defect. In this plot we have
also added the predicted trend of LEFM, as obtained from Equation (15), where an average value of
the fracture resistance for silicone rubbers is taken equal to Gc = 1 kJ/m2.

Figure 12. Ultimate remote stretches at failure λU as a function of the initial crack length a. In the case
of the elliptical notches, the upward arrows indicate that failure has not occurred within the considered
range of applied stretch. The continuous line corresponds to the prediction of the ‘pure’ LEFM solution,
Equation (15). The dashed lines correspond to best-fit curves with a λU vs. a power law dependence
with exponent −0.5. Results for EC1–EC4 for a strain rate

.
ε0 = 1.9·10−3 s−1.

It should be noticed that the plot in Figure 12 is by no means a representation of the flaw sensitivity
in the canonical form, primarily because the smallest size of the flaw in the tested specimens is larger
than the critical flaw size (see [20]). The discriminant here seems to be the grade of crack blunting:
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the edge-cracked specimens, which fail at smaller stretches, are well approximated by the ‘pure’ LEFM
model, where the ultimate stretch decreases with the square root of a. On the contrary, the plates
containing central cracks (specimens CC1–CC4) resist to larger stretches and do not agree well with
the power law trends, suggesting that crack blunting plays a fundamental role.

To the latter group of specimens, we have applied the ‘modified’ model previously described.
The results are summarized in Figure 13, where the quantity Kt(λU − 1) is plotted as a function of
the crack length a. Note that the quantity 1

E (Kt(λU − 1)E) represents the normalized true stress at the
notch root at incipient failure, and can be therefore considered a material property, independent of the
presence of the flaw. From the observation of the results reported in Figure 13, it can be noticed that
such a local stress seems to be an appropriate parameter for quantifying the material failure in the case
of the centered-cracked plates CC1–CC4, but not in the others. In other words, where crack blunting
allows rupture at larger stretches, failure can be predicted by a local stress quantity rather than by a
fracture mechanics-related one.

Figure 13. Normalized notch root true stress at incipient failure. The effect of crack blunting is enhanced
for the specimens CC1–CC4, with the failure stress being approximately constant (dashed line).

4. Conclusions

The present paper investigates the defect tolerance capability of flawed silicone specimens
subjected to tensile loading, adopting both a theoretical and an experimental approach. Silicone
rubber has been chosen as illustrative of the typical response of soft matter in general, including
other polymers, gels, and biological tissues. Different flaw geometries, sizes, and rates of the applied
strain are examined in the experimental tests, with the aim of understanding their influence on the
macroscopic mechanical response of the samples. The presence of internal defects, in the form of
microbubbles, is also considered. The experimental response is monitored by measuring the applied
force and using the Digital Image Correlation (DIC) technique to obtain precise two-dimensional
displacement and full-field strain maps.

Flawed samples of soft materials subjected to tensile loading undergo a remarkable notch blunting
prior to failure, which tends to reduce the stress concentration due to the presence of the flaw.
Moreover, when notches are contained in nonconfined thin elements, a further notch blunting occurs
as consequence of the local buckling of the material in the compressed zones, which arises normally
to the loading direction. Experimental tests on thin silicone plates with elliptical notches showed
that, irrespective of the initial size of the notch, very high remote stresses are supported thanks
to the favorable notch profile evolution under load. With respect to the strain rate effects, we can
observe that the flaw sensitivity is augmented at higher rates while, if a sufficiently slow strain rate is
applied, the ultimate strain before failure is less affected by the size of the initial flaw. Indeed, slow
deformation rates allow the internal microstructure of the material in high strained regions to be
rearranged and to fail locally, with the consequence to smooth out the peak strain arising close to the
geometric discontinuities.
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A simple analytical model is proposed to account for the effect of crack blunting, in terms of the
increase of the tip radius with the remote applied stretch. Although based on the assumption of linear
elastic behavior, the application of the model to the experimental results has provided an interesting
insight into the defect tolerance of cracked thin plates under tensile loading. Specifically, we have
observed a transition from a typical flaw-size-dependent failure, as predicted by linear elastic fracture
mechanics, to rupture occurring at a constant theoretical strength of the material. Our results show that,
even at flaw lengths larger than the critical size found in other studies [20], silicone rubber specimens
can withstand large stretches thanks to the flaw reshaping allowed by their peculiar microstructure.
We are confident that the obtained results might be applied profitably to the evaluation of the safety
levels of notched soft structural components, commonly found in numerous advanced applications.
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Abstract: During dynamic events (such as impact forces), structures fail to absorb the incoming energy
and catastrophic collapse may occur. Impact and quasi-static tests were carried out on reinforced
concrete beams with and without externally bounded sprayed and fabric glass fiber-reinforced
polymers. For impact loading, a fully instrumented drop-weight impact machine with a capacity
of 14.5 kJ was used. The drop height and loading rate were varied. The load-carrying capacity of
reinforced concrete beams under impact loading was obtained using instrumented anvil supports
(by summing the support reactions). In quasi-static loading conditions, the beams were tested in
three-point loading using a Baldwin Universal Testing Machine. ABAQUS FEA software was used to
model some of the tested reinforced concrete beams. It was shown that the stiffness of reinforced
concrete beams decreases with increasing drop height. It was also shown that applying sprayed glass
fiber-reinforced polymers (with and without mechanical stiffeners) and fabric glass fiber-reinforced
polymers on the surface of reinforced concrete beams increased the stiffness. Results obtained from
the software analyses were in good agreement with the laboratory test results.

Keywords: reinforced concrete beam; impact and quasi-static loading; retrofitting

1. Introduction

Concrete structures are subjected to a variety of different loading conditions in day-to-day
situations, with the two most ubiquitous of these conditions being quasi-static and impact loadings.
With regard to the former, there exists an abundance of research studying the behavior of reinforced
concrete (RC) elements under quasi-static load. Conversely, structures such as high-rise buildings
are often exposed to damaging impact forces, including the incidental impact of objects, explosions,
sudden collapse of cranes, and unregulated motion of heavy machinery. As such, it is also imperative
to study the behavior of RC beams under these dynamic loading conditions. To this end, there
have been numerous studies conducted on impact loading and its effects on RC structures, with the
first known dynamic test being conducted on concrete in 1917 [1]. After years of inactivity, there
has been a resurgence in various impact loading experiments performed on concrete over the past
50 years. Researchers such as Atchley and Furr [2], Scott et al. [3], Dilger et al. [4], Mlakar et al. [5], and
Soroushian et al. [6] studied the behavior of RC elements under dynamic conditions and discovered
that with incremental increases in loading rate, the ultimate stress and strain of concrete increases by
about 25%. Moreover, with respect to the compressive strength of RC elements, experiments carried
out by Wastein [7], and Malvar and Ross [8] suggest that the compressive strength of concrete under
dynamic loads increased by 85–100%. However, the existing literature on the bending capacity of
RC beams in response to impact loading remains comparatively scarce. Bertero et al. conducted
experiments on simply supported RC beams [9] and noted that the flexural capacity and rigidity of
RC beams show an incremental increase at high rates of strain. Similarly, Wakabayashi et al. [10]
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ran dynamic experiments on beams under strain rates of 0.001 s−1 and discovered that the loading
capacity of beams increased by 30% in high strain rates. Comparable experiments have also been
carried out by Fujikake et al. [11] to experimentally and analytically evaluate the effect of hammer
height and longitudinal reinforcement on the behavior of RC beams, using a mass-spring damper
system to simulate the impact response. Furthermore, Pham and Hao [12] performed an accurate
numerical simulation (less than 12% average absolute error) using an artificial neural network to predict
the response of RC beams to impact loading, with concrete compressive strength, hammer velocity,
and mass of hammer being considered as variables. Another important variable—namely, contact
stiffness—was studied experimentally and numerically by Pham et al. [13], with results indicating that
this variable can significantly influence the peak of load–displacement diagram. Moreover, contact
stiffness significantly influenced the bending moment and shear force of the RC beams.

Given the advancing age of RC structures, especially those in developed countries, the importance
of using advanced materials—such as fiber-reinforced polymers (FRP)—for rehabilitation purposes
encompassing both quasi-static and impact loadings should be emphasized. The use of externally
bonded FRP as a strengthening technique for RC structures has gained popularity over the past three
decades, with a notable surge in its use being observed in recent years. As such, it is necessary to
study the behavior of FRP-strengthened RC elements under the aforementioned loading conditions.
With respect to quasi-static loading, there has been an increasing trend in the number of studies
conducted in recent years [14,15], establishing the role of externally bonded FRP in augmenting the
load-carrying capacity of RC elements. On the other hand, researchers have found that the behavior
of RC elements strengthened by externally bonded FRP under impact loading conditions is slightly
different compared to that under quasi-static loading, with the significance of the correlation between
effective FRP-concrete bonding and performance under load being highlighted [16–21].

Considering the existing body of literature, there exists the possibility of further development
pertaining to the analytical study of RC beams—specifically, those tested under impact loading, as well
as those strengthened by means of sprayed glass fiber-reinforced polymer (GFRP) under quasi-static
loading. This paper will attempt to develop upon these topics in order to illuminate the behavior of RC
beams treated with sprayed GFRP under quasi-static loading conditions. Greater insight into the use
of sprayed GFRP in strengthening RC elements affords several noteworthy advantages over externally
bonded fabric FRP, including ease of implementation, cost reduction, and time efficiency. As such,
the novelty of this paper lies in two primary domains—the finite element modeling of RC beams
strengthened for shear by sprayed GFRP, which remains an understudied area of research, in addition
to the presence of mechanical fasteners (i.e., through bolts) in associated modeling schemes.

2. Materials and Methods

A total of 17 RC beams were tested in this study and the experimental results were evaluated
using ABAQUS software. Nine RC beams were tested under quasi-static loading including two
control and seven retrofitted beams. The other eight beams were used to study the behavior of RC
beams under impact loading. Different retrofitting schemes using sprayed GFRP (with and without
mechanical fasteners) were employed for shear strengthening of the RC beams tested under quasi-static
loading. Fabric GFRP was employed for flexural strengthening. Samples previously experimented in
Soleimani’s doctoral dissertation [22] were employed for the modeling and analysis of the behavior of
RC beams under quasi-static and impact loads. Tables 1–3 show the characteristics of RC beams as well
as the properties of sprayed GFRP containing randomly distributed chopped fibers and unidirectional
fabric GFRP.

2.1. Quasi-Static Loading

Nine beams (with and without stirrups) were tested using three-point loading under quasi-static
condition using a 400 kip Baldwin Universal Testing Machine. The bending capacity of these beams is
higher than their shear capacity, meaning that the failure will always be in shear. Two beams (C-NS
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and C-S-2) were tested as control samples without shear strengthening. The rest were strengthened
for shear using sprayed GFRP to evaluate the effectiveness in increasing the shear capacity of the
beams. Dimensions and reinforcement details of the beams tested under quasi-static loading are
shown in Figure 1. Three Linear Variable Differential Transformers (LVDT) were used to measure
the displacement of the beams during testing, as shown in Figure 1. Various parameters, such as the
presence of stirrups and through-bolts as mechanical fasteners, were considered as shown in Figure 2.
Details of these beams are tabulated in Table 4.

(a) 

(b) 

Figure 1. Reinforced concrete (RC) beams tested under quasi-static loading: (a) elevation; (b)
cross-section [22].

Table 1. Characteristics of reinforced concrete beams.

Parameter Definition Value Unit

f’
c Specified compressive strength of concrete 44 MPa

fy Specified yield strength of tension reinforcement M-10: 474; M-20: 440 MPa
fys Specified yield strength of shear reinforcement 600 MPa
fu Specified ultimate strength of tension reinforcement M-10: 720; M-20: 695 MPa
fus Specified ultimate strength of shear reinforcement 622 MPa

As
Area of reinforcement (M-10 and M-20 for tension

and φ4.75 for shear)
M-10: 100; M-20: 300;

φ4.75: 18.1 mm2

Table 2. Sprayed glass fiber-reinforced polymer (GFRP) properties.

Properties Value Unit

Ultimate tensile strength 69 MPa
Tensile modulus 14 GPa

Ultimate rupture strain 0.63 %
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Table 3. Fabric GFRP properties.

Properties Value Unit

Ultimate tensile strength 1517 MPa
Tensile modulus 72.4 GPa

Ultimate tensile strength per unit width 0.536 KN/mm/ply
Tensile modulus per unit width 25.6 KN/mm/ply

Ultimate rupture strain 2.1 %

2.2. Impact Loading

A drop weight impact machine with a capacity of 14.5 kJ was used, as shown in Figure 3. A mass
of 591 kg (including the striking tup) can be dropped from as high as 2.5 m. During a test, the hammer
is raised to a certain height above the specimen using a hoist and chain system. At this position, air
brakes are applied on the steel guide rails to release the chain from the hammer. By releasing the
breaks, the hammer falls and strikes the specimen. Instrumented anvil supports were used to record
the bending loads during the impact [22–24].

Table 4. Designations of RC beams tested under quasi-static loading as shown in Figures 1 and 2.

Beam’s
Designation

Stirrups?
Sprayed GFRP
on Two Sides

or Three?

Width of
Sprayed GFRP

on the Sides
(mm)

Thickness of
Sprayed GFRP

(mm)

No. of
Through Bolts
as Mechanical

Fastener

C-NS No N/A N/A N/A N/A
B2-NS No 2 100 4 N/A

B2-4B-NS-3 No 2 100 4 4
B2-6B-NS-1 No 2 100 3.5 6

C-S-2 Yes N/A N/A N/A N/A
B2-S-1 Yes 2 150 3.5 N/A

B2-4B-S-1 Yes 2 150 3.5 4
B2-6B-S-1 Yes 2 150 4 6

B3-S-2 Yes 3 150 4 N/A

(a) Beams: B2-4B-NS-3 and B2-4B-S-1. 

Figure 2. Cont.
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(b) Beams: B2-6B-NS-1 and B2-6B-S-1. 

 
(c) Beams: B2-4B-NS-3 and B2-6B-NS-1. 

 
(d) Beams: B2-4B-S-1 and B2-6B-S-1. 

Figure 2. Bolt configuration of RC beams with sprayed GFRP: (a) four bolts; (b) six bolts; (c) cross-sections
with no stirrups; (d) cross-sections with stirrups [22].

 
Figure 3. Impact machine.
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Dimensions and reinforcement details of the beams tested under impact loading are shown in
Figure 4. Enough stirrups were provided to make sure that the beam would fail under bending. Two
beams (BS and BS-GFRP) were tested under quasi-static loading and the rest under impact loading
with various impact velocities ranging from 2.80 to 6.26 m/s (see Table 5). It is worth mentioning that
BS-GFRP and BI-600-GFRP are identical beams strengthened by fabric GFRP. One layer of unidirectional
GFRP fabric with a total thickness of about 1.2 mm, length of 750 mm, and width of 150 mm was
applied longitudinally on the tension (bottom) side of the beam for flexural strengthening. An extra
layer with fibers perpendicular to the fiber direction of the first layer was applied on three sides (two
sides and the tension side) for shear strengthening. It is important to note that while the control RC
beam (beam “BS”) failed in flexure, the strengthened RC beam failed in shear, indicating that shear
strengthening was not as effective as flexural strengthening and perhaps more layers of GFRP were
needed to overcome the deficiency of shear strength in these beams. Beam displacement was measured
via an accelerometer affixed to the bottom face of the beam in impact experiments (refer to Figure 4).

(a) 

(b) 

Figure 4. Elevation and cross-section of RC beams tested under impact loading; (a) elevation;
(b) cross-section [22].

Table 5. Designations and details of RC beams tested under impact loading as shown in Figure 4.

Beam’s Designation Quasi-Static or Impact? Drop Height (mm) Impact Velocity (m/s)

BS Quasi-static (control) NA NA
BI-400 Impact 400 2.8
BI-500 Impact 500 3.13
BI-600 Impact 600 3.43
BI-1000 Impact 1000 4.43
BI-2000 Impact 2000 6.26

BS-GFRP Quasi-static (control) NA NA
BI-600-GFRP Impact 600 3.43
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3. Finite Element Model (FEM)

ABAQUS FEA software, a commercially available finite-element analysis program, was used
to model the RC beams with and without GFRP strengthening schemes. For concrete modeling,
3D eight-node linear isoparametric elements with reduced integration (C3D8R) were utilized.
For longitudinal and transverse bars, truss elements (T3D2) were applied. FRP were modeled
using shell elements (S4R). Embedded region coupling was utilized to simulate the bond between
longitudinal and transverse reinforcements with concrete. This coupling enables the user to identify
one region as the host, and another one as embedded. In this paper, reinforcements represented
the embedded region, and concrete was the host region [25]. In order to prevent the scattering of
results, coupling restraint was applied. This coupling restraint is formed through a reference point
(RP) situated at the center of the support on the bottom of the beam.

For impact, the loading is exerted via a hammer at the mid-span of the beam, and a face-to-face
constraint was utilized. Therefore, one could obtain force displacement results at one point with
minimal errors. Since the beams were simply supported, U1, U2, and U3 degrees of freedom were set
to zero. The arrangement of reinforcing bars, RC beams, supports, and hammer in the software are
presented in Figure 5. It is noteworthy that the analyses conducted for these models were quasi-static
and dynamic. The BS and BS-GFRP samples shown in Table 5 and all samples mentioned in Table 4 were
modeled using quasi-static loading, and BI samples in Table 5 were modeled using dynamic/impact
analyses. Dynamic explicit analysis was employed for the impact tests, while dynamic implicit analysis
was used for quasi-static analyses. To simulate the behavior of steel reinforcing bars in ABAQUS under
a high strain rate, a linear kinematic hardening model was used [25]. In order to model the behavior of
confined concrete, a concrete damage plasticity (CDP) model was utilized based on the work of Sayyar
Roudsari et al. [26].

 
(a) (b) 

Figure 5. RC beam assembly simulations; (a) impact, (b) quasi-static.

4. Results and Discussion

Load vs. mid-span displacement curves from laboratory experiments (EXP) and finite element
models (FEM) in ABAQUS are illustrated in Figures 6–22.

Beams in Figures 6–13 have the same reinforcement details as those shown in Figure 4. Figure 6
shows the load vs. mid-span displacement curve of the RC beam under quasi-static loading, and
Figures 7–11 demonstrate similar curves for RC beams tested under impact loading. Results obtained
for RC beams strengthened with fabric GFRP under quasi-static and impacts loading are illustrated in
Figures 12 and 13, respectively. Results from the finite element models prove tangible correspondence
with those of the laboratory experiments, so much so that the maximum difference between the
laboratory and software results was found to be no more than 20% (ranging between 0.1% for BS
in Figure 6, and 20% for BI-400 in Figure 7. It is worth mentioning that the difference between the
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laboratory and software results are negligible except for BI-400. It can be inferred that a minimum
drop height of around 500 mm is required to make the RC beam fail, which was not met for BI-400 as
its drop height was only 400 mm. This is the most probable cause of the 20% difference. Comparing
the results, the beam BS-GFRP that is strengthened with GFRP and tested under quasi-static loading
showed a 29.3% increase in load-carrying capacity in the laboratory experiment and a 30.0% increase
in the software model.

Figures 14–22 present the load vs. mid-span displacement curves under quasi-static loading based
on Table 4. Results from the FEM analysis are in very good agreement with the experimental results,
with a maximum difference of 5%. In effect, the FEM analysis is seen to accurately predict the rate of
load-carrying capacity vs. displacement before and after the maximum load.

Figure 6. Load vs. mid-span deflection for BS; EXP: experimental; FEM: finite element modeling.

Figure 7. Load vs. mid-span deflection for BI-400.

Figure 8. Load vs. mid-span deflection for BI-500.
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Figure 9. Load vs. mid-span deflection for BI-600.

Figure 10. Load vs. mid-span deflection for BI-1000.

Figure 11. Load vs. mid-span deflection for BI-2000.

Figure 12. Load vs. mid-span deflection for BS-GFRP.
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Figure 13. Load vs. mid-span deflection for BI-600-GFRP.

Figure 14. Load vs. mid-span deflection for C-NS.

 
Figure 15. Load vs. mid-span deflection for B2-NS.

Figure 16. Load vs. mid-span deflection for B2-4B-NS-3.
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Figure 17. Load vs. mid-span deflection for B2-6B-NS-1.

Figure 18. Load vs. mid-span deflection for C-S-2.

Figure 19. Load vs. mid-span deflection for B2-S-1.

 

Figure 20. Load vs. mid-span deflection for B2-4B-S-1.
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Figure 21. Load vs. mid-span deflection for B2-6B-S-1.

Figure 22. Load vs. mid-span deflection for B3-S-2.

The load–displacement curve can be idealized by a bilinear graph similar to Figure 23. The stiffness
of the beam can then be calculated using Equation (1): [27]

Stiffness = Vy/Δy. (1)

Figure 23. Load vs. displacement bilinear graph [27].

The load–displacement curve of C-NS beam is idealized in Figure 24, and the stiffness was
calculated. Following the same procedure, the stiffness of all beams was calculated, and the values are
illustrated in Figures 25 and 26.
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As shown in Figure 25, it is apparent that the stiffness of the beam under impact loading increased
with respect to its stiffness under quasi-static loading. Also, increasing the impact velocity reduced the
stiffness (the stiffness increased from BS to BI-400 and then decreased from BI-400 to BI-2000). The same
trend was observed in FEM as well as experimental results. Fabric GFRP increased the stiffness of the
beam under both quasi-static and impact loadings. The increase in stiffness under impact loading was
more apparent in BS and BS-GFRP compared to BI-600 and BI-600-GFRP. One can conclude that fabric
GFRP is quite effective in enhancing the stiffness of an RC beam under impact loading.

As shown in Figure 26, sprayed GFRP is more effective than steel stirrups in enhancing the
stiffness of the beam (C-NS vs. C-S-2 as well as C-NS vs. B2-NS, B2-4B-NS-3, and B2-6B-NS-1). Shear
strengthening of RC beams using sprayed FRP effectively increased the stiffness of the beam, either
with or without stirrups. This was apparent from the results obtained from both FEM and experiments.
Through-bolts are more effective in increasing the stiffness when they are employed for strengthening
of the beams with steel stirrups. The thickness of the sprayed GFRP plays a role in increasing the
stiffness (4 mm thickness is more effective than 3.5 mm, even if the number of through-bolts is greater
in the thinner layer of sprayed FRP).

Comparing Figures 25 and 26, one can conclude that the FEM are more successful in predicting the
stiffness of RC beams under quasi-static loading. Tanarslan et. al. [28] tested RC beams strengthened
by prefabricated ultra-high-performance fiber RC laminates and also reported the increase of stiffness.

Figure 24. Bilinear graph for C-NS beam.

 

Figure 25. Comparison of beam stiffness under impact loading: finite element model (FEM) vs.
experimental results.
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Figure 26. Comparison of beam stiffness under quasi-static loading: FEM vs. experimental results.

5. Conclusions

Based on the results obtained from the experiment and verified by the finite element analyses,
the following conclusions can be drawn from this study:

• Load vs. mid-span displacement curves obtained from finite element models generated by
ABAQUS software, for both quasi-static and impact loadings, suggest close correspondence with
laboratory results.

• In quasi-static loading on an RC beam (Figure 6) with an adequate number of stirrups,
both ABAQUS software and laboratory results verified that the stress in longitudinal tension
reinforcements exceeded the yield stress of steel, and the load-carrying capacity of the beam
increased subsequent to the yield of tensile steel. This implies that the failure of the RC beam
presented in Figure 6 is flexural.

• In all experiments conducted on RC beams under impact loading (Figures 7–11 and Figure 13),
the beams failed in shear as opposed to flexure. Thus, there is a correlation between the application
of fabric GFRP and the increased shear strength capacity of RC beams. The RC beams strengthened
by fabric GFRP depicted a higher load-carrying capacity in both quasi-static and impact loadings
compared to that of non-strengthened RC beams (Figure 7, Figure 9, Figure 12, and Figure 13).
Fabric GFRP effectively increased the beam’s stiffness under both quasi-static and impact loadings
(Figure 25).

• The load-carrying capacity of the beam was substantially increased under impact loading, and the
impact velocity for the range tested in this study does not affect this increment (Figures 6–13).

• In quasi-static loading on an RC beam (Figure 14 with no stirrups and Figure 18 with an inadequate
number of stirrups), both ABAQUS software and laboratory results verified that the RC beam
presented in these figures would fail in shear.

• Although the beam’s stiffness under impact loading is increased as opposed to that under
quasi-static loading, stiffness under impact loading will be reduced by increasing impact velocity
(Figure 25).

• Sprayed GFRP (with and without through-bolts) increases the beam’s stiffness (Figure 26).
The through-bolts are more effective in increasing the beam’s stiffness when some steel stirrups
are present.

• Using FEM to predict the stiffness of RC beams was more effective for beams tested under
quasi-static conditions as compared to those tested under impact loading.

Considering these results and their implications, this paper has highlighted the possibility of
further research with respect to the analytical study of RC beams strengthened by sprayed GFRP under
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impact loading. Research into this field is not as developed as compared to externally bonded fabric
FRP, and it is imperative that this gap be narrowed by future works.
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Featured Application: This study substantiates a curable area with self-healing in concrete

material using a flexural test. The neutral axis was estimated as tension strains from attached

successive strain gauge, and this before and after healing specified the curable area.

Abstract: The self-healing nature of concrete has been proved in many studies using various methods.
However, the underlying mechanisms and the distinct area of self-healing have not been identified
in detail. This study focuses on the limits of the area of self-healing. A bending specimen with a
notch is used herein, and its flexural strength and stiffness before and after healing are compared and
used for self-healing assessment. In addition, the neutral axis of the specimen was measured using
successive strain gauges attached to the crack propagation part. Although the strength and stiffness
of the concrete recovered after self-healing, the change in the location of the neutral axis before and
after healing was insignificant, which indicates that physical recovery did not occur for once-opened
crack areas.

Keywords: neutral axis; self-healing; successive strain gauge; flexural test

1. Introduction

Self-healing of concrete is attracting attention as a solution for reducing maintenance costs and
environmental issues. Conventionally, studies in the literature on concrete development have focused
mainly on improving the properties of concrete such as strength; durability; resistance against acid,
chlorides, corrosion, etc. [1]. Ultra-high-strength concrete of over 100 MPa has been developed [2], and
the strength of the concrete used in actual applications has been increased [3,4]. Moreover, various
admixtures are being applied to improve the durability of concrete [5–9]. These efforts ultimately
aim to reduce construction costs by reducing the section areas of a framework. By contrast, there
is a debate about reducing maintenance costs of an increasing cumulative number of old concrete
structures [10–12]. In addition, research on mitigating environmental problems is required in the
concrete industry based on the notion that environmental issues should be assessed at any cost [13].
Self-healing of concrete presents advantages in terms of reducing costs and solving environmental
problems. The main aim is to reduce maintenance costs through automatic crack detection and recovery
in general, and multiple self-healing methods are available to this end. Moreover, the increased
lifetime of concrete structures due to self-healing reduces the overall usage of cement in the long
term, thereby gradually mitigating the environmental harm arising from the CO2 generated during
cement production.

Self-healing of concrete has been studied from various viewpoints over the past decade. The most
famous study involved the active method of using capsules containing an adhesive [14–20]; this method
is classified as active because it uses additives that are not used in normal concrete. Another famous
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active method was proposed based on the use of microorganisms [21–24], which help deposit
crack-restoring substances. Moreover, many passive methods exist, for example, improvement of
self-healing environment using fibers that prevent the occurrence of a single large crack and induce
multiple cracks of small width [25–28]. The recovery due to self-healing is not only general strength
recovery but also durability recovery such as decreased water permeability [29–33]. Furthermore,
self-healing techniques have been studied in various ways depending on the types and shapes of cracks
that can occur in a structure, and various methods for verifying the healing effect have been proposed.
However, existing studies have generally measured the degree of healing by an indirect method
because direct observation of cracks and post-healing conditions is not easy and has various limitations.

The most important part of self-healing assessment is to measure efficiently and quantify accurately
the healing effects. Indirect measurements, such as strength measurement, permeability estimation, and
ultrasonic pulse velocity measurement, can easily quantify the healing effect by comparing the measured
values before and after healing. However, these measurements are limited to relative comparison
because the generated cracks are not directly measured and compared after healing. In addition, it is
difficult to exclude the influence of the portion with no cracking because the measurement range
covers the entire specimen as opposed to only the area around the generated crack. Especially, the age
effect, which is necessarily accompanied by healing time, makes it difficult to evaluate only the healing
effect accurately. Therefore, to distinguish the self-healing effect more clearly, a more direct measure
is required.

2. Experimental Setup

2.1. Three-Point Bending Test with A Notch

In this study, the three-point bending test with a notch was performed for assessment of the
self-healing property of concrete. The self-healing measurement process generally proceeds in the
order of crack inducement, performance measurement before healing, healing, and performance
measurement after healing. Crack inducement involves determining the depth or area of a crack; in
other words, the recoverable area is determined in this process. It is important to maintain constant
width and depth of the crack for an accurate comparison of the healing effect, and the three-point
bending test with a notch is advantageous in this respect. The notch given just below the load point
limits the crack evolution to only a single crack, and the crack mouth opening displacement (CMOD)
can be measured easily by installing the instrument at the bottom of the notch. Crack propagation is
correlated directly to the CMOD in the three-point bending test; therefore, it can be controlled easily
during the loading process. In addition, performance before healing can be measured by investigating
the behavior of the specimen during the reloading process (2nd loading) just after crack inducement.
After healing, the same scheme of loading (3rd loading) is applied to measure performance after
healing. The 2nd loading and the 3rd loading follow the same loading schemes at different times, so the
comparison before and after healing is easy and clear. Furthermore, the specimens used in this test
can be fabricated easily without the use of any specialized equipment. Owing to the abovementioned
reasons, we used the three-point bending test with a notch for assessments in this study. We performed
the experiment by referring to the Réunion Internationale des Laboratoires et Experts des Matériaux
(RILEM) and Japan Concrete Institute (JCI) standards [34,35]. Figure 1 shows a schematic of the
experimental setup.

The degree of crack inducement was set to CMOD 0.05 mm. It is necessary to standardize the
depth of the crack in all specimens to quantify the healing effect. The crack depth was controlled
constantly by advancing the CMOD. Granger et al. used a certain percentage (60%) of the peak load as
a standard for the crack depth [36]. However, it was confirmed that the behaviors of the specimens
after the peak load differed, even in the case of specimens of the same age. Therefore, a constant
CMOD of 0.05 mm was applied to the 1st loading of all cases by referring to the literature [23,37], and
unloading was performed until the load decreased to zero. The 2nd loading was also conducted until a
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CMOD of 0.05 mm was achieved. The crack depth based on the CMOD was confirmed to be relatively
even in all specimens.

Figure 1. Schematic of the experimental setup.

2.2. Specimen

A prismatic specimen measuring L400 ×W100 × D100 mm was used in this study, as specified
in the JCI standard (JCI-S-001-2003). RILEM specifies a longer specimen for the three- or four-point
bending test, but small specimens are convenient from the viewpoint of the most essential curing
process in self-healing [38]. Ordinary Portland cement was used as the base material, and additional
materials that can aid the healing process were not included because we sought to focus on the crack
itself. The water–cement ratio (W/C) was set to 45%. Detailed specifications of the concrete mix are
listed in Table 1.

Table 1. Mixing proportions of the specimen.

W/C (%)
Unit Content (kg/m3)

Water Cement Sand Gravel

45 175 389 780 879

All specimens were fabricated at the same time and with the same materials, and the notch was
also created at the same time and cured for seven days. All specimens were cast in steel molds, and
they were demolded and cured in fresh water at 20 ◦C for the following 24 h. Five different cases were
considered in this study, and the faster loading process (1st loading) of these cases was planned on the
seventh day after fabrication. Therefore, the notches in all specimens were sawed on the seventh day
of the curing process. A wet concrete cutter with a diamond blade was used for sawing the notch.

The notch depth depends on the maximum load capacity of the specimens. If the notch is too deep,
there would not be sufficient space to measure the neutral axis. Considering these aspects, the notch
depth was set to 33 mm, which is one-third of the specimen depth, and the notch width was set to
3 ± 0.5 mm. Cracks occur near the peak load and begin to propagate, and the crack propagation speed
is generally higher with a higher peak load. As a preliminary experiment, 25% of the load specified in
RILEM or 30% of the load specified in the JCI standard was found to be too high as peak loads from
the viewpoint of controlling crack propagation easily.

These were three loading processes per case. The 1st loading induced the crack in each specimen.
The 2nd loading just followed the 1st loading. The 2nd loading was limited to the extent that the crack
induced in the 1st loading was no longer advanced, and it measured performance before healing. After
the 2nd loading, specimens entered the healing process. The healing process was done in different
healing conditions (freshwater and air) and in different periods of time (21 days, 42 days and 63 days).
The 3rd loading was performed after the healing process. We were able to determine the degree
of healing effect by comparing the 2nd loading and the 3rd loading performed before and after the
healing process.

309



Appl. Sci. 2019, 9, 1537

Five different cases were planed; 7-28 case, 7-49 case, 7-70 case, 28-49 case and 49-70 case. The first
number of case names indicates when the 1st loading and the 2nd loading took place. Both of them
was done at the same days because the 2nd loading was just followed the 1st loading. The second
number of case names indicates the date when the 3rd loading was made, and the healing period could
be calculated from the difference between two numbers in the case name. For example, 28-70 case
means that the 1st loading and the 2nd loading was done on the 28th days and the 3rd loading was
done on the 70th day with a 42-day healing period. Finally, the letters W and A at the end of the case
name represent the healing condition; healing in freshwater at 20 ◦C and healing in air in a curing
room maintained at 20 ◦C.

The effect of the healing period would be investigated comparing 7-28 case, 7-49 case and 7-70 case.
These cases took place on the 7th day of the same day as the 1st loading and the 2nd loading, only
different healing period. And, the effect of the crack inducement time would be investigated comparing
7-28 case, 28-49 case and 49-70 case. The 1st loading and the 2nd loading were performed on different
dates in these cases, but the healing period is the same as 28-day. More than three specimens were
prepared for every case. Table 2 describes the test program

Table 2. Test program.

Case Condition
Days after Casting

7 28 49 70

7-28
Water 1st loading

2nd loading
healing
����

3rd loading
Air

7-49
Water 1st loading

2nd loading
healing
����

3rd loading
Air

7-70
Water 1st loading

2nd loading
healing
����

3rd
loadingAir

28-49
Water 1st loading

2nd loading
healing
����

3rd loading
Air

49-70
Water 1st loading

2nd loading
healing
����

3rd
loadingAir

3. Self-Healing Assessment

3.1. Strength

The flexural strengths of the specimens at four points were compared in this study. Strength is the
most widely used and most comparable criterion in the case of a specimen under a given condition.
When using flexural strength, it is important to fix the points that are the subjects of comparison,
because of which the degree of evaluation stabilizes accordingly. First, the load at the unloading point
of the 1st loading was compared to the maximum load of the 3rd loading. If the latter was found to
be larger than the former, the healing effect was considered to occur, although the age effect of the
undamaged part may have played a role as well. That is, the increase in flexural strength after healing
can be ascribed not only to the healing effect but also the age effect. Second, the load at CMOD 0.05 mm
of the 3rd loading was compared to the load at the same point of the 2nd loading. This comparison
made it relatively straightforward to compare the flexural strength recovery before and after healing
because these values were measured with the same degree of damage. This comparison may be less
affected by the age effect because it was made at the point at which the crack does not advance.

3.2. Flexural Stiffness

The initial flexural stiffness of the specimen was used for the self-healing assessment instead of
the flexural strength. The healing area was limited to the crack tip because van Breugel reported that
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the recoverable limit of a crack was under 0.2 mm [21,22], and this crack tip may be involved in the
initial behavior of the crack re-opening. By contrast, Jenq et al. reported that the modulus of elasticity
of the specimen material is directly related to its flexural stiffness, which is described by the compliance
between the CMOD and the load [39]. Moreover, Shah et al. reported that the flexural stiffness of
the material is related to the critical stress intensity factor [40]. In addition, the initial part of flexural
stiffness may explain the crack re-opening behavior. This is the reason why the initial flexural stiffness
was compared in the present study.

The initial flexural stiffness of the 2nd loading before healing and the 3rd loading after healing
was compared in this study. The behaviors of the 2nd loading and the 3rd loading were different,
as shown in Figure 2. Especially, the initial parts of these behaviors differed significantly according to
the healing time and the healing condition. In the load-CMOD relationship, the slope from 0.004 mm
to 0.005 mm of CMOD from the starting point of reloading (2nd and 3rd loading) which is a relatively
straight line, was calculated as the initial flexural stiffness, as shown in Figure 3. The slopes of the 2nd
and the 3rd loading were obtained and the ratio of these two values was used for the quantification of
the healing effect.

Figure 2. Typical Load-CMOD (crack mouth opening displacement) curves (Case: 7-28-A).

Figure 3. Initial flexural stiffness of the 2nd and 3rd loading.

3.3. Neutral Axis Estimation

The strain distribution of the area in which crack propagation was expected to occur was
investigated by the attached successive strain gauges. In the preliminary experiment, seven strain
gauges were attached at intervals of 10 mm from 5 mm above the notch end, as shown in Figure 4,
and the vertical strain distribution in the lower part of the load point was obtained, as shown in
Figure 5. The crack induced at the end of the notch can obviously be expected to advance past this
part in the three-point bending test with a notch. The strain showed a relatively linear distribution
under the initial low load but it gradually changed to a nonlinear distribution with increasing load.
The nonlinearity of the strain distribution may be ascribed to stress concentration due to the notch
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and tensile softening of the tensile part. The exact stress distribution could not be estimated directly
from this strain distribution, even if the elastic modulus were to be known, because the stress–strain
relationship of the tensile failure part remains unknown. However, it is known that in parts wherein the
strain is zero, the stress is zero as well. In other words, the position of the neutral axis can be estimated.

 
Figure 4. Seven strain gauges for investigation of the vertical strain distribution.

Figure 5. Strain distribution with different loads.

The neutral axis clarifies the quantification of the healing effect. The neutral axis is probably
located at the center of the cross-section at the beginning of the loading. It moves along with the crack’s
propagation. In the bending test, the crack propagation is limited to the tensile side below the neutral
axis. This indicates that the neutral axis explicitly indicates the area wherein self-healing is possible.
Meanwhile, the neutral axis does not move without further crack propagation, so it is expected to not
move in the 2nd loading conducted just after the crack inducement (1st loading). Thereafter, if this
stress neutral axis changes after the healing period, such change can be ascribed to the self-healing
effect as a physical recovery. The movement of the neutral axis depends on the physical recovery, and it
is relatively unaffected by changes in material properties owing to the age effect.

The position of the neutral axis was estimated by seven successive strains gauges installed at
intervals of 10 mm on the specimen in this study. Physical measurements at intervals less than 10 mm
were not possible, and the interval selected herein seemed to be sufficient to reflect any changes in
strain in the entire area. A few scattered data of the strain gauge attached underneath the loading
point were detected, but the neutral area showed continuous data. The neutral axes were estimated by
quadratic polynomial regression of the strain results obtained from the seven strain gauges at each
point in time, as shown in Figure 6 and Table 3. As can be seen, the neutral axis moves upward the
cross-section as the load increases and the crack propagates.
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Figure 6. Estimation of a neutral axis.

Table 3. Estimated neutral axis with different load level.

CMOD (mm) 0.005 0.026 0.034

Load (kN) 1.70 4.53 4.55

Measured strain (μ)

5 mm 43.6 330.8 518.5
15 mm 19.0 153.4 284.1
25 mm 8.5 76.8 166.8
35 mm 0.9 18.0 66.9
45 mm −5.7 −15.2 1.0
55 mm −11.4 −50.2 −51.2
65 mm −29.4 −111.8 −125.1

Neutral axis 36.3 40.9 45.5

4. Results and Discussion

4.1. Behavior Change after Healing

The behaviors in the 1st loading and the 2nd loading were almost equivalent, regardless of the
case. Figure 7 shows the typical curves of the specimens with different healing periods, and Figure 8
shows the typical curves of the specimens with different crack inducement times. The dotted line
indicates the crack inducement process, and the solid line and the thick solid line indicate the 2nd
loading and the 3rd loading, respectively. The peak load increased with age, and the average peak
loads were 4.5 kN on the 7th day, 4.9 kN on the 28th day, and 5.7 kN on the 49th day. The load at the
unloading point increased with age as well. Therefore, the average ratio of these two values was almost
similar: 0.86 on the 7th day, 0.88 on the 28th day, and 0.88 on the 49th day. These results indicate that
the damage or the crack inducement due to the 1st loading was similar, regardless of age. The curves
were drawn downward to the left during unloading, and the residual CMODs averaged around 0.017,
regardless of the case. The 2nd loading was performed as soon as the unloading was completed, and
the initial flexural stiffness of the 2nd loading was gentler (smaller) than that of the 1st loading. These
two values were very different for each specimen; hence, the ratio of these two values was not constant.
The 2nd loading was conducted as the CMOD reached 0.05 mm again. The maximum load of the 2nd
loading was always less than the load at the unloading point, and the average ratio of these two values
was 0.96, regardless of the case. The unloading curve of the 2nd loading followed the traces of the
unloading curve of the 1st loading, and the residual CMOD remained almost unchanged. Table 4
shows the average values of the cases.
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(a) 

 
(b) (c) 

 
(d) 

 
(e) (f) 

Figure 7. Typical load-CMOD curves for different healing periods: (a) 7-28W; (b) 7-49W; (c) 7-70W;
(d) 7-28A; (e) 7-49A; (f) 7-70A.

 
(a) 

 
(b) (c) 

 
(d) 

 
(e) (f) 

Figure 8. Typical load-CMOD curves for different crack inducement times: (a) 7-28W; (b) 28-49W;
(c) 49-70W; (d) 7-28A; (e) 28-49A; (f) 49-70A.

The behaviors associated with the 3rd loading after healing were different for each case. They could
be classified into two main groups. One group of specimens seemed to be healed; the initial flexural
stiffness associated with the 3rd loading was steeper than that associated with the 2nd loading, and
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the maximum load in case of the 3rd loading was higher than the load at the unloading point. These
phenomena could be ascribed to the effect of healing. However, another group of specimens seemed
to be not healed; in the cases of specimens from this group, the initial flexural stiffness was gentle,
and the maximum load was low. As such, the initial flexural stiffness and the maximum load seemed
to be related closely, as discussed separately in the subsequent sections.

Table 4. Average load and ratio.

Case 7-28 7-49 7-70 28-49 49-70

Healing condition Water Air Water Air Water Air Water Air Water Air

a� Peak load of 1st loading 4.48 4.43 4.61 4.46 4.85 4.26 4.88 4.92 5.83 5.63

b� Unloading point 3.83 3.70 4.19 3.72 4.36 3.63 4.25 4.38 5.21 4.91

c�Maximum load of 3rd loading 4.46 3.88 5.01 3.88 5.08 4.20 4.32 4.26 4.83 4.53

b�/ a� 0.85 0.83 0.91 0.84 0.90 0.85 0.87 0.89 0.89 0.87

c�/d� 1.16 1.04 1.19 1.04 1.16 1.17 1.03 0.98 0.93 0.92

4.2. Self-Healing Assessment Based on the Flexural Strength

The maximum load in case of the 3rd loading and the load at the unloading point of the same
specimen were compared. Figure 9 shows the average ratios of cases for different healing periods:
the blue square box denotes the results of the specimens cured in water, and the red triangle denotes
the results of the specimens cured in air. As the figure indicates, all ratios are more than 1.0, which
means the maximum load in case of the 3rd loading was higher than the load at the unloading point.
This phenomenon in which the peak load of the 3rd loading after the healing process is higher than
the previous peak load has been reported in previous studies [23,36]. The average ratio appears to
increase as the age increases, but it does not increase considerably.

Figure 9. Ratios between the maximum load in the case of 3rd loading and unloading load in case of
1st loading (different healing periods).

The loads of the 3rd loading and the 2nd loading at CMOD = 0.05 mm of the same specimen were
compared. The maximum load of the 3rd loading must be accompanied by the age effect because it
involves the uncracked part as well. To exclude the age effect to the extent as much as possible, the
loads under the same damage conditions must be compared. Figure 10 shows the average ratios of the
2nd loading and the 3rd loading, and these load values were obtained when CMOD was 0.05 mm.
In this comparison, the increasing trend was more evident when the aging period was longer, especially
in the case of a specimen cured in air. However, the ratios of the cases 7-28-A and 2-49-A show values
than lower 1.0; the maximum load after healing in air was lower than the load at the unloading point.
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Figure 10. Ratios between the load of the 3rd loading and the load of the 2nd loading with CMOD =
0.05 mm (different healing periods).

Figure 11 shows the average ratios of the maximum load of the 3rd loading and the load at the
unloading point with different crack inducement times. As can be seen, the ratios decrease as the crack
inducement time increases, regardless of the curing condition. However, the average ratios of the 3rd
loading and the 2nd loading at CMOD = 0.05 mm do not show any significant decrease trend, as in
Figure 12.

Figure 11. Ratios between the maximum load of the 3rd loading and the unloading load of the 1st
loading (different crack inducement times).

Figure 12. Ratios between load of 3rd loading and load of 2nd loading with CMOD = 0.05 mm (different
crack inducement time).

Compared to the results in Figures 9 and 11, the results in Figures 10 and 12 show more clearly the
changes in the healing conditions and periods. A clearer difference is thought to be due to comparing
flexural strength under certain conditions as the same CMOD, which is different from similar previous
studies [23,36]. Three-point bending test with a notch is considered to be more advantageous in
controlling comparative conditions than experiments of other criteria such as permeability or chloride
transport [32,41–43].
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4.3. Self-Healing Assessment Based on Initial Flexural Stiffness

A comparison of the initial flexural stiffness between the 2nd loading and the 3rd loading
directly and quantitatively showed the changes before and after healing. The reloading after the crack
inducement process degraded the performance of the specimen, even if the crack did not propagate
further, because the microcracking zone accumulated damage and gradually turned into a bridging
zone. Both the maximum strength and the initial flexural stiffness in case of the 2nd loading decreased
slightly as a result of this damage accumulation. These two parameters varied depending on the
healing period and the crack inducement time, and the self-healing assessment was quantified by
comparing the degree of variation. As described above, the maximum strength clearly reflects not only
the healing effect but also the age effect, so only the initial flexural stiffness was compared. The ratio of
the slope of the 3rd loading to the slope of the 2nd loading could be expected to be greater than 1.0 if
there was a positive effect during the healing period. A value less than or equal to 1.0 means that there
was no positive effect, not even the age effect. This value was considered to represent the healing effect
in this study and used as a quantitative marker in self-healing assessments.

The initial flexural stiffness in case of the 3rd loading increased as the length of the healing period
increased. For curing in freshwater, in Cases 7-28-W, 7-49-W, and 7-70-W, it can be seen that all the
initial flexural stiffness values in case of the 3rd loading are steeper than those in case of the 2nd
loading, as shown in Figure 7a–c; these results represent a positive effect. However, in Cases 7-28-A
and 7-49-A, with healing in air, the slope in case of the 3rd loading decreases. Only in Case 7-70-A,
in which the specimen was healed for 63 days, a positive effect was observed. This finding is similar
to the results of Granger et al. [36], but a direct comparison of the same specimen before and after
the healing makes our results more concrete. This is evident from the quantitative comparison of the
slopes, as shown in Figure 13. Although there are deviations, the average healing effect increased with
increasing healing time, especially the healing effect was greater than 1.0 in the cases of all specimens
cured in water. The healing effect in case of the specimens cured in air was lower than 1.0 for 21 days of
healing period (7-28), but it increased remarkably and reached a level similar to that of the specimens
cured in water for 63 days (7–70). These results indicate that the healing effect depends on the healing
period, regardless of the healing circumstance.

Figure 13. Ratios between flexural stiffness of 3rd loading and that of 2nd loading (different healing periods).

The initial flexural stiffness in case of the 3rd loading decreased with delayed crack inducement
time. The curve of Case 7-28-W shows a positive effect, but the curves of Cases 28-49-W and 49-70-W
are below the 2nd loading curve despite the fact that the specimens were cured in water. Furthermore,
all specimens cured in air showed no positive effect, i.e., the 3rd loading curves are below the 2nd
loading curves. Figure 14 shows the quantitative changes according to the crack inducement time.
Despite curing in water, the healing effect decreased significantly as the crack inducement time was
delayed. A more unexpected phenomenon can be seen in the results of specimens cured in air; all
average healing effects with different crack inducement times were almost the same and less than 1.0.
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These results indicate that the healing effect is strongly influenced by the crack inducement time and
the curing circumstance if the healing period is constant.

Figure 14. Ratios between flexural stiffness of 3rd loading and that of 2nd loading (different crack
inducement times).

The results of the flexural strength comparison and the initial flexural stiffness comparison are
similar if we look at the results themselves. However, considering that healing occurs primarily around
the end of a crack in self-healing of concrete, it is deemed more reasonable to compare the stiffness of
the moment when the healed crack is reopened than to compare the strength, which is the total ability
of the specimen. Both the flexural strength and the initial flexural stiffness healed to a greater extent
in case of the specimens cured in water. Regardless of the healing period and the crack inducement
time, the healing effects were stronger in cases of the specimens cured in water compared to those
in cases of the specimens cured in air. Although in a few cases it was observed that the specimens
cured in air could be healed if the healing period was sufficiently long, the water condition was better
for the self-healing of concrete. The healing tendency according to the healing condition is consistent
with the results of many other studies [14–33,36,37,41,43]. It is a reasonable fact that the underwater
environment is advantageous for self-healing of concrete. Importantly, these results were similar when
obtained in the environment of the hydration reaction. The hydration reaction is time-dependent, and
the longer the reaction time, the more effective is the reaction. However, the strength of the reaction
decreases noticeably over time after casting. The results of the healing effects obtained in this study and
those of the hydration reaction share a few commonalities. Consequently, the healing effect observed
in this study can be said to be highly related to the re-hydration reaction, which is one of the two major
mechanisms of self-healing of concrete.

4.4. Crack Depths and Neutral Axises

The real crack depth with CMOD = 0.05 mm was observed to be about 20 mm. It was observed
by means of an ink injection after the crack inducement, and several surplus specimens of seven days
of age were used for this purpose because the largest number of specimens was prepared for the seven
cases. A cellophane adhesive tape was attached to both sides of the specimens to prevent ink leakage,
and red ink was injected from the notch. Next, after sufficient time provision for ink injection and
drying (24 h), reloading was applied to split the specimens. Figure 15 shows the cracked area stained
by red ink injection. The crack depth was calculated by dividing the area stained with red ink by the
specimen width, and the average crack depth of the specimens of seven days of age was about 20 mm.
Five additional specimens of 28 days of age showed a crack depth of about 20 mm as well, although
the deviation in their crack depths was larger than that in case of the seven-day-old specimens.
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(a) 

(b) 

Figure 15. Investigation of crack depth by ink injection. (a) Stained crack part; (b) measured crack depth.

Meanwhile, the neutral axis ascended to about 44 mm. Figure 16 shows the change in the
position of the neutral axis with changes in the CMOD. The neutral axis was estimated from seven
strains measured by successive strain gauges, so slight scattering can be seen at the beginning of
load introduction. Initially, the neutral axis was located at about 33 mm from the notch tip, which
corresponds to the center of the un-notched section. It moved upward gradually with increasing
CMOD and was located at 40–50 mm at CMOD = 0.05 mm. It changed insignificantly during the
unloading process, but in the case of a few specimens, the neutral axis moved slightly upward. There
was a minor difference among each of the specimens, and the differences in the position of the neutral
axis when fully unloaded averaged 44 mm. The movement of the neutral axis in the 2nd loading
almost followed the trail of the unloading, and it could not be distinguished. This result confirms that
the 2nd loading did not induce additional crack propagation.

 
Figure 16. The behavior of the neutral axis with CMOD.

Accordingly, there was a difference of about 24 mm between the neutral axis and the actual crack
depth when CMOD = 0.05 mm. Nanakorn and Horii mentioned that the fracture process zone of
concrete comprises the microcracking zone and the bridging zone [44]. In the microcracking zone,
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the concentrated stress near the crack tip causes the existing defects and pores to expand. Moreover,
the interface between aggregates and the cement matrix is weakened, and the two components began
to separate. These deteriorations develop into the bridging zone, and the stress in this area starts to
dissipate. This stress dissipation in the bridging zone is expressed as the tension-softening relationship
of concrete. A fully separated section is considered a stress-free crack. The stress-free crack area was
obviously stained with the injected red ink, and a portion of the bridging zone was also likely stained.
Consequently, it can be expected that the microcracking zone and the bridging zone are located at
about 24 mm between the neutral axis and the actual crack depth, as shown in Figure 17.

Figure 17. The concept of actual crack depth and neutral axis.

The neutral axis of the 3rd loading followed the neutral axis trace of the 2nd loading almost equally,
regardless of the case. Figure 18 shows the typical stress-neutral axis curves of the specimens with
different healing periods, and Figure 19 shows the typical stress-neutral axis curves of the specimens
with different crack inducement times. Compare to Case 7-70-W (Figure 18c) and Case 49-70-A
(Figure 19f), which are the strongest and the weakest healing effects in terms of the flexural strength
and the initial flexural stiffness. As can be seen, the changes in the neutral axis in both cases are almost
the same as that in the case of the 2nd loading until CMOD = 0.05 mm. Similar results were obtained
in all other cases as well. This means there was no physical recovery to the extent that the neutral axis
changed. In order words, in all cases, the cracks once opened were never reattached, even over a long
healing period.

Consequently, the healing effect seems to have occurred between the neutral axis and the opened
crack area, as opposed to over the opened crack area. In the introduction, we expected that recovery
would occur through self-healing, as shown in Figure 20b. However, in practice, a certain area from
the crack tip is closed, and this part is attached again, which restores the stiffness of the specimen. As a
result, the neutral axis must move downward. However, the neutral axis shows no sign of movement,
which means stiffness recovery did not occur in the once-opened cracked part. The initial flexural
stiffness increased or decreased depending on the healing condition, and it can be stated confidently
that this phenomenon depended on the area between the neutral axis and the crack tip, as opposed to
the opened crack part, as shown in Figure 20c. In other words, the healing effect was limited to the
fracture process zone, and the once-opened crack area did not recover physically.

The changes in the neutral axis can explain the dependence on the re-hydration reaction. Contrary
to expectations outlined in the introduction, the neutral axis of the 3rd loading did not show any
signs of healing in the once-opened crack area, and this indicated that physical recovery did not occur.
The precipitation of calcium hydroxide, which is another of the two major mechanisms of self-healing
and can be expected to occur in the opened crack area, was not helpful for restoring the physical
properties of the opened crack area.
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Figure 18. Typical stress neutral axis-CMOD curves for different healing periods. (a) 7-28W; (b) 7-49W;
(c) 7-70W; (d) 7-28A; (e) 7-49A; (f) 7-70A.
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Figure 19. Typical stress neutral axis-CMOD curves for different crack inducement times. (a) 7-28W;
(b) 28-49W; (c) 49-70W; (d) 7-28A; (e) 28-49A; (f) 49-70A.
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(a) (b) (c) 
Figure 20. Schematic of neutral axis movement before and after healing. (a) Unloaded state; (b) assumed
neutral axis movement; (c) measured result.

5. Conclusions

In this study, the three-point bending test with a notch was performed for assessing the self-healing
of concrete, and the neutral axis was estimated to investigate the curable area by self-healing. Our results
are as follows:

(1) Within the scope of this study, the longer the healing period, the higher the healing effect. In the
same healing period (21-day), the later the crack was induced, the less effective the healing effect
was. These results are generally consistent with previous studies.

(2) The method for estimating the neutral axis using successive strain gauges attached to the crack
propagation part was proposed in this study. The estimated neutral axis showed proper behavior
in comparison with Load-CMOD curve; the neutral axis moved slightly upward with crack
propagation, but there was an insignificant move when the crack was closed or reopened.

(3) Recovery of the flexural strength and the initial flexural stiffness before and after healing was
confirmed, but no major fluctuations in the neutral axis were confirmed. Consequently, the curable
area appears to be limited to the area between the neutral axis and the crack tip, as opposed to
over the opened crack area.

The conclusions were judged to be valid within the scope of this study. We noted that all results
in this study show a certain trend while data is statistically insufficient. It is considered that further
experiments will produce more significant results.
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Abstract: The blow-off impulse effect of a composite reinforced panel subjected to lightning strike is
studied combing electric-thermal coupling with explicit dynamic methods. A finite element model of
a composite reinforced panel is established under the action of 2.6/10.5 μs impulse current waveform
with current peak 60 kA. Blow-off impulse elements are selected according to numerical results of
electric-thermal coupling analysis. Elements failure, pressure, and von Mises stress distribution are
discussed when blow-off impulse analysis is completed. The results show that the blow-off impulse
effect can alter the damage forms of a composite reinforced panel and causes the damage distribution
to deviate from the initial fiber direction in each layer. Elements failure modes around the blow-off
impulse area are similar to that around the attachment area of the lightning strike. The blow-off
impulse effect can well model the internal damage, concave pit, and bulge phenomenon around the
attachment area. Additionally, pressure contours are not presented as an anisotropic characteristic
but an isotropic characteristic under the blow-off impulse effect, which indicates that the mechanical
behavior of composite materials presents as an anisotropic characteristic in low pressure while as
an isotropic characteristic in high pressure. This method is suitable to evaluate shock damage of a
composite reinforced panel induced by lightning strike.

Keywords: lightning strike; composite reinforced panel; blow-off impulse; electric-thermal coupling

1. Introduction

With the rapid development of aircraft industry, carbon fiber/epoxy reinforced composite
materials have been widely used in aircraft design in recent decades for its advantages such as
lightweight, high specific modulus, high specific strength and designability, etc. However, composite
materials have poor electric and thermal conductivity compared with traditional metal materials such
as aluminum alloy and titanium alloy, which make aircraft structures more vulnerable to catastrophic
damage in a lightning environment because of weak anti-lightning ability.

Both military aircraft and civil aircraft will inevitably fly in thunderstorm weather, and probably
encounter lightning strike in the process of normal service. Relevant reports show that an aircraft
may encounter one lightning strike per 1000–1500 h of flight and this is roughly equivalent to once a
year for regular airliner aircraft. Thermal damage induced by lightning strike attributes to ablation,
phase-transition, thermal shock, and the blow-off impulse effect, etc. While traditional thermal loading
such as fire does not include the dynamical effects of thermal shock and blow-off impulse, etc. When
high-energy lightning current attaches to the surface of a composite structure, tremendous Joule heat
will be transmitted to the composite structure immediately in the form of conduction and radiation,
which will generate great energy deposition and resulting in the temperature to rise rapidly around the
attachment area. Furthermore, when the temperature exceeds the critical value of molten, vaporization
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and decomposition of material, a series of physic-chemical changes will be generated around the
attachment area and three-phase transition of solid-liquid-vapor will also be occurred instantly [1].
Temperature is unevenly distributed due to the anisotropic characteristic of composite materials, and
then leads to the uneven expansion of materials. Therefore, the gas generated by matrix vaporization
is easily surrounded by the non-vaporized matrix and fibers, which will cause a rapid rise in internal
pressure. The vapor spatter phenomenon which leads to a thermal explosion will occur when the
internal pressure exceeds the constraint strength of surrounding materials, thus resulting in a reverse
impact effect on the composite structure. This impact effect can be called the blow-off impulse effect [2].
The huge impact generated by the thermal explosion will cause more serious damage to the composite
structure. Therefore, the blow-off impulse effect should be considered when the direct effects of
lightning strike are analyzed.

At present, many scholars have investigated the thermo-dynamic response of composite
materials and there have been abundant achievements on lightning damage of a composite structure.
The representative studies on this experiment are as follows: Hirano et al. [3] carried out the
lightning strike experiment of IM600/133 composite laminates, finding that damage modes of
composite materials mainly include fiber fracture, matrix crack, and intra-laminar delamination
etc. Deierling et al. [4] conducted an experiment to study the electric-thermal behavior of carbon
fiber/epoxy composite materials subject to high-lightning current. The results reveal that lightning
currents lead to a significant temperature rise around the attachment area, which is a result
of the intense Joule heat effect generated in electric conductive fibers. Feraboli, Minller, and
Kawakami et al. [5,6]. conducted research on composite specimens using simulated lightning
strike, with the fundamental damage responses of specimens studied and the damage mechanism of
composite materials subject to three different current peaks compared. Dong, Li, and Yin et al. [7–10]
all reported a series of lightning strike experiments, which indicate that electric conductivity exerts a
heavier effect on damage degree than thermal conductivity does. Furthermore, boundary conditions
also have an obvious effect on the damage degree of composite materials during experiments.

There are also representative studies on numerical simulation of the thermo-dynamic response
of composite materials. Ogasawara et al. [11] analyzed the temperature distribution in composite
laminates from the perspective of electric-thermal coupling. The results indicate that Joule
heat influences lightning strike damage significantly. Specifically, intra-laminar delamination
is caused by the decomposition of resin and a concave pit is formed due to the sublimation
of fibers. Abdelal et al. [12] predicted the thermal damage of composite panels subjected to
lightning strike through electric-thermal coupling element. Meanwhile, the temperature-dependence
material properties were considered as well. The results show that this simulation method is
capable of capturing the damage size and the temperature profile in composite panels exactly.
Naghipour et al. [13] studied the intra-laminar delamination of CFRP laminates induced by lightning
strike using temperature-dependence interface elements. Wang et al. [14–16] has further conducted a
series of studies on the thermo-dynamic response and the residual strength of composite materials after
lightning strike, with fruitful results being achieved. Numerous studies on lightning strike protection
have been conducted by many scholars [17–21]. Protective performances of different designs were
compared and the best design scheme was proposed.

In general, the above studies of composite materials induced by lightning strike have important
reference value and guiding significance. But previous studies mainly focused on the ablation analysis
of composite materials, the blow-off impulse effect caused by the thermal explosion was rarely studied.
Nevertheless, the structural response of composite materials subjected to lightning strike involves
complex damage types, such as thermal shock wave, phase transition and thermal explosion, etc.
Therefore, lightning strike response cannot be analyzed only by ablation damage and the blow-off
impulse effect should be considered. The vaporized gas enclosed in materials will lead to a thermal
explosion when thermal pressure continues to increase, then the inner explosion phenomenon will be
formed and result in blow-off impulse damage. Therefore, it is necessary to study the blow-off impulse
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effect of composite materials under high temperature, high pressure, and high energy. However,
there are few studies on the blow-off impulse effect of composite materials subjected to lightning
strike so far, and the related reports are rare too. Only a small amount of studies about the thermal
shock wave effect of composite materials under radiation conditions such as laser and X-Ray are
reported. At present, studies concerning the blow-off impulse effect are mainly presented as follows:
For example, Tang et al. [22–24] have conducted research about multi-physics effects on the surface
of composite materials radiated by pulse, the material spatter caused by the pulse is called blow-off
impulse. Huang et al. [25,26] studied the propagation rules of thermal shock wave in anisotropic
material induced by X-Ray, damage characteristics of anisotropic material under strong radiation
were also discussed. The results indicate that thermal shock waves exhibit different shapes under
the radiation of soft and hard X-Ray, great differences exist in the form mechanisms of thermal shock
wave, wave peak, penetration depth, gasification phenomenon, tensile intensity and so on.

In this paper, a method which integrates electric-thermal coupling with an explicit dynamic is put
forward to study the blow-off impulse effect of a composite reinforced panel induced by lightning
strike. The dynamic failure model of a composite reinforced panel is established and the temperature
distribution in the benchmark skin is analyzed. Blow-off elements are obtained according to the
temperature distribution in benchmark skin. The blow-off impulse effect of a composite reinforced
panel subjected to lightning strike is then investigated. Finally, element failure, pressure, and von
Mises stress distribution around the blow-off impulse area are discussed. The research achievements
can be applied to the analysis of the damage mechanism of composite materials under the action of
lightning strike, which has great engineering significance.

2. Material Properties and Calculation Model

2.1. Main Material Parameters

The temperature changes rapidly around the attachment area of a composite reinforced panel
subjected to lightning strike. Related studies show that the local temperature may reach 10,000 ◦C
and the high temperature will cause the variation of material properties, so the material parameters
show obvious temperature-dependence in this case [12]. The influence of material properties that vary
with temperature is considered in order to improve the accuracy and reliability of calculation results.
The material type adopted in this research is an IM600/133 composite material. Mechanical, electric,
and thermal properties of the IM600/133 composite material at different temperatures are given in
Tables 1–4.

Table 1. Mechanical properties of IM600/133 composite material.

Temperature/◦C Ex/GPa Ey/GPa Ez/GPa μxy μyz μxz Gxy/GPa Gyz/GPa Gxz/GPa

25 137 8.2 8.2

0.02 0.34 0.02

4.36 3 4.36
200 137 6.56 6.56 3.488 2.4 3.488
260 137 0.082 0.082 0.03488 0.024 0.03488
600 137 0.0041 0.0041 0.001744 0.0012 0.001744
3316 137 0.0041 0.0041 0.001744 0.0012 0.001744
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Table 2. Electric resistances of IM600/133 composite material [12,27,28].

Temperature/◦C
Electric Resistances/Ω·m

Longitudinal Transverse Thickness

27 6.224 × 10−5 0.3558
127 5.948 × 10−5 0.3362
227 5.676 × 10−5 0.3195
327 5.429 × 10−5 0.3043
427 5.2 × 10−5 0.2906
457 5.139 × 10−5

0.0547

527 4.994 × 10−5

627 4.801 × 10−5

727 4.627 × 10−5

827 4.459 × 10−5

3316 13.442 × 10−5

Table 3. Thermal expansion coefficients of IM600/133 composite material.

Temperature/°C
Thermal Expansion Coefficients/◦C−1

Longitudinal Transverse Thickness

25 1.8 × 10−8 2.16 × 10−5

200 5.4 × 10−8 3.78 × 10−5

260 5.4 × 10−8 3.78 × 10−5

600 5.4 × 10−8 3.78 × 10−5

3316 5.4 × 10−8 3.78 × 10−5

3317 5.4 × 10−8 3.78 × 10−5

Table 4. Thermal conductivity, specific heat, and density of IM600/133 composite material [29,30].

Temperature/◦C
Thermal Conductivity/W·m−1·◦C−1

Specific
Heat/J·kg−1·◦C−1 Density/kg/m3

Longitudinal Transverse Thickness

25 11.8 0.609 1065
1520330 6.02 0.31 2050

360 5.46 0.28 4250

500 2.8 0.14 4200

1170
525 2.33 0.12 1800
815 1.4 0.072 1850
3316 1.4 0.072 2300

2.2. Structure and Finite Element Models of a Composite Reinforced Panel

The size of the composite reinforced panel is 500 × 250 mm, with the height and width
of the T stripper 38 and 50 mm, respectively. The reinforced core is filled with a mixture
of fiber and resin, an adhesive of J-116B-δ0.15 is used to glue the benchmark skin and T
stripper. The cross-section is shown in Figure 1, 24 layers of which are in the benchmark
skin and the thickness of each layer is 0.15 mm, with a total thickness 3.6 mm and stacking
sequence [45◦/0◦/−45◦/90◦/−45◦/0◦/45◦/0◦/45◦/90◦/−45◦/0◦]S. Stacking sequence of the left
side in the T stripper is [45◦/0◦/−45◦/0◦/90◦/0◦/−45◦/0◦/90◦/0◦/45◦/0◦] and the right side
is [−45◦/0◦/45◦/0◦/90◦/0◦/45◦/0◦/90◦/0◦/−45◦/0◦], with a thickness of 1.8 mm, respectively.
Stacking sequence of the bottom layer in the T stripper is [45◦/0◦], with a thickness of 0.3 mm. Stacking
sequences in each component of the composite reinforced panel are given in Table 5.
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Figure 1. Cross-section of the composite reinforced panel.

Table 5. Stacking sequences in each component of the composite reinforced panel.

Benchmark Skin Angle/◦
Left Side of T Stripper Right Side of T Stripper Bottom of T

Stripper
Angle/◦

Layer Angle/◦ Layer Angle/◦

P1 P24 45 P25 45 P37 −45 P49 45
P2 P23 0 P26 0 P38 0 P50 0
P3 P22 −45 P27 −45 P39 45
P4 P21 90 P28 0 P40 0
P5 P20 −45 P29 90 P41 90
P6 P19 0 P30 0 P42 0
P7 P18 45 P31 −45 P43 45
P8 P17 0 P32 0 P44 0
P9 P16 45 P33 90 P45 90
P10 P15 90 P34 0 P46 0
P11 P14 −45 P35 45 P47 −45
P12 P13 0 P36 0 P48 0

This research is studied in ANSYS software and is divided into two modules. Namely, an
electric-thermal coupling module and blow-off impulse module. Firstly, electric-thermal coupling
analysis is performed and the temperature distribution in the composite reinforced panel is obtained.
Blow-off impulse elements are then selected according to the temperature distribution. Finally,
blow-off impulse analysis is performed according to the distribution of blow-off impulse elements.
Electric-thermal element SOLID69 is adopted in the electric-thermal coupling module, this element
type has 8 nodes and 2 degrees of freedom per node. Therefore, the model can be divided into
hexahedral elements. Boundary conditions are set as follows: thermal radiation coefficient ε is equal to
0.9 in the surface of benchmark skin and surrounding sides of the composite reinforced panel. The T
stripper and the surrounding sides are grounded, so electric potential U is assumed to be 0. The bottom
surface of the benchmark skin and T stripper are adiabatic. Element dimension is approximately
8.33 × 7.0 × 0.15 mm. There are 2640 elements in each layer of benchmark skin, 720 elements in each
layer of the T stripper and 1440 elements in the bottom of the T stripper. The finite element model and
boundary conditions of the composite reinforced panel are shown in Figure 2.

Lightning current is applied to the center-node in the benchmark skin of the composite reinforced
panel. Current waveform applied in this research is a double exponential waveform, which can be
expressed in the form:

I(t) = I0

(
e−αt − e−βt

)
(1)

where, I0 represents current constant; I(t) is transient current; α is reciprocal of wave-tail time; β is
reciprocal of wave-front time; t is time.
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(a) (b) 

Figure 2. Finite element model and boundary conditions of the composite reinforced panel.
(a) Boundary conditions in benchmark skin; (b) boundary conditions in the T stripper.

Pulse current waveform is defined through a pair of parameters t1/t2 and current peak Ip [3,9,31].
Where, t1 is the time from 10% to 90% of the maximum current and t2 is the time from 10% to 50%
through 90% of the maximum current. The relationship of t1/t2 is shown in Figure 3a. However,
the most common waveform parameters used are Ip, t1, and t2 in an actual lightning strike experiment.
The main parameters of lightning current adopted in this research and the waveform are shown in
Figure 3b. Current duration is 80 μs and it is divided into 12 steps to load during the calculation,
sub-time step is equal to 10 in each load step. The time and corresponding current values in each load
step are given in Table 6.

 

 us
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Figure 3. Double exponential impulse current waveform. (a) Relationship of t1/t2; (b) waveform of
2.6/10.5 μs-0 kA.

Table 6. The time and current value in each load step of 2.6/10.5 μs-60 kA.

Load step 1 2 3 4 5 6 7 8 9 10 11 12
Time/μs 1 2 2.6 3 7 10 10.5 11 15 30 50 80
Load/kA 46.3 58.9 60 59.5 42.6 31.5 30.3 28.5 19.1 4.2 0.57 0.028

2.3. Blow-Off Impulse Model of a Composite Reinforced Panel

According to the temperature distribution of the composite reinforced panel, blow-off impulse
elements are obtained after the electric-thermal coupling analysis is done. SOLID69 is then replaced
by the explicit dynamic element SOLID164 for blow-off impulse analysis in ANSYS software. This
element type has 8 nodes and 3 degrees of freedom per node. The meshing method and number of
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meshes are the same as that in Section 2.2. At the same time, the initial composite materials model
in the blow-off impulse area is replaced by a high-explosive material model which is described by
Jones–Wilkins–Lee equation of state (JWL EOS). The pressure of JWL EOS is defined as follows:

p = A
(

1 − ω

R1V

)
e−R1V + B

(
1 − ω

R2V

)
e−R2V +

ωE0

V
(2)

where, p is the pressure of the high-explosive element. V is the initial relative volume. E0 is the initial
explosion energy per unit volume. A, B, R1, R2, and ω are material constants.

The material type adopted for the area which expects blow-off elements is the 59# constitutive
model. This represents that the material type of Mat_composite_failure_solid_model ranks No.59 in
keyword user’s manual of ANSYS/LS-DYNA. The surrounding sides of the composite reinforced
panel are fixed and the unified system of unit kg-m-s is adopted. The constitutive model 59# can be
defined as follows:

f =
4
[
σ1 − Xt−Xc

2

]2

(Xt + Xc)
2 +

4
[
σ2 − Yt−Yc

2

]2

(Yt + Yc)
2 +

4
[
σ3 − Zt−Zc

2

]2

(Zt + Zc)
2 +

σ2
12

S2
12

+
σ2

13
S2

13
+

σ2
23

S2
23

− 1 (3)

where, Xt and Xc are longitudinal tensile and compressive strengths. Yt and Yc are transverse tensile
and compressive strengths. Zt and Zc are normal tensile and compressive strengths. S12 is shear
strength in-plane. S13 and S23 are transverse shear strengths. f is an ellipsoidal function. The whole
calculation process is shown in Figure 4. The main parameters of the high-explosive model, JWL EOS
and 59# constitutive model are given in Table 7.

Figure 4. Calculation process of blow-off impulse analysis.

Table 7. Main parameters of the high-explosive model, JWL EOS, and 59# constitutive model.

Parameters ρ/kg/m3 D/m/s PCJ/GPa A/GPa B/GPa R1 R2 ω E0/kJ

Value 1520 6718 18.5 540.9 9.4 4.5 1.1 0.35 8 × 106

Parameters Xc/MPa Xt/MPa Yc/MPa Yt/MPa Zc/MPa Zt/MPa S12/MPa S13/MPa S23/MPa

Value 1281 1708 192 34 280 52 128 128 96
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3. Results and Discussion

3.1. Analysis of Electric-Thermal Coupling

Due to the fact that electric conductivity and thermal conductivity of fiber are much higher
than that of the matrix and the anisotropic characteristic of carbon fiber/epoxy composite materials,
composite materials present low electric conductivity and thermal conductivity as a whole. When
lightning current attaches to the surface of composite materials, it will conduct internally along
the attachment points and huge Joule heat will be generated during the conduction process within
composite materials. Temperature distribution around the attachment area of the composite reinforced
panel is shown in Figure 5 when the calculation is completed.

 
Figure 5. Temperature distribution around the attachment area of the composite reinforced panel.
(Unit: ◦C).

It can be seen from Figure 5 that the temperature profile around the attachment area resembles an
ellipse, and the long axis of the ellipse is along fiber direction in P1 layer. The highest temperature
is 83937.3 ◦C, which is much higher than the ablation and sublimation temperatures of carbon
fiber. However, the temperature drops sharply along the thickness direction due to the low electric
conductivity and thermal conductivity in the thickness direction. Figure 6 presents the temperature
distribution in the cross-section and Figure 7 presents the temperature change in the top 17 layers of
the benchmark skin. It can be seen from Figures 6 and 7 that the temperatures around the attachment
area mainly focus on the top three layers of benchmark skin, with very a small temperature rise
in the P4–P16 layers. Temperatures in P16–P24 layers and the T stripper have almost no change.
Therefore, it can be concluded that the Joule heat generated by the lightning current mainly causes
significant thermal damage in the top three layers around the attachment area, with very little damage
in other areas.

 
Figure 6. Temperature distribution in the cross-section of the composite reinforced panel. (Unit: ◦C).
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Figure 7. Temperature change along the thickness direction.

Figure 8 presents the temperature distribution in the top 17 layers of benchmark skin. It can be
seen that the closer to the top layer, the higher the temperature will be. The temperature profile in the
P1 layer is similar to an ellipse shape and the long axis of the ellipse is roughly along the fiber direction
(45◦). The influence between each layer is very significant, which can be verified from the temperature
contours in P2 layer, P3 layer, P5 layer, P6 layer, and P8 layer. Stacking sequences in these layers
are 0◦, −45◦, −45◦, 0◦, and 0◦, respectively, but the temperature distribution is not along the fiber
direction in each layer. These serious effects are mainly caused by the low thermal conductivity in the
thickness and transverse direction. The Joule heat effect mainly concentrates on the top three layers of
benchmark skin, which is due to the fact that the electric conductivity and thermal conductivity in the
thickness direction are much lower than that in the fiber direction. Lightning current mainly conducts
along fiber direction in P1 layer, P2 layer, and P3 layer, only a small amount of lightning currents
conduct along the thickness direction. The high electric resistance blocks the conduction of lightning
current along the thickness direction, which can be confirmed through the temperature distribution in
the cross-section, as shown in Figure 6. For example, the highest temperatures in P1 layer and P2 layer
are 83,937.3 and 42,806.7 ◦C, respectively. While the temperature in P3 layer has dropped to 794.83 ◦C,
indicating that only the top two layers will be ablated around the attachment area under this current
waveform. The temperature in P4 layer is just 83.0886 ◦C, which is lower than the molten temperature
of resin. Temperatures around the attachment area are between 25 and 37 ◦C from P5 layer to P17
layer, which is in the range of the environment temperature. Since then, temperatures in inner layers
of the benchmark skin as well as the T stripper are not on the rise, agreeing well with Figures 6 and 7.
At the same time, although the thermal conductivity in the fiber direction is much greater than that
in the other two directions, the difference is far smaller than that of electric conductivity in the fiber
direction and the other two directions. Therefore, the influence of thermal conductivity in the thickness
direction on the temperature distribution of each layer can almost be ignored, except for the top three
layers with high temperature.

3.2. Analysis of the Blow-Off Impulse

The elements with temperatures exceeding 3316 ◦C are not defined as failures in the
electric-thermal coupling module, but selected as the blow-off impulse elements in the blow-off
impulse module. Therefore, element failure is not considered in the electric-thermal coupling module.
Figure 9 presents the finite element model of blow-off impulse, it can be seen from Figure 9 that there
are 38 blow-off impulse elements in the center area of the composite reinforced panel, while the rest
areas are non-blow-off impulse elements. These 38 blow-off impulse elements all concentrate on P1
layer and P2 layer of the benchmark skin. Solution time is 2 μs, the step length factor is set as 0.6,
and the output step number is 22. Keyword file is output and submitted to LS-DYNA solver after
it is modified in LS-PrePost. Failure elements are defined according to the maximum failure strain.
As expressed in Equation (3), yield function can be built through strength parameters and stress tensor
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of composite materials. Elements will enter the plastic phase when f is greater than zero. Elements
will then deform continuously subject to external load and the stiffness of composite materials will be
reduced too. The maximum failure strain is defined in the keyword file of ANSYS/LS-DYNA. If the
equivalent strains of elements are greater than the maximum failure strain, the elements are defined as
failures and will be deleted.

 

  
(a) P1 layer (b) P2 layer 

  
(c) P3 layer (d) P4 layer 

  
(e) P5 layer (f) P6 layer 

  
(g) P7 layer (h) P8 layer 

  
(i) P9 layer (j) P10 layer 

Figure 8. Cont.
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(k) P11 layer (l) P12 layer 

  
(m) P13 layer (n) P14 layer 

  
(o) P15 layer (p) P16 layer 

 
(q) P17 layer 

Figure 8. Temperature distribution of the top 17 layers in the benchmark skin of the composite
reinforced panel. (Unit: ◦C).

 

Figure 9. Finite element model of the blow-off impulse of the composite reinforced panel.
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Figure 10 presents the contours of von Mises stress in the top seven layers when the blow-off
impulse analysis is completed. It can be seen that the damage caused by blow-off impulse mainly
concentrates on the center areas of each layer, and the element deletion phenomenon only appears in
the top six layers of the benchmark skin. P1 layer is the most seriously damaged, with 38 elements
deleted and size of the failure area is about 50 × 21 mm. However, the contours of von Mises stress
is not along 45◦ in P1 layer but deviates from the fiber direction. In P2 layer and P3 layer, 27 and
40 elements are removed, respectively. The sizes of the failure areas in these two layers are almost
the same. There are four elements deleted in P4 layer, P5 layer, and P6 layer, respectively, and no
elements deleted after P7 layer. However, there is a large stress concentration phenomenon in the
center area of P7 layer. Additionally, the influence on stress distribution between each layer is very
significant. For example, stacking sequences of P2 layer and P3 layer are 0◦ and −45◦, respectively, but
the contours of von Mises stress are not along the fiber direction in each layer. It can be concluded that
the damage forms caused by the blow-off impulse effect alter the initial damage distribution caused by
the electric-thermal coupling effect, which makes the damage distribution t deviate from the initial
fiber direction.

 

  
(a) P1 layer (b) P2 layer 

  
(c) P3 layer (d) P4 layer 

  
(e) P5 layer (f) P6 layer 

 
(g) P7 layer 

Figure 10. Contours of von Mises stress on the top seven layers of the benchmark skin.
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Figure 11 presents the pressure contours of the composite reinforced panel in several typical
moments. It can be seen that the implosion effect starts to appear when time is equal to 0.099 μs and
great pressure is formed immediately. The maximum pressure is 4.443 × 108 N, but no elements are
deleted at this moment. The element deletion phenomenon starts to appear on the top three layers
when time is equal to 0.4 μs. Six layers exhibit element deletion phenomenon when time is equal to
1.5 μs, and an obvious concave pit is formed around the blow-off impulse area. But the pressure is not
as large as when the implosion effect starts, the maximum pressure is 2.846 × 108 N at this moment.
The blow-off impulse effect is completed when time is equal to 2 μs, and the maximum damage is
reached at this point. A large concave pit is formed around the blow-off impulse area and the depth
of the concave pit is about 1.088 mm, as shown in Figure 12. Additionally, it also can be seen from
Figure 12 that the element deletion phenomenon also occurs in the T stripper under the action of the
blow-off impulse, indicating that the shock wave may cause some inner damage that cannot be seen
on the surface. The element bulge phenomenon appears around the edges of element failure and the
bottom of the concave pit is uneven. It can be concluded that the blow-off impulse effect not only
causes external damage in the benchmark skin but also causes internal damage in the T stripper.

  
(a) (b) 

  
(c) (d) 

Figure 11. Pressure contours in several typical moments. (a) t = 0.099 μs; (b) t = 0.4 μs; (c) t = 1.5 μs;
(d) t = 2 μs.

 

Figure 12. Damage forms in the cross-section of the composite reinforced panel.
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Figure 13 presents the pressure contours in blow-off impulse elements at the beginning, middle,
and end of the calculation, respectively. Figure 14 presents the pressure change of blow-off impulse
elements at different moments. It can be seen from Figures 13 and 14 that the pressure increases
sharply when the explosion begins and the maximum pressure is 4.181 × 109 N. The pressure then
decreases sharply and the decrease-rate becomes slow and eventually tends to balance. However,
the volume of blow-off impulse elements expands rapidly in the process of the explosion, then the
volume reaches the maximum when the blow-off impulse analysis is completed, which can reflect the
bulge phenomenon around the attachment area of lightning strike.

(a) (b) (c) 

Figure 13. Pressure contours in blow-off impulse elements. (a) t = 0.0096 μs; (b) t = 1 μs; (c) t = 2 μs.

us  
Figure 14. Pressure change of blow-off impulse elements.

Figure 15 presents the overall pressure contours of the composite reinforced panel after the
blow-off impulse analysis is completed. It can be seen that an obvious bulge phenomenon appears
around the blow-off impulse area, and the element failure mode around the blow-off impulse area is
similar to that around the attachment area of lightning strike. Therefore, the blow-off impulse effect
can reflect the damage forms of the composite reinforced panel induced by lightning strike and should
be considered. Additionally, the pressure around the blow-off impulse area presents as isotropic rather
than anisotropic, which agrees well with the fact that the mechanical properties of composite materials
present as anisotropic in low pressure and isotropic in high pressure [25,26]. Figure 16 presents the
von Mises stress and pressure in the T stripper. It can be seen that there is no element deletion on the
surface of the T stripper, but some internal elements are deleted as shown in Figure 12. This indicates
that the blow-off impulse effect has a serious influence on the center areas in the top six layers of the
benchmark skin, while the influences on the T stripper and other areas are relatively less serious.
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Figure 15. Overall pressure contours of the composite reinforced panel.

  
(a) (b) 

Figure 16. Contours of von Mises and pressure in the T stripper. (a) Contours of von Mises stress; (b)
pressure contours.

Mesh quality and element dimensions have a great influence on the calculation results. In order to
study the influence of mesh quality on calculation results, the damage degree of a composite reinforced
panel with five kinds of element dimensions are compared. Calculation results for different element
dimensions are given in Table 8. It can be seen that the error will increase with the increase of element
dimensions. Although failure area errors change greatly with the increase of the element dimension,
damage depth errors change little. However, there will be no blow-off impulse elements around
the attachment area if the element dimension is larger than 10.0mm in length direction. Therefore,
the element dimension should be as small as possible to enable better calculation results.

Table 8. Comparison of calculation results for different element dimensions.

Serial Number
Element

Dimension/mm
Damage

Depth/mm
Error

Failure
Area/mm2 Error

Mesh-1 8.33 × 7.0 × 0.15 1.088 - 1050 -
Mesh-2 8.47 × 7.0 × 0.15 1.080 7.30% 936 10.8%
Mesh-3 8.62 × 7.0 × 0.15 0.962 11.58% 864 17.7%
Mesh-4 8.92 × 7.0 × 0.15 0.615 43.47% 670 36.2%
Mesh-5 10.0 × 7.0 × 0.15 0.550 49.48% 500 52.3%

4. Conclusions

Based on the anti-lightning strike background of composite materials widely used in aircraft
structure design, the thermal explosion phenomenon of composite materials is rarely studied.
The blow-off impulse effect of a composite reinforced panel induced by lightning strike is studied
through numerical simulation in this paper. A method integrating electric-thermal coupling with an
explicit dynamic is proposed in order to study the blow-off impulse effect of a composite reinforced

339



Appl. Sci. 2019, 9, 1168

panel. The damage mechanism of a composite reinforced panel caused by the blow-off impulse effect
is discussed. The conclusions can be summarized as follows:

1. The blow-off impulse effect alters the damage distribution caused by the electric-thermal coupling
effect, which makes the damage distribution deviate from the initial fiber direction in each layer.

2. The blow-off impulse effect could well present the internal damage, concave pit, and bulge
phenomenon around the attachment area of lightning strike, and the failure modes in the blow-off
impulse area are similar to the damage forms caused by lightning strike.

3. Pressure increases sharply when explosion begins, and then decreases gradually with the increase
of time and tends to balance in the end. The pressure of composite materials is not presented as
anisotropic but isotropic, agreeing well with the observed characteristic that mechanical behavior
of composite materials exhibits anisotropic in low pressure while isotropic in high pressure.

The results obtained in this study can reflect the dynamical damage behavior of composite
materials induced by lightning strike to some extent. However, phase transition and delamination are
other important damage modes of composite materials, which have not been involved in this study.
Therefore, this field needs to be further considered in future investigations.
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Featured Application: Numerical investigation on the damage behavior of CFRP laminates

subjected to low velocity impacts.

Abstract: Composite laminates are characterized by high mechanical in-plane properties and poor
out-of-plane characteristics. This issue becomes even more relevant when dealing with impact
phenomena occurring in the transverse direction. In aeronautics, Low Velocity Impacts (LVIs) may
occur during the service life of the aircraft. LVI may produce damage inside the laminate, which are
not easily detectable and can seriously degrade the mechanical properties of the structure. In this
paper, a numerical-experimental investigation is carried out, in order to study the mechanical behavior
of rectangular laminated specimens subjected to low velocity impacts. The numerical model that best
represents the impact phenomenon has been chosen by numerical–analytical investigations. A user
defined material model (VUMAT) has been developed in Abaqus/Explicit environment to simulate
the composite intra-laminar damage behavior in solid elements. The analyses results were compared
to experimental test data on a laminated specimen, performed according to ASTM D7136 standard,
in order to verify the robustness of the adopted numerical model and the influence of modeling
parameters on the accuracy of numerical results.

Keywords: CFRP; Low Velocity Impacts; Cohesive Zone Model (CZM); Finite Element Analysis
(FEA); VUMAT; inter-laminar damage; intra-laminar damage

1. Introduction

Composite materials are characterized by high mechanical properties values if compared to classic
metallic materials. However, their damage behavior is difficult to predict and control. As a matter of
fact, impact events on a composite structure are still a “hot topic” for research, nowadays. The different
impact phenomena can be divided into three main groups, based on the velocity of the impactor:
low velocity impacts, ballistic impacts, and hyper-velocity impacts. In particular, Low Velocity Impacts
(LVIs) often result in Barely Visible Impact Damages (BVIDs), which can be hardly detected by the naked
eye, but may relevantly decrease the material strength [1–3]. Damages occurring as a consequence
of low velocity impacts include both intra-laminar (fiber and/or matrix failure) and inter-laminar
damages (delaminations). Among the others, delaminations, which can growth under service loads,
can seriously reduce the load carrying capability of the overall structure [4,5]. For this reason, a large
number of studies, focused on the prediction of the damages (especially delaminations) induced by LVI,
can be found in the literature. In these studies, different approaches, both analytical–numerical and
experimental, were considered [6–9]. Different techniques are available and presented in the literature,
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able to predict and evaluate the damage and the residual strength during LVI phenomena. In [10],
an acousto–ultrasonic approach was used to characterize the material impact strength. Low velocity
analytical impact prediction models available in the literature are often characterized by a large degree
of simplification. However, despite the simplifications in the models, good results can be achieved.
In particular, the study in Reference [11] describes a numerical model for predicting the onset and the
propagation of damages arising from low velocity impacts induced by large and small impact masses.
A further evolution of the analytical model for predicting the behavior of a thin-walled composite
structure during a low velocity-high mass impact phenomenon was presented in [12]. An additional
analytical methodology based on the energy balance for the development of damage during a LVI
phenomenon with the help of a localized strain field was introduced in [13]. However, analytical
approaches, which can only be adopted for few particular conditions [1,6,7], cannot be generally
considered for a complete and detailed study of the impact event, due to inherent complexity of the
impact phenomenon itself [9,14–16]. A more comprehensive study of the impact phenomenon can
be surely obtained by means of numerical methods. Indeed, FEM (Finite Element Method) codes
can be adopted to model a low velocity impact event on a composite specimen, taking into account
both intra-laminar and inter-laminar damages [9,17–19]. In order to evaluate the intra-laminar and
inter-laminar damage onset and propagation during an impact phenomenon, progressive damage
methods have been presented by several authors, showing good results compared to the experimental
data. In [20], LVI tests were performed and the Puck criteria were adopted to analyze the composite
structure mechanical response. In the same work, an inter-laminar matrix crack density parameter
was introduced, in order to mitigate the computational cost, while decreasing, on the other side,
the analysis accuracy. In [21–23], a model capable of predicting the inter-laminar damage in a
unidirectional composite laminate was introduced. In particular, the proposed model took into
account a matrix non-linear shear behavior, focusing on the element characteristic length in order to
alleviate the mesh dependency. Actually, fracture mechanic is widely used to model inter-laminar
damage evolution through FE-based procedures such as Virtual Crack Closure Technique (VCCT) and
Cohesive Zone Model theory (CZM) [17,24–29]. In [29–31], the influence of intra-laminar damages
on the inter-laminar ones is assessed adopting CZM, while, in [26,31–33], the mesh-dependency
issue of both inter-laminar and intra-laminar prediction models, which may lead to an unrealistic
inter-laminar damage prediction, is emphasized. Low velocity impact events on composite specimens,
with different stacking sequences, were studied in several works, which implement the intra-laminar
and inter-laminar damages, respectively, by means of Continuum Damage Mechanics (CDM) and
CZM approaches [9,18,19]. In these works, good results, in terms of correlation between numerical
outputs and experimental data, were obtained for various impact energy levels.

In this work, we propose an analytical model to preliminary evaluate the response of a
unidirectional composite plate subjected to a low velocity impact. The analytical model has been
developed in accordance with [1,2,33]. Then, the results of the analytical model were compared with
those from a numerical model, which uses the analytical boundary conditions. Indeed, in the frame of
this first step, the introduced analytical model, based on Classical Laminated Plate Theory (CLPT),
was adopted as a benchmark for appropriately selecting the main numerical modeling parameters to
be used for the numerical procedure (element type, mesh density, element size, etc.). Subsequently, the
numerical model was improved, introducing the boundary conditions of the experimental test. Finally,
a further numerical model, which takes into account inter-laminar and intra-laminar damages, was
implemented and the results were compared with the experimental test ones. This final numerical test
was performed by adopting the numerical model, from the previous step, which best represents the
impact event. The low velocity impact phenomenon was numerically simulated by considering the
boundary conditions and the specimen size according to the ASTM (American Society for Testing and
Materials) D7136 standard [34]. The composite specimens were subjected to a 10 J low velocity impact.
A reduction of the computational time has been achieved by introducing global/local techniques [35]
between the impacted area and the rest of the specimen. The results, in terms of intra-laminar and

344



Appl. Sci. 2019, 9, 2372

inter-laminar damages, have been compared with the experimental ones, obtained by means of
Ultrasonic C-Scan tests. Further numerical–experimental correlations on the impactor displacement
and velocity, the internal energy, and the force exerted during the impact have been performed as well.

Numerical results, obtained considering different Abaqus element types, were compared to each
other. The Finite Element Model has been discretized by means of SC8R Continuum shell elements and
C3D8R Solid elements [36]. Inter-laminar damages were modeled by a Cohesive Zone Model based
approach, while intra-laminar damage was modeled by means of Hashin’s failure criteria and gradual
material properties degradation rules. However, the intra-laminar damage model was only provided
for Continuum shell elements in Abaqus. Since no intra-laminar damage model was provided for
Solid elements, a user-defined material model, able to take into account the intra-laminar damage,
was implemented in a user subroutine VUMAT.

In Section 2, the theoretical background on the analytical model and on the intra-laminar damage
model implemented in the VUMAT are presented. In Section 3, the test cases are introduced, while in
Section 4 the results are presented and discussed.

2. Theoretical background

2.1. Classical Laminated Plate Theory

A multi-degree of freedom analytical model [1,2,37] was introduced in order to study the impact
event. A simply supported plate was analytically solved by using the Classical Laminated Plate
Theory. The solutions for the analytical approach were obtained in terms of contact force, maximum
displacement, impactor velocity, and kinetic energy. Then, a system of ordinary differential equations
(ODE), representing the simply supported plate, coupled with a differential equation representing the
impactor motion, was obtained.

A laminated composite plate, with in-plane dimensions a and b, respectively, along the x- and
y-directions, was considered. The plate was considered simply supported along the four edges,
and a concentrated force was applied at the center (x0 = a/2, y0 = b/2). Under these assumptions,
the equation of motion along the transverse direction can be expressed as the following system of
ordinary differential equations [1]:
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In Equation (1), F is a concentrated applied force, while ωmn, which is the natural frequency of the
system for the strain modes m,n, is given by:

ωmn =

√
π4
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(D11m4 + 2(D12 + 2D66)m2n2r2 − 4D16m3nr− 4D26mn3r3 + D22n4r4), (2)

where Dij are the terms of the bending stiffness matrix, I1 is the mass per unit length, and r = a/b.
As reported in [1], when both values of m and n are negative, the effects of deflection in the plate

become negligible. The choice of high positive values for both values is related to the phenomenon
being analyzed: as the values of m and n increase, the rotary inertia and shear deformation effects
becomes significant.

Moreover, the following Equation (3), governing the impactor dynamic, has been considered:

M
..
z(t) + Fc(t) = 0, (3)

where M and
..
z(t) are, respectively, the impactor mass and acceleration, Fc(t) is the contact force, and t

is the time variable.
A proper contact law has been chosen to couple Equations (3) and (1). In particular, the contact

force Fc(t) has been related to the indentation α = z(t) − w0(x0,y0,t), expressed as the difference between
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the impactor displacement z(t) and the laminate central point displacement w0(x0,y0,t). In this work,
a linearized form of the Hertz Contact Law was adopted [37], therefore the contact force history, exerted
during the impact phenomenon, can be expressed as:

Fc(t) = kyα, (4)

where ky represents the linearized contact stiffness.
The boundary conditions of the system of ODEs are:

αmn(0) =
.
αmn(0) = 0, (5)

z(0) = 0
.
z(0) = V

(6)

where V is the initial velocity of the impactor.

2.2. Composites Damage Criteria

In order to account for the damage behavior of the laminate, a User Material was developed in the
ABAQUS FEM environment capable to consider the fiber and matrix damage mechanisms in tension
and compression [4,19,29]. Each failure mode consisted of two different phases. Initially, a linear
mechanical behavior is considered up to the damage initiation threshold. Then, the damage evolution
up to the complete damage is evaluated.

The criteria used for evaluate the damage initiation are based on Hashin’s (fiber and matrix tension
and fiber compression) and Puck–Shurmann [38] (matrix compression) failure criteria, as reported in
Equations (7)–(10).

F f t =
(
σ1

XT

)
≥ 1 i f σ1 ≥ 0, (7)

F f c =

(
σ1

XC

)
≥ 1 i f σ1 < 0, (8)

Fmt =
(
σ2

YT

)2
+

(
τ12

S12

)2

+

(
τ23

S23

)2

≥ 1 i f σ2 ≥ 0, (9)

Fmc =

⎛⎜⎜⎜⎜⎝ τnt

SA
23 − μntσnn

⎞⎟⎟⎟⎟⎠2

+

(
τnl

S12 − μnlσn

)2

≥ 1 i f σ2 < 0, (10)

where XT and XC are the fiber tensile and compressive strengths, YT is the matrix tensile strength, and
S12 and S23 are respectively the longitudinal and transverse shear strengths. Moreover, the parameters
introduced in Equation (10) have been defined with respect to the potential fracture plane; in particular,
SA

23 is the transverse shear strength in the potential fracture plane, μnt and μnl are respectively the
friction coefficients in the transverse and longitudinal directions, σnn is the normal stress, and τnt and
τnl are respectively the shear stresses in the transverse and longitudinal directions. Indeed, experiments
have demonstrated that unidirectional laminates experience shear fail [39] when subjected to transverse
compressive loads, with a fracture plane oriented with an angle θf = 53◦ ± 2◦ [21]. Hence, to correctly
evaluate the damage status of the laminate, the stress/strain components in the θf oriented fracture
plane have been considered, instead of the nominal 0◦ oriented nominal plane.

Therefore, the stress components in the general fracture plane L-N-T oriented with a fracture
angle θf, as in Figure 1, can be obtained as a function of the stress components defined in the lamina
coordinate system 1-2-3:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

σn = σ2 cos2 θ f + σ3 sin2 θ f + 2τ23 cosθ f sinθ f
τnl = τ23 cosθ f + τ31 cosθ f

τnt = (σ3 − σ2) cosθ f sinθ f + τ23
(
cos2 θ f − sin2 θ f

) . (11)
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Figure 1. Compressive matrix failure and fracture plane.

Hence, the parameters related to the fracture angle introduced in Equation (10) can be defined [40]:

φ = 2 · θ f − 90◦, (12)

μnt = tanφ, (13)

SA
23 =

YC(1− sinφ)
2 cosφ

, (14)

μnl = μnt · S12

SA
23

, (15)

where YT is the matrix compressive strength.
Each mode is characterized by the failure behavior reported in Figure 2. In particular, a linear

elastic behavior with an initial stiffness K can be observed up to location A, which identifies the damage
onset. Then, each location B on the segment AC identifies a partial damage condition characterized by
a degraded stiffness Kd, up to location C, where the complete failure can be observed.

eq

eq

O

A

B

C

K
Kd

Gc

t
eq

0
eq

0
eq

Figure 2. Constitutive relation adopted for fiber and matrix failure modes in tension and compression.
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To take into account the material stiffness degradations in locations B, the damage coefficients
di [36] are introduced for each failure mode:

di =
δt

i,eq

(
δi,eq − δ0

i,eq

)
δi,eq

(
δt

i,eq − δ0
i,eq

) ; δ0
i,eq ≤ δi,eq ≤ δt

i,eq; i ∈ ( f c, f t, mc, mt). (16)

Indeed, the damaged stiffness matrix CD can be expressed as a function of the damage
coefficients as:

CD =
1
D

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
1− d f

)
E1

(
1− d f

)
(1− dm)ν21E1 0(

1− d f
)
(1− dm)ν12E2 (1− dm)E2 0

0 0 D(1− ds)G12

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (17)

where D = 1 − (1 − df)(1 − dm)ν12ν21, and df, dm, and ds are respectively the fiber, matrix, and shear
damage coefficients:

d f =

{
d f t if σ̂11 ≥ 0
d f c if σ̂11 < 0

dm =

{
dmt if σ̂22 ≥ 0
dmc if σ̂22 < 0

ds = 1−
(
1− d f t

)(
1− d f c

)
(1− dmt)(1− dmc)

(18)

However, this methodology has been found strongly dependent on the domain discretization.
Hence, to reduce mesh dependencies, the element characteristic length LC has been introduced. In this
work, the solution proposed by Bazant and Oh [39] and reported in Equation (19) has been adopted:

LC =

√
Aip

cosθ
, (19)

where Aip is the Area of the element corresponding to the ip-th integration point and θ is the fracture
angle. Then, the equivalent displacements was computed as a function of the element characteristic
length LC:

δ0
mt,eq =

√
(ε2 · LC)

2 + (γ12 · LC)
2 + (γ23 · LC)

2

√
Fmt

, (20)

δ0
mc,eq =

√
(γln · LC)

2 + (γtn · LC)
2

√
Fmc

, (21)

δ0
i,eq =

√
(ε1 · LC)

2

√
Fi

; i ∈ ( f c, f t), (22)

δt
f t,eq =

2GT
IC

σ0
f t,eq

, (23)

δt
f c,eq =

2GC
IC

σ0
f c,eq

, (24)

δt
mt,eq =

2GT
IIC

σ0
mt,eq

, (25)
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δt
mc,eq =

2GC
IIC

σ0
mc,eq

, (26)

where GT
IC and GC

IC are the tensile and compressive Mode I fracture toughness, GT
IIC and GC

IIC are
the tensile and compressive Mode II fracture toughness, and:

γnt = γ12 cosθ f + γ13 sinθ f , (27)

γnl = −ε2 cosθ f sinθ f + ε3 cosθ f sinθ f + γ23
(
2 cos2 θ f − 1

)
. (28)

3. Test Cases Descriptions

3.1. Analytical Set-Up

The analyzed test case is a simply supported laminated plate impacted by a 3.58 kg mass steel
sphere. A 10 J impact energy is considered, leading to an impactor initial velocity equal to 2.364 m/s.
The plate is made by a unidirectional carbon-fiber laminate, with in-plane dimensions in the x- and
y-directions, respectively, a = 150 mm and b = 100 mm. The stacking sequence of the laminate is
[45/-45/0/0/90/0]2S, while the mechanical properties of the adopted material system and the ply thickness
are reported in Table 1.

Table 1. Lamina mechanical properties.

Property [unit] Value

ρ [kg/m3] 1600
E11 [MPa] 149,500

E22 = E33 [MPa] 8430
G12 = G13 [MPa] 4200

G23 [MPa] 2520
υ12 = υ13 [-] 0.3
υ23 [-] 0.45
υ21 [-] 0.0186

XT [MPa] 2143
XC [MPa] 1034
YT [MPa] 75
YC [MPa] 250

S12 = S13 [MPa] 108
S23 [MPa] 95

GT
1c [kJ/m2] 30.72

GC
1c [kJ/m2] 7.15

GT
2c [kJ/m2] 0.667

GC
2c [kJ/m2] 7.41

Ply thickness [mm] 0.186

A spherical impactor with an 8 mm in radius was considered. The linear contact stiffness was set
equal to ky = 7.8755 × 103 N/mm, according to the equations reported in [34]. In these analyses, aimed
to preliminary assess the elastic behavior of the structure under impact loading conditions, only the
elastic behavior has been taken into account. Therefore, no damage has been considered.

3.2. Experimental Set-Up

The experimental impact test was performed according to the ASTM D7136 standard [34], as shown
in Figure 3.
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Figure 3. Experimental set-up.

The three tested specimens were cut from a single CFRP plate by using the waterjet technique.
The CFRP plate is composed of prepreg high modulus carbon fiber and thermoset epoxy resin, cured in
autoclave. The test was performed with the CEAST Fractovis plus drop tower test machine. The plates
were normally impacted at the center. The impactor was a 16 mm diameter hemisphere made of
hardened steel, with a mass of 3.58 kg. A 10 J impact energy was considered. Ultrasonic inspections
were performed on the specimen prior to the impact test to assure the lack of manufacturing defects,
and after the experimental test to evaluate the damaged area.

4. Results and Discussion

4.1. Preliminary Analyses

The analytical approach results expressed in terms of impactor displacement, contact force,
impactor velocity, and kinetic energy versus time are shown respectively in Figures 4–7. The results
were obtained by considering an increasing number of modes.

 
Figure 4. Analytical solution—impactor displacement.
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Figure 5. Analytical solution—contact force history.

 
Figure 6. Analytical solution—impactor velocity.

 
Figure 7. Analytical solution—kinetic energy.

Figures 4 and 5 highlight that lower values of m and n results in higher values of stiffness. Indeed,
increasing the m and n values led to a decrease of the peak force and to an increase in the maximum
deflection of the plate central point. Additionally, according to Figures 4 and 5, the panel response in
terms of impact force and maximum deflection tended to converge as the values of m and n increased.
Figure 6 shows the trends of the impact velocity considering different m and n values. Although
the velocity had the same initial and final values, different m and n led to different velocity trends.
Moreover, as a direct consequence of the variation of the impact velocity, the kinetic energy, shown in
Figure 7, showed different behavior when low values of m and n were considered. However, as m and
n increase, the graphs shown in Figures 4–7 appear to be perfectly overlapped.
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Then, the numerical results were compared with the analytical ones. The m,n = 10 analytical
results were chosen as the reference analytical solution.

In order to define the numerical model which best-fit the analytical results, several parameters
were investigated, such as the element type (reduced integration continuum shell elements SC8R
and reduced integration solid elements C3D8R), the in-plane element size (1 mm, 2 mm, and 4 mm),
and the number of elements along the thickness direction. In particular, Continuum Shell elements
were discretized with 1, 12, and 24 elements in the thickness direction, while Solid elements were
discretized with 24 elements in the thickness direction (one element per ply). Hence, more than one
orientation is associated to the continuum shell elements belonging to the models characterized by less
than 24 elements in the thickness direction.

In the numerical analyses, the plate was considered simply supported on the edges, as reported in
Figure 8. In the framework of preliminary analyses, aimed to compare the analytical model with the
numerical ones to determine the numerical parameters which best represent the mechanical behavior
of the plate subjected to low velocity impact, both the inter-laminar and intra-laminar damages
were neglected.

Figure 8. Shell model boundary conditions.

In Figures 9–13, the numerical and analytical results, in terms of displacement of the impactor
and contact force, are compared. In particular, the results shown in Figure 9 were obtained by using
a shell element formulation, while the results in Figures 10–12 were obtained by using a continuum
shell formulation considering, respectively, 1, 12, and 24 elements in the thickness direction. Finally,
in Figure 13, the results obtained by using a solid element formulation, with 24 elements in the thickness
direction, are introduced.

  
(a) (b) 

Figure 9. Shell elements: analytical–numerical comparison. (a) Central point displacement;
(b) contact force.
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(a) (b) 

Figure 10. Continuum shell elements with one element in the thickness direction: analytical–numerical
comparison. (a) Central point displacement; (b) contact force.

  
(a) (b) 

Figure 11. Continuum shell elements with 12 elements in the thickness direction: analytical–numerical
comparison. (a) Central point displacement; (b) contact force.

  
(a) (b) 

Figure 12. Continuum shell elements with 24 elements in the thickness direction: analytical–numerical
comparison. (a) Central point displacement; (b) contact force.
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(a) (b) 

Figure 13. Solid elements with 24 elements in the thickness direction: analytical–numerical comparison.
(a) Central point displacement; (b) contact force.

According to the Figures 9–13, Shell and Solid elements’ models were not particularly influenced
by the in-plane element size. On the other hand, Continuum shell elements’ models were more sensitive
to the in-plane element size as the number of elements in the thickness direction increased. In particular,
the numerical results of the Continuum shell model with 12 and 24 elements in the thickness direction
associated to coarser mesh (size 2 mm or 4 mm) differed noticeably from the analytical results. This is
mainly due to hourglass problems, which can be relevant for the reduced integration scheme elements.
Unfortunately, the reduced integration scheme is mandatory in Abaqus/Explicit when Continuum
shell elements were adopted. To alleviate hourglass deformation problems that could arise in the
numerical models, the default hourglass controls available in Abaqus/Explicit [36] was adopted.

In general, the results highlight that the best results were obtained by the Solid element model
discretized with one element per ply and an in-plane element size equal to 1 mm; however, a good
numerical–analytical correlation was obtained also by the Continuum shell mode, discretized by
12 elements in the thickness direction and an in-plane element size equal to 1 mm. Indeed, this last
configuration was chosen for the analysis presented hereafter due to its excellent compromise between
low computational cost and agreement with the analytical solution.

Despite their simplifications, the analytical models available in the literature well describe the
behavior of a CFRP plate subjected to impact loading conditions. Hence, the numerical model was
validated by comparisons with the analytical one, and the used modeling approach, neglecting in this
preliminary phase the damages, has been assessed. Once the accuracy of the impact numerical model
is verified, some considerations should be made about the relevant difference between the boundary
conditions implemented in the analytical model and the ones implemented in the experimental
test. Actually, simply supported conditions have been considered in the analytical and preliminary
numerical models; however, the boundary conditions of the experimental test, suggested by the ASTM
standards and reported in Figure 14, are substantially different. These boundary conditions are a
consequence of a support fixture whose degrees of freedom are restrained and four rigid clamps,
also modeled as rigid bodies, which hold the specimen still during impact and avoid any rebound.

 
(a) (b) 

Figure 14. Boundary conditions. (a) Analytical; (b) experimental.
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A further numerical model obtained with the implementation of the Experimental boundary
condition (BC-E) was introduced to understand the effects of boundary conditions on the numerical
results. In Figure 15, the analytical, experimental and numerical results of the shell model obtained by
considering both analytical (BC-A) and experimental (BC-E) boundary conditions were compared.

 
Figure 15. Contact force comparison between analytical and numerical boundary conditions.

In Figure 15, a comparison between experimental, analytical, and numerical results, in terms of
force as a function of the time, is reported. The comparison shows that in the first part of the curve
both numerical and analytical models were in agreement with the experimental results. However,
after a first phase, the analytical model and the FEM BC-A numerical model greatly differed from
the experimental result. On the other hand, the FEM BC-E numerical model was characterized by
the same mechanical response in terms of stiffness of the laminate, up to the maximum force peak.
Indeed, neglecting the damages in the numerical model resulted in grater force peak, if compared
with the experiment. Once the accuracy of the numerical model, in terms of elastic response, was
established, the numerical models which provided the best results compared to the analytical solution
was considered for the final impact test: final Continuum shell model and Final 3D solid model.
Since Abaqus does not provide any intra-laminar damage models for Solid elements, a VUMAT was
introduced. On the other side, Abaqus built-in Hashin’s criteria were used for model discretized by
means of Continuum shell elements. For both the final continuum shell model and the final solid FEM
model, gradual material properties degradation rules have been adopted for intra-laminar damage
progression and inter-laminar damage were implemented through cohesive elements layers placed at
plies interfaces.

4.2. Final Solid Model

This Final Solid model was created by introducing two different meshed areas connect by a
global–local conditions. Indeed, in the specimen impacted area, where most of the damage is supposed
to develop (Figure 16) a ply-by-ply refined discretization was considered with each ply represented by a
single layer of 3D solid elements C3D8R with a reduced integration scheme. On the contrary, the external
global domain has been modeled with a coarser continuum shell mesh. With this discretization scheme,
an accurate study can be performed by reducing, at the same time, the computational effort [40].
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Figure 16. Domain and boundary conditions.

For 3D solid elements, the intra-laminar damage model introduced in Section 2.2 was applied
by means of a VUMAT. Moreover, since the inter-laminar damages are likely to occur only between
plies with different fiber orientation, zero-thickness cohesive layers were placed only in these locations.
As highlighted in Figure 17, cohesive layers were connected to the adjacent layer by means of
tie-constraint. Table 2 reports the mechanical properties of the cohesive material system, which were
experimentally evaluated by means of three-point bending (En, Et, Es), double cantilever beam (Nmax,
GIc), and end notched flexure tests (Tmax and Smax, GIIc and GIIIc).

Figure 17. Exploded model (detail).

Table 2. Cohesive mechanical properties.

Property [unit] Value

En [MPa/mm] 1.155 × 106

Et [MPa/mm] 6 × 105

Es [MPa/mm] 6 × 105

Nmax [MPa] 62.3
Tmax [MPa] 92.3
Smax [MPa] 92.3
GIc [kJ/m2] 0.18
GIIc [kJ/m2] 0.5
GIIIc [kJ/m2] 0.5

Both solid and cohesive elements have been discretized by 1× 1 mm2 elements. The external global
domain, which has been modeled by one layer of Continuum shell SC8R elements along thickness
direction, has been discretized with an element in-plane size of 4 mm. The specimen is constrained
by a fixture and four clamps, modeled with R3D4 rigid elements. The impactor was modeled as a
sphere of 16 mm diameter modeled with 3D Solid C3D8R elements. A surface-to-surface contact was
used between the impactor and the specimen. During the analysis, the completely damaged elements
were removed from the model to increase the computational efficiency. In particular, when cohesive
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elements were removed, plies can touch each other at the interfaces. Hence, a general contact on the
whole model was defined (except for the already defined impact surfaces) to take into account this
behavior. A friction coefficient with a value of 0.5 was introduced for both impactor-to-ply contact and
ply-to-ply contact. Enhanced hourglass control was set to decrease hourglass problems related to the
reduced integrated elements.

4.3. Final Continuum Shell Model

In the Final Continuum shell model, 12 continuum shell elements along thickness direction were
used to model the specimen (Figure 18). For each element, a composite layup composed of two plies
was defined.

Figure 18. Continuum shell elements domain.

The intra-laminar damages have been accounted by means of Hashin’s failure criteria, while
cohesive layers placed at plies interfaces and introduced in Table 2 were used to model inter-laminar
damage. The contact laws introduced in Section 4.2 were adopted.

4.4. Numerical–Experimental Correlation

In this section, a comparison between the experimental results and the numerical ones for the both
investigated configurations (continuum shell element and solid elements) is performed considering
both intra-laminar and inter-laminar damages. Three 10 J impact experimental tests were performed.
The damaged area was acquired by means of the ultrasonic C-Scan. Figure 19 shows the C-scan of one
representative specimen.

Figure 19. C-scan of the damaged area.

A linear pattern obtained by means of Abaqus/Viewer was used to evaluate the experimental
damaged area. The tested specimens were comparable in terms of force, displacement, and kinetic
energy as a function of the time, and inter-laminar damages. In particular, the experimental damaged
area was about 250 mm2, while the numerical damaged area, evaluated by using different numerical
models, was in the range 166–609 mm2.
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The continuum shell model uses a lower number of interfaces between the plies, if compared
with the solid element discretization model, and two plies with different orientations are discretized
with only one element through the thickness. This assumption could influence the plate mechanical
response, leading to different results in terms of delaminated area.

In Figures 20 and 21, the numerical results of the final Continuum shell model in terms of
inter-laminar and intra-laminar damages are respectively reported.

 
Figure 20. Shell element model: delamination.

 
Figure 21. Shell element model: intra-laminar damages (envelope).

According to Figure 20, the simulation over predicts the size of the delamination.
This over-prediction can be related to the shell formulation, which is not able to correctly predict
the forces acting in the out-of-plane direction, and to the discretization in the thickness direction.
Indeed, assuming 12 elements in the thickness direction reduces the number of interfaces where the
delamination can occur, leading to larger inter-laminar damages in the remaining interfaces.

Figures 22 and 23 show the predicted and measured contact force, impactor displacement,
internal energy, and impactor velocity as a function of the time.

  
(a) (b) 

Figure 22. Shell element model. (a) Contact force history; (b) impactor displacement.
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(a) (b) 

Figure 23. Shell element model. (a) Internal energy; (b) impactor velocity.

According to Figure 22a, the numerical curve deviates from the experimental one at about 0.3 ms
due to anticipated numerical prediction of the onset of delaminations, resulting in a longer contact
duration. This effect can be due to the lower number of interfaces. Moreover, the numerically
overestimated impactor displacement (6.77% as reported in Figure 22b) and the underestimated
residual internal energy of the numerical model (−28.52% as reported in Figure 23a), confirm the
over-prediction of damages observed in the simulation. Hence, in the adopted numerical model,
significant differences can be observed between the numerical and experimental inter-laminar and
intra-laminar damages, as shown in Figures 20 and 21. In particular, the stiffness of the continuum shell
element is underestimated if compared with experimental results. Indeed, the maximum displacement
of the numerical result is lower than the experimental result in conjunction with a lower peak force.

The numerical results of the solid element model in terms of inter-laminar and intra-laminar
damages are reported in Figures 24–27.

Figure 24. Solid element model: delamination.

  
(a) (b) 

Figure 25. (a) Fiber compressive damage; (b) matrix tensile damage.
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(a) (b) 

Figure 26. (a) Matrix compressive damage; (b) longitudinal shear damage.

  
(a) (b) 

Figure 27. (a) Transversal Shear damage; (b) specimen section detail.

Figure 24 shows a good agreement between the predicted numerical delaminated area (267 mm2)
and the experimental one. Moreover, the delaminations through the specimen sections are reported
in Figure 27b. A good agreement between numerical and experimental results has been reached in
terms of displacement-time, energy-time, and impact velocity-time as highlighted in Figure 28a,b
and Figure 29b. The numerical model with solid element approach is able to predict with good
approximation the maximum peak force, with a deviation of −8.90% with respect to the experiment,
although it is not able to accurately predict the entire load history. Moreover, the proposed numerical
model better predicts the maximum displacement (deviation of 0.37%) and reproduces the overall
stiffness of the whole plate. According with Figure 29a, a good correlation in terms of internal energy
vs time has been reported. In particular, the solid model compared to the shell one reproduces, in a
good way, the amount of energy dissipated in the form of friction, viscosity, and especially due to
breakages, is better computed by the solid model (−15.41%) respect to the shell one (−28.52%).

  
(a) (b) 

Figure 28. (a) Contact force history; (b) impactor displacement.
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(a) (b) 

Figure 29. (a) Internal energy; (b) impactor velocity.

5. Conclusions

In this work, the influence of modeling parameters on the accuracy of results in simulating the
impact response of a composites plate subjected to low velocity impact was investigated. Indeed,
a numerical procedure has been introduced, able to assess the relevance of modeling parameters for
the simulation of intra-laminar and inter-laminar damage onset and progression. In the first stage,
an analytical procedure for the prediction of the impact event has been introduced. The results have
been used to calibrate the numerical models in terms of element types, element size, and element
discretization along the thickness. Continuum shell and solid elements formulations have been
analyzed. After this first screening based on analytical–numerical comparisons, continuum shell
element model (12 elements through the thickness) and a solid element model (24 elements through the
thickness, therefore one element for ply) were selected as the most suitable combination to represent
the impact behavior of the specimen. The built-in Abaqus intra-laminar damage model has been
used for Continuum Shell elements, while a user defined material model has been developed to
simulate the intra-laminar damages in Solid elements, by means of Hashin’s failure criteria and gradual
material properties degradation rules. Cohesive zone model elements were adopted to simulate the
inter-laminar damage for both the FEM models. The results obtained highlight some important aspects.
The firstly introduced analytical method provides a very fast approach in terms of computational costs
to preliminary assess the impact behavior of the composite plate. In the secondly introduced numerical
model, which neglects the damages and uses a plain strain formulation, the best ratio between accuracy
of the results and computational costs is represented by a reduced number of elements in the thickness
direction. Then, Abaqus built-in failure criteria for intra-laminar and inter-laminar damage onset and
propagation have been used to preliminary assess the damage behavior of the impacted panel. Finally,
the solid element formulation, considering both intra-laminar and inter-laminar damages, has been
introduced. In particular, user-defined intra-laminar failure criteria (Hashin’s for fiber and tensile
matrix, Puck–Shurmann for compressive matrix, and a non-linear behavior of the matrix shear) have
been considered, allowing a more accurate prediction of the impact response of the plate. All the
presented models provide an increasing degree of accuracy, starting from the analytical to the numerical
solid model, being characterized, however, by increasing computational cost.

The results demonstrate the superior capabilities of the solid element model in conjunction
with the user material model to simulate the low velocity impact phenomenon on the composite
plate, with respect to the shell element model which substantially anticipate the damage onset and
overestimates the damages. In conclusion, the solid elements model gives a more realistic representation
of the impact behavior of the panel. Indeed, the shell elements formulation does not allow to accurately
evaluate the stresses in the normal direction of the plane (which is the predominant direction of
deformation during an impact phenomenon) and neglects the effects of the shear.
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Featured Application: Pick failure risk assessment in mining and civil industries.

Abstract: The Thermally Stable Diamond Composite (TSDC) tipped pick has been developed to
replace Tungsten Carbide (WC) tipped picks for hard rock cutting. Due to the material properties of
TSDC, a major failure mode of TSDC tipped picks during rock cutting is random failures caused by
excessive bending force acting on the cutting tips. A probabilistic approach has been proposed to
estimate the failure probability of picks with this failure mode. However, there are two limitations
in existing research: only one drum revolution is considered, and the variation of rock thickness is
ignored. This study aims to extend the current approach via removing these limitations, based on the
failure probability analysis of picks over a full cutting cycle in the underground coal mining roadway
development process. The research results show that both drum advance direction and the variation
of rock thickness have significant impacts on pick failure probability. The extended approach can be
used to estimate pick failure probability for more realistic scenarios in real applications with improved
accuracy. Although the study focused on TSDC tipped picks, the developed approach can also be
applied to other types of picks.

Keywords: failure probability; diamond composite; material failure characteristics; reliability; rock
cutting picks; mining; civil engineering

1. Introduction

The Thermally Stable Diamond Composite (TSDC) material is made using ceramic-based silicon to
bind synthetic diamond grains together [1,2]. Research on TSDC’s properties and its applications can be
found in [3–8]. In brief, as a type of diamond composite, the wear resistance of TSDC is several hundred
times better than Tungsten Carbide (WC) [7,8]. Due to the use of silicon as the binder, the mechanical
properties of TSDC remain stable at temperatures up to 1200 ◦C [2]. The thermal stability of TSDC
is much higher than that of ordinary polycrystalline diamond (PCD), which employs metallic cobalt
as the binding material [2]. PCD is generally suitable for operational temperature below 750 ◦C [9].
Higher thermal stability is critical for hard rock cutting tools because research has revealed that the
temperature at the contact area between cutting tip and rock surface can reach as high as 1100 ◦C [10].
High wear resistance and high thermal stability make TSDC a potentially superior material for hard
and abrasive rock cutting. One type of TSDC tipped picks, namely SMART*CUT picks, have been
specifically developed to tackle the challenge of high abrasiveness and high temperature observed in
hard rock cutting [3–5].
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Picks are a type of rock cutting tool which are broadly equipped on excavation machines
such as continuous miners and roadheaders to break rock in the mining and construction industries.
Understanding the performance and reliability of picks is important for industries to increase production
efficiency, improve production safety and reduce production cost [11,12]. Many efforts including
laboratory experiments and field trials have been made to study picks from various aspects [3–24].
An important aspect of these studies is pick force analysis [4,5,12–19]. During the course of rock
cutting, a pick is generally subjected to three orthogonal forces—cutting force, normal force and lateral
force [13]. These forces can be affected by various factors including depth of cut (DOC) [5,12–15], rock
strength [13–15] and attack angle [5]. Another important aspect of pick performance study is failure
analysis [11,12,17,20–22,24,25], including identification of typical pick failure modes [17], investigation
of the causes of high consumption of picks [12], protection of pick body by use of a cap tip [12,20] and
understanding of the body bending failures of picks [21].

Although existing studies largely focused on WC tipped picks, studies with a focus on the
performance and failure characteristics of TSDC tipped picks have also been carried out (see [3–6,11,25]).
These studies showed that while TSDC tips were able to cut hard rock with a uniaxial compressive
strength of 260 MPa [24], they were less capable to bear bending and impact forces than WC tips due to
their lower toughness [5]. Failures caused by excessive impact or bending forces were a major concern
for TSDC tipped picks [11]. Therefore, it is important to predict the failure risk of TSDC tipped picks
which are subjected to excessive bending or impact forces in real industrial applications. As indicated
above, the forces acting on a pick are affected by multiple factors during the rock cutting process.
Some of these factors often have considerable uncertainties (i.e., their values vary randomly within a
considerable range) in the real world. For example, there are often uncertainties in rock properties
and machine operations during the mining production process. Due to these uncertainties, the forces
acting on a pick consequently change randomly during the production process. Additionally, the
material properties of TSDC cutting tips often have significant random variations [25]. In addition,
the geometry of TSDC cutting tips with the same design may also vary considerably. As a result,
the sudden failures of TSDC tips caused by excessive bending force or impact force during normal
production often occur in a random manner.

Currently, a probabilistic approach has been developed to assess the failure risk of picks with
random sudden failures based on underground coal mine roadway development with a case study
on the TSDC tipped picks in [11]. Note that although the approach proposed in [11] was developed
based on the scenario of underground roadway development in the coal mining industry, it is a general
approach and can be applied to other rock cutting scenarios. This approach consists of three steps:
firstly, the continuous rock cutting process of a pick over one drum revolution is discretized into a
series of small segments; secondly, the failure probability of a pick for cutting each of these segments is
estimated; and finally the failure probability of the pick over the whole cutting process is estimated.
In [11], the influences of multiple major factors including pick tip geometry, Brazilian Tensile Strength
(BTS) of pick tip, the attack angle of the pick, DOC and rock BTS on the failure probability of picks
were modelled. Later on, a reliability-based-approach (RBP) [6] was developed to link the failure
probability of pick tips subject to sudden bending failures for cutting a segment of rock to the length of
the rock segment, so that the pick failure probability estimation accuracy can be improved.

This study aims to improve the usefulness of existing approach via removing two critical limitations
in existing models. The first limitation is that only one drum revolution was considered in the modelling
process. The second limitation is that the variation of rock thickness is ignored. However, in the actual
production process, the drum advance distance is generally much larger than the drum’s advance
distance in one revolution. For example, in underground coal mine roadway development, the sump-in
depth is typically about the half of the drum’s cutting diameter which is the advance distance of the
drum over multiple revolutions. Over the sump-in stage, the drum often involves cutting the roadway
roof with different rock thickness. Therefore, to make the failure analysis approach more applicable to
the real-world scenario, these two limitations should be removed.
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To address the above issue, the existing approach will be extended to take into account a more
realistic rock cutting production process. Given that there are various rock cutting production processes
utilized in industry, the extended approach will be developed based on the scenario of an underground
coal mine roadway development using continuous miners with TSDC tipped picks, in order to remain
consistent with [11]. However, the extended approach will also be applicable to other rock cutting
scenarios and other types of picks.

Development of an underground roadway normally consists of many cutting cycles. A cutting
cycle is the process in which a continuous miner implements a full face cut (an example is given in the
next section). Extension of the analysis approach to a full cutting cycle in mining production could
face a number of challenges, e.g., determination of the drum revolutions and the thickness of hard rock
cut in each revolution. However, the extension of the approach from one cutting cycle to multiple
cutting cycles will be relatively straightforward. Therefore, this paper focuses on the extension of the
approach to a full cutting cycle. More realistic scenarios, the corresponding challenges and solutions
will be discussed. A case study on the failure probability assessment of TSDC tipped picks in a full
cutting cycle will be presented to demonstrate the application of the extended approach.

2. Extended Pick Failure Probability Assessment Approach

2.1. A Typical Cutting Cycle

Figure 1 shows a schematic view of a typical cutting cycle in underground roadway development
with a continuous miner. As an example, Figure 2 shows the locus of a pick tip on the cutting drum of
a continuous miner over such a cutting cycle.

Figure 1. A schematic view of a typical cutting cycle in underground roadway development.

A drum is normally equipped with a large number of picks which are attached to the drum on the
external surface. The reason that only a pick is shown in Figure 1 is to make the figure clear.

The roadway face can be divided into three sections: the roof rock, the floor rock and the coal
seam. The cases where coal exists inside a rock section or rock bands are included inside the coal seam
are not considered in this study. A ‘full cutting cycle’ is the complete process for cutting these three
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sections sequentially. In this cycle, the drum first cuts into the face along the roof for a half of the drum
to form the roof, then shears down to the floor, and finally cuts back to clear the floor. Therefore, a full
cutting cycle can be divided into three stages: sump-in (cutting-into), shearing-down and cutting-back.
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Figure 2. Locus of a typical pick tip in a typical cutting cycle in underground roadway development.

In Figure 2, ht, hr and h f are respectively the height of the roadway, the thickness of the rock
removed to form the roadway roof (roof rock) and the thickness of the rock removed to form the
roadway floor (floor rock). The thickness of the roof rock and that of the floor rock are measured from
the roadway roof and the roadway floor respectively. The parameters used to develop Figure 2 are
shown in Table 1.

Table 1. Parameters used to draw Figure 2.

Parameter Unit Value

Roadway height mm 3000
Drum’s tip-to-tip diameter mm 1000

Drum rotational speed rpm 50
Drum advance speed m/min 3
Drum sump-in depth mm 500

Drum cutting-back distance mm 150
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Other information used to draw Figure 2 is as follows:
A full cutting cycle involves multiple drum revolutions which are depicted by the locus of a pick

tip in Figure 2. In order to show the drum advance directions more clearly, the locus of the pick tip in
one drum revolution is divided into two equal parts: the half involving rock/coal cutting is marked in
red and the other half is marked in green. The black line represents the face profile before this cutting
cycle. The two blue curves respectively indicate the interface between the roof rock and the coal seam,
and that between the coal seam and the floor rock. At the beginning of the face cutting cycle, i.e.,
the initial position, the circle formed by the cutting tips of the drum just touches the face profile before
this cutting cycle and the pick tip in consideration is located at the top most position, which is the start
point to measure the angular position of the pick in the sump-in stage.

The aim of this study is to estimate the failure probability of a pick over a full cutting cycle.
The pick failures in the following analysis have the same meaning as those defined in [11], that is,
the sudden failure of the tip and/or body of a pick due to excessive bending or impact force acting on
the pick tip. Other failure modes such as tip fatigue failure will be studied in the future. In this study,
it is assumed that rock breakout is effective. When a pick is installed on a drum, it is randomly selected
from a given batch of picks. Once being installed on the drum, the pick will be in service continuously
until it has failed.

From [11], it is known that the failure of a pick is a combination of its tip failure and body failure.
As the failure probability analysis approach of body failures is the same as that of tip failures and it is
assumed that the tip failures are independent of body failures, the following analysis mainly focuses
on the pick tip failure probability estimation. In addition, as the failure probability of a pick tip over a
cutting cycle consisting of three stages is a combination of its failure probability over these three stages,
the pick tip failure probability over each individual stage will be estimated initially.

2.2. Pick Tip Failure Probability during the Sump-in Stage

In the sump-in stage, the drum normally cuts into the face along the roof for a sump-in depth
of about the cutting radius (i.e., the half of the tip-to-tip diameter) of the drum. To implement the
required sump-in depth, the drum needs to rotate multiple revolutions. The pick tip failure probability
in this stage is a combination of the tip failure probability over individual drum revolutions. If the
roof rock thickness is less than the tip-to-tip diameter of the drum (which is quite common during real
production), the drum will partially cut roof hard rock and partially cut the coal seam over a single
revolution. As the coal is generally much softer and weaker than the rock, the pick failure probability
due to cutting coal can be ignored [11].

To estimate the pick tip failure probability over each drum revolution, the thickness of the roof
rock in each individual drum revolution needs to be determined. In reality, the roof rock thickness
generally fluctuates randomly, and it is normally difficult to obtain the distribution of roof rock
thickness. For simplicity, instead of using a continuous distribution, the roof rock thickness can be
approximated by several mean values with their corresponding occurrence likelihoods in industrial
applications. In this case, based on the total probability theorem, the failure probability of a pick tip
with a given allowable bending force xt

a in a drum revolution can be estimated by

Fri =
∑nhr

j=1
Fri
(
hrj, xt

a

)
p
(
hrj
)

(1)

where Fri is the pick tip failure probability at the i-th drum revolution in the sump-in stage; nhr is
the number of mean roof rock thickness values in consideration; Fri

(
hrj, xt

a

)
is the pick tip failure

probability at the i-th drum revolution in the sump-in stage when the mean roof rock thickness is hrj

(mm) and tip allowable bending force is xt
a; and p

(
hrj
)

is the likelihood (%) that the mean roof rock
thickness is hrj. Obviously, ∑nhr

j=1
p
(
hrj
)
= 100% (2)
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The pick failure probability Fri
(
hrj, xt

a

)
can be estimated using the models given in [11].

Nevertheless, when using the models given in [11], one needs to consider the following points:
The first issue is the determination of the cutting sector of the drum, αrc (degree) (see Figure 3).

In [11], since the impact of cutting soft coal is ignored, the cutting sector indicates the hard rock cutting
sector and is given by

αrrj = arccos
(
1− 2hrj

Dd

)
∗ 180
π

(3)

where, αrrj is the hard rock cutting sector of the drum (in degrees) when the mean roof rock thickness
is hrj (mm). Dd is the tip-to-tip diameter of the drum (mm).

However, determination of the cutting sector in this way would be inconvenient when multiple
drum revolutions are involved, because of the uncertainty of the rock thickness in each individual
drum revolution. To resolve this problem, the cutting sector of a drum in one revolution is defined as
the central angle of the drum engaging coal and/or rock cutting. With this definition, the cutting sector
is between 90 degrees and 180 degrees in the sump-in stage (see Figure 3). The cutting sector of the
drum at the i-th revolution can be obtained by solving the following equation:

1000va

60

[
60(i− 1)

n
+
αrci
6n

]
+

Dd
2

sin
παrci
180

− Dd
2

= 0 (4)

where, αrci is the cutting sector of the drum at the i-th revolution (in degrees), n is the drum rotational
speed (rpm), and va is the drum advance speed (m/min).

As the hard rock cutting sector can be calculated using Equation (3) and the failure probability
for cutting coal is ignored, the cutting sector in the sump-in stage can be set to 180 degrees in the
calculation if the roof rock thickness is not greater than Dd

2 .
In shearing-down stage, the cutting sector is 90 degrees when the distance between the center

of the drum and the floor is not less than Dd. The estimation of the cutting sector when the distance
between the center of the drum and the floor is shorter than Dd will be discussed in the next section.
Obviously, the hard rock cutting sector for a given revolution cannot be greater than the full cutting
sector of this revolution.

The second issue for consideration is the calculation of the DOC of the pick at the first revolution.
According to [11,18], the maximum DOC (nominal DOC) can be calculated by

Dmax =
vn

m
(5)

where m is the number of starts of the drum and vn is the drum advance distance per revolution (mm/r):

vn =
1000va

n
(6)

As the cutting starts from the initial position on the first revolution, the maximum DOC of the
pick in consideration in this revolution is only a quarter of that in other revolutions because the pick
rotates only a quarter of a revolution to reach the maximum advance distance in this revolution vn/4
(see Figures 2 and 3). For example, with the parameters in Figure 2 and the number of the starts
being 2, the maximum DOC of this pick in the first revolution is only 7.5 mm, while it is 30 mm in the
other revolutions.
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Figure 3. Cutting sector in sump-in stage.

The final point is the estimation of the pick tip failure probability of the last revolution.
On this revolution, the pick may not complete a full cut of the roof rock before the drum moves to
shearing-down stage. However, as the drum will continue cutting when its cutting mode changes
from sump-in to shearing-down, and the variations of the DOC during the transition period can be
ignored, the calculation of the pick failure probability of the last revolution can be treated as the same
as that in the other revolutions (see Figure 2).

Once the failure probability of the pick tip in each drum revolution in the sump-in stage has been
estimated, its failure probability in the sump-in stage, Ft

1

(
xt

a

)
, is

Ft
1

(
xt

a

)
= 1−

∏ndr

i=1

[
1−

∑nhr

j=1
Fri
(
hrj, xt

a

)
p
(
hrj
)]

(7)

where ndr is the number of drum revolutions for implementing the sump-in cutting process, which is
given by

ndr = ceil
(Ds

vn

)
(8)

In Equation (8), Ds is the sump-in distance (mm).
In reality, the sump-in depth cannot be accurately controlled due to limitations of the equipment

control systems, resulting in the number of the drum revolutions for sump-in cutting fluctuating
randomly. This issue will be studied in due course. In this paper, only fixed sump-in depth is considered.
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2.3. Pick Failure Probability during the Shearing-Down Stage

When the operation of the drum shifts from the sump-in stage to the shearing-down stage,
its advance direction changes from horizontal (along the roof) to vertical (towards the floor). In the
shearing-down stage, the drum primarily cuts the coal seam, as well as some floor rock (Figure 2).
This stage may also involve cutting roof rock if the thickness of the roof rock is greater than the cutting
radius of the drum (Figure 2). However, the roof rock thickness is generally less than two thirds of the
tip-to-tip diameter of the drum, and the coal is much softer than the rock. Therefore, in the following
analysis, the impact of cutting roof rock and the coal seam on the pick tip failure probability in the
shearing-down stage is ignored, and only the impact of cutting the floor rock on the pick tip failure
probability is considered. The scenario where the roof rock thickness can take any value will be studied
in due course.

Three issues need to be addressed in the analysis of the pick tip failure probability during the
shearing-down stage. The first issue is that although the location of the pick at the drum transition
point from the sump-in stage to the shearing-down stage can be calculated, it is not convenient to use
this location to count the drum revolutions. To address this, the following simplification is possible if
the roof rock thickness is less than the 2/3 of the tip-to-tip diameter of the drum. As the rock cutting
in the last cycle at the sump-in stage has been fully considered, it is acceptable to assume that the
first revolution in the shearing-down stage always starts from the point with the maximum sump-in
distance (rightmost point) at the last revolution in the sump-in stage.

The second issue is that similarly to the roof rock, the thickness of the floor rock also generally
varies from place to place. As a result, both the number of the drum revolutions involving floor hard
rock cutting and the rock length cut in each drum revolution can be uncertain (i.e., their values can
change randomly). However, this process is different from the sump-in stage. To solve this problem,
the calculation of the pick tip failure probability always starts from the first drum revolution in the
shearing-down stage, because

F f i = 0, when ndivn ≤ ht −Dd − h f max (9)

In Equation (9), h f max is the largest mean thickness of the floor rock (mm), F f i is the pick tip failure
probability over the i-th drum revolution in the shearing-down stage, ht is the height of the roadway
(mm), and ndi is the number of revolutions from the 1st drum revolution to the ndi-th drum revolution
in the shearing-down stage.

Equation (9) holds because the drum will not start to cut the floor rock until the ndi-th drum
revolution satisfies the following condition:

ndi >

(
ht −Dd − h f max

)
vn

(10)

The third issue is that the thickness of the floor rock can vary over a drum revolution in the
shearing-down stage, and thus it is required to identify whether a segment being cut is rock or not.
Figure 4 shows an arbitrary segment (the s-th segment) in the shearing-down stage. It can be seen from
this figure that a segment being cut is rock only when its distance from the floor is shorter than h f j and
its angular position (central angle) is less than the cutting sector. Note that, unlike in the sump-in stage
where the angular position of a segment is measured from vertical, the angular position of a segment in
the shearing-down stage is the angle between the horizontal direction and the line to the middle point
of the segment. The cutting sector in the shearing-stage is also measured from the horizontal direction.

As previously mentioned, the cutting sectors of the revolutions in the shearing-down stage are
not all the same. If the distance between the centre of the drum and the floor is not less than the
drum’s tip-to-tip diameter, the cutting sector of the drum in a revolution is 90 degrees; otherwise, the
cutting sector will be greater than 90 degrees. From Figure 4, it can be found that the drum in the last
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revolution has the largest cutting sector. As the thickness and the length of any segment are very small
compared with the drum’s cutting radius, the influence of the segment on the cutting sector can be
ignored. As such, triangle ΔOl1Ol2Al is an equilateral triangle. This means that the cutting sector in the
last revolution is 120 degrees. In other words, the end angle of the cutting sector in the last revolution
in the shearing-down stage, α f cl, is

α f cl = 120 (degree) (11)

The end angles of cutting sectors in other revolutions in the shearing-down stage will be between
90 degrees and 120 degrees. However, accurate calculation of the cutting sector in an arbitrary drum
revolution is not further discussed as it is not the focus of this study. For this paper, the cutting sector
in the i-th revolution, α f ci, is approximated to be

α f ci =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
90 , 0 ≤ ndi ≤ ndb

...

90 + 60vn(ndi−ndb)
Dd

, ndb < ndi ≤ ht−Dd
vn

(12)

where

ndb = f loor
(

2ht − 3Dd
2vn

)
(13)

Figure 4. A segment in the shearing-down stage.

Given these constraints, the pick tip failure probability over the shearing-down stage can be
estimated using a similar approach for calculating the pick tip failure probability over the sump-in
stage, with a consideration of the differences between these two stages. The first difference in the tip
failure probability calculation is the segment rock condition. In the sump-in stage, if the ni-th segment
in the i-th revolution is not rock, then any ki-th (ki > ni) segment in the same revolution will not be rock;
while in the shearing-down stage, any segments within the drum’s cutting sector in a drum revolution
may or may not be rock. However, once a segment in a drum revolution is rock, all segments at the
same angular position in the following drum revolutions will also be rock. The second difference is the
rock cutting start angle. While the start angle of rock cutting sector in the sump-in stage is generally
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equal to zero, the start angle of rock cutting sector in the shearing-down stage is often non-zero (see
Figure 4). As the DOC is normally much smaller than the drum’s tip-to-tip diameter, the start angle of
rock cutting sector in the shearing-down stage, αcsi, can be estimated by

αcsi = H(Li)arcsin
(

2Li
Dd

)
, when Li ≤ Dd

2
(14)

where H(·) is the Heaviside step function, and

Li = ht − Dd
2
− vnndi − h f j (15)

As h f j is a random variable, both Li and αcsi are also random variables. If Li >
Dd
2 , the drum will

not cut the floor rock.
Due to the above-mentioned differences between the sump-in stage and the shearing-down stage,

there are some variations in the approach to estimating the failure probability of pick tips in the
shearing-down stage. In the sump-in stage, the pick tip failure probability for each individual drum
revolution is estimated first, and then the pick tip failure probability over the whole stage is estimated.
However, this approach is not suitable for handling the segment rock conditions in the shearing-down
stage. To address this issue, the pick tip failure probability for cutting the s-th segments in all the
revolutions in the shearing-down stage will be estimated first, and then the pick tip failure probability
over the whole shearing-down stage is estimated.

With a consideration of the variation of rock thickness, the pick tip failure probability for cutting
the s-th segments in all the revolutions over the shearing-down stage is given by

F f s =
∑nh f

j=1

[
1−

∏nd f

i=1
(1− F f is

(
h f j, xt

a

))]
p
(
h f j

)
(16)

where F f s is the failure probability of the pick tip for cutting the s-th segments in all the revolutions
in the shearing-down stage, nh f is the number of mean floor rock thickness values in consideration,

F f is
(
h f j, xt

a

)
is the pick tip failure probability for cutting the s-th segment in the i-th drum revolution

in the shearing-down stage when the mean floor rock thickness is h f j (mm), p
(
h f j

)
is the likelihood

(%) that the mean floor rock thickness is h f j (mm), and nd f is the number of drum revolutions in the
shearing-down stage:

nd f = ceil
(

ht −Dd
vn

)
(17)

Then, the failure probability of the pick tip over the shearing-down stage, Ft
2

(
xt

a

)
, is

Ft
2

(
xt

a

)
= 1−

∏ns f

s=1
(1− F f s) (18)

where ns f is the number of segments in a revolution in the shearing-down stage:

ns f = ceil
(

360
αs f

)
(19)

In Equation (19), αs f is the central angle of a segment in the shearing-down stage (in this study, all
drum revolutions are equally segmented).

From Equations (16) and (18), it can be seen that to estimate the failure probability of the pick
tip in the shearing-down stage, F f is

(
h f j, xt

a

)
must be calculated first. To calculate F f is

(
h f j, xt

a

)
, it is

necessary to determine whether an individual segment in the shearing-down stage is hard rock. To
address this issue, the mid-point method [26] applied in [11] is applied again. If the midpoint of a
segment is within the floor hard rock, the whole segment is regarded as the same hard rock. Based on
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this concept, the pick tip failure probability for cutting the s-th segment in the i-th drum revolution
with the rock thickness of h f j is given by

F f is
(
h f j, xt

a

)
=

⎧⎪⎪⎨⎪⎪⎩ Pis
(
xt

a

)
, when h f j > Dis and α f ci ≥ αis

0, others
(20)

where, Pis
(
xt

a

)
is the probability that actual bending force is greater than the allowable bending force xt

a
of the pick tip, and αis is the angular position of the s-th segment in the i-th drum revolution (degree).

In Equation (20), Dis is the distance of the s-th segment in the i-th drum revolution from the
roadway floor:

Dis = ht − vn

(
ndi − 1 +

αis
360

)
− Dd

2

[
1 + sin(

παis
180

)
]

(21)

The computation based on Equations (20) and (21) can often be simplified, because in the real
world, the chord of a drum engaging in rock cutting cannot exceed its tip-to-tip diameter which is
usually about 1000 mm. The rock thickness normally does not change dramatically over this short
distance. In this case, it is reasonable to assume that once drum starts to cut rock in a revolution, it
will continue to cut the rock over the rest of its cutting sector in the same revolution. This means that
although rock thickness changes randomly, its mean value over a drum revolution remains constant.
Then the failure probability of the pick tip for cutting the s-th segment in the i-th drum revolution with
the rock thickness of h f j can be estimated using the following equation:

F f is
(
h f j, xt

a

)
=

⎧⎪⎪⎨⎪⎪⎩ Pis
(
xt

a

)
, when α f ci ≥ αis ≥ αcsi

0, others
(22)

Correspondingly, the pick tip failure probability over the shearing-down stage can be estimated
using the following equation to replace Equations (16) and (18):

Ft
2

(
xt

a

)
=

nh f∑
j=1

[
1−

∏ns f

s=1

∏nd f

i=1

(
1− F f is

(
h f j, xt

a

))]
p
(
h f j

)
(23)

2.4. Pick Tip Failure Probability during the Cutting-Back Stage and over the Full Cutting Cycle

The methods for analyzing the failure probability of the pick tip over the last stage in a cutting
cycle and the accumulation of the failure probability of the pick tip over the full cutting cycle are
presented in this section. The pick failure probability over the full cutting cycle is also analyzed in
this section.

2.4.1. Pick Tip Failure Probability over the Cutting-Back Stage

The analysis method used for the pick tip failure probability over the sump-in stage can be
adopted for analyzing the pick tip failure probability over the cutting-back stage. However, from
Figure 2, it can be seen that the amount of hard rock cutting involved in this stage is tiny, the bending
force from the cutting process is generally smaller than the allowance bending force of the pick tips.
As a result, it can be assumed that

Ft
3

(
xt

a

)
= 0 (24)

where, Ft
3

(
xt

a

)
is the failure probability of the pick tip over the cutting-back stage.
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2.4.2. Pick Tip Failure Probability over the Full Cutting Cycle

Once the pick tip failure probabilities over all three stages in a cutting cycle have been obtained,
the tip’s failure probability of the given pick over the full cutting cycle, F

(
xt

a

)
, can be estimated by

Ft
(
xt

a

)
= 1−

∏3

i=1

[
1− Ft

i

(
xt

a

)]
(25)

For an arbitrarily selected pick, its cutting tip’s failure probability over the full cutting cycle is
given by

Ft =

∫ ∞

−∞

(
1−

∏3

i=1

[
1− Fi

(
xt

a

) ])
p
(
xt

a

)
dxt

a (26)

where p
(
xt

a

)
is the probability density function of the allowable forces of the pick tips.

2.4.3. Pick Failure Probability over the Full Cutting Cycle

As indicated previously, the failure of a pick is the combination of its tip failure and its body
failure. The pick body failure probability over a cutting cycle can also be estimated using the same
approach for estimating the pick tip failure probability. If the body failure probability of a pick over
the abovementioned full cutting cycle is Fb, and the body failure of the pick is independent of its tip
failure, then failure probability of the pick over the full cutting cycle, F is

F = 1− (1− Ft)
(
1− Fb

)
. (27)

In the application of Equation (25) or Equation (26), it should be noted that the three stages occur
sequentially. To take the sequence of the stages into account, it is better to introduce a variable of time.
This is discussed in the next section.

2.5. Change of the Pick Failure Probability over Time

The failure probability prediction models given in the above sections show the relationship
between the pick failure probability and drum revolutions. It may be desired to understand the change
of the pick failure probability over time during mining production. This can be done by linking the
revolution to time in the above models. As all revolutions are equally segmented, the relationship
between the pick failure probability and time can be expressed using the following piece-wise function:

F(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 , t = 0

Fs1, 0 < t ≤ Ts
...

Fsk, (k− 1)Ts < t ≤ kTs

(28)

In Equation (28), F(t) is the pick failure probability over time t, Fs1 is the pick failure probability
for cutting the first segment, and Fsk is the pick failure probability for sequentially cutting k segments
starting from the first. This calculation needs to consider the cutting stages and the variation of rock
thickness and can be done by using the models developed in the previous sections. Parameter Ts is the
time required for a pick to cut one segment (sec) which is given by

Ts =
as

6n
, (29)

where αs is the central angle of a segment (in degrees).
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3. A Case Study

A case study is presented in this section to demonstrate the application of the extended approach.
The relevant parameters and values in the case study shown in [11] were adopted in this case study.
Detailed conditions of this case study are as follows:

It is assumed that a continuous miner was used to develop a roadway in an underground coal
mine. The roadway consists of three sections as shown in Figure 2. The total height of the roadway
was 3000 mm. The roof rock and the floor rock were both sandstone with the same material properties
as shown in Table 1 in [11].

The continuous miner was equipped with a 2-start drum which has a tip-to-tip diameter of
1000 mm. The rotational speed and the advance speed of the drum were respectively 50 rpm and
2.35 m/min. In a full face cutting cycle, the drum first cut into the roof of the roadway with a sump-in
depth of 500 mm, then sheared down 2000 mm, and finally cut back for 150 mm. The rock breakout
during all the cutting processes was effective. According to Equations (8) and (17), it can be calculated
that the number of drum revolutions for the sump-in of 500 mm is 11 and for the shearing-down of
2000 mm it is 44.

A full set of TSDC tipped picks were installed on the drum. These picks were identical to those
TSDC tipped picks studied in [11]. The bottom diameter of the tips was 12 mm, and the arm length for
the bending force acting on the tips was 4.6 mm. The attack and tilt angles of the picks in consideration
were 55 degrees and 0 (zero) degree respectively. Each pick cuts one line.

In addition, the following assumptions which are made in the case study in [11] are also adopted
in this case study:

• Only sudden failures caused by excessive bending force are considered;
• Tip failure of a pick is independent of its body failure;
• Each small segment covers a central angle of 10 degrees.

Given that the influences of drum operating parameters, pick geometry, and the material properties
of pick and rock have been analyzed in [11], and rock variations and drum advance directions are
two new factors introduced in this extended approach, this study focused on the investigation of the
influences of these two new factors on the pick failure probability. To this end, only average TSDC tips
with the mean allowable force of 9.745 kN were analysed. Furthermore, a series of what-if analyses
were carried out based on the following three scenarios:

Scenario 1: The thickness of the roof rock can be represented by two mean values, (410 mm,
460 mm), with their corresponding likelihoods of (35%, 65%). The thickness of the floor rock can be
represented by three mean values, (450 mm, 500 mm, 610 mm), with their corresponding likelihoods of
(25%, 50%, 25%).

Scenario 2: The thickness of the roof rock and the floor rock can be represented by the same set of
two mean values, (410 mm, 460 mm), with their corresponding likelihoods of (35%, 65%).

Scenario 3: The thickness of the roof rock and the floor rock can be represented by a single value
of 442.5 mm (=410 × 35% + 460 × 65%), which is the expected value of the random variable “rock
thickness” in Scenario 2.

3.1. Results

Figure 5 shows the pick tip failure probability changing with cutting time in a cutting cycle for
Scenario 1.
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Figure 5. Thermally Stable Diamond Composite (TSDC) tip failure probability over a cutting
cycle–Scenario 1.

Figures 6 and 7 illustrate the pick tip failure probabilities over the sump-in stage and the
shearing-down stage for Scenario 2, respectively. As the tip failure probability in the cutting-back stage
is regarded to be zero, the cutting back stage is no longer considered in the analysis for Scenarios 2 and 3.

Figure 6. TSDC tip failure probability in the sump-in stage–Scenario 2.

Figure 7. TSDC tip failure probability in the shearing-down stage–Scenario 2.
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Figures 8 and 9 respectively depict the pick tip failure probabilities over the sump-in stage and
the shearing-down stage for Scenario 3.

Figure 8. TSDC tip failure probability in the sump-in stage–Scenario 3.

Figure 9. TSDC tip failure probability in the shearing-down stage–Scenario 3.

3.2. Discussion

Figure 5 shows that in a cutting cycle, the pick tip failure probability changes over time in a style
of constant–increasing–constant–increasing–constant. The first constant period (zero period) occurs
in the sump-in stage and lasts about 1.2 s, mainly due to the small DOC in the first revolution as
mentioned in Section 2.2. In the first revolution, the maximum DOC is only 5.875 mm. The bending
force generated from cutting the given sandstone with this small DOC will not damage the tips in
the consideration. The first increase period happens in the sump-in stage due to hard rock cutting.
The second constant period and the second increase period both occur in the shearing-down stage.
In this stage, the tip cuts the coal seam first and then cuts hard floor rock. When cutting the coal
seam only, the tip has a failure probability of 0 (zero) because as assumed, tips will not be subjected
to bending-caused failure when they are cutting coal. As a result, the tip failure probability over
the coal cutting period remains constant. Once the pick involves floor rock cutting, its tip failure
probability increases over time again. The third constant period corresponds to the cutting-back stage.
As discussed in Section 2.4.1, the failure probability of the tip at this stage can be ignored (i.e., it is
regarded to be zero).
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A comparison between Figures 6 and 8 indicates that the variation in the rock thickness can
significantly affect the pick tip failure probability in the sump-in stage. Although the rock thickness in
Scenario 3 is the expected value of the rock thickness in Scenario 2, the tip failure probability over the
sump-in stage in Scenario 2 is much higher than that in Scenario 3. The reason is that there is 65%
chance for the roof rock mean thickness to be 460 mm, which is much higher than the expected value
of 442.5 mm. As all the rock thickness values are less than the drum’s cutting radius (500 mm), a larger
value of rock thickness means that the pick needs to cut rock segments with larger DOC. According
to the formula given by Goktan [14] and Equation (20) in [11], the bending force acting on the tip is
proportional to the square of DOC, and therefore a larger DOC will result in a higher failure probability
of tips.

However, a comparison between Figures 7 and 9 shows that the variation in the rock thickness
has little influence on the pick tip failure probability in the shearing-down stage. The reason for this
phenomenon is that the drum advance direction in the sharing-down stage is perpendicular to that
in the sump-in stage. When the drum advances towards the floor rock, an increase in the floor rock
thickness will change the number of drum revolutions involving hard rock cutting, rather than the
DOC of rock segments being cut. The changed number of drum revolutions involving hard rock
cutting will also change the tip failure probability, but the magnitude of the change in the tip failure
probability heavily depends on the ratio of the rock thickness variation to the average rock thickness.
In the above examples, the variation of the maximum rock thickness in Scenario 2 (460 mm) to the
expected mean rock thickness in Scenario 3 (442.5 mm), and that of the minimum rock thickness in
Scenario 2 (410 mm) to the expected mean rock thickness in Scenario 3 are respectively 17.5 mm and
−32.5 mm. As the absolute values of the variations are both less than the drum’s advance distance per
revolution (47 mm), the difference between drum revolutions involving hard rock cutting in Scenario 2
and Scenario 3 is less than 1 (one) revolution. This small change in the number of the drum revolutions
involving hard rock cutting has a trivial influence on the tip failure probability, because the ratios of
the variations of the maximum and the minimum rock thickness to the expected value are small (3.95%
and −7.34% respectively). As a result, the pick tip failure probabilities over the shearing-down stage in
both scenarios are nearly the same.

The influences of the drum advance direction on the pick tip failure probability can be
further explored by comparing Figure 7 with Figure 6 and comparing Figure 9 with Figure 8.
From Figures 6 and 7, it can be found that the tip failure probability in the shearing-down stage is
much higher than that in the sump-in stage although the rock thickness distribution in both stages are
the same. This finding is also evidenced by the comparison between Figures 8 and 9. In Scenario 3,
the rock removed in the sump-in stage is slightly more than that in the shearing stage, but the tip
failure probability over the sump-in stage is 1.6 × 10−4%, much lower than the tip failure probability
over the shearing-down stage which is 0.07433%. A major cause for this failure probability difference
is the different maximum DOC due to the different drum advance directions in these two stages.
In the shearing-down stage, the drum advance direction is perpendicular to the floor. If the drum
involves rock cutting in a revolution, it will often cut the rock with the maximum DOC. By contrast,
in the sump-in stage, the drum advances along the roof. When the rock thickness is less than the
drum’s cutting radius, the DOC of the rock cut by the drum will be less than the maximum DOC.
As abovementioned, a small change in DOC can result in a large variation in pick tip failure probability.

From the above analysis, it is noted that the prediction accuracy of the bending force on pick tip
directly affects the accuracy of pick tip failure probability estimation. Currently, the bending force was
analyzed based on the formula given by Goktan [14] and laboratory rock cutting tests [11]. However,
laboratory rock cutting tests are often costly and time-consuming. Additionally, measuring forces on
individual picks in situ is difficult. Therefore, new methods such as inverse analysis [27,28] may be
needed to help force prediction.
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4. Conclusions

In this paper, an extended probabilistic approach is proposed to remove the following two critical
limitations in existing research on the estimation of the probability of pick random failures due to
excessive bending force on pick cutting tips:

• Only one drum revolution is considered;
• The variation of rock thickness is ignored.

As such, this extended approach can be used to estimate the pick failure probability for a cutting
process which consists of multiple drum revolutions and involves different rock thickness.

The research results show that drum advance direction can dramatically influence pick tip failure
probability. Pick tip failure probability when the drum advances along the rock panel (like cutting
a roadway roof in the sump-in stage) is lower than that when the drum advances towards the rock
panel (like cutting the floor rock in the shearing-down stage), if rock thickness is less than the drum’s
cutting radius. The variation of rock thickness can also impact the pick tip failure probability, but this
influence depends upon drum advance direction, the rock mean thickness, and the relative variation of
the rock thickness to its mean value. In general, the influence of the variation in rock thickness on the
pick tip failure probability when the drum advances along the rock panel is much greater than that
when the drum advances towards the rock panel.

This extended approach is developed based on the failure probability analysis of picks over a
full cutting cycle in the underground roadway development of coal mine. Nevertheless, it can be
extended to other rock cutting applications straightforwardly. The research results can be used to
optimize the design and operation of cutting drums with both TSDC picks and other type of picks to
increase productivity and reduce production costs.

However, in the current approach, it is assumed that the roof rock thickness is less than two thirds
of the drum’s tip-to-tip diameter, the sump-in depth is constant, and failures are independent of each
other. Further studies are needed to address these issues.
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deep mining and tunneling engineering.

Abstract: The brittle failure of hard rock due to the excavation unloading in deep rock engineering
often causes serious problems in mining and tunneling engineering, and the failure process is always
affected by groundwater. In order to investigate the effects of stress paths and water conditions on
the mechanical properties and failure behavior of rocks, a series of triaxial compression tests were
conducted on dry and saturated sandstones under various loading and unloading paths. It was
found that when the sandstone rock samples are saturated by water, the cohesion, the internal friction
angle and the Young’s modulus will decrease but the Poisson′s ratio will increase. The fracturing
characteristics of the sandstone specimens are related to the initial confining pressure, the stress paths
and the water conditions from both macroscopic and microscopic viewpoints. The failure of sandstone
in unloading test is more severe than that under loading test, particularly for dry sandstone samples.
In unloading test, the energy is mainly consumed for the circumferential deformation and converted
into kinetic energy for the rock bursts. The sandstone is more prone to produce internal cracks under
the effect of water, and the absorbed energy mainly contributes to the damage of rock. It indicates
that the possibility of rockburst in saturated rock is lower than the samples in dry condition. It is
important to mention that water injection in rock is an effective way to prevent rockburst in deep
rock engineering.

Keywords: triaxial compression test; sandstone; rock mechanics; rock fracture; energy evolution

1. Introduction

The excavation of underground rock engineering is often affected by groundwater [1,2]. Under high
geo-stress, high groundwater pressure is prone to cause engineering geological disasters, such as
water inrush. It seriously affects the construction progress and personnel safety for underground
rock engineering [3]. The excavation of underground engineering, in fact, is the triaxial loading and
unloading processes of the surrounding rock masses. It is therefore important to carry out the triaxial
loading and unloading tests with different water contents of the rocks in laboratory.

Considerable efforts have been devoted to the effects of water on rock failure. For the influence
of water on the mechanical properties of rocks, it has been found that a small increase in the water
content may significantly lower the strength and stiffness of the rocks [4–9]. The statistical and
numerical analysis on 14 kinds of the rocks with different water contents were also carried out, and it
was found a negative exponential relationship between rock strength and moisture content [10].
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Meanwhile, Li et al., [11] conducted the triaxial compression tests and found that the internal friction
angle decreases while the cohesion increases when the meta-sedimentary rocks was saturated by
water. Most of previous related studies were focused on the influence of water on the uniaxial or
conventional triaxial strength of rocks [5–7,10]. However, few experimental and numerical studies are
reported to discuss the effect of water content on the strength and deformability of the rocks under
triaxial stress conditions [12–14]. In the practical engineering, the existence of groundwater not only
affects the mechanical properties of rock, but also influences the damage degree and even the failure
mode of the rock [15]. Zhou et al. [16] investigated the effects of water and joints on the properties
of rock masses using the data from the Shirengou iron mine. Their numerical simulation results
indicated that water is the critical factor for rock damage pattern. Several scholars also conducted
experiments on deep rock and successfully showed a layered failure for saturated rock in tensile
tests [17]. Spalling behaviors were studied in ture-triaxial unloading conditions and scanning electron
microscope (SEM) observations revealed the distribution of microcracks in the fragments [18]. Besides,
there are many studies related to rock uniaxial compression and tensile failure affected by water [19–22].
The deformation and failure of rock are energy-driven processes which include energy absorption,
evolution, dissipation, and release [23–26]. Based on uniaxial and triaxial compression tests, Hua and
You [27] studied the characteristics of rock energy evolution during unloading failure and concluded
that the strain energy stored in rock material is sufficiently large to cause failure when it is released.
Furthermore, water injection to reduce rockburst occurrences has also been discussed mainly on
numerical simulation [28–30], and partially for experiments [2,31]. The numerical modeling showed
that the peak stress can be reduced as water injection, which causes a significant reduction of internal
energy stored within the rock, and the possibility of a rockburst occurrence may be reduced [28].
Moreover, the effects of water on rock energy evolution have also been studied [32–37], though it
mainly concerns on uniaxial compression [34,35] and axial loading-unloading experiments [32,33,36,37].
Undoubtedly, the above study enriches our knowledge of the effect of water on rock failure and energy
evolution. However, there are a few studies concern on the effect of water on rocks under triaxial tests,
especially for the influence of unloading high confining pressure conditions, which represents a more
realistic site environment.

Therefore, based on deep underground engineering such as mining and tunnel engineering under
high geo-stress and water-rich conditions, this study is tried to investigate the combining effects of
water content and high stress on the mechanical properties, failure and energy evolution of rocks in
different stress paths. It is benefited the exploitation of deep resources and construction of deep rock
engineering. Moreover, this study will be helpful to understand the effect of water on rock failure in
high stress.

2. Materials and Methods

2.1. Specimen Preparation

Red sandstone samples which were obtained from a quarry in Yunnan Province, were used
to test in the present study. A thin section analysis was carried out to examine the microstructure
of the sandstone. It was identified as fine-grained sandstone by petrographic microscopy (Leica
DM2700P, Leica Microsystems Inc., Wetzlar, German). The microstructure of the sandstone under
plane polarization light (PPL) and cross polarization light (CPL) are illustrated in Figure 1. The mineral
composition and grain size distribution of the sandstone specimen are listed in Table 1.
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(a) (b) 

Figure 1. Polarized light micrographs of sandstone specimen: (a) plane polarization light (PPL);
(b) cross polarization light (CPL). (Note: The letters Qz, Kfs and Cc represent quartz, potassium feldspar
and calcite, respectively).

Table 1. Mineral composition and grain size distribution of sandstone specimen.

Rock Composition Grain Size (mm) Mineral Content (%)

Quartz 0.03 ~ 0.2 77
Potassium feldspar 0.05 ~ 0.2 10

Calcite 0.01 ~ 0.08 7
Sericite 0.01 ~ 0.02 4
Others 0.01 ~ 0.1 2

Both oven-dried and water-saturated specimens were prepared to study the influence of water on
triaxial failure of the sandstone samples. In drying process, the sandstone specimens were placed in
an oven at 105 ◦C for 24 h, and then they were removed to a desiccator and weighed after cooling to
room temperature. In saturation process, the specimens were placed in water and allowed to absorb
water for 48 h under atmospheric pressure, and then specimens were taken out and weighed after
removing surface moisture of the rock. These specimens were considered as saturated samples in this
study. The natural water content of specimen was about 2.5% and the saturated water content was
about 3.3%. The diameter (D) of the cylindrical specimens was 50 mm and the specimen height (H)
was 100 mm. The density and the P-wave velocity of each testing specimen are provided in Table 2.

Table 2. Test scheme and physical parameters of sandstone specimens.

Group
Specimen

No.
Density
(kg/m3)

P-Wave
Velocity

(m/s)

Initial
Confining
Pressure

(MPa)

Unloading
Point
(MPa)

Loading Rate
Unloading

Rate
(MPa/min)

TC-D

TC-D-0 2387.3 2951 0 0.1 mm/min
TC-D-10 2380.4 2979 10 0.1 mm/min
TC-D-20 2387.5 2916 20 0.1 mm/min
TC-D-30 2398.3 3063 30 0.1 mm/min
TC-D-40 2382.1 3077 40 0.1 mm/min

TC-S

TC-S-0 2456.8 3381 0 0.1 mm/min
TC-S-10 2459.8 3363 10 0.1 mm/min
TC-S-20 2464.1 3362 20 0.1 mm/min
TC-S-30 2459.7 3393 30 0.1 mm/min
TC-S-40 2450.0 3392 40 0.1 mm/min
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Table 2. Cont.

TU-D

TU-D-10 2380.7 3299 10 0.8σ(10)
0.1 mm/min-1.5

MPa/min 3

TU-D-20 2391.3 3292 20 0.8σ(20)
0.1 mm/min-1.5

MPa/min 3

TU-D-30 2387.8 3315 30 0.8σ(30)
0.1 mm/min-1.5

MPa/min 3

TU-D-40 2391.3 3313 40 0.8σ(40)
0.1 mm/min-1.5

MPa/min 3

TU-S

TU-S-10 2454.7 3396 10 0.8σ(10)
0.1mm/min-1.5

MPa/min 3

TU-S-20 2457.7 3347 20 0.8σ(20)
0.1 mm/min-1.5

MPa/min 3

TU-S-30 2457.8 3349 30 0.8σ(30)
0.1 mm/min-1.5

MPa/min 3

TU-S-40 2457.7 3399 40 0.8σ(40)
0.1 mm/min-1.5

MPa/min 3

2.2. Test Scheme

The triaxial tests including conventional triaxial compression tests (abbreviate to loading test) and
unloading confining pressure tests (abbreviate to unloading test), were conducted by a servo-controlled
material testing machine (MTS 815) (MTS Systems Corporation, Minnesota, USA) at laboratory of
Central South University. Both of axial and circumferential strains can be recorded by extensometers.

Each test includes two experimental groups of dry and saturated sandstones respectively. Thus,
the specimens are divided into four groups of dry and saturated sandstones in different loading and
unloading tests (see in Table 2). The initial confining pressures (σ0

3) were set as 10, 20, 30, and 40 MPa,
respectively. Meanwhile, the unloading point for the confining pressure in unloading tests was set as
the axial stress reaching 80% of the corresponding triaxial compression strength (such as 0.8σ(10) and so
on). Then, the axial loading method was changed from displacement control (0.1 mm/min) to loading
control (1.5 MPa/min) at unloading point. In general, four sets of specimens were prepared, i.e., TC-D,
TC-S, TU-D, TU-S. Specimens of set TC-D and TC-S, with the dry and saturated state respectively,
were used in the conventional triaxial compression test. Specimens of set TU-D and TU-S, with the
dry and saturated state respectively, were used in the unloading confining pressure test. And the
number of specimen set represents for the corresponding confining pressure. For example, as shown in
Table 2, TU-D-10 represents the unloading confining pressure test of dry specimen under the confining
pressure of 10 MPa.

The detailed test procedures of the triaxial unloading test are listed as follows:

Step 1: Apply hydrostatic pressure on the specimen to an initial confining pressure (σ0
3).

Step 2: Keep σ0
3, and increase axial stress to 80% of the corresponding triaxial compression strength

by a displacement control method at 0.1 mm/min.
Step 3: Reach the unloading point, change the axial stress loading method from displacement

control to load control at the unloading point.
Step 4: Increase the axial stress at 1.5 MPa/min and also reduce the confining pressure

simultaneously by load control method at a specified unloading rate (3.0 MPa/min) until the failure of
the rock specimen.

3. Results

3.1. Mechanical Properties

Figure 2 shows the variation of the peak strength with the initial confining pressure of dry and
saturated sandstone specimens. It can be seen that the peak strength of sandstone specimen increases
as the initial confining pressure increases, but the increase rate slows down with the increase of the
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initial confining pressure. The difference of the peak strength between dry and saturated sandstones
grows with the increasing of initial confining pressure. It means that the effect of water on rock strength
is more remarkable under high confining pressure.

Figure 2. Peak strength of sandstone specimens.

Figure 3 illustrates the strength parameters of different groups of specimens under triaxial loading
and unloading tests. The strength parameters of sandstone specimens are differed in different stress
paths. The strength parameters of C (cohesion) and ϕ (internal friction angle) under loading conditions
are higher than those of unloading tests with the same water condition. Meanwhile, both C and ϕ
values of saturated sandstones are lower than those of dry sandstones, which indicate that water has a
deep impact in decreasing strength parameters (C and ϕ) of sandstone samples. When the sandstone
samples are saturated by water, their shear strength parameters are reduced, where changes in results
of ϕ are more remarkable. The weakening of strength parameters further affects the ultimate bearing
capacity of sandstone.

 

Figure 3. Strength parameters of sandstone specimens.

The values of the axial strain (ε1, ε′1), circumferential strain (ε3, ε′3), and volumetric strain (εv, ε′v)

at the unloading point (σ0
3) and the critical failure point (σ f

3) are listed in Table 3. It can be seen
that the absolute value of volumetric strain for rock in unloading test is greater than that of rock
samples in conventional triaxial compression test, particularly for saturated samples. It means that the
characteristics of volume expansion of rock under unloading conditions are more pronounced than the
rock samples in loading tests. In addition, the incremental rates of circumferential strain are several
times larger than those of axial strain from unloading point to critical failure point. The rock failure
occurs mainly for the circumferential expansion under unloading conditions. Furthermore, except for
the initial confining pressure of 20 MPa, the confining pressures of saturated sandstones at failure point
(σ f

3) are higher than that for dry sandstones which indicate that saturated sandstones fail earlier than
dry sandstones. This is due to the fact that the structures of rock samples are weaker when they are
saturated by water as compared to structures of dry rock samples.
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Table 3. Critical strain values of sandstone specimens at the unloading point and the critical failure
point of sandstone specimens.

Group Specimen
Number

Unloading Point Critical Failure Point

σ0
3 ε1 ε3 εv σf

3
ε
′
1 ε

′
3 ε

′
v

TC-D

TC-D-10 10 - - - 10 0.0110 −0.0084 −0.0058
TC-D-20 20 - - - 20 0.0136 −0.0085 −0.0034
TC-D-30 30 - - - 30 0.0156 −0.0118 −0.008
TC-D-40 40 - - - 40 0.0218 −0.0166 −0.0114

TC-S

TC-S-10 10 - - - 10 0.0118 −0.0124 −0.013
TC-S-20 20 - - - 20 0.0137 −0.0122 −0.0107
TC-S-30 30 - - - 30 0.0180 −0.0104 −0.0028
TC-S-40 40 - - - 40 0.0185 −0.0100 −0.0015

TU-D

TU-D-10 10 0.0063 −0.0012 0.0039 1.52 0.0077 −0.0080 −0.0083
TU-D-20 20 0.0082 −0.0025 0.0032 14.82 0.0137 −0.0116 −0.0095
TU-D-30 30 0.0088 −0.0019 0.005 15.51 0.0123 −0.0104 −0.0085
TU-D-40 40 0.0096 −0.0022 0.0052 20.01 0.0145 −0.0135 −0.0125

TU-S

TU-S-10 10 0.0063 −0.0017 0.0029 4.56 0.0085 −0.0095 −0.0105
TU-S-20 20 0.0086 −0.0020 0.0046 10.56 0.0103 −0.0134 −0.0165
TU-S-30 30 0.0082 −0.0025 0.0032 19.73 0.0118 −0.0100 −0.0082
TU-S-40 40 0.0082 −0.0018 0.0046 21.61 0.0137 −0.0136 −0.0135

The relationship between the deformation parameters (i.e., the Young’s modulus, E, and the
Poisson’s ratio, μ) and the initial confining pressure (σ0

3) is shown in Figure 4. As shown in Figure 4a,
E values of sandstone firstly increase and then decrease as the initial confining pressure increases.
Meanwhile, E values of dry sandstones are significantly higher than that of saturated sandstones
in both loading and unloading tests. In Figure 4b, μ values of sandstone increase with the increase
of initial confining pressure. Because the sandstone specimens are more prone to produce cracks
paralleling to axial loading direction with the release of circumferential constraint in unloading test,
the Poisson’s ratio of the sandstone in unloading test is higher than those values in loading test.
Meanwhile, the Poisson′s ratio of the saturated specimen is higher than that of dry specimen under the
same stress path. The bearing capacity decreases, and the Young’s modulus of the sandstone decreases
while the Poisson′s ratio increases.

(a) (b) 

Figure 4. Variation of the deformation parameters of sandstone with the initial confining pressure (a)
Young’s modulus; and (b) Poisson′s ratio.

3.2. Fracturing Characteristics

Figure 5 shows the failure modes of dry and saturated sandstones in conventional triaxial
compression tests. It is found from Figure 5a,b that the spalling and tensile cracks are visible under
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uniaxial compression. When the initial confining pressure increases to 10 MPa, axial or radial
tensile cracks are often produced along the shear plane, and then tensile cracks develop and form
a macroscopic failure surface, which even breaks earlier than the main shear fracture, as shown in
Figure 5d. It indicates that the failure mode of rock specimens shows a combined tension and shear
failure under low initial confining pressure condition (σ0

3 ≤ 10 MPa). However, under high initial
confining pressures (σ0

3 > 10 MPa), a main shear fracture passes through the entire specimen usually
extend to the end of specimen. The specimens are cut into two triangular vertebral bodies by the main
fracture, and the main failure surface of sandstone develops from the end of specimen to the side
surface as the increase of initial confining pressure. Shear failure occurs under high initial confining
pressures (σ0

3> 10 MPa), and a single shear fracture dominates the failure processes. Besides, all dry
sandstone specimens show structural failure while some saturated sandstone specimens fail partly,
as shown in Figure 5, implying that the failure characteristics of dry sandstones are more severe than
those of saturated sandstones.

 

Figure 5. Failure modes of dry and saturated sandstones in conventional triaxial compression tests:
(a) TC-D-0; (b) TC-S-0; (c) TC-D-10; (d) TC-S-10; (e) TC-D-20; (f) TC-S-20; (g) TC-D-30; (h) TC-S-30;
(i) TC-D-40; (j) TC-S-40.
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Figure 6 shows the failure modes of dry and saturated sandstones in unloading confining
pressure tests. When the initial confining pressure is 10 MPa, the rock tends to produce longitudinal
tensile cracks approximately parallel to the loading direction, as the reduction of circumferential
constraints in unloading test. Tensile cracks propagate and coalesce with the shear crack, leading to
the final failure of rock specimens. When the initial confining pressure is 20 MPa, there are numerous
rock fragments caused by shear friction on the rock failure plane, implying that the rock specimen
undergoes shear failure and forms a macroscopic shear surface. Meanwhile, longitudinal (Figure 6c)
and radial (Figure 6d) tensile cracks are often produced at the lower part of the triangular vertebral
body. Combined shear and tension failure occurs for the rock specimen. Under high initial confining
pressures (σ0

3 > 20 MPa), shear failure dominates the failure process in unloading tests, which is the
same as the conventional triaxial compression test. The shear friction of the rock is severe, and a lot of
rock fragments are observed on the failure surface. Besides, by comparing failed rock fragments, it can
be found that the failure characteristics of dry sandstones are more violent than those of saturated
sandstones under unloading test.

Figure 6. Failure modes of dry and saturated sandstones in unloading confining pressure tests:
(a) TU-D-10; (b) TU-S-10; (c) TU-D-20; (d) TU-S-20; (e) TU-D-30; (f) TU-S-30; (g) TU-D-40; (h) TU-S-40.
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The phenomenon of volume expansion occurs significantly in the triaxial tests, particularly for
the saturated rock in unloading confining pressure test. The failure characteristics of sandstone in
unloading test are more violent than those under triaxial loading test.

In order to compare and analyze the microscopic and macroscopic failure characteristics of the
rocks under different confining pressures, stress paths and water contents, the microscopic analysis of
dry and saturated sandstones with an initial confining pressure of 10 and 40 MPa were carried out
using the scanning electron microscopy (SEM) method. Figure 7 shows the SEM photos of sandstone
fractures with the initial confining pressure 10 and 40 MPa in conventional triaxial compression test.
In Figure 7a,c, the spalling fractures occurs in microscopic view under the initial confining pressure
of 10 MPa, which is similar to the macroscopic spalling failure of rock specimen. The microscopic
fractures retain sharp and smooth crystal surfaces. Meanwhile, the tearing traces (left arrows) are
formed in Figure 7b, which are the typical microscopic characteristics of tensile failure [25,38]. Besides,
there are tiny rock fragments (as shown at two sides of Figure 7a,d) and slip scratches (as shown in
Figure 7d) left behind by shear friction [39]. It means that the micro-cracks of sandstone are shown as a
combined tension and shear failure under low initial confining pressures (σ0

3 = 10 MPa represents low
initial confining pressure). It is consistent with the macroscopic failure characteristics of sandstone.
However, under high initial confining pressures (σ0

3 = 40 MPa), the microscopic fractures of the rock
are stepped and serrated as shear effect [40]. In addition, there are lots of rock fragments left in
the low-lying area, as illustrated in Figure 7e–h. Furthermore, the slip scratches along the crystal
are also existed in Figure 7e. The rock crystals were cut off and angular edges were flattened in
Figure 7h. The fractures almost have no traces of tension failure on the microscopic section of sandstone.
Under high initial confining pressure conditions, the microscopic failure of sandstone is dominated by
shear, which is consistent with the macroscopic failure characteristics of sandstone in the conventional
triaxial compression test.

  
(a) (b) 

  
(c) (d) 

Figure 7. Cont.
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(e) (f) 

  
(g) (h) 

Figure 7. Typical scanning electron microscopy (SEM) images of sandstone fractures with the
initial confining pressure 10 and 40 MPa in conventional triaxial compression tests: (a,b) TC-D-10;
(c,d) TC-S-10; (e,f) TC-D-40; (g,h) TC-S-40 (Note: Opposite arrows and inverse arrows represent slip
trace and tensile trace respectively; and the letters F, S and T represent fragments, shear crack and
tensile crack, respectively).

Figure 8 shows the SEM photos of sandstone fractures with the initial confining pressure 10 and
40 MPa in unloading confining pressure tests. It can be seen clearly from Figure 8 that there are visible
tensile cracks in dry and saturated sandstones under different confining pressures. In Figure 8a,c,e,g,h,
the microscopic section shows sharp angular edges and smooth crystal surfaces. Moreover, there are
evident traces of tension and spalling fractures in microscopic view. The microscopic section exhibit a
typical tensile failure. In addition, as shown in Figure 8b,d,f, there are a large number of rock fragments
left behind on the roughly microscopic section. The scratches caused by shear friction appear on the
right part of Figure 8h. The microscopic failure section also shows shear failure characteristics. Thus,
the microscopic failure of sandstone mainly shows a combined tension and shear failure in unloading
test. It is consistent with macroscopic failure of sandstone under low initial confining pressure, but it
is different from macroscopic failure of sandstone under high initial confining pressure, where the
specimen only shows shear failure in macroscopic view.

  
(a) (b) 

Figure 8. Cont.
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(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 8. Typical SEM images of sandstone fractures with the initial confining pressure 10 and 40 MPa in
unloading confining pressure tests: (a,b) TC-D-10; (c,d) TC-S-10; (e,f) TC-D-40; (g,h) TC-S-40 (Opposite
arrows and inverse arrows represent slip trace and tensile trace respectively; and the letters F, S and T
represent fragments, shear crack and tensile crack, respectively).

3.3. Energy Evolution of Rock Failure

Based on the relevant strain energy calculation formula and the experimental data, the strain
energy evolution curves can be obtained with loading time [41,42]. The typical time history curves of
strain energy for dry and saturated sandstone specimens under different initial confining pressures
are shown in Figure 9. The initial confining pressures of 10 MPa and 40 MPa represent low and high
confining pressures respectively. The strain energy curves for other specimens under low or high
confining pressures are similar to these curves in each testing group.

For conventional triaxial compression tests, as shown in Figure 9a–d, several typical stages can
be divided corresponding to the points in the stress-time curves. When the rock specimen is under
low initial confining pressure (σ0

3 = 10 MPa), as shown in Figure 9a,c, the curves of total strain energy
(U) and elastic strain energy (Ue) almost overlap, and the dissipative strain energy (Ud) is relatively
low in the micro-cracks compaction stage (OA) and the elastic deformation stage (AB). It indicates
that the energy absorbed from the test machine is basically converted into Ue. However, while the
rock specimen is under high initial confining pressure (σ0

3 = 40 MPa), particularly for the saturated
sandstone as shown in Figure 9d, the curves of U and Ue begin to separate gradually and there are
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few increases of Ud in the elastic deformation stage (AB). In the crack initiation and expansion stage
(BC), when the rock is under low initial confining pressure, the curves of U and Ue separate gradually
at point B. Meanwhile, Ud starts to increase from this point, owing to the development of plastic
deformation and propagation of micro-cracks of the specimens. When the rock is under high initial
confining pressure, U, Ue, and Ud increase steadily where the increase rate of Ud is the minimum among
them. During the unstable crack development up to the failure stage (CD), the increase rate of Ue

slows down, and Ue reaches the elastic energy storage limit at the peak strength point D. Ud increases
rapidly in this stage, illustrating accelerated growth of micro-cracks, and the failure approaches. In the
post-failure stage (DE), Ue releases quickly to a small value, and Ud increases rapidly to a large value.
The absorbed strain energy is basically transformed into Ud, which contributes to the development of
internal cracks and a large shear deformation along the fracture surface. However, U still increases
rapidly as the large axial deformation at this stage. Finally, the specimen shows a brittle failure.

 
(a) (b) 

 
(c) (d) 

  
(e) (f) 

Figure 9. Cont.
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(g) (h) 

Figure 9. Typical strain energy and axial stress time curves: (a) TC-D-10; (b) TC-D-40; (c) TC-S-10;
(d) TC-S-40; (e) TU-D-10; (f) TU-D-40; (g) TU-S-10; (h) TU-S-40.

For the unloading confining pressure tests, the strain energy time curves of sandstone specimens
are shown in Figure 9e–h. The characteristics of strain energy curves in unloading tests are quite
different from conventional triaxial compression tests, especially from the unloading point. Before the
unloading point, in the micro-cracks compaction stage and the elastic stage (OB′), the curves of U and
Ue almost overlap with a low initial confining pressure (10MPa), while the curves of U and Ue begin
to separate under a high initial confining pressure (40MPa). The variation trend is similar with the
loading test. However, after unloading point (B′C′), U and Ud increase steadily while Ue shows a
slow rate of increase. Meanwhile, since the rock is still under the effect of axial loading in this stage,
the energy is still absorbed from the test machine. The absorbed energy is mainly converted into Ud,
which is used for the development and expansion of micro-cracks within the rock. When reaching the
failure point (C′), Ud and circumferential strain energy (U3) grow rapidly, and the stress-time curve
falls down immediately. At this moment, Ue releases rapidly because of the propagation of rock cracks.
Following the point C′, almost all of the releasable strain energy is released. Meanwhile, Ud and U3

increase to the maximum value. Finally, the rock specimen fails violently due to the unloading of
confining pressure.

Undoubtedly, there are some differences in the energy evolution laws of the rocks under different
confining pressure conditions, particularly in the elastic deformation stage in triaxial loading and
unloading process. During the elastic deformation stage, the curves of U and Ue almost overlap when
the rock specimen is under low initial confining pressure, and almost all of the absorbed energy is
converted into Ue. However, when the rock is under high initial confining pressure, the curves of U
and Ue begin to separate, and the absorbed energy is basically stored as Ue, and partially converted
as Ud. It is manifested that the internal damage has occurred earlier under the high initial confining
pressure conditions, and the internal micro-cracks of rock begin to develop and propagate during the
elastic deformation stage. Especially for the saturated sandstone under high initial confining pressures,
the curves of U and Ue separate significantly in Figure 9h, which signifies that the water effect on rock
energy evolution are nonnegligible, and it has a significant influence on the deformation and failure
process of rock under high initial confining pressures. In addition, the curves separate at the point
where the axial stress is about 80% of the peak strength for low initial confining pressure condition,
while the curves separate at the point where the axial stress is about 60% of the peak strength under
high initial confining pressure. It also indicates that the internal damage and micro-cracks develop
earlier under high initial confining pressure than that under low confining pressure conditions.

The dissipation of energy leads to the development and propagation of internal cracks, which is
the main reason of rock failure. It has been proved that the use of Ud/U is more favorable to analyze
rock deformation and failure process instead of dissipative strain energy (Ud) [25,43]. The variation
curves of Ud/U with the loading time under different confining pressures are shown in Figure 10.
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The Ud/U exhibits some typical evolution stages as shown in Figure 10. In the conventional triaxial
compression test, it increases initially, then decreases, and then increases slowly; finally, it increases
rapidly at the failure stage of the rock. However, the curve increases initially, and then it decreases
to a nearly smooth platform; finally, it increases sharply in unloading tests. During the failure stage,
the elastic strain energy accumulated within the rock releases instantaneously, prompting rock fractures
and damages. Meanwhile, it has been testified that the faster dissipation of rock energy causes the
crack to propagate and penetrate faster, and then the failure of the rock occurs more suddenly [42,44].
In the conventional triaxial compression test, the energy dissipation curve increases along a skew line,
showing a gradual increase trend. In contrast, the energy dissipation curve shows a nearly vertical
increase for the triaxial unloading test, indicating a sudden and violent brittle failure of rock specimens.

  
(a) (b) 

 

  
(c) (d) 

Figure 10. Evolution of Ud/U with loading time under triaxial loading and unloading tests for dry and
saturated sandstone specimens (a) TC-D; (b) TC-S; (c) TU-D; (d) TU-S.

The relationship between the Ud/U and initial confining pressure at the corresponding critical
failure point is plotted in Figure 11. The Ud/U values increase as σ0

3 increases. When the rock specimen
is under high initial confining pressures, it has more time for specimen deformation and damage.
Thus the dissipative strain energy takes a large proportion of the total absorption energy in the rock.
The deformation and failure process of rock in loading tests includes the micro-cracks compaction stage
(OA), the elastic deformation stage (AB), the crack initiation and propagation stage (BC), the unstable
crack development up to the failure stage (CD), the post-failure stage (DE) and so on. However,
the rock in unloading tests enters the failure stage almost directly from the elastic deformation stage.
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Thus, relatively fewer cracks develop inside the rock, resulting in less dissipation of rock energy and
the energy is mainly consumed for the circumferential deformation and converted into kinetic energy
for the failure of rock, such as rockbursts. The Ud/U of rock in unloading test is significantly lower
than that of conventional triaxial compression test, as shown in Figure 11. Furthermore, the Ud/U
of saturated rock is greater than dry rocks in the deformation and failure process of triaxial tests.
Saturated by water, the internal friction strength of the rock is weakened as the water immersion,
which results the rocks more prone to be deformed and damaged. With the accumulated damage
within the rock, the energy account for the dissipation increases and the energy release decreases,
leading to a relatively moderate failure of saturated rock, and there are less possibilities for rockbursts.
It is also one of the basic theoretical foundations for the rockburst prevention through water injection
in engineering. In addition, comparing the influence of stress paths and water conditions of the rock in
Figure 11, it can be found that the effect of stress paths on energy evolution is more pronounced than
the water conditions of the rock.

Figure 11. Variation of the Ud/U values with the initial confining pressure for dry and saturated
sandstone specimens at the critical failure point.

4. Discussion

When a rock specimen approaches the failure point, Ue can be quickly released and it may
be transformed into Ud. In the conventional triaxial compression test, the internal cracks develop
completely within the rock specimen. However, the unloading failure usually occurs abruptly, and the
rock specimens fail violently with loud fracturing noise, which has the characteristics of rockburst as
observed in deep rock excavation engineering.

Table 4 lists the average strain energy values of sandstone specimens at the unloading point and
the critical failure point in present triaxial tests. In the conventional triaxial compression test, Ud is
larger than U3 at critical failure point of the rock, implying that the energy consumption is mainly
used for the micro-crack initiation and internal damage of the rock. In contrast, under unloading
tests, the energy consumption during the failure process of rock specimens mainly contributes to the
circumferential strain (ε3) as the reduction of confining pressure, and thus U3 is larger than Ud as
shown in Table 4. Moreover, the following energy incremental value can be calculated based on the
data in Table 4.

ΔUe = U′e −Ue, ΔUd = U′d −Ud, ΔU1 = U′1 −U1, ΔU3 = U′3 −U3 (1)

It can be inferred that ΔUe < 0, ΔUd > 0 in unloading tests, and Ue converts into Ud for
the development and propagation of internal cracks from the unloading point to the failure point.
Meanwhile, the present study discovered that ΔUd > ΔUe. The dissipative energy includes not only
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the energy converted from Ue, but also the newly absorbed energy from the test machine. In unloading
test, there is the following relationship between the dry and saturated rock:

ΔUTU−D
e ≥ ΔUTU−S

e , ΔUTU−D
d ≥ ΔUTU−S

d (2)

It implies that the failure of dry specimens is more severe than the saturated specimen. Furthermore,
ΔU1 + |ΔUe| − |ΔU3| − ΔUd > 0 at the critical failure point also exists in unloading test. The energy
absorbed by the rock from test machine is mainly consumed for the development of internal fractures,
axial deformation, and circumferential deformation, while partly remained. The residual energy
(ΔU1 + |ΔUe| − |ΔU3| − ΔUd) may account for the kinetic energy due to rockbursts, which may occur in
the unloading process such as rock excavation with high in-situ stresses in hard rock. Besides, it can be
obtained that:

0 < ΔUTU−S
1

+
∣∣∣ΔUTU−S

e

∣∣∣− ∣∣∣ΔUTU−S
3

∣∣∣− ΔUTU−S
d

< ΔUTU−D
1

+
∣∣∣ΔUTU−D

e

∣∣∣− ∣∣∣ΔUTU−D
3

∣∣∣− ΔUTU−D
d

(3)

There is more residual energy for dry rock than saturated rock. It implies that the rock burst is
more likely to occur in dry rock, and water infusion is effective to reduce the possibility of rockbursts
in the excavation of deep underground rock engineering.

Table 4. Strain energy of sandstone specimens at the unloading point and the critical failure point in
triaxial test.

Group σ0
3

(MPa)

Unloading Point Critical Failure Point

U(MJ/m3) U1(MJ/m3) Ue(MJ/m3) Ud(MJ/m3) U3(MJ/m3) U’(MJ/m3) U1’(MJ/m3) Ue’(MJ/m3) Ud’(MJ/m3) U3’(MJ/m3)

TC-D

10 - - - - - 0.85 1.01 0.41 0.43 −0.17
20 - - - - - 1.31 1.62 0.73 0.59 −0.33
40 - - - - - 1.80 2.54 0.84 0.95 −0.79
60 - - - - - 2.52 3.75 1.02 1.50 −1.30

TC-S

10 - - - - - 0.66 0.90 0.32 0.34 −0.25
20 - - - - - 0.95 1.40 0.44 0.50 −0.48
40 - - - - - 1.60 1.98 0.56 0.94 −0.82
60 - - - - - 1.62 2.40 0.62 0.99 −0.85

TU-D

10 0.33 0.35 0.31 0.02 −0.02 0.45 0.50 0.33 0.12 −0.06
20 0.59 0.66 0.53 0.06 −0.10 0.83 1.13 0.55 0.27 −0.36
40 0.75 0.82 0.61 0.13 −0.11 1.01 1.34 0.66 0.35 −0.37
60 0.89 1.01 0.74 0.15 −0.17 1.35 1.98 0.83 0.52 −0.69

TU-S

10 0.26 0.28 0.24 0.02 −0.03 0.36 0.48 0.24 0.12 −0.12
20 0.38 0.43 0.32 0.06 −0.08 0.52 0.85 0.34 0.18 −0.35
40 0.54 0.64 0.41 0.10 −0.15 0.71 1.15 0.46 0.25 −0.48
60 0.59 0.66 0.42 0.17 −0.15 0.85 1.48 0.50 0.36 −0.70

5. Conclusions

(1) The peak strength difference between dry and saturated sandstones grows with the increasing of
initial confining pressure, and the effect of water on rock strength is more remarkable under high
initial confining pressures. As a result, when the sandstone specimens are saturated by water,
the values of cohesion, internal friction angle and Young’s modulus are decreased whereas the
Poisson’s ratio is increased.

(2) In the conventional triaxial compression test, both macroscopic and microscopic failure of the rocks
show a combined tension and shear fracture under low initial confining pressure (σ0

3 ≤ 10 MPa),
but it shows shear fracture under high initial confining pressure (σ0

3 > 10 MPa). The microscopic
failure of the rock in unloading test mainly shows a combined tension and shear fracture, which is
consistent with the macroscopic failure of sandstone under low initial confining pressure (σ0

3 ≤ 20
MPa). However, under high initial confining pressure conditions (σ0

3 > 20 MPa), it mainly shows
shear fracture in macroscopic view. The failure of sandstone in unloading test is more violent
than that the failure under triaxial loading test, particularly for dry sandstones.

(3) The energy evolution processes confirm that there are some differences for rock specimens under
different confining pressures, particularly for the elastic deformation stage. During this stage,
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the total energy (U) and elastic strain energy (Ue) curves are almost overlapped when the rock
specimen is under low initial confining pressures. However, when the rock is under high initial
confining pressures, U and Ue begin to separate, and the absorbed energy is basically stored as Ue,
partially as the dissipative strain energy (Ud). The internal damage has occurred and the internal
cracks of the rock develop earlier under the high initial confining pressure conditions.

(3) The energy consumption during the failure process mainly contributes to crack initiation and
internal damage in loading tests. In unloading test, the energy is mainly consumed for the
circumferential deformation and converted into kinetic energy for rock failure. The failure of the
saturated rock is relatively moderate because the absorbed energy is mainly used for internal
damage and only a part of energy is used for release. Rockburst phenomenon is tended to occur
for dry rocks, especially under triaxial unloading conditions. It also indicates that the water
injection of the rock may be effective to prevent rockbursts under high in-situ stresses conditions.
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Abstract: Ethylene propylene diene monomer (EPDM) has superior mechanical properties, water
resistance, heat resistance, and ozone resistance. It can be applied to various products owing to its
low hardness and high slip resistance properties. A grommet is one of the various products made
using EPDM rubber. It is a main component of automobiles, in which it protects wires throughout
the inside and outside of a vehicle body. The grommet, made of EPDM, has different mounting
performance depending on the process parameters and the shape of the grommet. This study
conducted optimization to improve the mounting performance of a grommet using EPDM materials.
The physical properties of the main molding materials were investigated according to process
parameters. A grommet was fabricated according to the process parameters of fabrication. Insertion
force and separation force were examined through experiments. Nonlinear material constants were
determined through uniaxial and biaxial tensile tests. The nonlinear analysis of the grommet was
conducted, and a compound design that incorporated the shape parameters for the minimum load of
each part was derived. Then, additional nonlinear analysis was performed. This was followed by a
comparative analysis of the actual model through experimental evaluation.

Keywords: Ethylene-propylene diene monomer rubber EPDM; grommet; physical properties;
optimization of shape design

1. Introduction

Ethylene propylene diene monomer (EPDM) rubber is a terpolymer in which ethylene, propylene,
and diene are irregularly bonded. Compared to general rubbers, it has superior mechanical properties,
water resistance, heat resistance, and ozone resistance. In addition, it has high inheritance and corona
discharge resistance because of limited in its chemical structure [1]. Moreover, it can be applied to
various products owing to its low hardness and high slip resistance properties [2,3]. Numerous studies
have been conducted based on the diverse applications of EPDM, with a focus on the reliability of
EPDM-based products [4–6]. Studies have been conducted to analyze the physical characteristics of
composite materials [7,8].

A grommet is one of the various products made using EPDM rubber [9]. It is a main component
of automobiles, in which it protects wires throughout the inside and outside of a vehicle body. Unlike
conventional plastic, EPDM rubber is characterized by high flexibility, high elasticity, and high
tensile strength. It is fabricated through an injection molding process. Grommets are also produced
through the injection molding process of EPDM [7]. The parameters of this process, such as time and
temperature, not only change the physical properties of raw materials but also affect the insertion force
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and separation force generated during mounting a grommet on a body when molding a grommet
product. Accordingly, in this study, to analyze the physical properties of raw materials according
to process parameters, we set the main factors of molding process parameters using a design of
an experimental method (DOE) [10–12]. Specimens were prepared according to process conditions.
Tensile strength and elongation were measured, and the correlation was analyzed.

The process parameters of EPDM raw materials were set, and the experimental design was
established by applying factorial designs from among experimental design methods. The physical
properties of the raw materials were tested using the standard test method for soft vulcanized rubber
(KS M 6518) [13] for confirming the changes in the physical properties according to process parameters.
The physical properties of EPDM were checked and reflected during grommet vulcanization [14].
The experimental design was established using factorial designs among the bellows type, cable type,
and cable-less type. Then, we compared and analyzed the maximum insertion force and maximum
separation force generated during mounting. It was confirmed that an insertion force and separation
force tended to not occur depending on process parameters. We conducted the nonlinear analysis
of EPDM to improve grommet design for mounting performance. For this purpose, stress–strain
rate information was obtained through uniaxial and biaxial tensile tests, and the nonlinear material
constants required for the analysis were determined. The shape parameters of the grommet were set,
and a mounting performance simulation was conducted for various shapes. Based on the analytical
results, we derived the dimensions for optimizing grommet mounting performance. Additional
analysis was conducted with the derived dimensions. An actual grommet was manufactured and
analyzed to verify its feasibility.

2. Experimental Analysis Based on Molding Process Conditions

2.1. Analysis of Physical Properties Based on Molding Process Conditions

The physical properties of EPDM rubber, which is a raw material for making grommet, were
analyzed according to the conditions of the injection process. The controllable factors that were
expected to affect the physical properties were set, and specimens were fabricated according to the
KS M 6518 [13] standard for each experimental condition. The physical properties were set as tensile
strength and elongation, which were measured using a universal testing machine. Table 1 shows the
main process parameters for injection molding. The experiment was conducted 16 times. The table
shows the experimental conditions for each process value.

Table 1. Experimental conditions for different process values (DOE).

No.
Temp.
(◦C)

Time
(s)

Degassing
Strength

(Mpa)
Elongation

(%)
No

Temp
(◦C)

Time
(s)

Degassing
Strength

(Mpa)
Elongation

(%)

1 160 200 � 11.2 969.0 9 160 200 X 10.5 968.3
2 160 200 � 11.1 960.4 10 160 200 X 10.8 944.8
3 160 600 � 13.4 853.9 11 160 600 X 13.5 851.5
4 160 600 � 12.9 815.2 12 160 600 X 13.0 821.2
5 180 200 � 13.2 840.5 13 180 200 X 12.8 838.7
6 180 200 � 13.1 836.0 14 180 200 X 13.2 844.8
7 180 600 � 13.4 775.0 15 180 600 X 13.0 749.7
8 180 600 � 13.7 792.3 16 180 600 X 13.3 767.1

Figure 1 shows the main effects and interactions of the factors that affect tensile strength.
Temperature and time affect tensile strength, while degassing does not. Additionally, interactions
occur according to time and temperature and no interactions occur, owing to degassing.
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(a) (b) 

Figure 1. Main effects plot and interaction plot for tensile strength. (a) Main effects plot for tensile
strength; and (b) Interaction plot for tensile strength.

Table 2 shows the analysis of variance (ANOVA) result for the factors that affect tensile strength.
ANOVA is a collection of statistical models and their associated estimation procedures (such as the
“variation” among and between groups) used to analyze the differences among group means in a
sample. ‘Adj. SS’ represents the sum of squares, ‘Adj. MS’ is the mean squares, and ‘F-Value’ is the
value of the adj. The SS of each factor divided by the mean squares error. ‘p-value’ was derived based
on F value. p values larger than 0.05 are pooled as error terms, and only significant factors are shown.
The regression Equation (1) was derived through ANOVA analysis. The R2 value of the regression
equation is 94.59% and the adj. R2 value is 93.24%.

tensile strenght = −15.59 + 0.1585Temp + 0.04592Time − 0.00025Temp × Time (1)

Table 2. ANOVA result for tensile strength.

Source DF Adj SS Adj MS F-Value p-Value

Model 3 15.95 5.31661 69.95 0.000
Linear 2 11.91 5.95374 78.33 0.000

Temp (°C) 1 5.380 5.38007 70.78 0.000
Time (s) 1 6.5274 6.52741 85.88 0.000

2-way interactions 1 4.0423 4.04234 53.18 0.000
T (°C) × Time (s) 1 4.0423 4.04234 53.18 0.000

Error 12 0.9121 0.0760
Total 15 16.8619

2.2. Elongation according to Time and Gas Removal Conditions

Figure 2 shows the plot of the major factors that determine elongation. Time and temperature
affect elongation, and gas removal has a minor effect on elongation. Figure 2b shows the diagram of
the interactions. It can be confirmed that temperature and time affect each other.

Table 3 shows the ANOVA results for the analysis of the factors that affect elongation. Based on
the analysis of tensile strength according to process parameters, temperature and time affect tensile
strength and elongation, while degassing does not. However, a few specimens without degassing did
exhibit pores. We set the degassing parameter in additional experiments. The regression Equation (2)
was derived through ANOVA analysis. The R2 value of the regression equation is 96.69% and the adj.
R2 value is 95.86%.

elongation = 2213 − 7.436Temp − 1.437Time − 0.00702Temp × Time (2)
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(a) (b) 

Figure 2. Main effects plot and interaction plot for elongation. (a) Main effects plot for elongation; and
(b) Interaction plot for elongation.

Table 3. ANOVA result for elongation.

Source DF Adj SS Adj MS F-Value p-Value

Model 3 75,096.2 25,032.1 116.87 0.000
Linear 2 71,937.7 35,968.9 167.93 0.000

Temp. (°C) 1 34,243.5 34,243.5 159.88 0.000
Time (s) 1 37,694.2 37,694.2 175.99 0.000

2-way interactions 1 3158.4 3158.4 14.75 0.034
T (°C) × Time (s) 1 3158.4 3158.4 14.75 0.002

Error 12 2570.2 214.2
Total 15 77,666.4

2.3. Measurement of Grommet Mounting Performance according to Molding Process Parameters

We derived the process parameters that increase mounting performance by measuring mounting
performance according to grommet shape. Based on the results described in the previous section,
temperature and time were set as the process parameters because they affect tensile strength and
elongation. We set the maximum and minimum values for each factor according to grommet shape and
fabricated the grommet. Here, degassing was applied in the fabrication of all products. The mounting
performance of the products was analyzed by measuring the insertion force required for fastening
the grommet and the required separation force. Insertion force and separation force were measured
using a universal tensile tester when the grommet was inserted into or removed from a panel fixing jig.
The experimental speed was set as 50 mm/min, and the experiment was repeated twice. We employed
three widely used types of shapes for the grommet. The temperature and time parameters for molding
the grommet of each shape in the initial test are shown in Table 4. Figure 3 shows the types of
grommet shape.

Table 4. Experimental conditions.

Type
Temp. (◦C) Time (s)

Min(−1) Max(1) Min(−1) Max(1)

Bellows 160 180 200 600
Cable 170 190 400 800
Blank 180 200 300 900
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(a) (b) (c) 

Figure 3. Grommet shapes. (a) Bellows type; (b) Cable type; and (c) Cable-less type.

The insertion force and separation force for different grommet shape types are given in Table 5.
ANOVA was used to analyze the insertion force and separation force for each type of shape,
and it was confirmed that there was no difference between insertion force and separation force
according to grommet process parameters. As shown in Figure 4, even though there is no difference
between insertion force and separation force according to process parameters, the times at which the
maximum insertion force and maximum separation force occur vary depending on process parameters.
This appears to be because the elongation rate changes according to process parameters. Moreover,
it was confirmed that the change in insertion force and separation force was more influenced by the
changes in the shape of the grommet.

Table 5. Experimental results.

Process Value Bellows Type Cable Type Cable-Less Type

Temp. Time
Insertion

Force
Separation

Force
Insertion

Force
Separation

Force
Insertion

Force
Separation

Force

−1 −1 94.1 85.3 226.5 120.6 99.0 73.5
1 1 94.1 88.3 268.7 119.6 97.1 65.7

  
(a) (b) 

Figure 4. Insertion force and separation force experimental results according to process parameters by
grommet type. (a) Insertion force results according to grommet shape type; and (b) separation force
results according to grommet shape type.

3. Nonlinear Analysis Using FEM

3.1. Parameter Settings According to Shape

This study considered that the factors that influenced insertion force and separation force were
more affected by the shape of the product than by the process parameters of the product. Therefore,
the shape of the product was parameterized to analyze insertion force and separation force according
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to the changes in shape. Figure 5 shows the shape parameters of the main part of the grommet, and
Table 6 shows the values of each shape parameter.

Table 6. Parameters according to shape.

Level a (mm) b (mm) c (mm) d (mm) e (°C)

1 4 10 1 5 135
2 4.5 11 1.5 6 145
3 5 12 2 7 155

 
Figure 5. Grommet shape parameter settings.

3.2. Nonlinear Analysis by Setting Material Constants

Unlike metals, rubber retains its elasticity even under large strain. As rubber has hyper-elastic
properties that exhibit nonlinearity between load and strain, it is important to understand its nonlinear
properties [15]. We conducted uniaxial and biaxial tensile tests of EPDM rubber to obtain stress–strain
rate information. Then, we determined the nonlinear material constants required for finite element
analysis. The uniaxial and biaxial tensile tests were performed using an EPDM 50 material to
obtain stress–strain data, as shown in Figure 6. We determined the material constants required for
nonlinear analysis. The tensile test was performed using the KS standard dumbbell-type three test [13].
The Mullins effect is observed in EPDM materials, such as rubber, in which the initial molecular
structure is rearranged upon repeated loads [16–19]. As shown in Figure 6a,b, as strain range gradually
increases, if a strain larger than the previously applied strain is received, a certain permanent strain
occurs and strain does not become zero, even if stress is zero. In addition, while the gauge distance of
a specimen increases in the repeated loading process, the cross-sectional area decreases.

The nonlinear material constants for finite element analysis were obtained through the curve
fitting of the stress-strain data obtained in the uniaxial and biaxial tensile tests. The relationship
between stress and strain was determined to obtain the final nonlinear material constants considering
the change in the cross-sectional area under the repeated loading of rubber, as shown in Figure 7.

The Ogden model was used for nonlinear analysis. An Ogden model is a hyper elastic material
model that can be used for predicting the nonlinear stress-strain behavior of materials such as rubber
or polymer. Ogden model was introduced by Ogden in 1972, and the strain energy density function
for an Ogden material is as follows (3)

w =
n

∑
k=1

μk

(
λ

ak
1 + λ

ak
2 + λ

ak
3 − 3

ak

)
(3)
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where w: Strain energy density; μk, ak: Ogden constants; and λ: Stretch ratio; n = 3.

 
(a) (b) 

Figure 6. Experimental stress–strain curves for compound EPDM. (a) Uniaxial tension;
(b) Biaxial tension.

(a) (b) 

Figure 7. Stable stress–strain curves for compound EPDM. (a) Uniaxial tension; and (b) biaxial tension.

Table 7 shows the coefficients of the Ogden model with a strain range of 100%, which is a
material model used to describe nonlinear material constants. The ABAQUS commercial software was
used [20–22].

Table 7. Ogden model 3rd constant values.

Material
Ogden Model 3rd Constant Values

μ1 μ2 μ3 α1 α2 α3

EPDM50 (100%) 3.557 8.004 4.550 × 10-1 2.000 × 10-2 4.000 × 10-3 2.381

Figure 8 shows an image of the analysis results. Figure 8a shows the initial state before analysis
and (b) shows graphically one of the various analysis results. The maximum value of insertion force
and separation force was confirmed through the analysis results. The results for insertion force and
separation force were obtained for 32 conditions through the nonlinear analysis, as shown in Table 8.
ANOVA was performed for insertion force and separation force according to shape design parameters.
Results showed that all variables except d were significant among the variables that affected insertion
force, while shape parameters b and e affected separation force.
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(a) (b) 

Figure 8. Analysis results. (a) Sectional view for grommet analysis; and (b) analysis result confirmation
of stress and maximum stress distribution by the position of grommet.

4. Optimization of Shape Parameters

4.1. Derivation of Optimal Shape Parameters

We derived the shape parameters for minimizing insertion force and maximizing separation
force based on the results obtained from the nonlinear analysis. Large values were obtained for shape
parameters a, b, d, and e and a value of 1.313 was obtained for c. Insertion force and separation
force were predicted as 62.46 N and 76.98, respectively. Figure 9 is an optimization graph that shows
insertion force and separation force according to the values of each shape parameter obtained using
the response surface optimization [23].

 
Figure 9. Shape parameter optimization results using response optimization tool.

4.2. Design Verification

As shown in Table 9, nonlinear analysis was conducted to verify the feasibility of the shape
parameters and predicted values were derived using the response optimization tool. To verify the
feasibility of the predicted values, nonlinear analysis was conducted by modeling the values of the
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derived shape parameters. An insertion force of 62.76 N was derived from the results of the additional
nonlinear analysis; the difference from the predicted value (62.46 N) was 0.29 N.

The predicted value of separation force was confirmed to be 77.08 N using the response
optimization tool. The value obtained through the additional nonlinear analysis was 76.98 N, and the
difference between the predicted and analysis values was 0.10 N. Table 9 shows the predicted values
obtained from the response optimization tool and the values obtained via the additional analysis.

Table 9. Comparison of predicted and analysis values.

Classification Predicted Value (N) Analysis Value (N) Difference (N)

Insertion force 62.46 62.76 0.29
Separation force 76.98 77.08 0.10

4.3. Verification of Effectiveness

A grommet was fabricated to experimentally test insertion force and separation force using the
predicted shape parameters. Based on the process variables set in the previous test, the temperature
was set to 170 ◦C and the time was set to 300 s to produce a grommet. The experiments were conducted
as shown in Figure 10. Insertion force was 50.0 N, and separation force was 85.3 N. The predicted and
experimental values are different because, when the grommet is fabricated, a protrusion is formed
to reduce the friction between the grommet and the mounting part in the insertion part. This causes
insertion force to be smaller than the predicted value. Table 10 show the Predicted and measured
insertion force and separation force.

 

(a) (b) 

Figure 10. Comparison of simulated and experimental values. (a) Insertion force measurement;
and (b) comparison of insertion and separation forces.

Table 10. Predicted and measured insertion force and separation force.

Classification Predicted Value (N) Simulated Value (N) Experimental Value (N)

Insertion force 62.5 62.8 50.0
Separation force 77.0 77.1 85.3

5. Conclusions

This study conducted optimization to improve the mounting performance of a grommet using
EPDM materials. The physical properties of the main molding materials were investigated according
to process parameters. A grommet was fabricated according to the process parameters of fabrication.
Insertion force and separation force were examined through experiments. Nonlinear material constants
were determined through uniaxial and biaxial tensile tests. The nonlinear analysis of the grommet was
conducted, and a compound design that incorporated the shape parameters for the minimum load of
each part was derived. Then, additional nonlinear analysis was performed. This was followed by a
comparative analysis of the actual model through experimental evaluation.
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1. The physical properties of EPDM materials were analyzed according to molding parameters.
Tensile strength and elongation were measured. Tensile strength increased with temperature
and time.

2. A grommet was fabricated by applying the process parameters that affected the properties of
specimens. Experiments were conducted to measure the insertion force and separation force
of the fabricated grommet. We confirmed that the maximum load did not change with tensile
strength and elongation. Moreover, differences in insertion time occurred owing to differences
in elongation.

3. Uniaxial and biaxial elongation tests of the EPDM materials were conducted to perform the
nonlinear analysis of the grommet, and physical property data were derived through the Ogden
model. The grommet model was set for each shape parameter and analyzed for various cases.
The influence of insertion force and separation force was confirmed through the set shape
parameters, and the dimensions for minimizing insertion force and maximizing separation force
were derived.

4. Additional analysis was performed for comparing the results of the optimization and experiments
to verify the feasibility of the derived dimensions.
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Featured Application: This study aims to achieve the deterioration rank of the site-inspected

wetting locations of road bridge decks, where the wetting locations can be detected by

non-destructive testing technology. Thus, rational life assessment of bridge decks is secured.

Abstract: Stagnant water on reinforced concrete (RC) decks reduces their life significantly compared
to the case of dry states. Fully submerged states have been investigated as the most severe case,
which is however rarely experienced in reality. Currently, it is possible to simulate concrete–water
interactions for lifetime prediction of RC decks. In this study, fatigue lifetime is systematically
computed for various locations of stagnant water at the upper layer of RC decks. It is found that the
patterns of wet and dry areas have a great influence on the remaining fatigue life even though the
same magnitude of cracking develops. Then, a hazard map for the wetting locations with regard
to the remaining fatigue life is presented based on the systematically arranged simulation. Finally,
a nonlinear correlation is introduced for fatigue life prediction based upon site inspected wetting
locations, which can be detected by non-destructive testing technology.

Keywords: multi-scale simulation; fatigue loading; road bridge decks; stagnant water

1. Introduction

Reinforced concrete (RC) bridge decks suffer from high deteriorations due to environmental
attacks besides traffic loading, where corrosion, freeze and thawing, alkali silica reaction, and shrinkage
and thermal cracking were reported to be significant on the reduction of life of RC decks [1–9].

On the other hand, in high seismic risk countries like Japan, thicknesses of RC decks were aimed
to be thinner in order to reduce the inertia forces at earthquakes to satisfy earthquake resistant design
requirements since bridge slabs are main source of seismic loads to bridges. These limited-thicknesses
of decks (less than 200 mm) were constructed in 1960–70s, where enormous numbers of highway
bridges were built. After around half a century, degradation of bridge decks has been observed from
accumulated loads of daily traffics, where these deteriorations may reduce the safety of users.

Previous research reported that RC slabs exposed to moving loads are extremely deteriorated
compared to those exposed to fixed-point pulsating ones. The reversal cyclic-shear along crack planes
induced by moving wheel type loading rapidly deteriorates the shear transfer of aggregates interlock
along concrete cracks [10]. Finally, RC slabs speedily lose their stiffness until total failure. Thus, we
have common issues in view of bridge deterioration where mechanical fatigue loads and environmental
actions develop together with more or less interaction.
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It should be noted that the performance of RC decks can be upgraded by utilizing pre-stressing
techniques [11] for newly constructed bridges. In fact, traffic-induced cracking is suppressed and
water may not come inside crack gaps of concrete. However, we have to face serious problems such as
that damaged RC decks of many bridges cannot be easily replaced since it will directly disturb the
traffic flow leading to social problems. Therefore, old RC decks shall be retrofitted and/or limitedly
replaced for extending the lifetime of RC decks on the basis of reliable maintenance plans.

Moreover, stagnant water from rainfall may remain on RC bridge decks due to imperfect
waterproofing works and/or insufficient maintenance. Stagnant water is well recognized to seriously
influence fatigue life [12–17], where performance of concrete is weakened and disintegration between
aggregates and cement binder has been reported from experiments and site investigations, as shown
in Figure 1. Accelerated wearing of the surface of cracks is demonstrated experimentally by cyclic
shear tests in pure water, and the loss of the strength of concrete is qualitatively explained by changing
the surface energy of Calcium-Silicate-Hydrate (CSH) binders. Under a high deformational rate,
condensed water cannot easily disperse leading to a sharp rise and/or fall of the pore water pressure
owing to its viscosity [18]. Fatigue loading experiments of water supply on RC decks demonstrate the
negative impacts on their lives, and it was reported that the reduction in fatigue life is around 1/200 of
the dry states [12,13].

 

Figure 1. Site and experimental investigations for the disintegration phenomenon.

In recent research [17], predictive models were proposed for fatigue life of RC decks based on site
inspected cracks under stagnant water, where artificial neural network model and mechanics-based
correlation are introduced on the basis of an enormous number of investigated crack patterns. However,
in the mentioned research, the RC decks are assumed to be in fully submerged states for safer and
conservative assessment of RC decks at the current moment. It was found that cracks with the existence
of stagnant water have more negative impacts on fatigue life of RC decks than the cracks in dry states,
but it should be noted that the negative impacts of stagnant water on fatigue life are much higher than
the one of the cracks as an overall.

Most of these research usually has targeted RC decks in fully submerged conditions, but little
attention has been directed to more realistic moisture states where the wet area is scattered in space.
Nowadays, some multi-scale simulation can deal with the crack to water interaction on the basis of
upgraded constitutive laws for fatigue and Biot’s theory [19–21], where spatially non-uniform wetting
and dry regions can be numerically reproduced. On the other hand, in the past few decades, there were
no quick-feasible technologies for detecting the wetting regions in real RC decks on site. However,
currently, Mizutani et al. [22] are developing a fast detection technique for wetting locations in the

416



Appl. Sci. 2019, 9, 607

upper layer by signal processing of UHF-band ground penetrating radar. This technique has been
validated at the site and partially utilized in bridge maintenance in Japan.

In this study, the authors investigate the remaining fatigue life of various wetting regions in the
upper layer of RC decks by utilizing the multi-scale simulation. It is empirically known that locations
of stagnant water substantially affect the remaining fatigue life and that the wheel-loading path is the
highest risk area that may reduce the fatigue life. Then, a detailed hazard map on wetting locations in
between pavement and the concrete decks is aimed to meet the challenge of rational life assessment.
Finally, a predictive correlation is proposed for fatigue life of RC decks based on site inspected wetting
locations with high accuracy.

2. Methodology for Predicting the Remaining Fatigue Life

Figure 2 shows the methodology for predicting the remaining fatigue life of RC decks based upon
site inspected wetting locations on the surface of decks as follows:

1. Ground penetrating radar is installed on a vehicle that runs about 80 km/h over the bridge,
where signal responses of the hidden information of RC decks below the pavement layers are
detected [22].

2. These signals are processed to achieve sound locations of the water especially at the upper surface
layer of RC decks.

3. These wetting locations are induced into the finite element model by utilizing the multi-scale
simulation program.

4. Travelling wheel load is applied until the failure of RC decks based on a failure criterion that will
be stated in a later section.

5. Finally, remaining fatigue life of RC decks is computed.

The life-simulation is based upon the multi-scale thermo-hygral analysis [21], where the
constitutive laws are upgraded for high cycle fatigue loading and the concrete–water interaction [20,21]
as shown in Figure 3. The micro-fatigue model with cyclic pore pressure was integrated into
the multi-scale simulation, where the average stiffness degrades with the disintegration of the
aggregates-cement composites during the fatigue simulation of concrete with condensed water.
The disintegration phenomenon between aggregates and cement composites is reproduced by
integrating the damage evolved with increasing local pressure between aggregates and cement paste.
This local pressure, which is also computed by the constitutive model for multi-directional cracked
concrete, degrades the bond between cement matrix and aggregates leading to erosion of the composite
system [20].

On the basis of previous research of the freeze-thawing mechanism [23] and rate-type of fatigue
modelling [24], Equation (1) [21] expresses the overall stresses of disintegrated reinforced concrete,
where it is computed by integrating three constitutive models: (1) non-eroded concrete with and
without cracking, (2) steel reinforcement and (3) assembly of aggregates. When there is no erosion
caused by internal water impact, stresses of the element are rooted in (1) and (2). If full disintegration
develops finally, the total stresses come solely from (3). Here, the erosion factor denoted by K is defined
to interpolate these two extreme states. Then, we have

σij = K · σc,ij +
√

K · σs,ij + (1 − K) · σagg,ij

K = e−Z

dZ = −10n · (1 + fn) · pampl
fn · dp

(1)

where σij is total compressive stress tensor, σc,ij and σs,ij are stress tensors carried by cracked concrete
and steel reinforcement, σagg,ij is the stress tensor representing the fictitious aggregate particles, Z is set
forth as an accumulated damage of concrete in micro-pore structure, (n, fn) are coefficients related to
the intersection and the slope of S–N diagrams and equal to (2.0, 0.4), respectively, pampl is amplitude
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of pore water pressure. The concrete and steel stresses (σc,ij and σs,ij) are computed from the given
space-averaged strain of finite element by the non-orthogonal multi-directional cracked concrete
constitutive model and the aggregate stresses are computed by the multi-spring soil model [21].

During evolution of the disintegration, the cement binder is eroded and the effective stress of
the concrete and steel parts is degraded until reaching zero at the same particular time of full erosion
(K = 0). Here, the assembly of the remaining aggregates still can sustain compressive stresses from
volumetric contraction similar to the behavior of soil particles in the geotechnical field, where the
stiffness of the aggregates assembly without cement binder is estimated to be 1/100 of the normal
concrete [25]. Finally, by that model, the deterioration from the elevated pressure of crack–water
interaction during fatigue loading can be simulated.

Figure 2. Overview of remaining fatigue life prediction methodology.

 

Figure 3. Constitutive laws of concrete–water interaction.

3. Specifications for the Parametric Study

3.1. Referential Reinforced Concrete Deck

In this study, we select a referential RC deck in reference to typical old bridge decks in Japan.
Figure 4 shows the dimensions and the reinforcement arrangement of the targeted deck. A large
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amount of RC decks, which are currently problematic in maintenance due to short fatigue life, were
designed as one-way slab supported by side girders, while their length generally depends on several
conditions such as the span of adjacent girders. In a previous research study [26], 6.0 meters’ length
was selected as a reference to represent a large amount of bridge infra-stocks in Japan. Thus, the
authors select the same target as well.

 

 

Figure 4. Dimensions and reinforcement of the reinforced concrete (RC) deck discussed.

3.2. Material Properties

Material properties of concrete and steel of the studied deck are shown in Table 1 on the basis of
general design values used in the past construction practice of highway bridge decks.

Table 1. Material properties of the slab for analysis.

Material Type Concrete Steel Reinforcement

Young’s Modulus N/mm2 24,750 205,000
Compressive Strength N/mm2 30 295

Tensile Strength N/mm2 2.2 295
Specific Weight kN/m3 24 78

3.3. Wheel-Type Moving Load

Referring to the specification for highway bridges-Part III [27], the deck is subjected to travelling
wheel-type design load of 98 kN as shown in Figure 5. Running speed of the wheel is chosen as
60 km/h, which is used to be the legal speed limit for national routes. The dimensions of the wheel are
500 and 250 mm in reference to the contact area of wheel tires.

Figure 5. Standardized state of the RC deck discussed.
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3.4. Failure Criterion

The fatigue limit state was specified according to the central live load deflection on the basis
of past experiments and experiences [28,29]. When the live load deflection defined by Equation (2)
reaches the limit state, which is equivalent to the loss of bond in flexure between concrete and steel
(see Figure 6), it is judged as the fatigue failure criterion. We also accept this failure criterion in order to
refer to our past research works. As this limit state live load deflection, from the experimental results,
is equal to (∼=3) times its initial value, the authors directly apply the criterion denoted by Equation (3).

Figure 6. Experimentally obtained live load deflection with equivalent number of cycles.

Generally, fatigue life of RC decks is dependent on dimensions, material properties, and boundary
conditions of the specimens. However, this fatigue failure criterion was empirically found to be rational
since the properties of RC decks are rooted in the mere values of live load deflection. Moreover, it
should be noted that the fatigue rupture of steel rebar, under moving loading, does not occur before
failure of concrete [30]. Therefore, this criterion is thought to be feasible for the assessment of the
failure of RC decks.

δL,N = δ1,N − δ2,N, (2)

δL,N/δL,0 ≥ 3.0, (3)

where δL,N is central live load deflection at the Nth of cycles, δ1,N is central total deflection at the Nth of
cycles at the loading step, δ2,N is central total deflection at Nth of cycles at unloading step, δL,0 is initial
live load deflection, and Nf is the failure number of cycles corresponding to (δL,N from Equation (3)).

3.5. Numerical Model

The simulation model is discretized with finite elements by using the open code program
“FABriS” [26], which is specialized for the wheel-type moving load on RC bridge decks. Mesh size
is chosen to be 250 × 250 mm in the x–y plane, and the number of layers in the z-direction is four
as shown previously in Figure 5. The slab is supported by hinges at the boundaries of the RC deck.
The studied cases of the effect of wetting locations on the fatigue life of the RC deck are based on
varying the wetting locations among the top layer of the RC deck, as shown in Figure 7, since the
radar system technique can efficiently obtain this kind of information from site [22]. The simulation
explained as above has been validated by experiments and site inspection data [17].
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Figure 7. Standardized states for stagnant water studied cases.

4. Dry and Wet Ambient Conditions

The fatigue life of the referential RC deck in dry conditions and fully submerged was investigated
in previous research [17,26,31]. However, this study targets the effect of wetting locations only at the
upper entire surface layer of the RC deck. Figure 8 shows the relation of load cycles and the central
live load deflection of three cases: dry, upper mesh layer “wet”, and full submerged conditions, where
their remaining fatigue lives are 221.49, 8.16, and 2.93 million cycles, respectively, as shown in Table 2.

Figure 8. Load cycles and central live load deflection of dry and wet ambient conditions.

Table 2. Remaining fatigue life of dry and wet ambient conditions.

Case
Remaining Fatigue Life

(Million Cycles)
Reduction in Life

(Compared to Dry Case)

Dry Condition 221.49 1.0
Upper Layer (Wet) 8.16 1/27

Submerged 2.93 1/75

The pore-mechanics based simulation can indicate the profile of erosion by K factor (Equation (1))
at the central zone of the referential RC deck (upper layer “wet” in Table 2). Concrete erosion is
severe around the path of the moving wheel as shown in Figure 9, and the concrete is fully eroded
at 70,000 cycles as shown in Figure 10. The computed erosion profile matches the reality of the RC
decks in the laboratory. Figure 11 shows the rise and decay of the pore water pressure. When the
concrete composite is more or less sound as solid, pore pressure may rise according to the external
load. However, when the erosion evolves much, the pore water pressure cannot rise because the water
may easily pass through an assembly of cracks. In accordance with the erosion, we have varying
compressive stresses of concrete at the top layer central elements and tensile stresses of reinforcement
at the bottom ones as shown in Figures 12 and 13, respectively.
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Figure 9. Multi-scale simulation of RC deck under fatigue loading in upper layer “wet” case.

 

Figure 10. Load cycles and the erosion factor of the central zone of the RC deck.

 

Figure 11. Load cycles and the pore water pressure of the central zone of the RC deck.
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Figure 12. Load cycles and the top compressive stresses of the transverse direction of the central zone
of the RC deck.

Figure 13. Load cycles and the bottom-steel tensile stresses of the central zone of the RC deck.

5. Case Study

Figure 14 shows the non-uniform patterns of the locations of stagnant water (30 cases) at the
top surface of studied RC deck. The relation of the wetting rate at the top surface (WR) expressed in
Equation (4), and the computed fatigue lives is shown in Figure 15, where their detailed remaining
fatigue lives, normalized fatigue life by the fully dry condition, and WR indices are listed in Table 3.
The simulation results prove the wide range of fatigue life despite of the same WR aiming at the
significance of wetting patterns on the fatigue life. It is clear that the fatigue life is significantly reduced
when the wetting locations are at the central zone of the wheel loading path as the following cases: (3),
(13), (16), (20), (27), and (29).

On the other hand, the impact of stagnant water is significantly reduced, when the wetting
locations are near the sides of the deck, away from the wheel loading path, as the following cases:
(4–9), (17–19), and (26). It is demonstrated that the negative impact of the stagnant water on the fatigue
life is reduced as the wetting locations start to be farther from the central zone of the wheel-loading
path, as shown in Figure 16, where X is the longitudinal distance of the central wetting location to the
center of the RC deck.

WR% =
∑k=n

k=1 (Ek)

n
× 100, (4)

where WR% is the wetting rate among the top mesh layer of the RC deck, k is the kth element at the
top surface, Ek is environmental condition of the kth element (0 for dry, 1 for wet), and n is the total
number of elements at the top surface of the deck (336 is this study).
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For further investigation for the wetting pattern, a comparison has been made between case (5)
that has low water impact and case (16) that has high impact, where the difference in their fatigue lives
is around 1.6 times despite of the quite close value of WR. Figure 17 shows the development of the
central live load deflection with loading cycles for cases (5) and (16), where their remaining fatigue
lives are 160.0 and 99.8 million cycles, respectively. By investigating the rate of erosion of the concrete
at the wetting locations for both cases (see Figure 18), it is obvious that the erosion starts earlier in
case (16) than case (5). This is also clear in the rise of the pore water pressure for each case at the
same particular time of reaching full erosion (K = 0), as shown in Figure 19. This can be explained by
checking the average principal strains at the bottom surface of the RC deck just below their wetting
locations, as shown in Figure 20.

 

Figure 14. Location patterns of stagnant water.

 

Figure 15. Relation of wetting rate at the top layer of RC deck and the fatigue life.
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Table 3. Studied remaining fatigue lives and wetting rates.

Case
Life

“Million Cycles”
Normalized

“Dry”
WR% Case

Life
“Million Cycles”

Normalized
“Dry”

WR%

1 171.7 0.78 2.4 16 99.8 0.45 4.8
2 153.8 0.69 2.4 17 184.0 0.83 9.5
3 128.3 0.58 2.4 18 173.5 0.78 14.3
4 174.9 0.79 3.6 19 164.5 0.74 19.0
5 160.0 0.72 3.6 20 69.7 0.31 23.8
6 165.7 0.75 3.6 21 153.1 0.69 4.8
7 193.6 0.87 3.6 22 150.6 0.68 4.8
8 192.6 0.87 3.6 23 137.6 0.62 7.1
9 196.5 0.89 3.6 24 81.0 0.37 14.3
10 115.5 0.52 8.3 25 8.2 0.04 100.0
11 121.7 0.55 8.3 26 174.0 0.79 28.6
12 175.7 0.79 8.3 27 13.1 0.06 28.6
13 88.8 0.40 4.8 28 24.2 0.11 85.7
14 124.2 0.56 8.3 29 43.6 0.20 14.3
15 93.1 0.42 14.3 30 80.6 0.36 14.3

 

 

Figure 16. Effect of wetting locations on the fatigue life of RC decks.

Figure 17. Load cycles and the central live load deflection of cases (5) and (16).
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Figure 18. Load cycles and the erosion factor of the upper zone of cases (5) and (16) at their
wetting locations.

Figure 19. Load cycles and the pore water pressure of the upper zone of cases (5) and (16) at their
wetting locations.

Figure 20. Load cycles and the average principal strains of the bottom zone of cases (5) and (16) at their
wetting locations.
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It is found that the amplitude of the principal strains for case (16) is higher than that of case (5),
since it is the location of maximum bending moment, where the flexure cracks occur with great strain.
On the other hand, flexural cracks are dispersing as we go farther from the central zone of the RC deck,
where the reduction of principal strains for case (5) is clearly seen. The segregation of aggregates and
cement paste is dependent on the opening and closure of the cracks, where the pore water pressure
increases at the closure of the cracks leading to the damage of the local interface between the aggregates
and the cement binder, as shown in Figure 21. Thus, more flexure cracks and deformation amplitudes
of case (16) lead to the negative impacts on the remaining fatigue life compared to case (5).

Figure 21. Mechanisms of disintegration of concrete under high cycle fatigue.

6. Hazard Map for Engineering Practice

In this section, the authors try to build a hazard map of water for the wetting locations based
on the simulation results. Cases (1~9), besides the laws of symmetry, are utilized to build the hazard
map since these cases cover one quarter of the top surface of the RC deck without overlapping, as
shown in Figure 22. The normalized fatigue life compared to the full dry state of the reference case is
normalized between 0 and 1 to achieve 2D contour lines of the hazard map with the upper bound of
(1) and the lower one of (0), which denote the lowest and the highest hazard regions, respectively, as
shown in Table 4. Finally, a hazard map for the wetting locations is introduced, as shown in Figure 23.
It is demonstrated that the central zone of the wheel-loading path is highly hazardous. The introduced
hazard map allows the bridges’ inspectors to evaluate the risk of the RC decks by utilizing the visual
and/or non-destructive inspection [22,32].

 

Figure 22. Methodology for achieving the hazard map.
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Table 4. Utilized cases for building the hazard map.

Case
Life

“Million Cycles”
Normalized

“Dry”
Normalization

(0 and 1)

1 171.7 0.78 0.65
2 153.8 0.69 0.35
3 128.3 0.58 0.00
4 174.9 0.79 0.68
5 160.0 0.72 0.45
6 165.7 0.75 0.55
7 193.6 0.87 0.94
8 192.6 0.87 0.94
9 196.5 0.89 1.00

Figure 23. Hazard map for the wetting locations of higher risk.

7. Predictive Correlation

On the basis of the proposed hazard map, a predictive correlation for fatigue life of RC decks,
based upon site inspected wetting locations, is introduced. The top surface of the RC deck is divided
into four regions (see Figure 24), where WR index (Equation (4)) is calculated for each zone. Then,
a predictive damage index (D.I.) is introduced by integrating the WR index for the four regions, where
each region is assigned to different weight based on its risk impact, as shown in Equation (5). Finally,
nonlinear correlation (Equation (6)) is introduced for the remaining fatigue life as a function of the
proposed damage index. Figure 25 shows the relation of the damage index and the fatigue life of the
studied cases, where the regression coefficient, coefficient of variation (C.O.V), and prediction interval
of variance of 95% (P.I.) of the proposed correlation are 0.91, 21%, and 17%, respectively. The proposed
correlation offers to analyze the remaining fatigue life of RC deck based on site inspected wetting
locations with high accuracy:

D.I. = 0.55 · WR1 + 0.23 · WR2 + 0.17 · WR3 + 0.05 · WR4, (5)

Life = 1.49 + 1.43 · tanh(−0.36 − 0.24 · D.I.), (6)

where D.I. is the damage index of water impact, and (WR1, WR2, WR3, WR4) are wetting rates for the
regions shown in Figure 24 and calculated from Equation (4).
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Figure 24. Damage index concept.

Figure 25. Relation of the damage index of water impact and the normalized fatigue life.

8. Conclusions

The impact of wetting by the stagnant water on the remaining fatigue life of the RC decks is
studied by utilizing the multi-scale simulation, which was previously validated by experiments and
site experiences, and the following conclusions are earned.

1. The patterns of wet and dry areas have a great influence on the remaining fatigue life of the
RC decks.

2. It is found that the central zone of the wheel-loading path is the wetting location of higher risk
on the fatigue life.

3. The negative impacts of stagnant water reduce gradually as the wetting locations go farther from
the central zone of the wheel-loading path, where these impacts tend to significantly reduce at
the sides of the RC deck away from the wheel-loading path.

4. A hazard map for the wetting locations of higher risk is proposed based on the simulation results,
which is beneficial for bridges’ inspectors.

5. A predictive correlation is proposed for fatigue life prediction of RC deck based on site inspected
wetting locations with high accuracy, which fulfill the engineers’ needs to conduct the risk
assessment of RC decks during maintenance.
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It should be noted that the scope of the proposed predictive correlation is to achieve the risk
magnitude of inspected wetting locations with regard to the reference RC deck. For other RC decks,
whose dimensions and material properties differ from the referential RC deck, the sensitivity of the
proposed correlation will be checked in the near future regarding its generalization to deal with any
RC deck. Then, as a next future step, the authors aim to couple the introduced predictive model in
this study with our previous proposed artificial intelligence (AI) models that deal with fatigue life
prediction based on site-inspected cracks [17,26,31].
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Abstract: In visual inspection of bridges at sites, much attention is given to the density and
width of cracks of concrete, but little attention is paid to crack orientation for the diagnosis of
bridge performance. In this research, the effect of crack orientation on the remaining fatigue life
of reinforced concrete (RC) bridge decks is investigated for crack patterns with a wide range of
possible crack orientations. The data assimilation technology of multi-scale simulation and the
pseudo-cracking method, which are widely validated for fatigue-lifetime simulation, are utilized in
this study. The impact of the crack direction on fatigue life is found to be associated with the coupled
flexure-shear mode of failure, and the mechanism to arrest shear cracking by preceding cracks is
quantitatively estimated. This mechanism is similar to the stop-hole to prevent fatigue cracks in steel
structures, and it enables us to enhance the fatigue life of RC decks. It is demonstrated that the crack
orientations that approximate the longitudinal and transverse directions of RC decks are the ones that
most extend remaining fatigue life. Finally, the higher risk cracking locations on the bottom surface
of RC decks are discussed, presenting information of use to site inspectors.

Keywords: fatigue loading; bridge decks; pseudo-cracking method; data assimilation

1. Introduction

Bridges are essential infrastructure for transportation and trade. However, throughout the world,
fatigue-inducing repetitive traffic loads and environment-related defects, such as corrosion, thermal
and shrinkage cracking, and freezing and thawing, lead to degradation of reinforced concrete (RC)
bridge decks [1–9]. Particularly in areas of higher seismic activity, where the reduced weight of bridge
viaducts is beneficial, the fatigue damage of thinner RC decks whose thickness is less than 200 mm is
a common issue. Moreover, the capacity of concrete declines significantly compared to its ultimate
short-term strength [10–16]. In Japan, the preservation plan for Japanese highways [17] calls for more
than 50% of the total maintenance budget to be spent on the renewal and repair of old RC decks, which
were designed and constructed before the 1970s. Thus, the remaining fatigue life of RC decks needs to
be rationally estimated for reliable social stock management.

When assessing the health of bridges, inspectors direct their attention to the density and width of
the cracks appearing on the concrete surfaces of RC decks, as shown in Figure 1. RC is designed to allow
cracking under service loads, and the orientation of cracks in RC is related to its performance [18–22].
The fact that crack-to-crack interactions may cause behavioral changes in structural members has been
proven, and this has been investigated for beams and panels, where crack propagation can be observed
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by the naked eye. In fact, crack interactions have been investigated in view of the serviceability and
ultimate limit states [20–22].

In the case of bridge decks, however, it is hard to detect crack interactions since cracks develop
out of view inside the structure. Thus, it is of practical importance to apply knowledge of structural
mechanics to site inspections in terms of crack orientation and crack-to-crack interactions. This study
focuses on the effect of crack orientation on the remaining fatigue life of RC decks with consideration of
a wide range of crack orientations. The core technologies employed in this study are multi-scale cracked
concrete simulation [23,24] and the pseudo-cracking method [25,26], which have been validated to
effectively assess the remaining fatigue life of RC decks [20–22,27].

First, the authors built a dataset of various crack patterns to study bridge performance by using a
randomized artificial crack pattern program (RACP) to overcome the biased real cracks at sites and
cover the entire range of crack orientations. The RACP was made to produce fictitious but probable
cracks and was applied to build the training datasets of neural network models [21,22]. Crack density
and width were kept fixed in the scheme of the RACP, and only crack direction was changed in this
study. The effect of crack orientation on the remaining fatigue life of RC decks was discussed, and
crack orientation was found to be associated with the coupled flexure-shear action, where pre-cracks
tend to arrest the propagation of post-shear cracks. Finally, after capturing the general trend of the
crack orientation effect on fatigue life, the impact of crack location was studied again in accordance
with the most sensitive crack orientations.

The pre-crack arrest mechanism in RC members closely approximates that of the stop-holes that
are drilled in steel members to stop the growth of fatigue cracks [28–31]. The pre-cracks in RC members
act as stop-holes, stopping the propagation of post-shear cracks and resulting in extended fatigue
life. Thus, this arrest mechanism enables us to upgrade the fatigue life of RC decks and to conduct a
fair assessment of RC decks that may present a rough appearance, but have mechanically enhanced
fatigue life.

 

Figure 1. Site inspection for bottom surface cracks of reinforced concrete (RC) decks.

2. Methodology and Studied Cases

2.1. Data Assimilation Technology

For fatigue-lifetime simulation of RC decks based on site inspected cracks, the data assimilation
technology of the multi-scale simulation program and the pseudo cracking method, which are broadly
validated [23–26], were utilized. The constitutive laws of the multi-scale simulation were upgraded
in the last few decades to deal with high cycle fatigue, so they can account for fatigue damage of
concrete by a decrease in both strength and stiffness, and increase in time dependent deformations
on the basis of the direct path integral method [24]. As concrete is a cementitious composite, a single
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crack opening (Mode-I) though cement paste solid exhibits tension softening and the fracture energy
is much less than that of crack shear transfer of Mode-II (see Figure 2) owing to the interlocking of
rough crack surfaces. Then, blunt multiple cracks are consequently dispersed, and the direction of
subsequently propagating cracks is assumed to coincide with that of the updated principal stress,
which satisfies the equilibrium with non-orthogonal preceding cracks. It means the minimum fracture
energy of the whole analysis domain associated with the shear transfer along crack planes and tension
softening normal to cracks [24]. The high shear transfer along preceding crack planes of concrete is a
fatigue resistant mechanism which differs from the case of smooth preceding crack planes without
shear transfer [32].

Generally, the existing crack will propagate if its propagation is associated with a decrease in
the total energy of the system [33,34]. In the case of RC members, the post-shear cracks propagate
through the preceding cracks when the shear can transfer from one crack’s plane to another. Therefore,
the system may easily reach the point of minimum potential energy. On the other hand, when the
preceding crack’s arrest mechanism occurs, the system is in a stable state, however, more energy is
required to create independent shear cracks until forming a failure path. These are so-called cracks
interactions, which are explained in detail in later sections.

On the other hand, the pseudo cracking method [26] is a numerical technique for fatigue life of
RC decks based upon site-inspected cracks on the surfaces of RC decks. Internal unknown cracks are
generated in the finite element model in the early cycles of fatigue loading by the corrector-predictor
approach based on energy principles in order to satisfy dynamic equilibrium and deformational
compatibility [26].

The multi-scale simulation program can successfully capture the response of a multi-cracked
element under multi-stress conditions [18,23], where the global response is an assembly of local crack
responses of all the cracks inside the element. The loading conditions of each crack must satisfy the
deformational compatibility and equilibrium in its local direction. Through this process, some cracks
are activated, while others are idle, resulting in a mechanism called anisotropic crack interaction.
The activated cracks dominate the overall behavior, while other cracks are dormant. The activation of
pre-cracks reduces the stress concentration in the diagonal direction, where it may affect the response
of new cracks. Thus, crack interactions (activation or dormancy) may govern the global structural
behavior of RC members. It should be noted that the kinematics of cracks of concrete including
opening/closing, slip, and anisotropic interactions are already integrated into the multi-scale simulation
program [18,23].

Figure 3 shows examples of the validation of data assimilation technology. Figure 3a shows
an actual RC deck from a site with current damage [26] that was tested experimentally to check
its remaining fatigue life. Next, it was analyzed by the data assimilation technology for validation.
It is clear that the simulation results are in good agreement with the experimental ones. Figure 3b
shows another example of validation for an experimental specimen [25], where the data assimilation
technology succeeded to predict its remaining fatigue life at different time intervals of damage.

 
Figure 2. Tension and shear stress transfer across crack planes of concrete.
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(a) Actual RC deck from site. 

 

Figure 3. Validations of data assimilation technology.

2.2. Studied RC Deck

The RC decks of road steel-girder bridges are targeted in this study. Such decks are vertically
supported by main steel girders in the longitudinal direction (traffic direction), as shown in Figure 4.
These main girders are connected laterally by transverse girders to secure their lateral stability.
Generally, RC decks are subjected to a heavy regimen of repeated traffic loads as the result of daily use,
leading to deterioration, as stated in the introduction section.

 

Figure 4. RC deck of road steel-girder bridges.

2.2.1. Dimensions and Reinforcement

Here, let us focus on fatigue loading in the dry state [20,21]. The targeted deck slab is a thin RC
plate of a type that was typically built in the past and is still in service. Figure 5 shows the dimensions
and the arrangement of reinforcing bars. Generally, bridge decks follow the conceptual design of
one-way slabs supported by longitudinal girders, while the length of RC decks depends on several
aspects such as the type of bridge. In a previous study [20], the authors chose the length of 6.0 m as the
optimum length for fulfilling engineering practices at sites and effective analysis of RC decks, and thus,
this length was also selected in this research. This referential target is basically the same as the ones
selected in the referenced studies [20–22,27] for the purpose of knowledge integration.
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Figure 5. Dimensions and reinforcement arrangement of the studied slab.

2.2.2. Material Properties

The material properties of the concrete and steel of the referential RC slab are listed in Table 1 [20,21].
These values are followed by general designs used in past construction of highway bridge decks.

Table 1. Material properties of the referential slab.

Material Type Concrete Steel Reinforcement

Young’s Modulus N/mm2 24,750 205,000
Compressive Strength N/mm2 30 295

Tensile Strength N/mm2 2.2 295
Specific Weight kN/m3 24 78

2.2.3. Referential Loads & Boundary Conditions

On the basis of Japan’s Specifications for Highway Bridges-Part III [35], we set up the deck to be
subjected to a traveling wheel-type load of 98 kN, as shown in Figure 6. The speed of the running
wheel for simulation was specified to be 60 km/h, which is the legal speed limit for national routes.
The wheel load length and width used in the simulation were 500 mm and 250 mm, respectively,
in reference to the width of vehicle tires, as shown in Figure 6. Hinged supports that allow free rotation
were chosen, but the translation movement was restrained with reference to real conditions. Compared
to real bridge conditions, this boundary may lead to a somewhat shorter fatigue life to be on the safe
side. These are the same dimensions as those adopted by the past laboratory experiments against
which the present fatigue simulation is examined and validated.

Figure 6. Wheel traveling load on the studied deck.
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2.2.4. Failure Criteria

Based on the past experiments [25], the fatigue limit state was specified by the central live load
deflection [36]. When the live load deflection defined by Equation (1) reaches the limit state deflection,
which corresponds to no bond between the concrete and main reinforcement, it is judged that the slab
comes up to the fatigue failure. It has been confirmed that the specific deflection associated with no
bond is on the order of 2.5 times to 3.5 times its initial value [37], and the authors chose to apply the
same criterion, denoted by Equation (2), as in past studies [20,21].

In fact, the fatigue life of RC decks depends on several aspects such as dimensions, material
properties, reinforcement ratio, and load values. The limit state criterion was found to be rational as
the properties of decks are included explicitly in the mean values of live load deflection. In almost all
cases, out-of-plane shear failure of concrete occurs before the fatigue rupture of reinforcing bars [38].
In fact, no failure of reinforcement has been reported in past laboratory tests nor has been observed in
real bridges. This can be attributed to the weakness of thinner concrete slabs rather than the fatigue
strength of reinforcement. Thus, the limit state criterion is expected to be practical for the development
and implementation of effective maintenance plans.

δL,N = δ1,N − δ2,N, (1)

δL,N/δL,0 ≥ 3.0, (2)

where δL,N is the central live load deflection at N cycles, δ1,N is the central total deflection at N cycles
at the loading stage, δ2,N is the central total deflection at N cycles at the unloading stage, δL,0 is the
initial live load deflection, and Nf is the number of cycles corresponding to δL,N (Equation (2)).

2.2.5. Fatigue Life of Non-Damaged Deck

Figure 7 shows the relation of the wheel load cycles and the total central deflection for the
referential deck (initially un-cracked), which is obtained by the multi-scale simulation program [20,21].
According to the failure criteria mentioned in Section 2.2.4, the fatigue life of this model is estimated at
221 million cycles. The live load deflection at the first cycle (A) is 1.4 mm, while that at failure (B) is
4.3 mm. Finally, the total deflection of 7.8 mm was specified as the value for failure for all the studied
crack patterns.

 
Figure 7. Load cycles versus central total deflection for the referential RC deck.

2.3. Randomized Artificial Crack Patterns (RACP)

To complement missing crack patterns over real decks, randomized artificial crack patterns are
utilized. Figure 8 shows the basic RACP procedure concept. Here, the random variable is the number
of elements (1–336). To avoid the overlap of case studies and reduce the effect of crack locations as
much as possible, the randomization range of elements was limited to the first quarter of the deck.
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The other quarters were provided with the same cracks obtained from the first quarter by using the
laws of symmetry in both the longitudinal and transverse directions, as shown in Figure 9.

The crack angles were arranged in sequential order (each crack pattern has a single crack
orientation) to cover all possible ranges from 0 degrees to 180 degrees with the step-interval of
15 degrees. The cracks with angles close to 0 degrees, 90 degrees, 180 degrees most extend the
remaining fatigue life. Therefore, the smaller step interval of two degrees was further applied for
the cases near 0 degrees, 90 degrees, and 180 degrees. The RACP produces continuous cracks, and
three shapes of continuity are produced: x-direction, y-direction, or diagonal, on the basis of the
sequential angle.

Both the crack width (0.3 mm) and crack density (average strain = 0.05%) were kept fixed in the
RACP scheme to allow independent study of the effect of crack orientation, with the average strain
parameter calculated by Equation (3). Although the RACP is based on randomization of elements,
it can avoid repetition of cracking patterns. If a crack pattern is repeated, the RACP will continue
randomization until a unique one is obtained.

It should be noted that the induced pre-crack is set to reach the upper mesh layer whose size is
almost the same as that of the neutral axis of the studied RC deck [26].

εavg.(A.S) =

∑k=n
k=1

(
εxx + εyy

)
n

, (3)

where εavg. is the average strain on the bottom surface of the RC deck, εxx is the concrete’s normal
strain in x-direction for the kth element, εyy is the one in y-direction, and n is the total number of
elements (336 in this study).

 
Figure 8. Randomized artificial crack pattern (RACP) scheme.
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Figure 9. Utilization of laws of symmetry in RACP scheme.

3. Crack Patterns & Simulation Results

By utilizing the RACP, 148 crack patterns with a wide range of crack orientations (θ) were
artificially produced. Figure 10 shows an example of the studied dataset. These crack patterns were
analyzed for remaining fatigue life by the integrated multi-scale simulation program [23,24] and the
pseudo-cracking method [25,26]. In spite of the fixed crack density, a wide range of fatigue life from
0.45 to 2.0 normalized by the non-cracked reference was obtained, as shown in Figure 11. The crack
orientation was confirmed to be substantial.

Figure 12 shows the relation of the crack orientations and the remaining fatigue life of the
crack patterns. It is clear that the cracks that are nearly parallel to the longitudinal or transverse
direction (close to 0 degrees, 90 degrees, 180 degrees) most extend the remaining fatigue life, even
beyond the undamaged sound condition. Here, the pre-cracks arrest the propagation of the post-shear
cracks [20,21]. For other crack orientations, however, the remaining fatigue life remains almost
unchanged and the effect of the crack orientations on the remaining fatigue life is moderate.

 

Figure 10. Example of the crack patterns for the studied dataset.
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Figure 11. Relation of the average strain and the normalized fatigue life of the studied crack patterns.

Figure 12. Relation of the crack orientations and the remaining fatigue life.

4. Discussions

4.1. Coupled Flexure-Shear Mode–Crack Arrest Mechanism

The crack arrest mechanism under shear was previously investigated for the case of RC beams [18]
in which pre-cracks were introduced by flexural actions. Afterwards, the shear forces were applied to
examine the propagation of diagonal shear cracks. It was reported that pre-cracks stop the propagation
of post-shear diagonal cracks, leading to upgraded static capacity even greater than the sound condition
of no pre-cracks. Once the stop mechanism arises, shear cracks are arrested by the preceding cracks
and more energy is required to merge the post-shear cracks together with the preceding ones.

This phenomenon is highly dependent on the crack width, as shown in Figure 13. If pre-cracks
hardly open, the diagonal shear crack can easily propagate across the pre-cracks. In this case, the shear
stress is fairly transferred along crack planes by the aggregate interlock [18,20]. On the other hand,
if the crack width of pre-cracks is larger, the local shear stress cannot be successfully transferred along
pre-cracks’ planes. This reduced shear stiffness along cracks causes stress release, which may not
produce other diagonal cracks. Then, the crack arrest mechanism causes an elevated static capacity of
RC members in shear. On that basis, RC decks also exhibit the crack arrest mechanism, and enhanced
fatigue life can be realized as shown in Figure 12 [20,21].

The crack arrest mechanism in RC members is similar to the drilled stop-holes in steel members.
It was reported that stop-holes stimulate the retardation of crack growth, where the crack tip is
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transferred to notch and the stresses at the crack tip reduce significantly, followed by extended fatigue
life [28–31]. Based on this analogy (see Figure 14), it can be said that the pre-cracks in concrete are like
the stop-holes drilled through steel members.

It is clearly demonstrated in the previous section that the cracks that approximate the longitudinal
and transverse directions of the deck most extend fatigue life. In consideration of the diagonal shear
crack inside RC decks, the crack arrest mechanism is highly dependent on the crossing angle (φ) of the
pre-cracks and the post-shear cracks (see Figure 15). The crack arrest mechanism may be active when
less shear stress is transferred across crack planes. In fact, it was demonstrated that the crack arrest
mechanism comes up when pre-cracks and post-cracks intersect non-orthogonally [18]. Figure 16
shows the horizontal projections of pre-cracks and post-shear cracks in the x-y plane of the RC deck,
where the post-shear cracks should mechanically be nearly diagonal in the horizontal projection.

If the pre-cracks are nearly diagonal, the intersection of the post-shear cracks is either orthogonal
or nearly parallel. Therefore, the crack arrest mechanism hardly acts. In the case of the parallel
intersection, the pre- and post-cracks may divert from each other without interaction. However, if the
pre-cracks approximate the transverse or longitudinal direction of the RC deck, the non-orthogonality
of the cracks’ intersection is satisfied, and the crack arrest mechanism works, leading to extended
fatigue life [18].

Figure 13. Pre-cracks stopping mechanism for RC beams.

 
Figure 14. Stopping mechanism of crack growth in concrete and steel elements.
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Figure 15. Interaction of pre-cracks and post-shear cracks.

Figure 16. Horizontal projection of pre- and post-shear cracks at bottom surface of RC deck.

4.2. Effect of Cracks Location on Coupled Flexure-Shear Mode

Studied in this section is the effect of cracks location on the remaining fatigue life associated with
cracks parallel to the transverse direction of the deck (θ = 90◦, see Figure 17). Here, we have a wide
range of fatigue lives from 0.73 to 1.75 despite the same global crack density. It is found that there is a
clear correlation between the average strain of the cracks in the central zone of the loading path (A.S*,
see Figure 18) and the remaining fatigue life, as shown in Figure 19. When cracks are not present in the
central zone (A.S* = 0), the crack arrest mechanism does not arise to enhance fatigue life.

On the other hand, by the increase in A.S*, the remaining fatigue life is extended, and the crack
arrest mechanism becomes more effective. If the cracks pre-exist in the central zone, arrested cracks
become dormant since the diagonal shear cracks start from the loading point, as shown in Figure 20.

When cracks exist outside the central zone of the wheel-loading path, the crack arrest mechanism
is put off and the RC deck starts losing global stiffness prior to the limit for fatigue failure. For further
investigation of this phenomenon, two crack patterns were focused on to obtain their static capacity:
crack pattern (6) with (A.S*) equal to 0%, and crack pattern (11) with maximum (A.S*) equal to 0.084%.
Figure 21 shows the relation of the deck’s central deflection and the static load, where crack pattern
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(11) has higher static capacity than that of the crack pattern (6) with about 14% despite their similar
initial stiffness. The simulation results demonstrate that the crack arrest mechanism is effective when
pre-cracks exist in the central zone.

 

Figure 17. Artificial crack patterns with θ (90◦).

 

Figure 18. Finite element mesh of the bottom surface of the deck.

Figure 19. Relation of the average strain of the central zone of the loading path and the remaining
fatigue life.
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Figure 20. Pre-cracks stopping mechanism inside and outside loading path.

Figure 21. Central deflection of the RC deck and the static load for crack patterns (6 and 11).

4.3. High Risk Location of Cracking

In the previous research [21], a hazard map was achieved for the high-risk crack locations, i.e.,
the central zone and the corners of the RC deck, as shown in Figure 22, and highly coupled flexure and
shear action was not explicitly included for safer and conservative assessment of remaining fatigue life.
Thus, taking into consideration the uncertainty of cracks’ depth on site, the depth of the cracks was
previously intended to be shallow (non-penetrated cracks).

In this study, we targeted RC decks with penetrated cracks that are close to their top fibers in order
to check different scenarios that may occur on site. In Section 4.2, we demonstrated that the central
zone of the loading path is the location where the crack arrest mechanism is activated, and the fatigue
life is elevated. This is beneficial in view of sustainable maintenance. Although the central zone of RC
decks shall be designated as a higher-risk cracking region [21], the pre-crack arrest mechanism can be
expected to lead to enhanced fatigue life.

On the other hand, the corners are also considered as higher-risk cracking locations, and the crack
arrest mechanism hardly works there, as shown in Figure 22. Thus, cracks in the corners of RC decks
are riskier than cracks in the central zone, where their depth is close to the top fibers of the RC deck.
By combining the findings of the previous research [21] and those of this study, the upshot is that more
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attention should be given to cracks at the corners than in the central zone of the RC deck during a
bridge inspection.

 

Figure 22. Hazard map for the locations of higher risk cracking.

5. Conclusions

The effect of crack orientation on the fatigue life of RC decks is investigated by using the multi-scale
simulation and the pseudo-cracking method with respect to the most sensitive crack direction. On the
basis of large numbers of reviewed crack patterns, the following conclusions are drawn.

i. The crack orientation is highly associated with the coupled flexure-shear mode of failure, where
pre-cracks tend to arrest the ensuing propagation of post-shear cracks. As a result, enhanced
fatigue life is obtained.

ii. The pre-crack arrest mechanism enables bridge maintenance managers to conduct a fair
assessment of RC decks that present a rough appearance but have mechanically enhanced
fatigue life.

iii. The cracks that approximate the deck’s longitudinal or transverse direction are understood to
most extend the remaining fatigue life of RC decks.

iv. The central zone of the loading path is found to be the location where the crack arrest mechanism
is effective, and the remaining fatigue life is elevated.

v. During inspections, careful attention shall be paid to cracks at the corners of RC decks since the
stopping mechanism that arrests diagonal cracking does not effectively function there.
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Featured Application: The results of this work can be used in the evaluation of existing prestressed

concrete slab-between-girder bridges for fatigue.

Abstract: In the Netherlands, the assessment of existing prestressed concrete slab-between-girder
bridges has revealed that the thin, transversely prestressed slabs may be critical for static and fatigue
punching when evaluated using the recently introduced Eurocodes. On the other hand, compressive
membrane action increases the capacity of these slabs, and it changes the failure mode from bending
to punching shear. To improve the assessment of the existing prestressed slab-between-girder bridges
in the Netherlands, two 1:2 scale models of an existing bridge, i.e., the Van Brienenoord Bridge, were
built in the laboratory and tested monotonically, as well as under cycles of loading. The result of these
experiments revealed: (1) the static strength of the decks, which showed that compressive membrane
action significantly enhanced the punching capacity, and (2) the Wöhler curve of the decks, showed
that the compressive membrane action remains under fatigue loading. The experimental results could
then be used in the assessment of the most critical existing slab-between-girder bridges. The outcome
was that the bridge had sufficient punching capacity for static and fatigue loads and, therefore, the
existing slab-between-girder bridges in the Netherlands fulfilled the code requirements for static and
fatigue punching.

Keywords: assessment; bridge evaluation; compressive membrane action; concrete bridges; fatigue;
fatigue assessment; live loads; prestressed concrete; punching shear; scale model

1. Introduction

The majority of the bridges in the Dutch highway bridge stock were built in the decades following
World War II, and this post-war period was an era of rapid and extensive expansion of the Dutch
road network. These bridges were designed for the live loads of that era, which resulted in lower
demands on the bridges compared to the recently introduced Eurocode live loads from the NEN-EN
1991-2:2003 standard [1]. In terms of capacity, the design capacities for shear and punching in the
previously used Dutch codes (e.g., VBC 1995-NEN 6723 [2]) were larger than the capacities determined
using the recently introduced Eurocode for concrete structures NEN-EN 1992-1-1:2005 [3]. With these
higher demands and lower capacities according to the Eurocodes, the outcome of a bridge assessment
is often that existing bridges will not meet the code requirements for brittle failure modes, such as
shear [4] and punching [5]. This problem is not limited to the Netherlands, as similar discussions are
taking place in Germany [6], Sweden [7], Switzerland [8], and other European countries, as well as in
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the United States [9], where bridge construction peaked during the 1930s (the New Deal) and between
1956 and 1992 (i.e., the construction of the Interstate Highway System). As one can see, the methods
used for an accurate assessment of existing bridges are becoming increasingly important, as the safety
of the traveling public should be protected, and at the same time, unnecessary bridge replacements or
strengthening actions should be avoided [10].

The preliminary assessment of existing bridges in the Netherlands according to the new Eurocodes
was based on hand calculations (Quick Scans [11,12]), where the categories of bridge types that required
further study were identified. One such category is the prestressed slab-between-girder bridges;
this subset contains about 70 bridges [5]. The structural system of these bridges is a combination of
prestressed girders with the deck slab cast in between the girders and is transversely prestressed. As a
result, the top of the flange of the girders is flush with the top of the deck. Additionally, prestressed
diaphragm beams provide stiffness to the overall system. Upon assessment, the thin deck slabs did
not fulfil the code requirements for punching shear. One mechanism that is not considered in the
codes, but that enhances the capacity of these thin decks, is the compressive membrane action [13–20].
Additionally, the fatigue capacity of the thin decks is still subject to discussion, as it remains unknown
whether progressive cracking and damage accumulation affect the capacity-enhancing effect of the
compressive membrane action [21].

This work summarized the experimental results from testing 1:2 scale models of prestressed
slab-between-girder bridges, and then it applied these results to the punching and fatigue assessment
of an existing bridge. We demonstrated how compressive membrane action improves the assessment
for punching shear, and how the Wöhler curve from the fatigue tests could be used for the assessment
of the bridge deck under fatigue. The summarized experiments are unique in nature, as the tested
specimens give us insights into the behavior of slab-between-girder bridges as a structural system. Most
fatigue testing in the past has focused on testing small specimens [22,23] or structural elements [24–31],
instead of the structural systems. The insights from these experiments are reported in this study
for the first time within the context of bridge assessment. This analysis showed that, based on the
experimental evidence, we found that the existing slab-between-girder bridges in the Netherlands
satisfied the safety requirements of the code, and in particular, the requirements for punching shear
under static and fatigue live loading.

2. Materials and Methods

2.1. Description of Case Study Bridge

Of the 70 slab-between-girder bridges in the Netherlands, the bridge that has the most critical slab
geometry (largest span to depth ratio of 3.6 m/0.2 m = 18) is the approach bridge of the Van Brienenoord
Bridge in Rotterdam, see Figure 1a. The approach spans are 50 m in length and consist of thin,
transversely post-tensioned decks that are cast between simply supported post-tensioned girders, see
Figure 1b [13]. The clear span of the slab is 2100 mm. The transverse prestressing level is 2.5 MPa.
The duct spacing on the deck is 650 mm at the center, and at some positions it is increased to 800 mm
at the center. Table 1 gives the main properties of the geometry and reinforcement of the decks.
Post-tensioned crossbeams are built at the end of the spans and post-tensioned diaphragm beams are
provided at 1/3 and 2/3 of the span length.

At the time of construction, the design concrete compressive strength of the deck was B35
(fck,cube = 35 MPa) and B45 (fck,cube = 45 MPa) for the girders. Testing of the cores taken from the deck
slab resulted in an average fcm,cube = 98.8 MPa (fck,cube = 84.6 MPa), as a result of the continued cement
hydration. For the assessment calculations, we conservatively assumed that the mean compressive
cylinder strength fcm = 65 MPa on the deck. The associated characteristic concrete compressive strength
was fck = 53 MPa.
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Figure 1. Van Brienenoord Bridge: (a) sketch of the elevation of the entire bridge structure, showing the
approach slabs, as well as the steel arch; (b) cross-section of the slab-between-girder approach bridge.
Dimensions in cm.

Table 1. Main properties of geometry and reinforcement of the decks of the Van Brienenoord Bridge.

Dimension Value

Thickness h 200 mm
Concrete cover c 30 mm

Longitudinal reinforcement φ8 mm–250 mm
Effective depth longitudinal dl 166 mm

Area of longitudinal reinforcement As,l 201.1 mm2/m
Longitudinal reinforcement ratio ρl 0.12%

Transverse reinforcement φ8 mm–200 mm
Effective depth transverse dt 158 mm

Area of transverse reinforcement As,t 251.3 mm2/m
Transverse reinforcement ratio ρt 0.16%

Average effective depth d 162 mm
Average reinforcement ratio ρavg 0.14%

Prestressing reinforcement 462 mm2–800 mm
Area of prestressing steel Asp 0.5775 mm2/mm

2.2. Live Load Models

We used two live load models for the assessment of the Van Brienenoord Bridge: Load model 1,
for the assessment of the punching capacity, and fatigue load model 1, for the fatigue assessment, both
adapted from the NEN-EN 1991-2:2003 [1].

Live load model 1 combines a distributed lane load with a design tandem. The design tandem
has the following characteristics: (1) wheel print of 400 mm × 400 mm, (2) axle distance of 1.2 m, and
(3) transverse spacing between wheels of 2 m. The magnitude of the axle load is αQ1 × 300 kN in the
first lane, αQ2 × 200 kN in the second lane, and αQ3 × 300 kN in the third lane [12]. For the Netherlands,
the values of all the αQi = 1, with i = 1 . . . 3. The uniformly distributed load acts over the full width
of the notional lane of 3 m width, and it equals αq1 × 9 kN/m2 for the first lane, and αqi × 2.5 kN/m2

for all the other lanes. In the Netherlands, for bridges with three or more notional lanes, the value of
αq1 = 1.15 and αqi = 1.4, with i > 1. Figure 2 shows a sketch of the live load model 1.
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Figure 2. Live load model 1 from NEN-EN 1991-2:2003 [1]: (a) elevation; (b) top view. Edited from
Reference [12], and reprinted with permission.

Fatigue load model 1 has the same configuration as load model 1, with 0.7Qik for the axle loads, and
0.3qik for the distributed lane loads. In other words, the axle load becomes 0.7× 300 kN= 210 kN, and the
load per wheel print becomes 105 kN. The distributed lane load is 0.3 × 1.15 × 9 kN/m2 = 3.105 kN/m2.
The fatigue load model has as a reference load of 2 million trucks per year. In the Netherlands, the
guidelines for the assessment of bridges (RBK [32]) uses a higher number of passages: 2.5 million
trucks per year. Over a lifespan of 100 years, the result is 250 million truck passages.

In the Netherlands, assessment is carried out using both a wheel print of 400 mm × 400 mm
(as prescribed by the Eurocode 1 NEN-EN 1991-2:2003 [1]) and a wheel print of 230 mm × 300 mm
(used for the fatigue evaluation of joints, but also often used as an additional check in assessments).

2.3. Description of Experiments

We built two 1:2 scale models of an existing bridge in the laboratory, which we tested monotonically,
as well as under cycles of loading. Full descriptions of the first series of static tests [5,13], first series of
fatigue tests [33–35], and second series of fatigue tests [36,37] can be found elsewhere. The description
in this paper was limited to the information necessary to interpret the test results for application in
assessment of the case study bridge.

The first 1:2 scale model (6.4 m × 12 m, see Figure 3) used four prestressed concrete T-girders
with a center-to-center spacing of 1.8 m, length l = 10.95 m, and height h = 1.3 m; two post-tensioned
crossbeams (b = 350 mm, h = 810 mm), and three transversely post-tensioned decks with h = 100 mm
and b = 1050 mm between the girders. The choice of the size of the scale model and number of girders
was determined as a function of the available test floor space in the laboratory. The post-tensioning of
the deck was applied through prestressing bars placed in 30 ducts with a 40 mm diameter, and spaced
400 mm apart. To increase the number of experiments that could be carried out on this scale model, the
middle deck was removed after testing and a new deck was cast. Therein, one segment of the new
deck contained ducts of diameter 30 mm that were spaced 300 mm apart to study the influence of the
duct spacing.
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Figure 3. Dimensions of first 1:2 scale model: (a) top view; (b) cross-section view. Figure adapted from
Reference [34]. Reprinted with permission. This figure was originally published in Vol. 116 of the ACI
Structural Journal.

The second 1:2 scale model (4.6 m × 12 m, see Figure 4) used three prestressed concrete bulb
T-girders and two post-tensioned decks. The dimensions of the girders, crossbeams, and decks were
similar to the dimensions for the first 1:2 scale model, with the exception of the shape of the girders
(T-girders in the first scale model and bulb T-girders in the second scale model). For the second
scale model, the top flange of the girders was cast in the laboratory, monolithically with the deck.
The advantage of this approach was that the weight of the girders was reduced, which facilitated
transportation and handling.

 
Figure 4. Overview of the second 1:2 scale setup: (a) top view; (b) cross-section view. Figure adapted
from Reference [37]. Reprinted with permission. This figure was originally published in Vol. 116 of the
ACI Structural Journal.

Standard cube specimens were used to determine the concrete compressive strength for the
concrete of the different casts. The results for the 28 days strength were as follows: fcm,cube = 75 MPa for
the original slab in setup 1, fcm,cube = 68 MPa for the newly cast slab in setup 1, fcm,cube = 81 MPa for the
first cast of setup 2, and fcm,cube = 79 MPa for the second cast of setup 2.

Mild steel reinforcement is used for the longitudinal and transverse reinforcement in the deck
slabs. In setup 1, the longitudinal reinforcement was ϕ = 6 mm at 200 mm o.c. top and bottom, and the
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transverse reinforcement was ϕ = 6 mm at 250 mm o.c. top and bottom. In setup 2, the longitudinal
reinforcement was ϕ = 8 mm at 200 mm o.c. top and bottom, and the transverse reinforcement was ϕ
= 8 mm at 240 mm o.c. top and bottom. The clear cover to the reinforcement was 7 mm. The mild steel
reinforcement in the setups was B500B steel, except for the bars of a 6 mm diameter, for which B500A
steel was used. Stress–strain curves of the mild steel for all the bar diameter were measured in the
laboratory, see References [33,36].

The prestressing steel in the girders were Y1860S tendons, and the prestressing steel in the
crossbeams and slabs were Y1100H prestressing bars with a diameter of 15 mm. The transverse
prestressing in the deck resulted in an axial compressive stress of 2.5 MPa.

The size of the concentrated load in the experiments was 200 mm × 200 mm for the experiments
on the original first setup, which was a 1:2 scale of the wheel print of 400 mm × 400 mm from the
design tandem of load model 1 in NEN-EN 1991-2:2003 [1]. For all the other experiments, the size of
the loading plate was 115 mm × 150 mm, or the 1:2 scale wheel print of 230 mm × 300 mm that was
used in the Netherlands for the assessment of bridge joints for fatigue.

The load was applied using a hydraulic jack mounted on a steel frame test setup. Figure 5 shows
an overview photograph of the test setup. For the static tests, the load was applied in a stepwise
monotonic loading protocol. In two experiments, a loading protocol with three cycles per load levels
was used. For the static tests and the tests with three cycles per load level, the load was applied in a
displacement-controlled way. For the fatigue tests, the load was cycled between a lower limit and an
upper limit, with the lower limit Fmin being 10% of the upper limit. A sine function was used with a
frequency of 1 Hz. In the fatigue tests, the load was applied in a force-controlled way. If fatigue failure
did not occur after a large number of cycles, the upper load level was increased (and the associated
lower limit of 10% of the upper limit was adjusted as well).

 

Figure 5. Overview of the test setup, showing setup 1 with the new middle deck.

3. Results

3.1. Results of the Experiments

The complete results of all the experiments can be consulted in Reference [5] for the static tests on
the first setup, in Reference [34] for the fatigue tests on the first setup, and in Reference [37] for the
tests on the second setup. In this study, only the results that were relevant for the assessment of the
case study bridge were summarized.
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Table 2 gives an overview of the relevant static tests from the first setup (BB tests) and the second
setup (FAT tests). For the BB series, all the experiments were consecutively numbered. For the FAT
series, the test number provides information about the experiment: FAT (fatigue testing series of
experiments on setup 2), followed by the test number, and then the S (static test) or D (dynamic test),
and 1 (load applied through one loading plate representing a single wheel load) or 2 (load applied
through two loading plates representing a double wheel load). The table gives the size of the loading
plate used for testing, the load at failure Pmax, the age of the concrete of the slab at the moment of
testing, and the concrete cube compressive strength fcm,cube determined at the day of testing the slab.

Table 2. Overview of the static tests used for assessment of the case study bridge.

Test Number
Size Load

(mm ×mm)
Pmax

(kN)
Age

(days)
fcm,cube
(MPa)

BB1 200 × 200 348.7 96 80.0
BB2 200 × 200 321.4 99 79.7
BB7 200 × 200 345.9 127 80.8

BB19 200 × 200 317.8 223 79.9
FAT1S1 150 × 115 347.8 94 82.2
FAT7S1 150 × 115 393.7 240 88.8
FAT8S2 2 of 150 × 115 646.1 245 88.6

Table 3 gives an overview of the fatigue tests. Here, all the tests were considered relevant for the
fatigue assessment, since all the fatigue tests were used to derive the Wöhler curves. The test number
is given, with BB being the experiments on the first setup and FAT being the experiments on the second
setup. Then, the number of the setup was listed, with “1, new” for the experiments that were carried
out on the newly cast deck in the first setup. Next, the size of the loading plate used to apply the load
on the slab was reported, followed by the “wheel”, which can be S (single wheel print) or D (double
wheel print). Then, the upper load level used in the test, F/Pmax (with Pmax from the static test) was
given, as well as N, the number of cycles. For the variable amplitude fatigue tests, N was the number
of cycles for the associated load level F/Pmax. After N cycles at load level F/Pmax, given in one row
of Table 3, the test was continued with N cycles at another load level F/Pmax, given in the next row.
The column “age” gives the age of the slab at the age of testing, and fcm,cube gives the associated cube
concrete compressive strength. For fatigue tests that lasted several days, a range of ages was given
in the column “age”, indicating the age of the concrete in the slab at the beginning of testing and at
the end of testing. Similarly, a range of compressive strengths was given for fcm,cube, representing the
strength determined at the beginning and the end of testing.

Table 3. Overview of the punching fatigue experiments.

Test
Number

Setup
Size Load

(mm ×mm)
Wheel F/Pmax N Age

(days)
fcm,cube
(MPa)

BB17 1 200 × 200 S 0.80 13 147 82.6

BB18 1 200 × 200 S 0.85 16 56 82.6

BB23 1 200 × 200 S 0.60 24,800 301 79.9

BB24 1 200 × 200 S 0.45 1,500,000 307–326 79.9

BB26 1, new 150 × 115 S 0.48 1,405,337 35–59 70.5–76.7

BB28 1, new 150 × 115 S
0.48 1,500,000 68–97 76.8–77.1
0.58 1,000,000 97–113 77.1–77.3
0.70 7144 113 77.3

BB29 1, new 150 × 115 S
0.58 1,500,000 117–136 77.3–77.5
0.64 264,840 136–139 77.5–77.6
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Table 3. Cont.

Test
Number

Setup
Size Load

(mm ×mm)
Wheel F/Pmax N Age

(days)
fcm,cube
(MPa)

BB30 1, new 150 × 115 D

0.58 100,000 143–144 77.6
0.50 1,400,000 144–162 77.6–77.8
0.58 750,000 162–171 77.8–77.9
0.67 500,000 171–177 77.9–78.0
0.75 32,643 177 78.0

BB32 1, new 150 × 115 S
0.70 10,000 184 78.1
0.58 272,548 185–187 78.1

FAT2D1 2 150 × 115 S

0.69 100,000

102–144 82.6–84.6
0.58 2,915,123
0.69 100,000
0.75 150,000
0.81 20,094

FAT3D1 2 150 × 115 S

0.69 200,000

149–168 84.9–85.8
0.58 1,000,000
0.69 100,000
0.75 300,000
0.81 6114

FAT4D1 2 150 × 115 S

0.58 1,000,000

169–190 85.8–86.8
0.69 200,000
0.75 100,000
0.81 63,473

FAT5D1 2 150 × 115 S

0.71 10,000

192–217 91.6–89.6
0.51 1,000,000
0.61 100,000
0.66 1,000,000
0.71 1424

FAT6D1 2 150 × 115 S

0.71 10,000

219–239 89.6–88.8

0.51 1,000,000
0.61 100,000
0.71 160,000
0.51 410,000
0.71 26,865

FAT9D2 2 150 × 115 D
0.59 500,000

246–255 88.5–88.20.65 209,800

FAT10D2 2 150 × 115 D
0.63 100,000

260–284 90.2–91.30.56 1,000,000
0.63 950,928

FAT11D2 2 150 × 115 D

0.67 100,000

288–315 91.5–92.8
0.60 1,000,000
0.67 1,100,000
0.75 1720

FAT12D1 2 150 × 115 S 0.89 30 318 85.9

FAT13D1 2 150 × 115 S 0.86 38 319 85.8

3.2. Resulting Wöhler Curve

To find the Wöhler curve of the fatigue experiments, the relation between the logarithm of the
number of cycles N and the applied load ratio F/Pmax was plotted, see Figure 6. For this curve, we
interpreted the variable amplitude loading tests as follows: if N1 cycles at load level F1 are applied,
followed by N2 cycles at load level F2, and then N3 cycles to failure at F3, with increasing load levels F1

< F2 < F3, it is conservative to assume that the slab can withstand N1 + N2 + N3 cycles at the load level
F1, N2 + N3 cycles at load level F2, and N3 cycles at load level F3. This approach led to three datapoints
for one variable amplitude fatigue test. As a result of this approach, we obtained 16 datapoints on the
first setup and 28 datapoints on the second setup, resulting in 44 datapoints in Figure 6. The average

456



Appl. Sci. 2019, 9, 2312

value of the Wöhler curve is shown as “mean” in Figure 6, and it is described with the following
expression, using S for the load ratio and N for the number of cycles to failure:

S = −0.062 log N + 0.969 (1)

Figure 6. Relation between the number of cycles N and the applied load ratio F/Pmax in all the fatigue
experiments, adapted from Reference [37]. Reprinted with permission. This figure was originally
published in Vol. 116 of the ACI Structural Journal.

The current approach was based on a linear fit for the Wöhler curve. For an improved approach,
two- and three-parameter Weibull distribution models could be used as in Reference [38]. In [39–41],
the methodology for selecting the Weibull distribution models and the compatibility requirements over
the whole S-N field are given. This approach may be suitable in ascertaining the predictive fatigue
life assessment.

For the current approach, the goodness-of-fit was calculated using the chi-squared test. For all
the fatigue tests (datapoints in Figure 6), the value equals 1. As such, the approach was considered
satisfactory for our purposes.

Since the assessment was carried out separately for one and two wheel prints, it was interesting
to examine the difference in the Wöhler curve for the experiments with one and two wheel prints.
Figure 7 gives these results, with Figure 7a showing the datapoints from the FAT series for the single
wheel print, and Figure 7b showing the datapoints for the double wheel print. The markers in Figure 7
are different for the datapoints obtained at a number of cycles that resulted in failure and a number of
cycles that were calculated using the previously mentioned conservative assumption. The Wöhler
curve for the datapoints with a single wheel load is:

S = −0.066 log N + 1.026 (2)

The 5% lower bound (characteristic value) of this expression, which can be used for the
assessment, is:

Schar = −0.066 log N + 0.922 (3)

The Wöhler curve for the datapoints with a double wheel load is:

S = −0.045 log N + 0.885 (4)
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The 5% lower bound of this expression is:

Schar = −0.045 log N + 0.825 (5)

The slope of the Wöhler curve for the case with two wheel loads is lower compared to the case
with a single wheel load. However, for the case with a double wheel load, no low-cycle fatigue
experimental results are available. For one load cycle Equation (2) gives a load ratio of 1.026, and
Equation (4) gives a load ratio of 0.885. The difference between the two Wöhler curves for one cycle is
significant. However, for 1 million load cycles, Equation (2) gives a load ratio of 0.63 and Equation (4)
gives a load ratio of 0.62. Therefore, for a large number of load cycles, the difference between the two
Wöhler curves becomes smaller. For the assessment of existing bridges, a large number of cycles need
to be considered.

Figure 7. Relation between the number of cycles N and applied load level F/Pmax for (a) a single wheel
load; and (b) a double wheel load, from Reference [37]. Reprinted with permission. This figure was
originally published in Vol. 116 of the ACI Structural Journal.

3.3. Assessment of the Case Study Bridge for Punching

First, the capacity of the thin slab for punching was evaluated based on the experimental results.
The shear capacity according to NEN-EN 1992-1-1:2005 [3] was calculated:

vRd,c = CRd,ck
(
100ρavg fck

)1/3
+ k1σcp ≥ vmin + k1σcp (6)
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With

k = 1 +

√
200 mm

d
≤ 2 (7)

And
ρavg =

√
ρl × ρt (8)

σcp =
σcx + σcy

2
(9)

The recommended value for k1 = 0.1, for CRd,c = 0.18/γc with γc = 1.5, and for vmin:

vmin = 0.035k3/2
√

fck (10)

Using the properties in Table 1, we found that k = 2 and the punching shear stress capacity of the
case study bridge equals:

vRd,c =
0.18
1.5
× 2× (100× 0.001388× 53.3 MPa)1/3 + 0.1× 1.25 MPa = 0.572 MPa (11)

To find the maximum punching force, we calculated the punching perimeter around the 400 mm
wheel print as sketched in Figure 8:

u = 4× 400 mm + 2π× 2× 162 mm = 3636 mm (12)

For the 230 mm × 300 mm wheel print, the punching perimeter length became:

u = 2× (230 mm + 300 mm) + 2π× 2× 162 mm = 3096 mm (13)

The maximum punching force for these two wheel prints then became:

VRd,c = 0.572 MPa× 3636 mm× 162 mm = 336.8 kN (14)

VRd,c = 0.572 MPa× 3096 mm× 162 mm = 286.8 kN (15)

 
Figure 8. Punching perimeter around the wheel print.

The load that the deck has to resist is a combination of the concentrated live load and
the distributed live load. The axle load of 300 kN results in a wheel load of 150 kN. The
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distributed lane load was 1.15 × 9 kN/m2 = 10.35 kN/m2. The contributions of the self-weight
and asphalt were 25 kN/m3 × 200 mm = 5 kN/m2 and 23 kN/m3 × 120 mm = 2.8 kN/m2,
respectively. The area over which these loads were considered was the area within the punching
perimeter, Au = (400 mm)2 + 4 × 162 mm × 400 mm + π(162 mm/2)2 = 439,812 mm2 = 0.4398 m2.
The corresponding loads for the distributed lane load, self-weight, and asphalt then became 4.55 kN,
2.2 kN, and 1.23 kN, respectively, when the Eurocode wheel print was considered. For the smaller
wheel print, the area within the punching perimeter became Au = 0.2613 m2, resulting in loads of
2.7 kN, 1.3 kN, and 0.7 kN, respectively, for the distributed lane load, the self-weight, and the asphalt.

The load combination for the assessment of existing bridges in the Netherlands depends on the
required safety level, as prescribed by NEN 8700:2011 [42] and the RBK (Richtlijnen Beoordeling
Kunstwerken = Guidelines for the Assessment of Existing Bridges) [32]. The highest level was the
“design” level (associated reliability index β = 4.3), which gave the following load combination:
U = 1.25DL + 1.25DW + 1.50LL, with DL being the dead load, DW the superimposed dead load, and
LL the live load. The resulting factored concentrated load for evaluation then became 236 kN, for the
400 mm × 400 mm wheel print, and 232 kN, for the 230 mm × 300 mm wheel print.

The assessment was carried out based on the Unity Check, where the Unity Check is the ratio
of design demand to design capacity. In this case, for punching, the Unity Check was the ratio of
the factored concentrated load acting on the wheel print to the design punching shear force capacity.
To fulfil the code requirements, the Unity Check has to be smaller than 1. Table 4 gives an overview
of the resulting Unity Checks for the different wheel prints that were studied. We observed that
assessment of the deck using the Eurocode shows that it already fulfils the code’s requirements.
In the introduction, we stated that there was discussion about the punching capacity of the decks
in the existing slab-between-girder bridges. The reason why this assessment showed that the deck
met the code requirements was the higher punching capacity established based on the results of the
drilled cores.

Table 4. Overview of the resulting Unity Checks according to the Eurocode.

Wheel Print VEd (kN) VRd,c (kN) Unity Check

400 mm × 400 mm 236 337 0.70
230 mm × 300 mm 232 287 0.81

In a next step of the assessment, the maximum loads obtained in the static tests were applied to
the assessment of the Van Brienenoord Bridge. When assessing the bridge based on the results of the
experiments, we could replace the design capacity according to the Eurocode VRd,c, using the capacity
obtained in the tests. To translate the capacity obtained in the test to a representative design capacity
of the case study bridge, we had to consider the following (see Annex D of NEN-EN 1990:2002 [43]):

• The laboratory setup was a 1:2 scale of the case study bridge, resulting in a factor 22;
• Considering scaling laws, a scale factor of 1.2 [13] had to be included in the capacity;
• The partial factor derived from the experiments γT had to be included.

First, we derived the partial factor from the experiments γT. To calculate this factor, we compared
the punching capacity obtained in the static experiments with the average punching stress capacity vR,c
according to NEN-EN 1992-1-1:2005 [3]. The expression for vR,c was given in the background report of
Eurocode 2 [44] as follows:

vR,c = 0.18× k×
(
100× ρavg × fcm

)1/3
+ 0.08σcp (16)

To find the punching shear capacity VR,c, the stress vR,c was then multiplied with u × d, where u
was determined as shown in Figure 8, for the considered wheel print. Table 5 combines the experimental
results Vexp and the predicted capacities VR,c, as well as the ratio of the tested to predicted capacity
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Vexp/VR,c. The average value of Vexp/VR,c was 2.61, with a standard deviation of 0.296 and a coefficient
of variation of 11%. This information led to the derivation of γT as determined in Annex C of NEN-EN
1990:2002 [43]:

γT =
μ

BRd
(17)

With
BRd = μ(1− α× β×COV) = 2.61(1− 0.8× 4.3× 0.11) = 1.622 (18)

where α = 0.8 is the factor for considering the experimental results, and β is the target reliability index.
The value for γT then becomes:

γT =
μ

BRd
=

2.61
1.622

= 1.61 (19)

As for the influence of the difference in scale between the test setup in the laboratory and the case
study bridge, the experimental result Vexp could be scaled to the capacity of the bridge VBB as follows:

VBB = Vexp × 22

1.2
(20)

where the factor 22 corrects for the 1:2 scale, and 1.2 is the scaling factor. The design capacity based on
the test results is then:

VBB,d =
VBB

γT
(21)

Table 6 shows the results for the VBB according to Equation (20) and VBB,d according to Equation (21),
as well as the demand VEd that corresponds to the wheel print in the experiment under consideration
(see Table 4). The average value of VBB,d/VEd = 3.06, which meant that the margin of safety was 3.23, or
that the Unity Check was the inverse, UC = 0.33. When comparing this value based on the experiments
to the values in Table 4, we observed the beneficial effect of compressive membrane action on the
capacity of the thin, transversely prestressed concrete slabs.

Table 5. Comparison between the mean predicted punching capacity and punching capacity
in experiment.

Test Number
Wheel Print
(mm ×mm)

Vexp
(kN)

VR,c
(kN)

Vexp/VR,c

BB1 200 × 200 348.7 141.9 2.458
BB2 200 × 200 321.4 141.9 2.266
BB7 200 × 200 345.9 141.9 2.438
BB19 115 × 150 317.8 121.6 2.613

FAT1S1 115 × 150 347.8 124.4 2.795
FAT7S1 115 × 150 393.7 127.4 3.091

Table 6. Determination of the safety factor for the deck of Van Brienenoord Bridge.

Test Number
Vexp
(kN)

VBB
(kN)

VBB,d
(kN)

VEd
(kN)

VBB,d/VEd

BB1 348.7 1162.3 721.9 236.0 3.06
BB2 321.4 1071.3 665.4 236.0 2.82
BB7 345.9 1153.0 716.1 236.0 3.03

BB19 317.8 1059.3 658.0 232.0 2.84
FAT1S1 347.8 1159.3 720.1 232.0 3.10
FAT7S1 393.7 1312.3 815.1 232.0 3.51
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3.4. Assessment of Case Study Bridge for Fatigue

The results of the experiments and the developed Wöhler curve could be interpreted for the
assessment of fatigue. Given the geometry of the deck (see Figure 1), only two wheels (one of each axle)
out of the four wheels of the tandem could act together on the deck. The clear span was 2.1 m whilst
the width of the design tandem was 2.4 m in total, and 2.0 m center-to-center. For the interpretation of
the test results, this meant that the outcome of the tests with a double wheel print (Wöhler curve in
Figure 7b) should be evaluated for the case study bridge over 250 million cycles, and that the outcome
of the tests with a single wheel print (Wöhler curve in Figure 7b) should be evaluated for the case study
bridge over 2 × 250 million cycles = 500 million cycles.

To use the Wöhler curves derived in the experiments for the assessment of the Van Brienenoord
Bridge for fatigue, we scaled the fatigue load model to the 1:2 size of the test setup. Note that this
approach differed from the assessment for punching, where we scaled up the capacity from the
laboratory setup to the capacity of the case study bridge. Here, we used the opposite approach to
avoid having to change the Wöhler curve. The concentrated load of the fatigue load model was 105 kN.
Scaling this load down to the 1:2 scale model, we used a factor 22 = 4, so that the concentrated load
became 26.25 kN. The distributed lane load of the fatigue load model was 3.105 kN/m2. For the 1:2
scale model, the distributed lane load became 0.776 kN/m2.

In the 1:2 scale model, only the concentrated loads were used, so the load that represented the
concentrated load, as well as the distributed lane load, should be determined. To determine the region
over which the distributed lane load should be considered, the cracking patterns in the experiments
were studied. The cracking pattern extended over 1.2 m for the experiments with a single wheel load,
and over 2 m for the experiments with a double wheel load. To find the equivalent point load, we first
determined the bending moment caused by the distributed load, considering that the slab spanned
over 1.8 m:

Mdist,1wheel =
1
8

(
0.776

kN
m2 × 1.2 m

)
(1.8 m)2 = 0.38 kNm (22)

Mdist,2wheel =
1
8

(
0.776

kN
m2 × 2 m

)
(1.8 m)2 = 0.63 kNm (23)

The equivalent concentrated load was then:

Feq =
4Mdist
lspan

(24)

which resulted in Feq = 0.83 kN for a single wheel load, and Feq = 1.40 kN for a double wheel load.
Then, the total load was F = 27.08 kN for a single wheel load and F = 27.65 kN for a double wheel load.

The punching shear capacity of setup 2 is given in Table 5 for FAT1S1 or cast 1 of the concrete as
124.4 kN, and for FAT7S1 or cast 2 as 127.4 kN based on the Eurocode punching provisions. Recall
that the design value of the enhancement factor was BRd = 1.622. As such, the design capacity of the
punching resistance with the punching perimeter around one wheel load, including the enhancing
effect of compressive membrane action became 1.622 × 124.4 kN = 201.8 kN, for the most critical
case (lowest capacity VRd,c as a result of the lowest concrete compressive strength). To determine
the capacity for punching with the case of a double wheel print, one could expect a double capacity.
However, the results in Table 2 show that the capacity in the FAT8S2 was 1.64 times the capacity
in FAT7S1. This ratio was used to determine the punching shear capacity. The capacity was now
1.64 × 201.8 kN = 331.0 kN.

The load ratio could now be determined. For a single wheel load, the load ratio was
27.08 kN/201.8 kN = 0.134, and for a double wheel load, the load ratio was 2 × 27.65 kN/331.0 kN = 0.167.

For the evaluation for one wheel load, Equation (3) was used with N = 500 million cycles.
The resulting ratio was Schar = 0.348. For two wheel loads, using Equation (5) with N = 250 million
cycles gave Schar = 0.447. The outcome of the assessment was that the margin of safety for one wheel
print was 0.348/0.134 = 2.60, or that inversely, the UC = 0.39. For the case with two wheel prints, the
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margin of safety was 0.447/0.167 = 2.68 or inversely UC = 0.37. Thus, the results for one and two wheel
prints were very similar. The conclusion of the assessment was that based on the experimental results,
we found that the case study bridge met the code requirements for fatigue.

4. Discussion

In the previous two paragraphs, we calculated the Unity Checks for static punching (UC = 0.31),
for fatigue punching of one wheel load after 500 million cycles of the single load (UC = 0.391), and for
fatigue punching of two wheel loads after 250 million cycles of the axle (UC = 0.37). Comparing these
Unity Checks leads to the conclusion that the most critical case is punching fatigue for a single wheel
load. However, the difference between the punching fatigue Unity Check for one and two wheel loads
was negligible. In addition, the Unity Checks were small, and significantly smaller than the limiting
value of 1.0. This analysis shows the beneficial effect of considering compressive membrane action.

All resulting Unity Checks were smaller than the limiting value of 1.0. This result means that the
code requirements for static and fatigue punching were met for the case study bridge. This outcome
directly shows the benefit of testing a scaled version of the Van Brienenoord Bridge in the laboratory.

In addition to the conclusion that the Van Brienenoord Bridge met the code requirements for
static and fatigue punching, we need to recall that this case study bridge was selected since it had the
most critical geometry (largest span to depth ratio for the slab) of the existing slab-between-girder
bridges in the Netherlands. As such, the conclusion becomes that all slab-between-girder bridges in
the Netherlands, which form a well-defined subset of bridges in the Dutch bridge stock, fulfil the
Eurocode requirements. Drawing this conclusion is valid, since these bridges were all built in the same
time period, with the same materials, and using the same execution techniques—and are thus all very
similar, with only small variations in the geometry and material properties.

However, a side note that we should place with the conclusion that all slab-between-girder bridges
in the Netherlands meet the requirements for static and fatigue punching, is that this conclusion is
only valid for bridges without material degradation or other forms of damage. To ensure this premise,
routine inspections remain necessary. Inspections are an important tool within the bridge management
toolbox. If during an inspection indications of material degradation or damage are found, the bridge
requires further analysis, and it should be evaluated to check that the conclusion that was based on an
undamaged structure is still valid.

For this research, the outcome was twofold: (1) the small resulting Unity Checks based on the
experimental results, and (2) the fact that with this approach, the existing slab-between-girder bridges
have been shown to fulfil the code requirements. This result also shows that constructing the 1:2 scale
setups in the laboratory has been beneficial in the assessment of existing slab-between-girder bridges.
Whilst building a 1:2 scale bridge in the laboratory may be considered expensive and time-consuming,
testing such a setup gives unique insights on the overall structural behavior of a structural system.
Testing at the component level cannot provide such insights. Therefore, the cost-benefit analysis of
these experiments is in favor of testing a structural system. Taking this approach is not common, but it
may be become an interesting approach for ministries or departments of transportation when they are
confronted with a problem for an entire category of bridges.

5. Conclusions

A number of existing slab-between-girder bridges in the Netherlands do not fulfil the requirements
of the newly introduced Eurocodes when these bridges are independently evaluated for punching
(both static and for cycles of loading). The Eurocode model for determining the punching shear
capacity is an empirical model, derived from the results of (mostly concentric) slab-column connection
tests [44]. The structural behavior of the thin slabs in slab-between-girder bridges is different from that
of slab–column connections. In particular, the development of compressive membrane action increases
the capacity significantly.
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To study the structural behavior of slab-between-girder bridges, we selected as a case study the
Van Brienenoord Bridge because it has the most critical slab geometry (largest span-to-depth ratio for
the slabs) of this subset of bridges in the Dutch bridge stock. Based on the geometry of the case study
bridge, we built two setups in the laboratory at a 1:2 scale and carried out static and dynamic tests.

The outcome of the static tests could be used for assessing the static punching strength of the
Van Brienenoord Bridge. Using the method given in the Eurocode for design by testing, a factor for
converting mean values in the design values of 1.53 was derived. Using this approach, the resulting
Unity Check for punching shear of the Van Brienenoord Bridge became 0.31.

The outcome of the fatigue tests could be used to derive the Wöhler curve for thin slabs in
slab-between-girder bridges. Analyzing the fatigue live load model, we selected two critical loading
cases for the fatigue assessment: the case with a single wheel load, and the case with two wheel loads
(one of each axle). For both cases, we obtained the results of fatigue tests, and thus a Wöhler curve.
The assessment was then carried out based on a service life of 100 years, which led to 500 million cycles
for the single wheel load, and 250 million cycles for the double wheel load. Considering the factor to
convert the mean values to design values of 1.622 as derived from the static tests, we compared the
applied load ratio to the load ratio resulting from the characteristic (5% lower bound) Wöhler curve.
Comparing these values gives a Unity Check of 0.39, for the case with a single wheel print, and of 0.37,
for the case with a double wheel print.

Evaluating the results of the Unity Checks, we could identify the most critical case, which was
(by a small margin) the case of fatigue punching under a single wheel load. However, the resulting
Unity Checks were much smaller than the limiting value of 1.0. As such, the conclusion is that the
Van Brienenoord Bridge meets the Eurocode requirements for static punching and fatigue. Since the
case study bridge was selected based on the most critical geometry, we could say that by extension, all
other slab-between-girder bridges in the Netherlands meet the Eurocode requirements for static and
fatigue punching. However, this final conclusion is only valid for bridges without deterioration and
material degradation. Routine inspections remain an important bridge management tool to identify
bridges that require further study.

Author Contributions: Conceptualization, C.v.d.V. and H.S.; methodology, C.v.d.V., R.K., and E.O.L.L.; validation,
E.O.L.L.; formal analysis, R.K. and E.O.L.L.; investigation, R.K. and C.v.d.V.; resources, H.S.; data curation, E.O.L.L.
and R.K.; writing—original draft preparation, E.O.L.L.; writing—review and editing, R.K., C.v.d.V., and H.S.;
visualization, R.K. and E.O.L.L.; supervision, C.v.d.V. and H.S.; project administration, C.v.d.V. and H.S.; funding
acquisition, C.v.d.V.

Funding: This research was funded by Rijkswaterstaat, Ministry of Infrastructure and the Environment. The APC
was funded by the Delft University of Technology.

Acknowledgments: The authors wish to express their gratitude and sincere appreciation to the Dutch Ministry of
Infrastructure and the Environment (Rijkswaterstaat) for financing this research work. We are deeply indebted to
our colleague Albert Bosman for his work in the laboratory and the meticulous reporting of the first series of
experiments. We would also like to thank our former colleagues Sana Amir and Patrick van Hemert for their
contributions to the beginning of the experimental work.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection and analyses of data. The funders were involved with the practical interpretation of the
data, writing of the manuscript, and the decision to publish the results.

List of Notations

b width
c concrete cover
d average effective depth
dl effective depth to the longitudinal reinforcement
dt effective depth to the transverse reinforcement
fck,cube characteristic cube concrete compressive strength
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fcm,cube average cube concrete compressive strength
fck characteristic cylinder concrete compressive strength
fcm average cylinder concrete compressive strength
h height
k size effect factor
k1 factor on effect of axial stresses
l length
lspan span length
qik distributed lane load
u punching perimeter length
vmin lower bound of shear capacity
vR,c mean capacity for punching shear
vRd,c design capacity for punching shear
As,l longitudinal reinforcement area
Asp area of prestressing steel
As,t transverse reinforcement area
Au area within punching perimeter
BRd design capacity derived from statistical results of experiments
COV coefficient of variation
CRd,c constant in punching capacity equation
DL dead load
DW superimposed dead load
F applied load
Feq equivalent load
Fmin lower limit of the load as used in the fatigue tests
LL live load
Mdist,1wheel bending moment caused by distributed lane load for influence area of one wheel load
Mdist,2wheel bending moment caused by distributed lane load for influence area of two wheel loads
N number of cycles
Pmax load at failure
Qik axle load of design tandem
S load ratio
Schar characteristic value of load ratio (5% lower bound Wöhler curve)
U load combination
UC Unity Check
VBB average capacity of deck of Van Brienenoord Bridge based on experiments
VBB,d design capacity of deck of Van Brienenoord Bridge based on experiments
VR,c mean value of the punching shear capacity
VRd,c design value of the punching shear capacity
VEd design value of punching shear demand
Vexp experimental punching capacity
α factor that considered effect of experiments
αqi factor on distributed lane loads
αQi factor on design tandem
β reliability index
γT partial factor derived from experiments
μ mean value of experimental results
ρavg average reinforcement ratio
ρl longitudinal reinforcement ratio
ρt transverse reinforcement ratio
σcp average axial stress
σcx longitudinal axial stress
σcy transverse axial stress
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Abstract: For concrete, fatigue is an essential mechanical behavior. Concrete structures subjected to
fatigue loads usually experience a progressive degradation/damage process and even an abrupt failure.
However, in the literature, certain essential damage behaviors are not well considered in the study of
the mechanism for fatigue behaviors such as the development of irreversible/residual strains. In this
work, a damage model with the concept of mode-II microcracks on the crack face and nearby areas
contributing to the development of irreversible strains was proposed. By using the micromechanics
method, a micro-cell-based damage model under multi-axial loading was introduced to understand
the damage behaviors for concrete. By a thermodynamic interpretation of the damage behaviors, a
novel fatigue damage variable (irreversible deformation fatigue damage variable) was defined. This
variable is able to describe irreversible strains generated by both mode-II microcracks and irreversible
frictional sliding. The proposed model considered both elastic and irreversible deformation fatigue
damages. It is found that the prediction by the proposed model of cyclic creep, stiffness degradation
and post-fatigue stress-strain relationship of concrete agrees well with experimental results.

Keywords: concrete; fatigue; damage model; mode-II microcracks; thermodynamics

1. Introduction

Fatigue is an essential mechanical behavior of concrete. In real life, a large number of concrete
structures are subjected to fatigue loads, e.g., off-shore structures and bridges. Although the subjected
fatigue loads are lower than the relevant materials’ original strength, these structures experience a
progressive degradation and subsequently an abrupt failure. In order to investigate these fatigue
behaviors, several methods (e.g., fatigue life concepts [1–4] and phenomenological models [5–8]) were
developed by researchers and were widely applied in structural engineering. However, during the
designing and analysis of structures, these methods [1–8] are only limited to describing the fatigue
behaviors at phenomenological and empirical levels without a comprehensive understanding and
explanation of the internal mechanism for damage behaviors of concrete under fatigue loading.

The complex constitution of concrete results in a sophisticated damage evolution process during
material under loading. Specifically, in the material, the arbitrary distribution of initial defects
causes the localization of stresses, which further produce the complex evolution process of damage.
Experimental studies [9–14] have been conducted to understand the damage mechanism referring
to concrete under fatigue loading. In detail, some experimental results showed that local stresses
near the defect cause the heterogeneous crack openings perpendicular to tensile loading, i.e., mode-I
cracks. The mode-I cracks were well studied in a number of research papers [9–12]. In addition, [13]
applied X-ray techniques to study the microcrack mechanism of concrete, and it was found that
microcracks parallel to tensile loading (mode-II cracks) can occur even under pure global axial loading.
Reference [14] found the mode-II cracks are able to create irreversible strains due to local stresses.
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Furthermore, a series of relevant comprehensive works have been conducted by researchers in the
solid mechanical field for more than a decade [15–23].

Moreover, the mechanism of the development for irreversible/residual strains in concrete under
fatigue loading have been studied throughout several methods [6,12,24–49]. Concretely, on one hand,
based on the micro-mechanics method [6,12,24–40], it is concluded that irreversible strains are produced
by a series of types of cracking, which are distinguished as follows: (I) for a compressive case, the
transversely propagating crushing band [24,25], the axial wedge-splitting cracks at hard inclusions in
hardened cement paste [26], the interface cracks at inclusions [6], the pore-opening axial cracks [27,28],
and the inclined wing-tipped frictional cracks (i.e., wing cracks) [29–33]; (II) for a tensile case, the
irreversible opening of mode-I cracks due to the locking mechanisms of crack faces [34], the irreversible
sliding-like openings of mode-II crack due to the toughness of crack faces [35,36], the irreversible
frictional sliding over the crack surface [37,38], the irreversible cracking of the fracture process
zone [12,39], and other cracking mechanisms [40]. On the other hand, based on the macro-mechanics
method [41–49], researchers have rarely considered the comprehensive mechanism of concrete damage,
since they are usually focused on the accurate characterization of macroscopic mechanical behaviors.

However, among the above-mentioned literature, certain essential damage behaviors are not
well considered in the study of the mechanism for the development of irreversible/residual strains in
concrete. Specifically, one type of those damage behaviors is mode-II microcracks, which has attracted
the attention of researchers in the field of solids mechanics for decades [15–23].

Therefore, it is necessary to develop a continuum damage model for concrete under fatigue
loading with the consideration of this damage behavior. In detail, this damage model is able to
be established based on the micro-mechanics and continuum damage mechanics. Micro-mechanics
enables us to understand damage behavior under multi-axial loading, and the continuum damage
mechanics (CDM) method (i.e., a macro-mechanics method) offers us a convenient way to characterize
the macro behavior.

This work develops the above-mentioned contributions [6,12,24–49] in two aspects, the
description of the micro-mechanism for mode-II microcracks in multi-axial conditions and the
thermodynamics-based modeling of damage behaviors in concrete under fatigue loading.

2. Microcrack Mechanism in Concrete under Multi-Axial Loading

In this section, we briefly recall here the main steps of the methodology followed by the
literature [22] for the micro-mechanical description of mode-II microcracks. In addition, the random
distribution of initial defects in concrete under multi-axial loading was considered in this work.

2.1. The Definition of the Mode-II Microcracks

Mode-II microcracks are the local shear stress-caused by microcracks on the crack face and in the
nearby area of the micro-defects and the mode-I crack. This type of crack is different from the mode-I
crack and the mode-II crack. The differences can be concluded as follows, the mode-II microcracks are
the result of local shear stresses, which is distinguished from tensile stress-caused by the mode-I crack.
Additionally, unlike the mode-II crack, mode-II microcracks usually appear on the face and nearby
area of the micro-defects and mode-I crack.

2.2. The Causes for the Mode-II Microcracks under Multi-Axial Loading

When the concrete is subjected to a biaxial tensile load, a micro-cell within a representative volume
element (RVE) was introduced and is shown in Figure 1. In detail, the stress flow curve becomes
concentrated when it approaches the crack tip, and the plane stress on the plane horizontal and vertical
to the direction of the crack propagation is able to be described by the normal and shear stress as follows,
σh and τh, σv and τv, respectively (Figure 1c). Due to sufficient normal stress σv or stress intensity factor
(SIF) KI at the crack tip, the crack will initiate and grow through the direction where the maximum SIF
exists (i.e., transverse to the direction of maximum principal tension, Figure 1d–e). Therefore, the crack
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type, namely the mode-I crack, decreases the effective load area of the micro-cell in the maximum
principal tension direction, resulting in the stiffness degradation of the specimen [33–36,50].

Figure 1. Sketch of stress flow curve around the random selected micro-cell of the representative
volume element (RVE) in the specimen under multi-axial tension, and the related coordinates and
dimension, where σ1 denotes the maximum principal tensile stress.

However, mode-II microcracks have not been well considered in modeling concrete under
multi-axial stresses in the literature [6,12,22–40]. Through different approaches, including experimental
observations, mechanical analysis and atomic simulations [15–21], it is validated that the real
crack (excepting some pre-existing cracks) in the material is blunt, caused by the appearance of
mode-II microcracks.

Specifically, mode-II microcracks are produced by the local shear stresses (i.e., the shear stress
τh in Figures 1c and 2a) on the face and nearby area of relevant cracks. In a biaxial tensile load
case, the directions of local shear stresses are arbitrary due to the random location of initial defects.
It is distinguished from that in a uniaxial tensile case [22]. Moreover, several researchers [34–40]
observed that the mode-II microcracks, rather than the dislocation-induced plastic flow, appear in
complex composite materials such as concrete. Further description and explanation can be found in
the literature [6,51].
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Figure 2. Sketch of microcracks under multi-axial tension, leading to both the stiffness degrading and
the irreversible strain developing, where σ1 denotes the maximum principal tensile stress.

Note that it is speculated that the local constraint condition around the micro defect is stable
during the crack initiation and/or propagation under multi-axial tension; otherwise, the mode-II
dominant failure will appear. The development of the mode-II microcrack leads to certain energy
dissipation, and it may also release the tip stress concentration of the mode-I cracks, since it causes a
relatively blunter crack tip.

2.3. Influence of the Mode-II Microcracks on the Irreversible Strains in Concrete

It is revealed that the mode-II microcracks are attributed to crack blunting and the irreversible
deformation (Figure 2) of material even in brittle material such as glass [21]. In this section, we briefly
recall the methodology followed by [22] for the micro-mechanical description and further develop it
with consideration of stochastic properties in a multi-axial tension case, as follows.

For simplicity, we introduce a micro-cell damage model (Figure 3) considering the mode-II
microcracks to describe the damage behaviors in concrete under biaxial tension. In Figure 3, the region
near a certain defect is firstly highlighted and further discretized by amounts of micro-cells (micro-cell
i, micro-cell i + 1, etc.). The behavior of each micro-cell is modeled by two sets of springs (spring type
A and B). The spring type A can be stretched vertically along the direction of the maximum principal
loading, and spring type B is attached to the middle of spring type A. Unlike spring type A, spring
type B cannot be stretched but it can slip between two parallel sets of micro-cells. In such a micro-cell
damage model, the elastic behavior and elastic deformation damage are described by spring type A,
and the irreversible deformation damage is modeled by spring type B. After unloading, there is a
micro deformation b and an irreversible strain εI,f left in the material. The micro irreversible fractural
opening is caused by mode-II microcracks illustrated in the micro-cell damage model.

In summary, the elastic deformation damage in the micro-cell damage model corresponds to the
stiffness degradation, and the irreversible deformation damage is responsible for a certain part of the
irreversible strain. Specifically, the local shear stresses produce mode-II microcracks on the crack face
and nearby areas, which generate the micro deformation b and an irreversible strain εI,f in the material
(Figure 3).
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Macro behaviors 

 

 

Micro mechanism 

Figure 3. Macro behaviors and micro mechanism of a concrete cube under bi-axial tension from
various loading statuses. This figure was developed based on [22] (Reproduced with permission from
[John Wiley & Sons Ltd], 2016), however, the random distribution of initial defects was considered in
this work.

2.4. Irreversible Strains in Concrete under Multi-Axial Loading

For the irreversible strains that are not induced by mode-II microcracks, a simplified frictional
sliding model is developed in this work (Figure 4) for revealing the development of the irreversible
strains in concrete under multi-axial tension based on the literature [37,38]. In detail, as illustrated in
Figure 4, according to this model, the behavior of frictional sliding generally produces a new portion
of irreversible deformation b’ in the micro-cell of RVE (Figure 4).
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Figure 4. Sketch of tensile irreversible deformations due to both mode-II microcracks and irreversible
frictional sliding, where σ1 denotes the maximum principal tensile stress in multi-axial tension. This
figure was developed based on [22] (Reproduced with permission from [John Wiley & Sons Ltd], 2016),
however, the random distribution of initial defects was considered in this work.

Thus, in this work, the irreversible strains in concrete under multi-axial tension are produced by
two mechanisms: the mode-II microcracks and irreversible frictional sliding. It is noted that the other
mechanisms [6,12,24–36,39,40] are not employed in the work for the sake of simplicity. In addition, the
irreversible deformation damages are assumed to consist of both mode-II microcracks and irreversible
frictional sliding (see Figure 4).

For simplicity, the multi-axial stresses in the material are assumed to be classified into two stress
spaces: the tension- and compression-dominant stress spaces (Figure 5). Precisely, the stress spaces are
distinguished by the plane vertical to the stress line, which indicates the stresses on triaxis are equal to
each other (see Figure 5). Figure 5 illustrates that the tension-dominant stress space consists of both the
multi-axial tension space and a certain part of tension-compression space. The compression-dominant
stress space represents the rest of the stress space. It is worth mentioning that the micro damage
mechanisms are different when related to the above two dominant stresses. Concretely, for simplicity, the
micro damage mechanism of concrete under tension-dominant stress is assumed to be similar to that
under multi-axial tension developed in this work, and the micro damage mechanism of concrete under
compression-dominant stress is assumed to be similar to that under multi-axial compression in [23].

 
Figure 5. Sketch of the tension- and compression-dominant stress space in two-dimensional.
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The effect of the roughness and friction of crack faces on the progressive damage and irreversible
strains under fatigue compression is able to be concluded as follows, the roughness and friction of the
crack faces for the initial inclined frictional crack in wing cracks [23,29–33] and mode-II microcracks
will influence the irreversible behaviors: higher roughness and friction results in the later initiation of
the crack and further leads to a lower amount of the irreversible strains.

It is worth mentioning that the new development of micro-mechanical descriptions related
to mode-II microcracks in this work has been obtained in the following ways. Firstly, this work
extended the description of the micro damage behaviors in concrete under multi-axial tension with
the consideration of both the stochastic properties of initial cracks and the influences of mode-II
microcracks. It is distinguished from the work in [22], which focused on an idealized model of the
initial uniformly and horizontally distributed cracks under uniaxial tension, and from that in [23],
which involved a model of wing crack under multi-axial compression. Secondly, this work introduced
a simplified description of damage behaviors in concrete under tension-compression, which was not
considered in the literature [22,23].

3. Thermodynamics Based Continuum Damage Mechanics Model

Physically, the damage propagation including both the expanded crack length 2l and the developed
crack opening b + b′ in micro-scale in Figure 6 (discretely modeled by the micro damage model in
Figure 6) is an irreversible thermodynamic process characterized in Figure 6. Both microscale behaviors
are able to be idealized/unified and thermodynamics modeled by considering the stiffness degradation
Ed and the irreversible strains development εI (Figure 6), respectively.

 
Figure 6. Thermodynamics interpretation of micro-scale damage behaviors. Specifically, the elastic
deformation damage (mode-I cracks) produces the stiffness reduction Ed, and the irreversible
deformation damage (both mode-II microcracks and irreversible friction sliding) causes the development
of irreversible strains εI.

Thus, the complex microscale crack behaviors (Figure 6) are thermodynamically interpreted
into a simple macroscale damage mechanics model (Figure 6), which obtained a thermodynamics
based CDM model. In the following section, the definition of a new type of damage variable—the
irreversible deformation fatigue damage variable—is firstly introduced and then the details for the
model formulation are given.

3.1. Thermodynamics Interpretation

In this section, we briefly recall here the main steps of the methodology followed by [52] for the
thermodynamics interpretation of the damage variable. This work developed the method from [52] for
interpreting the damage variable under fatigue loading.

The infinite deformation behavior of concrete material with damage can be viewed within the
framework of thermodynamics with internal state variables. The Helmholtz free energy per unit mass,
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in an isothermal deformation process at the current state of the deformation and material damage, is
assumed as follows:

Ψn = ψn + γn (1)

where the subscript n denotes the cyclic number of the fatigue loading (n = 1, 2, 3, ..., N), ψ denotes the
strain energy or a purely reversible stored energy, while γ represents the irreversible energy associated
with specific micro structural changes produced by damage (i.e., elastic deformation damage induced
by mode-I fractures, and irreversible deformation damage due to both mode-II micro-cracks and
irreversible fictional sliding, see Figures 4 and 6). An explicit presentation of the irreversible energy and
its rate is generally limited by the complexities of the internal micro structural changes discussed in the
recent section; however, only one internal variable damage (contains two components) is considered
in this work. The damage contains two components, that is, elastic deformation damage induced
by mode-I fractures, and irreversible deformation damage due to both mode-II micro-cracks and
irreversible fictional sliding, contribute to stiffness degradation and irreversible strains development,
respectively (see Figure 6). For the purpose of developing a schematic description of the concepts
based on the proposed micro damage model, the uniaxial stress-strain curves are used in Figure 7. In
Figure 7a, E0 denotes the initial undamaged stiffness (relates to loading line OA0). The strain and the
stress at point A0 are denoted by ε0,1 and σmax, respectively.

3.1.1. Interpretation in First and Second Loading Cycle

Firstly, considering the stress-strain response during the first loading cycle, the unloading curve
A1B1 is simplified by the line A1B1 in Figure 7a,b in this work. At point A1, the strain ε1 and irreversible
damage strain ε1

di exist in the specimen. The initial stiffness changes from E0 to E1. Even though these
notations are for the uniaxial case, they are able to be used in indicial tensor notation in the equations
without loss of generality. The total strain (described by line OB1G1H1 in Figure 7a) is given as follows:

ε1 = εE
1 + εI

1 =
(
ε0,1 + ε

de
1

)
+ εdi

1 (2)

where the subscript 1 denotes the cyclic number of the first fatigue loading.
The strain energy is expressed as follows (see the area described by points B1A1H1 in Figure 7a)

ψ1 =
1

2υ
E1 ·

(
εE

1

)2
=

1
2υ

E0ε0,1ε
E
1 (3)

ψ1 = ψe
0 +ψ

de
1 (4)

where ψ0
e denotes the initial strain energy (see the area G1A1H1 in Figure 7a), and ψ1

de denotes the
elastic deformation damage strain energy during the first cycle (see the area B1A1G1 in Figure 7a),
that is,

ψe
0 =

1
2υ

E0 ·
(
ε0,1

)2
(5)

ψde
1 =

1
2υ

E0ε0,1ε
de
1 = ψ1 −ψe

0 =
1

2υ
E0ε0,1

(
εE

1 − ε0,1

)
(6)

And the irreversible energy is expressed as follows (see the area OA0A1B1 in Figure 7a)

γ1 =
1
υ

(
σmaxε

di
1 +

1
2
σmaxε

de
1

)
=

1
υ

E0ε0,1

(
εd

1 −
1
2
εde

1

)
(7)

γ1 = γdi
1 + γde

1 (8)

where γ1
di denotes the irreversible-damage irreversible energy (see the area OA0I1B1 in Figure 7a),

and γ1
de denotes the elastic deformation damage irreversible energy (see the area B1I1A1 in Figure 7a),

that is,
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γdi
1 =

1
υ
σmaxε

di
1 =

1
υ

E0ε0,1ε
di
1 (9)

γde
1 =

1
2υ
σmaxε

de
1 =

1
2υ

E0ε0,1ε
de
1 (10)

In regard to stored energyλ (contains both the purely reversible stored energyψ and the irreversible
energy γ), one is able to obtain the formula as follows

λn = ψn + γn (11)

 
(a)  (b)  

 
 

(c) (d) 

Figure 7. Sketch of the mechanical parameter definition for concrete under fatigue loading. (a) Energy
dissipation; (b) Energy dissipation; (c) Energy dissipation (σmin = 0); (d) Energy dissipation (σmin � 0);
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When the material is assumed to be a perfect elastic material, it undergoes a strain ε1 and obtains
a stored energy λ1

0 = 1/2(E0ε1
2) = ψ1

0 (i.e., the perfect material’s purely reversible stored energy or
strain energy) due to external loads. However, the material focused on in this work is a quasi-brittle
material assumed to undergo both elastic deformation damage and irreversible deformation damage.
It reduces a certain part of stored energy (denoted by the area A0F1A1 in Figure 7a) caused by the elastic
deformation damage (i.e., mode-I fracture in the proposed micro-cell damage model, see Figures 4
and 6). Additionally, another part of the stored energy (described by the area A0C1F1 in Figure 7a) is
also decreased, as a result of the irreversible damage (due to both mode-II micro-cracks and irreversible
fictional sliding, see Figures 4 and 6). Thus, the damaged material’s stored energy is derived as follows

λ1 = ψ1 + γ1 = λ0
1 − λd

1 (12)

where
λd

1 = λde
1 + λdi

1 (13)

λde
1 =

1
2υ
σde

1 ε
d
1 (14)

λdi
1 =

1
2υ
σdi

1 ε
d
1 (15)

where λ1
d denotes the total damage caused reduction of stored energy, λ1

de denotes the elastic
deformation damage (i.e., mode-I fracture) caused reduction of stored energy, λ1

di denotes the
irreversible damage (due to both mode-II micro-cracks and irreversible fictional sliding) caused
reduction of stored energy.

Secondly, considering the stress-strain response during the second loading cycle, the unloading
curve A2B2 is also simplified by the line A2B2 in Figure 7a,b. At point A2, the strain ε2 and irreversible
damage strain ε2

di exist in the specimen. The stiffness is changed from E1 to E2. Even though these
notations are for the uniaxial case, they are able to be used in indicial tensor notation in the equations
without loss of generality. The total strain (described by line OB2G2H2 and OB1B2G1,2H2 in Figure 7b)
is given as follows:

ε2 = εE
2 + εI

2 =
(
ε0,2 + ε

de
2

)
+ εdi

2 = εdi
1 + εdi

1,2 + ε
de
1,2 +

(
ε0,2 + ε

de
1

)
(16)

where ε0,2 = ε0,1 (see Figure 7a).
The strain energy is expressed as follows

ψ2 = ψ1 +ψ
de
1,2 = ψe

0 +ψ
de
1 +ψde

1,2 (17)

where the subscript 2 denotes the cyclic number of the second fatigue loading, ψ1,2
de denotes the

elastic deformation damage strain energy due to the additional elastic deformation damage during the
second cycle (see the area B2A2G1,2 in Figure 7b), that is,

ψde
1,2 =

1
2υ

E0ε0,1ε
de
1,2 (18)

Thus, the strain energy is expressed as follows (see the area described by points B2A2H2 in Figure 7a)
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1
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E0ε0,1ε
E
2 (19)

The irreversible energy γ2 is expressed as follows

γ2 = γ1 + γ1,2 =
(
γdi

1 + γde
1

)
+
(
γdi

1,2 + γ
de
1,2

)
(20)
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where γ1,2
di denotes the irreversible deformation damage irreversible energy due to the additional

irreversible deformation damage during the second cycle (see the area B1A1I2B2 in Figure 7b), and γ1,2
de

denotes the elastic deformation damage irreversible energy due to the additional elastic deformation
damage during the second cycle (see the area B2A2G1,2 in Figure 7b), that is,

γdi
1,2 =

1
υ
σmaxε

di
1,2 =

1
υ

E0ε0,1ε
di
1,2 (21)

γde
1,2 =

1
2υ
σmaxε

de
1,2 =

1
2υ

E0ε0,1ε
de
1,2 (22)

Thus, the irreversible energy γ2 is derived as follows (see the area OA0A2B2 in Figure 7b)

γ2 = 1
υE0ε0,1

(
εdi

1 + 1
2ε

de
1 + εdi

1,2 +
1
2ε

de
1,2

)
= 1
υE0ε0,1

[(
εdi

1 + εdi
1,2

)
+ 1

2

(
εde

1 + εde
1,2

)]
= 1
υE0ε0,1

(
εdi

2 + 1
2ε

de
2

) (23)

The stored energy λ2 is derived as follows

λ2 = ψ2 + γ2 = λ0
2 − λd

2 (24)

where λ2
d denotes the total damage caused reduction of stored energy, that is,

λd
2 = λd

1 + λd
1,2 =

(
λdi

1 + λde
1

)
+
(
λdi

1,2 + λ
de
1,2

)
(25)

where λ1,2
di denotes the irreversible deformation damage caused by the reduction of stored energy

due to the additional irreversible deformation damage during the second cycle (see the composite
areas C1C2J1F1, A1J3J4 and A1J5A2 in Figure 7b), and λ1,2

de denotes the elastic deformation damage
caused reduction of stored energy due to the additional elastic deformation damage during the second
cycle (see the composite areas F1J1J2A1, A1J2J3 and A1J4J5 in Figure 7b), that is,

λdi
1,2 = 1

υσ
di
1

(
ε2 − ε1

)
+ 1

2υσ
di
1,2
′(ε2 − ε1

)
+ 1

2υσ
di
1,2

(
ε2 − ε1

)
= 1
υ

(
ε2 − ε1

)(
σdi

1 + 1
2σ

di
1,2
′ + 1

2σ
di
1,2

) (26)

λde
1,2 = 1

υσ
de
1

(
ε2 − ε1

)
+ 1

2υσ
de
1,2
′(ε2 − ε1

)
+ 1

2υσ
de
1,2

(
ε2 − ε1

)
= 1
υ

(
ε2 − ε1

)(
σde

1 + 1
2σ

de
1,2
′ + 1

2σ
de
1,2

) (27)

Thus, the total damage caused reduction of stored energy λ2
d is derived as follows (see the area

A0C2A2 in Figure 7b)
λd

2 =
(
λdi

1 + λde
1

)
+
(
λdi

1,2 + λ
de
1,2

)
= λdi

2 + λde
2 (28)

λdi
2 =

1
2υ
σdi

2 ε
d
2 (29)

λde
2 =

1
2υ
σde

2 ε
d
2 (30)

where λ2
di denotes the irreversible deformation damage (due to both mode-II micro-cracks and

irreversible fictional sliding) caused by the reduction of stored energy, λ2
de denotes the elastic

deformation damage (i.e., mode-I fracture) caused by the reduction of stored energy (see Figure 7a).
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3.1.2. Interpretation in nth Loading Cycle

Based on the recent thermodynamics interpretation in this work (see Equations (3), (7), (12–15),
(19), (23), (24), (28)–(30)), by comparing Equation (19) with Equation (3) and replacing the cycle number
2 by n in Equation (19), it is possible to derive the strain energy after nth loading cycle, as follows:

ψn =
1

2υ
E0ε0ε

E
n =

1
2υ

E0ε0

(
εE

n−1 + ε
de
n−1,n

)
(31)

By comparing Equation (23) with Equation (7) and replacing the cycle number 2 by n in Equation
(23), it is possible to derive the irreversible energy after nth loading cycle, as follows:

γn =
1
υ

E0ε0

(
εdi

n +
1
2
εde

n

)
=

1
υ

E0ε0

[(
εdi

n−1 + ε
di
n−1,n

)
+

1
2

(
εde

n−1 + ε
de
n−1,n

)]
(32)

By comparing Equations (24), (28–30) with Equations (12–15) and replacing the cycle number 2
by n in Equations (24), (28–30), it is possible to derive the damage caused by the reduction of stored
energy after nth loading cycle, as follows:

λn = λ0
n − λd

n = λ0
n −

(
λdi

n + λde
n

)
(33)

λdi
n =

1
2υ
σdi

n ε
d
n (34)

λde
n =

1
2υ
σde

n ε
d
n (35)

Note that, considering both the micro structural changes (based on the proposed micro damage
model, see Figures 3, 4 and 6) and the macro irreversible energy (see Equation (1)), this work is ruled
by second thermodynamics law, that is,

σ
.
ε− υ .

ψ ≥ 0 (36)

3.1.3. Damage Variable Definition and Its Thermodynamics Interpretation

Based on the above thermodynamics interpretation and the damage variable definition method
in Appendix A, the elastic deformation fatigue damage variable in the elastic strain space and total
strain space (Dn

E and Dn
e), and the irreversible deformation fatigue damage variable (Dn

i) are defined,
respectively, as follows (see Figure 7):

DE
n =

Ψde
n

Ψe
n + χn

=
ψde

n + γde
n(

ψe
0,n +ψ

de
n + γde

n

)
+ χn

=
εde

n

εE
n

(37)

De
n =

Ψde
n

Ψn + χn
=

ψde
n + γde

n(
ψe

0,n +ψ
de
n + γde

n + γdi
n

)
+ χn

=
εde

n
εn

(38)

Di
n =

Ψdi
n

Ψn + χn
=

γdi
n(

ψe
0,n +ψ

de
n + γde

n + γdi
n

)
+ χn

=
εdi

n
εn

(39)

Dn =
Ψd

n
Ψn + χn

= De
n + Di

n =
εde

n + εdi
n

εn
=
εd

n
εn

=
εn − ε0, n

εn
=
εn − σmax/E0

εn
(40)

where εn
d, εn

de, and εn
di denote the strain development caused by the total damage, the elastic

deformation damage and the irreversible deformation damage, respectively (related to the total
cracking, the mode-I cracking and the irreversible deformation cracking discussed in micro-mechanical
description in this work, respectively), when the material is subjected to the nth cyclic loading (Figure 7);
εn

E denotes the elastic strain, εn
E = ε0,n + εn

de (ε0,n = ε0); εn denotes the total strain, εn = ε0,n + εn
de +
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εn
di; and χn denotes the energy dissipation exists as a typical characteristics of the elastic behaviors, it

accompanies and equals the initial strain energy ψ0,n
e (see Figures 7 and A1), that is,

χn =
1

2υ
σmaxε0,n =

1
2υ
σmaxε0 = ψe

0,n = ψe
0 (41)

Note that Equation (40) illustrates that the damage evolution Dn depending on the total strain εn

will be varied, when σmax is changed during different fatigue loading processes.
The nonlinear stress-strain relation is described as follows:

σ =
(
1−DE

n

)
E0
(
εn − εdi

n

)
=
(
1−DE

n

)(
1−Di

n

)
E0εn

=
[
1−

(
De

n + Di
n

)]
E0εn = (1−Dn)E0εn

(42)

The damage variables Dn
E (or Dn

e) and Dn
i are able to be used to characterize the stiffness

degradation and irreversible strain development of concrete under fatigue loading, respectively, as
follows (see Figure 7a–c),

En =
(
1−DE

n

)
E0 =

(
1− De

n

1−Di
n

)
E0 =

1−Dn

1−Di
n

E0 (43)

εdi
n = Di

nεn (44)

Given that in the case of general engineering the value of the minimum stress σmin is not equal to
zero in concrete (Figure 7d), the residual strain εn

r related to the fatigue behaviors is distinguished
from the irreversible strain εn

di by the following definition:

εr
n = εn −

σmax − σmin

En
(45)

εdi
n = εn −

σmax

En
(46)

which are obtained by the equations (Figure 7), respectively, as follows,

En =
σmax − σmin

εn − εr
n

(47)

En =
σmax

εn − εdi
n

(48)

Note that little research [6,10–12,41–49] has considered the difference between the residual strains
and the irreversible strains, however, this difference is essential for characterizing the fatigue behaviors
of concrete. Specifically, Equations (45) and (46) and Figure 7 illustrate that the value of the residual
strains is usually higher than that of the irreversible strains.

Additionally, with Equations (9), (10), (14), (15), (17)–(19), (21), (22), (29), (30), (38) and (39) and
Figure 7, it is able to correlate the mechanical parameters and damage variables to the thermodynamics
parameters as follows:

εde
n

εdi
n

=
σde

n

σdi
n

=
De

n

Di
n
=
γde

n +ψde
n

γdi
n

=
λde

n

λdi
n

(49)

Equation (49) shows that the two components of fatigue damage variable (Dn
e and Dn

i) are able
to be correlated to the strain and stress decomposition and the energy dissipation, i.e., the energy (γn

de

+ ψn
de) and γn

de, λn
de and λn

di, respectively. Therefore, Equation (49) illustrates the thermodynamics
interpretation of the newly defined damage variables.
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3.2. Continuum Damage Mechanics Model

The damage evolution is the variation process of the micro structure in material under external
load, i.e., the process of the crack initiation, development and converge, thus, it reveals the physical
nature of certain material and it does not impact the stress status [53]. Hence, the fatigue damage
evolution of concrete in uniaxial case is presumed to be applied on multi-axial case without loss of
generality. Therefore, the constitutive model in scalar form (Equation (42)) is able to be extended into
the tensor form, as follows:

σn = [I−Dn] : E0 : εn (50)

where Dn denotes the tensor fatigue damage variable, which is used to model the nonlinearity of
stress-strain response and can be expressed as follows:

Dn = D±i,nP±i = D+
1,nP+

1 + D−1,nP−1 + D+
2,nP+

2 + D−2,nP−2 + D+
3,nP+

3 + D−3,nP−3 (51){
P+

i = H[σi(n)]m(i) ⊗m(i) ⊗m(i) ⊗m(i)

P−i =
{
1−H[σi(n)]

}
m(i) ⊗m(i) ⊗m(i) ⊗m(i) (52)

where i denotes the number of the principal stress direction, i = 1, 2, 3, for simplicity, in the uniaxial
case, it can be omitted; H(x) denotes the Heaviside function, if x > 0, its value is 1, otherwise 0; + and −
denote the tensile and compressive loading condition, respectively.

In the biaxial stress condition, the fatigue damage constitutive model in the principal stress
direction is able to be described as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

σ1,n
σ2,n

τ12,n

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
1

1− μ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
(
1−D±1,n

)
α2
(
1−D±2,n

)
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

E0 μE0 μE0

μE0 E0 μE0

μE0 μE0 E0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ε1,n
ε2,n

ς12,n

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (53)

where α denotes the parameter considering the bia-compressive effects [22,53], its value can be obtained
from [22]; μ denotes the Poisson ratio; τ denotes the shear stress; ζ denotes the shear strain.

The cyclic creep and stiffness degradation in a three-stage process are characterized by the tensor
fatigue irreversible deformation damage variable Dn

i and the tensor fatigue elastic deformation damage
variable Dn

e, respectively, and the post-fatigue stress-strain response is also described by the recently
defined damage variables. As a result, the current stiffness and the irreversible/residual strain are able
to be described as follows, respectively:

En =
1−D±n
1−Di±

n
E0 (54)

εdi
n = Di±

n εn (55)

εr
n = εn −

σmax − σmin

En
(56)

The post-fatigue stress-strain response of concrete under monotonic uniaxial loading is assumed
to be expressed as follows:

σ
p±
n =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
En ·

(
ε− εdi

n

)
, εdi

n ≤ ε ≤ σmax/En[
1− k±N ·D

f cu±
n

]
· E0 ·

(
ε− εdi

n

)
, σmax/En < ε ≤ εN

(1−Ds±) · E0 · ε, ε > εN

(57)

where Dn
fcu denotes a simplified parameter related to strength reduction, Dn

fcu± = (1 − S±)·Dn
0±,

Dn
0 denotes a newly introduced damage variable, which will be defined in Section 4.1; kN denotes a

modifying parameter considering the bound condition of fatigue failure surface [4], if εN ≤ ε ≤ εfcu,
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kN = (εN − ε)/(εN − εfcu), otherwise, kN = 1, and εfcu denotes the strain corresponding to the peak stress
f cu under monotonic uniaxial loading. Furthermore, the residual strength is described as follows:

f r±
n = f±cu ·

[
1−D f cu±

n

]
(58)

4. Verification and Discussions

4.1. Solution Procedure of CDM Model for Concrete under Fatigue Loading

In order to characterize the three-stage behaviors of concrete under fatigue loading considering
different stress level S, based on the concept of the fatigue failure surface [4], a normalized fatigue
damage variable Dn

0 is defined in this work as follows:

D0±
n =

D±n −D±1
D±N −D±1

(59)

where D1 and DN denote the damage variable of the joint points of the static stress-strain curve and
the level line σ = σmax, respectively, and they are able to be calculated by the model in [22] as follows:

σ± = (1−Ds±)E0ε
± (60)

where σ = σmax, ε = ε1 or ε = εN, ε1 and εN denote the strain of the joint points of the static stress-strain
curve and the level line σ = σmax, respectively, Ds denotes the damage variable of concrete under
monotonic uniaxial loading, and it is able to be predicted by the model in [22] as follows:

Ds± =
A±1 −A±2

1 +
(
ε− ε±0

)p± + A±2 (61)

where A1, A2, ε0, and p denote the parameters related to the damage evolution in concrete under
monotonic uniaxial loading, and they are able to be calibrated by experimental results [22].

Thus, the fatigue damage variable of concrete is derived as follows:

D±n = D±1 + D0±
n ·

(
D±N −D±1

)
(62)

By a set of trial and error procedures, the normalized fatigue damage variable is assumed to be
modeled by the equation:

D0±
n = A±3 ·

(
− n/N

n/N −A±4

) 1
A±5 (63)

where A3, A4, and A5 denote the parameters related to the damage in concrete during fatigue loading,
and they are able to be calibrated by the experimental results.

The literature [54,55] presumed that the reciprocal of irreversible deformation damage variable
1/Di is linearly dependent on the total damage variable D. However, by applying the above linearly
analysis, the resulted value of irreversible deformation damage variable Di is overestimated in certain
cases. For instance, it is found that the calculated irreversible deformation damage Di is greater than
the total damage D when the total damage D is approximately lower than 0.2, which is unreasonable
(see Equation (40) and Figure 7). Hence, the relation between 1/Di and D is assumed to be corrected
as follows,

Di
n = 1/

(
B1 + B2 ·Dn + B3 ·D2

n

)
(64)

where B1, B2 and B3 denote the parameters related to the coupling of irreversible and elastic deformation
damage in concrete under loading, and they are able to be calibrated by the experimental results of
concrete under cyclic loading [54,55].
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The fatigue life is estimated by the convenient method [56], such that,

log N = 14.7− 13.5
σmax − σmin

f±cu − σmin
. (65)

Therefore, this CDM model is able to characterize the mechanical behaviors of concrete under
fatigue loading including following characteristics: the progressive stiffness degradation, development
of cyclic creep and residual strain in a three-stage process, and the post-fatigue stress-strain response
under monotonic loading.

4.2. Behaviors of Concrete under Fatigue Compression with Constant Amplitude

In order to verify the effectiveness of the proposed model, the predictions are obtained using a
calibration method similar to that in the literature [45] and compared with the experimental results. A
series of experiments of concrete under fatigue compression with a constant amplitude are conducted
and the results are reported in [57]. In this section, a typical result is selected for model verification. By
using the definition in Equations (38–40), the calibrated parameters are obtained and listed as follows,
E0 = 32.3 GPa, f cu

− = 49.3 MPa, A1
− = 0, A2

− = 1, ε0
− = 1700.7 με, p− = 2.138, A3

− = 1.864, A4
− = 6.961,

A5
− = 2.702, B1 = 38.19, B2 = −80.77, and B3 = 44.66. Figure 8 illustrates the agreement of the predicted

and the experimental results. In detail, initially, the three stages evolution of cyclic creep (i.e., the total
fatigue strains and residual strains) of both the predicted and experimental results are coincidental
(Figure 8a). Additionally, the proposed model is able to reproduce the stiffness degradation during
fatigue life (Figure 8b).

ε
ε

ε

ε

ε

ε

  
(a) Cyclic creep (b) Stiffness degradation 

Figure 8. Calibration of parameters in the model, and comparison between experimental [57] (The
graphs are completely redrawn by authors).and predicted results.

4.3. Behaviors of Concrete under Fatigue Compression with Various Stress Levels

In order to model the behaviors of concrete under fatigue compression with various stress levels
of constant amplitudes, a typical result [4] is used for analysis in this section. The parameters are
calibrated as follows, E0 = 21.8 GPa, f cu

− = 26.0 MPa, A1
− = 0, A2

− = 1, ε0
− = 2306.5 με, p− = 2.464, A3

−
= 0.713, A4

− = 1.160, A5
− = 5.439. The cyclic creep and the fatigue strain [4] (defined as the fatigue

strain = the total strain εn—the initial strain (i.e., the total strain in the first cycle ε1)) are predicted and
compared with experimental results in Figure 9.
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ε

 

ε
ε

(a) (b) 

Figure 9. Comparison of total fatigue strains (a) and fatigue strains (b) between predicted and
experimental [4] (The graphs are completely redrawn by authors). results, where the fatigue strain =
the total strain εn—the initial strain (i.e., the total strain in the first cycle ε1).

Figure 9 illustrates that the predictions agree with the experimental results. In detail, initially,
both the total fatigue strains and the fatigue strains in predictions agree with the experimental
results. Additionally, the proposed model is able to reproduce the three stages evolution of total
fatigue strains and fatigue strains during fatigue life. It is noted that the tail results in predictions
are slightly higher than the experimental results, since the strain due to static stress-strain response
in concrete is developing faster than the total fatigue strains in experiments [4], which leads to the
higher strains predictions (Figure 9) by using Equations (40) and (60) based on fatigue failure surface
concept [4]. Therefore, the proposed model is able to characterize the behaviors of concrete under
fatigue compression with various stress levels with constant amplitudes.

4.4. Behaviors of Concrete under Biaxial Fatigue Compression

In order to model the behaviors of concrete under biaxial fatigue compression with constant
amplitude, a typical result [58] (Figure 10) is applied for analysis in this section. The parameters are
calibrated as follows, E0 = 26.3 GPa, f cu

− = 20.47 MPa, A1
− = 0, A2

− = 1, ε0
− = 1568.1 με, p− = 2.218,

A3
− = 0.713, A4

− = 1.160, A5
− = 5.439 and α1 = 1.254. Figure 10 illustrates that the predicted results of

the proposed model agree well with the experimental results. Therefore, it can be concluded that the
proposed model is applicable in the analysis of concrete under biaxial fatigue loading.

ε

ε

ε

ε

ε

ε

ε

Figure 10. Comparison of cyclic creep under biaxial fatigue compression among predicted and
experimental results [58] (The graphs are completely redrawn by authors).
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4.5. Post-Fatigue Constitutive Behaviors of Concrete under Monotonic Loading

To verify the effectiveness of the proposed model in predicting the post-fatigue stress–strain
response of concrete, the literature [59] is applied to calibrate the parameters, as follows, E0

− = 36.0
GPa, f cu

− = 41.4 MPa, A1
− = 0, A2

− = 1, ε0
− = 2153.8 με, p− = 3.186, A3

− = 0.713, A4
− = 1.160, A5

−
= 5.439. The predicted post-fatigue stress-strain responses are obtained in Figure 11a. Figure 11a
illustrates that the post-fatigue stress–strain responses predicted by the model varies in a typical three
stages way depending on the increasing of cycle ratio. In detail, the development of the initial strains
(i.e., the residual strains) of the responses grows in a three stages way, and the variation of the initial
(post-fatigue) stiffness and the residual strength experience in a similar way. Therefore, the proposed
model is able to reproduce the post-fatigue constitutive behaviors.

4.6. Comparison among Proposed Model and Other Models

The proposed model is compared with the typical damage evolution models [60,61]. The parameters
are calibrated by using the experimental results in the literature [61], such that, E0

− = 54.5 GPa, A3
− = 0.6,

A4
− = 1.01, A5

− = 9, B1 = 2.29, B2 = −1.23, and B3 = 0. Thus, the predictions are obtained in Figure 11b–d.
Figures 10 and 11b illustrate that the predictions of the proposed model are more accurate than those
of other damage evolution models [60,61]. In addition, the proposed model is able to reproduce the
other behavior variations under fatigue loading (e.g., the development of cyclic creep (Figures 10 and
11c), stiffness degradation (Figure 11d) and post-fatigue constitutive behavior (Figure 11a), which are
not well considered in the other models [60,61].

σ

ε  

D

n N

D
D
D
D

(a) Post-fatigue stress-strain response (b) Di v.s. n/N 

ε
ε

ε

ε

ε

ε

 
(c) Cyclic creep (d) Stiffness degradation 

Figure 11. Post-fatigue stress–strain response predicted by the proposed model (n/N = 0.02~0.98, S =
0.66), and comparison of Di, cyclic creep and stiffness degradation among predicted and experimental
results [61] (The graphs are redrawn by authors).

486



Appl. Sci. 2019, 9, 2768

Furthermore, the proposed models are capable of predicting the variations of cyclic creep, stiffness
degradation, residual strength, and the stress–strain relationship under both fatigue loading and
post-fatigue loading. However, few damage models [6,41–49] took all the characteristics above into
account for relevant characterizing.

Additionally, the proposed model obtains a clear physical consideration based on the
micro mechanical description of damage behaviors in concrete under multi-axial loading, and
proposed a behavior characterizing method based on both the above-mentioned description and a
thermodynamics-based CDM method. However, in the classical damage models [44,45], the yield
concept cannot coexist with the loading/unloading irreversible strain concept [62] introduced in their
framework. In detail, in the yield concept [44,45], there is only one yield surface for determining the
plastic strains in the material. However, in the loading/unloading irreversible strain concept [62], each
loading/unloading process (i.e., a loading cycle) obtains a corresponding irreversible strain surface for
the development of irreversible strains.

5. Conclusions

In this work, a damage model with the concept of mode-II microcracks using thermodynamic
interpretation of damage behaviors for concrete under fatigue loading was developed.

In detail, by applying the micromechanics method, a micro-cell-based damage model was
introduced to understand the damage behavior. The mode-II microcracks were further introduced as a
contributing part of irreversible/residual strains.

Additionally, by introducing the physical interpretation of the damage variable based on the
thermodynamic method, a novel fatigue damage variable (irreversible deformation fatigue damage
variable) was proposed to describe the irreversible strains. With this methodology, a continuum
damage mechanics model considered both the elastic and irreversible deformation fatigue damages
was developed.

It is found that the predictions of this model highly agreed with experimental results. This model
is able to characterize the variations of cyclic creep, stiffness degradation, residual strength, and the
post-fatigue stress-strain relationship of concrete. The model can also be used to analyze the behaviors
of concrete under complex fatigue loads such as a multi-axial case.
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Appendix A. Damage Variable Definition Based on Thermodynamics

(1) Perfect elastic materials

The Helmholtz free energy of a perfect elastic material per unit mass is obtained as follows (see
Figure A1a):

Ψ = ψ+ γ = ψ = ψe
0 (A1)
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And the energy dissipation χ is introduced in this work (see Figure A1), that is,

χ =
1

2υ
σε0 =

1
2υ
σε = ψe

0 (A2)

where χ denotes that energy dissipation exists as a typical property of the elastic behaviors, it
accompanies the initial strain energy ψ0

e, and both are equal to each other like the twins, see Figure A1.
There is no damage appearing in the material, thus, it is not necessary to define a damage variable.

And the stress–strain relation is described as follows:

σ = E0ε (A3)

(2) Elastic deformation damage materials

The Helmholtz free energy of an elastic deformation damage material is obtained as follows (see
Figure A1b):

Ψ = ψ+ γ =
(
ψe

0 +ψ
de
)
+ γde (A4)

where
ψde = γde =

1
2υ
σεde (A5)

And the energy dissipation χ is derived in this work (see Figure A1), that is,

χ =
1

2υ
σε0 = ψe

0 (A6)

The elastic deformation damage variable in the elastic strain space is defined in this work by two
methods considering two different energy dissipation aspects, respectively, as follows:

DE =
ψde

ψ
=

ψde

ψe
0 +ψ

de
=

εde

ε0 + ε
de

=
εde

εE
(A7)

DE =
Ψde

Ψ + χ
=

ψde + γde(
ψe

0 +ψ
de + γde

)
+ χ

=
εde

εE
(A8)

where εE denotes the elastic strains, εE = ε0 + ε
de.

The nonlinear stress–strain relation is described as follows:

σ =
(
1−DE

)
E0ε (A9)

The damage variable DE is able to be used to describe the stiffness degradation, that is (Figure A1b),

E =

(
1− ε

de

ε

)
E0 =

(
1−DE

)
E0 (A10)
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(a) Perfect elastic (b) elastic deformation damage 

(c) irreversible deformation 
damage 

 
 

(d) Perfect irreversible (e) Elastic-irreversible-damage (quasi-brittle) 

Figure A1. Sketch of the energy dissipation for various materials under uniaxial loading.

(3) Irreversible deformation damage materials

The Helmholtz free energy of an irreversible deformation damage material is obtained as follows
(see Figure A1c):

Ψ = ψ+ γ = ψe
0 + γ

di (A11)

And the energy dissipation χ is derived in this work (see Figure A1), that is,

χ =
1

2υ
σε0 = ψe

0 (A12)

The irreversible deformation damage variable is defined in this work by the method considering
energy dissipation, as follows:

Di =
Ψdi

Ψ + χ
=

γdi(
ψe

0 + γ
di
)
+ χ

=
εdi

ε
(A13)

where ε = ε0 + ε
di.

The nonlinear stress–strain relation is described as follows:

σ = E0
(
ε− εdi

)
=
(
1−Di

)
E0ε (A14)

The damage variable Di is able to be used to describe the irreversible strain development, that is
(see Figure A1c),

εdi = Diε (A15)

Additionally, when the initial stiffness approaches an infinite value ∞, the material exhibits a
prefect brittle-plastic behavior (see Figure A1d). Thus, the Helmholtz free energy is derived as follows,

Ψ = ψ+ γ = γ = γdi (A16)
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due to the energy dissipation χ = ψ0
e = 0. The irreversible deformation damage variable is obtained,

as follows:

Di =
Ψdi

Ψ + χ
=
γdi

γdi
= 1 (A17)

And the irreversible strain is derived, as follows:

εdi = Diε = ε (A18)

Furthermore, the nonlinear stress-strain relation is described as follows:{
σ = σ
ε = εdi (A19)

(4) Quasi-brittle materials (Elastic-irreversible deformation damage materials)

The Helmholtz free energy of a quasi-brittle material is obtained as follows (see Figure A1e):

Ψ = ψ+ γ =
(
ψe

0 +ψ
de
)
+
(
γde + γdi

)
(A20)

where
ψde = γde =

1
2υ
σεde (A21)

And the energy dissipation χ is derived in this work (see Figure A1), that is,

χ =
1

2υ
σε0 = ψe

0 (A22)

The elastic deformation damage variable in the elastic strain space is defined in this work by two
methods considering two different energy dissipation aspects, respectively, as follows:

DE =
ψde

ψ
=

ψde

ψe
0 +ψ

de
=

εde

ε0 + ε
de

=
εde

εE
(A23)

DE =
Ψde

Ψe + χ
=

ψde + γde(
ψe

0 +ψ
de + γde

)
+ χ

=
εde

εE
(A24)

The elastic deformation damage variable in the total strain space is also defined in this work by
the method considering energy dissipation, as follows:

De =
Ψde

Ψ + χ
=

ψde + γde(
ψe

0 +ψ
de + γde + γdi

)
+ χ

=
εde

ε
(A25)

where the total strain ε = ε0 + ε
de + εdi, and the elastic strain εE = ε0 + ε

de.
The irreversible deformation damage variable is defined in this work by the method considering

energy dissipation, as follows:

Di =
Ψdi

Ψ + χ
=

γdi(
ψe

0 +ψ
de + γde + γdi

)
+ χ

=
εdi

ε
(A26)

The nonlinear stress–strain relation is described as follows:

σ =
(
1−DE

)
E0
(
ε− εdi

)
=
(
1−DE

)(
1−Di

)
E0ε

=
[
1−

(
De + Di

)]
E0ε = (1−D)E0ε

(A27)
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The damage variable DE (or De) and Di is able to be employed to characterize the stiffness
degradation and irreversible strain development, respectively, as follows (see Figure A1e),

E =
(
1−DE

)
E0 =

(
1− De

1−Di

)
E0 =

1−D
1−Di

E0 (A28)

εdi = Diε (A29)

Note that the energy dissipation χ presents a typical property of materials’ elastic behaviors.
Figure A1 and Equations (A2), (A6), (A12) and (A22) show that the energy dissipation χ is equal to
the initial strain energy ψ0

e, i.e., χ = ψ0
e, and in a limit case without elastic behaviors in Figure A1d,

χ = ψ0
e = 0. Additionally, the damage variable definition method considering the energy dissipation χ

in Equations (A8) and (A24) is as effective as that in Equations (A7) and (A23), respectively. Therefore,
it is reasonable to apply the damage variable definition method considering the energy dissipation χ in
this work.
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Abstract: The response ranges of three principal mechanical parameters were measured following
cyclic compressive loading of three types of concrete specimen to a pre-defined number of
cycles. Thus, compressive strength, compressive modulus of elasticity, and maximum compressive
strain were studied in (i) plain, (ii) steel-fiber-reinforced, and (iii) polypropylene-fiber-reinforced
high-performance concrete specimens. A specific procedure is presented for evaluating the residual
values of the three mechanical parameters. The results revealed no significant variation in the
mechanical properties of the concrete mixtures within the test range, and slight improvements in
the mechanical responses were, in some cases, detected. In contrast, the scatter of the mechanical
parameters significantly increased with the number of cycles. In addition, all the specimens were
scanned by means of high resolution computed tomography, in order to visualize the microstructure
and the internal damage (i.e., internal micro cracks). Consistent with the test results, the images
revealed no observable internal damage caused by the cyclic loading.

Keywords: fatigue; high performance concrete; fibre-reinforced high performance concrete;
compressive stress; compressive modulus of elasticity; maximum compressive strain

1. Introduction

Progressive improvement of the compressive properties of concrete have led to the development
of more and more slender concrete structures worldwide, resulting in a progressive reduction of
component weight. In consequence, cyclic loads due to variable loading (transient loads and wind,
among others) have to be closely studied as tolerance margins are reduced. In some cases, fatigue loads
are crucial and the design of the structural element, as in the case of concrete wind turbine towers,
depends on fatigue load levels.

Fatigue in concrete can be defined as a process of mechanical degradation leading to failure.
Due to cyclic loads, crack initiation and propagation within the specimen occur, until final failure.
However, during the application of the variable loads, a modification of the mechanical parameters of
the concrete occurs, progressively varying the structural responses of an element.

The classic way to address the problem of fatigue in concrete is to determine the number of cycles
(N) that a concrete element can support under given loading conditions. “N” is also called “fatigue
life.” A concrete element under cyclic loads collapses after a sufficient number of cycles, even if the
maximum applied stress is less than its compressive strength.

The value of N depends on both the maximum and the minimum stress applied. The most
common way to represent this relationship is through S–N curves. Fatigue strength (S) is defined as
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the fraction of the static strength that can be supported repeatedly over a number of cycles. In general,
there is a huge scatter in the results of apparently identical specimens.

Traditionally, fatigue analysis has focused on the study of fatigue life, i.e., the number of cycles
that the specimen can withstand before collapse [1–10], and almost no attention has been paid to how
the mechanical parameters vary with the number of cycles [11–14].

Nevertheless, those variations represent an interesting approach to fatigue analysis, as most
structures are subjected to a combination of cyclic loads, resulting in mechanical degradation, and
extreme static loading. A proper design should guarantee the safety of the structure, taking into
account the possible reduction of the mechanical capacity of the structure due to cyclic loads.

The addition of fibers inside the concrete mass provides a better behavior of concrete under fatigue
loads. Fibers bridge the cracks, resulting in a significant increase of the fatigue life. Much research has
been carried out in this field [15–21], and in all cases, the results have shown a relevant improvement
of the fatigue response of the concrete elements.

It is commonly accepted that a fatigue test consists of applying a cyclic load until failure, with the
condition that the maximum load is always below the strength of the concrete element. However, cyclic
loads applied to concrete elements will result in a progressive deterioration of the microstructure, with
the initiation and propagation of microcracks. This fuzzy damage, distributed over the whole specimen,
is expected to result in a progressive variation of the macroscopic response, i.e., the mechanical
parameters of the concrete. At the point in time when the specimen collapses during the fatigue test,
it may be understood that the residual strength of the concrete specimen is exactly the maximum load
that is applied. In consequence, a progressive reduction of the strength of the concrete occurs during
the cyclic test.

It must be taken into account that real concrete structures are not subjected only to cyclic loading
until failure. In fact, they are usually subjected to cyclic loading, and occasionally to extreme loading
episodes. Cyclic loading does not usually causes a concrete structure to collapse, but it causes a variation
in its mechanical parameters, altering its behavior under extreme loading episodes.

Concrete towers for wind turbines are a good example of this fact, since they are subjected to a
“permanent” cyclic loading and eventual extreme loading events. Considering this fact, Urban et al. [22]
studied the variation in the compressive modulus of elasticity of concrete towers for wind turbines
caused by cyclic loading, and its consequence in terms of variation in the structural response to static
and dynamic loading.

This phenomenon could also affect post-tensioned concrete beams. Variations in compressive
strength, compressive modulus of elasticity, and maximum compressive strain due to cyclic loading
alter the structural response, especially under static loading (instantaneous elastic deflection, deferred
deflection, etc.). The dynamic response of the structural element is also modified (natural frequency,
maximum vertical acceleration, impact factor, etc.).

Damage caused by cyclic loads could leave a trace in the interior of the concrete specimen, such
as a crack pattern, and could therefore be studied using computed tomography (CT) technology.

The CT scan is a non-destructive technique to visualize the microstructure of materials based on
X-ray properties. This technology is able to define the density of each specimen voxel (volumetric
pixel) by assigning a shade of gray according to voxel density. Light shades of grey correspond
to high densities, whereas dark shades of grey correspond to low densities. In recent years, many
authors have conducted research on concrete microstructures with this technique, and many have, in
particular, focused on the fiber orientation and fiber distribution inside concrete matrices [15,21,22].
Some other research works have focused on the spatial distributions of concrete voids and their
effects on macroscopic properties [23–28]. A complete, state-of-the-art work on the use of computed
tomography to explore the microstructure of materials in civil and mechanical engineering is presented
in Vicente et al. [29,30].

This paper focused on study of the variation of the mechanical parameters of three concrete
mixtures with a number of cycles: plain, steel-fiber-reinforced, and polypropylene-fiber-reinforced
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high-performance concrete (HPC, SFHPC, and PFHPC, respectively). In this case, the mechanical
parameters under study were compressive strength ( fc), compressive modulus of elasticity (Ec), and
maximum compressive strain (εc,max). The specimens were first subjected to cyclic compression loads
over five complete cycles: 0; 2000; 20,000; 200,000; and 2,000,000. The specimens were then subjected to
a static compression test up to failure, and the abovementioned mechanical parameters were tested in
each specimen.

This paper shows an experimental procedure by which to evaluate the variation of the main
mechanical parameters due to cyclic loads, and also the results obtained in the three different mixtures
with the number of cycles.

Finally, having completed the compressive test, the specimens were scanned and the internal
failure mechanisms were studied, using the information provided by the CT scan to gain insight
into the resistance mechanisms of the fibers and their influence on the macroscopic response of the
concrete specimen.

The structure of this paper is as follows: The experimental program is presented in Section 2, the
experimental results are described and discussed in Section 3, the resistance mechanisms are described
in Section 4, and, finally, the conclusions are presented in Section 5.

2. Experimental Program

2.1. Materials

A total of three high-strength concrete mixtures were cast. They all shared the same concrete
matrix, and the difference was that one of them had no fibers, while the other two had either
steel or polypropylene fibers. The mixtures were identified as plain high-performance concrete
(HPC), steel-fiber-reinforced high-performance concrete (SFHPC), and polypropylene-fiber-reinforced
high-performance concrete (PPFHPC).

A total of 40 test specimens of each mixture were cast in the form of cylinders with a diameter of
100 mm and a height of 200 mm. Table 1 shows the mixtures that were used.

Table 1. Concrete mixture.

Dosage HPC SFHPC PPFHPC

Cement (kg/m3) 400.0 400.0 400.0
Water (kg/m3) 125.0 125.0 125.0

Superplasticizer (kg/m3) 14.0 14.0 14.0
Nanosilica (kg/m3) 6 6 6

Fine aggregate (kg/m3) 800.0 800.0 800.0
Coarse aggregate (kg/m3) 1080.0 1080.0 1080.0

Fiber (% by volume) – 1% 1%

HPC is high-performance concrete; SFHPC is steel-fiber-reinforced high-performance concrete and PPFHPC is
polypropylene-fiber-reinforced high-performance concrete.

The SFHPC contained a volume of 78.5 kg/m3 of Dramix 3D 45/50BL hooked-ended steel fibers
(BEKAERT, Kortrijk, Belgium), each of 50 mm in length, with a diameter of 1.05 mm, giving an aspect
ratio of 45, a fiber tensile strength of 1115 MPa, and a Young’s modulus of 200 GPa. In the case
of PPFHPC, an amount of 9.1 kg/m3 of monofilament polypropylene fibers Masterfiber 249 (BASF,
Ludwigshafen am Rhein, Germany) was used. These fibers were 48 mm in length with a diameter
of 0.85 mm, resulting in an aspect ratio of 56.5. The tensile strength was 400 MPa and the Young’s
modulus was 4.7 GPa. Both fibers were quite similar in terms of their geometry and the number of
fibers inside the concrete mixture. The main difference was the structural behavior and overall stiffness.

MasterRoc MS 685 (BASF, Ludwigshafen am Rhein, Germany) nanosilica and a Glenium 52 (BASF,
Ludwigshafen am Rhein, Germany) superplasticizer were considered. Siliceous aggregate was used
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for both fine aggregate and coarse aggregate, with a nominal maximum aggregate size of 4 mm for fine
aggregate and 12 mm for coarse aggregate.

Mixing was done in a rotary mixer and the fibers were gradually sprinkled into the drum by hand.
The specimens were cured for 180 days in a curing room at a constant relative humidity of 100% and
an ambient temperature of 20 ◦C. The specimens were then removed from the curing room and held
under laboratory conditions until testing. All the specimens were at least 300 days old when the test
campaign began. Thus, the possible strength increase during the fatigue test was minimized.

2.2. Testing Campaign

As explained before, a total of 40 cylinders of each mixture were cast and divided into two series
of 20 cylinders each. The two series were labeled as L-Series and H-Series, as explained later.

Additionally, three cylinders, 150 mm in diameter and 300 mm in height, were cast to define the
concrete quality. These cylinders were kept in the curing room with the rest of the specimens until
day 28, when they were tested under static compression. The tests were performed according to the
European Standards [31,32].

The average compressive strength, fcm, was 75.95 MPa and the characteristic compressive strength,
fck, was 73.0 MPa. According to Eurocode 2 [33], the strength class was therefore C70/85.

The abovementioned 40 cylinders, 100 mm in diameter and 200 mm in height, were tested at
an age of 180 days, as follows. Four specimens of each series, i.e., eight cylinders, were tested under
static compression until failure just before starting the cyclic testing campaign, in order to define the
real loads to be applied during the cyclic tests to the rest of the specimens. Tables 2 and 3 show the
average values of the main mechanical parameters of the concrete for each series. The value in brackets
represents the standard deviation.

Table 2. Mechanical parameters of the concrete before starting the cyclic tests. L-Series.

Mechanical Parameter HPC SFHPC PPFHPC

fc (MPa) 91.8 (0.8) 94.8 (2.1) 88.9 (1.1)
Ec (MPa) 33,326.3 (1184.4) 36,880.3 (2368.3) 35,690.5 (2568.0)
εc,max 0.0037 (0.0003) 0.0028 (0.0003) 0.0032 (0.0002)

Table 3. Mechanical parameters of the concrete before starting the cyclic test. H-Series.

Mechanical Parameter HPC SFHPC PPFHPC

fc (MPa) 94.6 (0.5) 102.7 (2.6) 92.4 (1.9)
Ec (MPa) 38,812.8 (1748.6) 43,093.2 (1410.7) 38,711.7 (2014.7)
εc,max 0.0029 (0.0002) 0.0032 (0.0001) 0.0026 (0.0002)

The compressive modulus of elasticity was obtained following the method described in standard
EN 12390-13 [31]. The static compression test was then performed, as per standard EN 12390-3 [32],
and the compressive strength and maximum compressive strain values were extracted.

The rest of the cylinders, that is, 16 specimens of each series, were tested under cyclic load up to
a pre-defined number of cycles. The main parameters of the cyclic tests were:

• Stress level. In this case, two stress levels were considered, one per series. The compression load
for the first series of cylinders ranged from 35% to 50% of the characteristic compressive strength,
defined through the static tests described above. This first stress level was labeled “high level
series” or “H-Series.” For the second series, compression loading ranged from 25% to 40% of the
characteristic compressive strength, defined again through the static tests described above. This
second stress level was labeled “low level series” or “L-Series.”

• Number of cycles. Four specimens of each series were subjected to cyclic loads of up to 2000 cycles.
Another set of four specimens from each series was subjected to cyclic loads of up to 20,000 cycles.
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A third set of four specimens from each series was tested up to 200,000 cycles, and the last set of
four specimens, up to 2,000,000 cycles.

• Test frequency. In all cases, the test frequency was 6 Hz.

According to Model Code 2010 [34], the expected fatigue life for the H-Series was 1.5 × 103 cycles,
while the expected fatigue life for the L-Series was 1.9 × 108 cycles. These values were obtained
considering the characteristic compressive strength at 28 days, i.e., 70 MPa, which was the reference
value for concrete design. On the contrary, considering the characteristic compressive strength at the
age when the cyclic testing was carried out, the expected fatigue life for the H-Series was 1.8× 108 cycles,
while the expected fatigue life for the L-Series was 1.2 × 1011 cycles. From 28 days to the date when the
cyclic testing began, concrete compression had increased around 30%, but the theoretical fatigue life
had increased around 100,000 times for the case of the H-Series and around 1000 times for the case of
the L-Series.

None of the specimens broke during the cyclic testing. Once the cylinders reached the pre-defined
number of cycles, they were tested under static loading, first to obtain the compressive modulus of
elasticity, and then the compressive strength and the maximum compressive strain. Figure 1 shows
a scheme of the test procedure. The longitudinal axis represents the time.

Figure 1. Testing procedure.

All the specimens were wrapped in polyvinyl chloride (PVC) cling film before the static post-cyclic
tests, to prevent defragmentation once failure occurred. Moreover, an end-of-test condition was
programmed into the test machine: the test ended when the vertical load dropped by more than 20%
of the maximum load. In this case, the end-of-test conditions, in combination with the PVC cling film,
meant that all of the specimen fragments were easily locatable.

2.3. CT Scanning

Having completed the mechanical tests, all the specimens were scanned in order to visualize the
microstructure of the concrete. CT scan technology generated an image for close up examination of the
fiber locations and orientations in each specimen and the internal microcracks, so that the resistance
mechanisms, i.e., the mechanisms used by the specimen to withstand the compressive load, could
be observed.

In this research, the cubic specimens were CT scanned using a GE Phoenix v|tome|x device
(General Electric, Boston, MA, USA) equipped with a 300 kV/500 W tube. The intensity-controlled
X-ray source emits a cone ray that is received by an array of detectors, which measures the loss of X-ray
intensity, depending on the density of the matter along its path. Using a post-processing software
package, a total of 1334 2D slices with pixel sizes of 2048 × 2048 (Figure 2) were obtained throughout the
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height of the specimen from the CT scan data. In this case, the horizontal resolution was approximately
75 × 75 μm2 and the vertical distance between the slices was around 75 μm. A total of 2667 images
were obtained from each cylinder. After that, a 3D image of the whole specimen was generated using
all the above mentioned 2D images. The post-processing software assigns a grey value to each voxel,
from 0 (which belongs to the least dense voxel, i.e., voids and cracks) to 255 (which belongs to the
densest voxel, i.e., steel). The scanning process results in a file that includes the X, Y, and Z Cartesian
coordinates of the voxel center of gravity and an integer number, from 0 to 255, with regards to its
density. The total number of voxels in a specimen was around 4.8 × 109.

   

Figure 2. Slices belonging to different mixtures. From left to right, HPC, SFHPC, and PPFHPC.

3. Experimental Results

The three main mechanical parameters obtained from the static post-cyclic tests were the
compressive strength ( fc), the compressive modulus of elasticity (Ec), and the maximum compressive
strain (εc,max) (Figure 3).

Figure 3. Definition of the three main mechanical parameters.

It was assumed that the data distribution pattern of the same set of four cylinders (sharing
the same stress level, the same concrete mixture, and the same number of cycles) would follow
a normal distribution.

Using those hypotheses, the following three main values were obtained: the average value,
showing a probability of not being exceeded by 50% (p = 0.50); the minimum value, showing
a probability of not being exceeded by 5% (p = 0.05); and the maximum value, showing a probability of
not being exceeded of 95% (p = 0.95).

The relative value was defined as the quotient between the value and the average value at
0 cycles, for better visualization of their evolution with the number of cycles. Moreover, three tendency

500



Appl. Sci. 2019, 9, 3030

lines were fitted (using the least square method), for the average, maximum, and minimum relative
values, respectively.

These data measurements, compressive strength, compressive modulus of elasticity, and maximum
compressive strain are discussed below.

3.1. Compressive Strength

Figures 4–6 show the range of compressive strengths by number of cycles for the three mixtures
and for both series.

  

(a) (b) 

  

(c) (d) 

Figure 4. Variation of compressive strength by number of cycles. HPC (a) L-Series. Raw values.
(b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and tendency
lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.

  

(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. Variation of compressive strength by number of cycles. SFHPC (a) L-Series. Raw values.
(b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and tendency
lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.

  

(a) (b) 

  

(c) (d) 

Figure 6. Variation of compressive strength by number of cycles. PPFHPC (a) L-Series. Raw values.
(b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and tendency
lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.

Figures 4–6 show some interesting results. First, it should be highlighted that although the
expected fatigue life was 1.9 × 108 cycles for the L-Series and 1.5 × 103 cycles for the H-Series,
no collapse occurred during the cyclic tests. It was especially noticeable for the H-Series, where the
number of cycles was, in all cases, greater than the expected fatigue life. When the expected fatigue life
corresponding to the real concrete quality at the beginning of the cyclic tests is considered, the results
are more consistent.

The results also showed no significant variation in the average compressive strength of the concrete
by the number of cycles. In all cases, the variation was less than 7%. This behavior was observed for
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all the mixtures and for both series. It means that, in this case, any damage caused by cyclic loading
was very small, and no appreciable mechanical consequences were observed.

On the contrary, a relevant increase of the scatter of the results was observed. Specimens not
previously subjected to cyclic loads showed very low scatter, while the rest of the specimens, in general,
showed a higher scatter. In general, the scatter increased more than two-fold, and this variation is
quite similar in all cases.

This phenomenon can be explained as follows. Concrete specimens have internal stress caused by
the curing process, shrinkage, etc. Cyclic loads release the internal stresses, resulting in microcracking.
This phenomenon has been observed in previous research [35–37]. Depending on the real internal
stress field, the releasing process is more or less intense and more or less microcracking occurs, resulting
in different macroscopic responses.

In some cases, this internal stress relaxation is not harmful and a greater compressive strength
is observed.

This scatter was higher in the case of the mixtures including fiber, which reveals that the fibers
introduced additional restrictions to the concrete mixture during the curing process, resulting in more
internal stress. Cyclic loads released this stress, and the macroscopic result was a higher scatter.

The mixture including steel fibers showed, in general, higher compressive strength, which denotes
that steel fibers help to increase the mechanical capacity of concrete. In contrast, the mixtures without
fibers and with polypropylene fibers showed similar results.

3.2. Compressive Modulus of Elasticity

Figures 7–9 show the results of the variation of the compressive modulus of elasticity with the
number of cycles, for the three mixtures and for both series.

  

(a) (b) 

  

(c) (d) 

Figure 7. Variation of the compressive modulus of elasticity by number of cycles. HPC (a) L-Series. Raw
values. (b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and
tendency lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.
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(a) (b) 

  

(c) (d) 

Figure 8. Variation of the compressive modulus of elasticity with the number of cycles. SFHPC
(a) L-Series. Raw values. (b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average
relative values, and tendency lines. (d) H-Series. Maximum, minimum, and average relative values,
and tendency lines.

  

(a) (b) 

  

(c) (d) 

Figure 9. Variation of the compressive modulus of elasticity with the number of cycles. PPFHPC
(a) L-Series. Raw values. (b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average
relative values, and tendency lines. (d) H-Series. Maximum, minimum, and average relative values,
and tendency lines.
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In contrast to the results depicted in Figures 4–6, Figures 7–9 show that there was no significant
variation in the average compressive modulus of elasticity of concrete with the number of cycles.
The L-Series showed a slight increase of the compressive modulus of elasticity, up to 15–20%. On the
other hand, the H-Series showed a flat behavior, with a variation below 5%.

As with compressive strength, the compressive modulus of elasticity was not adversely affected
by cyclic loading, and no relevant mechanical consequences were observed.

In a deeper analysis, it may be observed that the variation of the compressive modulus of elasticity
did not follow a monotonic tendency. First, an initial slight increase of the compressive modulus of
elasticity up to a maximum value was observed, which was located between 20,000 and 200,000 cycles,
depending on the mixture and on the series. It then started to decrease.

In this case, an increase of the scatter of the results was observed, although it is not very relevant.
As happened with compressive strength, the internal stress released by the cyclic loads during the

first cycles resulted in microcracking. In this case, this stress relaxation resulted in an increase of the
compressive modulus of elasticity. Under low and moderate stress levels, which are the ones used to
measure the compressive modulus of elasticity, the results show that the presence of fibers had no
influence, since no different tendency was observed between the mixtures with and without fibers.

The scatter was also similar in all cases, which denotes that fibers had no relevant influence on
the compressive modulus of elasticity, i.e., the evolution of the microcracking and its impact on the
compressive modulus of elasticity depends on concrete matrix only. The scatter depends on concrete
matrix only, resulting in a similar variation in all cases, regardless of the presence or absence of fibers,
and the type of fibers.

Moreover, all the mixtures and both series showed very similar values for the compressive
modulus of elasticity (in the surrounding of 40,000 MPa), implying that this parameter was not
sensitive to the presence of fibers.

3.3. Maximum Compressive Strain

Figures 10–12 show the results of the variation of the maximum compressive strain with the
number of cycles, for the three mixtures and for the two series.

Figures 10–12 show some interesting results, complementary to those extracted from Figures 4–9.
First, the results show that, on one side, there was a slight decrease of the average maximum compressive
strain of concrete by number of cycles in the case of the L-Series, with a maximum variation of around
18%. On the other side, there was a slight increase of this parameter in the case of the H-Series,
with a maximum variation of around 20%. However, this variation was not very relevant. As with
compressive strength and the compressive modulus of elasticity, any damage caused by the cyclic
loading was very slight, with no observable mechanical distress.

In a deeper analysis, it may be observed that there was an initial slight decrease of the maximum
compressive strain up to a minimum value, located between 20,000 and 200,000 cycles depending on
the mixture and on the series, after which it started to increase. This expected tendency was quite the
opposite to the compressive modulus of elasticity.

The mixtures, in general, showed a very linear behavior up to their compressive strength. After
this point, the plain concrete sample shattered and the fiber-reinforced concrete underwent dramatic
softening. In this situation, and assuming that the compressive strength remained almost constant,
the higher the compressive modulus of elasticity, the weaker the maximum compressive strain (see
Figure 3).

In this case, increased, although not very relevant, scatter was observed.
As occurred with the previous parameters, the relaxation of the internal stress was caused by

microcracking due to the cyclic loading. In this case, this stress relaxation resulted in a decrease of the
maximum compressive strain.

The scatter was similar in all mixtures, meaning that the fibers had no relevant influence on the
maximum compressive strain values. On the contrary, a few added differences between the maximum
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compressive strains were observed; the average values of that parameter varied between 0.0025 and
0.0035, showing no clear observable tendency.

  

(a) (b) 

  

(c) (d) 

Figure 10. Range of maximum compressive strain by number of cycles. HPC (a) L-Series. Raw values.
(b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and tendency
lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.

  

(a) (b) 

  

(c) (d) 

Figure 11. Range of maximum compressive strain by number of cycles. SFHPC (a) L-Series. Raw
values. (b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and
tendency lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.
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(a) (b) 

  

(c) (d) 

Figure 12. Range of the maximum compressive strain by number of cycles. PPFHPC (a) L-Series. Raw
values. (b) H-Series. Raw values. (c) L-Series. Maximum, minimum, and average relative values, and
tendency lines. (d) H-Series. Maximum, minimum, and average relative values, and tendency lines.

4. Resistance Mechanisms

The results described above revealed that the fibers had an influence on the fatigue behavior of
the specimens, which seemed to be related to the microstructure of the mixture. In this section, the
resistance mechanisms of the specimens, i.e., the mechanisms used by the specimen to withstand the
compressive load, were studied.

Using CT scan technology, it was possible to observe the microstructure and the failure mechanisms
within the concrete, in order to extract relevant information for a better understanding of the macroscopic
response of the specimens. As explained before, the grey scale of the slides obtained through the
scanning process ranged from 0 (which belongs to the least dense voxel, i.e., voids and cracks) to 255
(which belongs to the densest voxel, i.e., steel).

The static test was carried out under displacement control. During testing, the failure criterion
was fixed at a 5% reduction of the load, in order to prevent shattering of the cylinders. In addition, the
specimens were wrapped in plastic film, to prevent defragmentation. Consequently, only small cracks
were observed in the broken cylinders.

The cracks in the HPF were mainly close to the lateral border of the cylinder. They tended to be
long but few in number, and they passed through the aggregates. Only a few cracks were found in the
internal cores of the specimen. This phenomenon was observed in all the specimens, regardless of the
number of cycles previously applied (i.e., the damage level) and the stress level during the cyclic tests
(Figures 13 and 14).
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(a) (b) (c) 

 

  

 

 (d) (e)  

Figure 13. Examples of cracking in HPC specimens. L-Series under the five different sets of cycles:
(a) 0 cycles; (b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.

   

(a) (b) (c) 

  

(d) (e) 

Figure 14. Examples of cracking in HPC specimens. H-Series the five different sets of cycles: (a) 0 cycles:
(b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.
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Figures 13 and 14 reveal that, in general, the cyclic tests resulted in low damage levels. The crack
surfaces tended to be parallel to the compressive load, showing no significant influence on the behavior
of the concrete under static loads.

This finding agrees with the macroscopic behavior of the specimens. The three main mechanical
parameters analyzed in this paper showed a slight or null variation with the number of cycles, and no
relevant internal damage was observed in the specimens.

In the case of the SFHPF, the cracks showed the same pattern as in the previous case. Similarly
to the previous cases, the cracks, which tended to be long but few, were mainly close to the lateral
borders of the cylinder. In this case, no fibers were detected in the internal core of the specimen. Again,
no differences in the crack patterns of the specimens related to the number of cycles or the stress level
during the cyclic tests were observed (Figures 15 and 16).

In this case, as steel fibers are very stiff, the damage due to cyclic loading was mainly concentrated
in the lateral border region, where the fibers could not bridge the cracks, rather than within the interior.
Again, the crack surfaces tended to be parallel to the compressive load and had no influence on the
behavior of the concrete under static loads.

Again, an agreement between the analysis of the CT scan images and the macroscopic behavior of
the specimens can be observed. On one hand, the three main mechanical parameters analyzed showed
a slight or null variation with the number of cycles, and, on the other hand, no relevant internal damage
was observed in the specimens.

In the case of PPFHPC, the cracks showed a similar pattern to the two previous cases, although
the cracks were not only concentrated close to the lateral border, but some of them penetrated towards
the internal core of the specimens. Again, the cracks tended to be lengthy, and more numerous cracks
could be observed. There were no significant differences between the specimens, and neither the
number of cycles nor the stress level appeared to have influenced the crack pattern (Figures 17 and 18).

   

(a) (b) (c) 

 

  

 

 (d) (e)  

Figure 15. Examples of cracking in specimens of SFHPC. L-Series under the five different sets of cycles:
(a) 0 cycles; (b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.
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 (d) (e)  

Figure 16. Examples of cracking in specimens of SFHPC. H-Series under the five different sets of cycles:
(a) 0 cycles; (b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.

 

(a) (b) (c) 

(d) (e) 

Figure 17. Examples of cracking in specimens of PPFHPC. L-Series under the five different sets of
cycles: (a) 0 cycles; (b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.
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 (d) (e)  

Figure 18. Examples of cracking in specimens of PPFHPC. H-Series under the five different sets of
cycles: (a) 0 cycles; (b) 2000 cycles; (c) 20,000 cycles; (d) 200,000 cycles; (e) 2,000,000 cycles.

In this case, the polypropylene fibers had a very low stiffness, and the cyclic loads resulted in
internal damage. Consequently, some cracks were observed within the specimens. As in the previous
cases, the crack surfaces were mainly vertical, i.e., parallel to the compressive loads, and they had no
influence on macroscopic behavior under compressive loads.

It can be concluded that in all mixtures, cracks were mostly placed at the surface. This fact seems
to have been due to the concrete matrix. The scale effect on concrete specimens is well known, and
many examples of this phenomenon can be observed in concrete elements [38–40]. In this case, the
scale effect conducted to a lower amount of coarse aggregates and fibers at the lateral border [41]. This
would be the reason why the cracks mainly appeared at the surface.

As in the previous cases, the three main mechanical parameters did not show relevant variation
with the number of cycles, which agrees with the internal damage observed.

For the three mechanical parameters studied in this paper, the results revealed that the scatter is
a parameter clearly dependent on the number of cycles. This fact can be observed in all cases, i.e., in all
the mixtures and in both series.

5. Conclusions

In this paper, the range of values of three mechanical parameters of concrete, following the
application of five series of cyclic compressive loading, was studied. Three concrete mixtures—plain,
steel-fiber-reinforced, and polypropylene-fiber-reinforced high-performance concrete (HPC, SFHPC,
and PPFHPC)—were studied. The specimens were subjected to either high stress or low stress levels,
and to five different series of cycles: 0, 2000; 20,000; 200,000, and 2,000,000 cycles. All the specimens
survived the cyclic test. They were then subjected to a static compression test up to failure, and the
compression strength, the compressive modulus of elasticity, and the maximum compressive strain
were all measured.
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According to Model Code 2010 [34], the specimens were subjected to relevant fatigue damage,
especially in the case of high stress level series.

In addition, before starting the cyclic tests and after the static tests, all the specimens were scanned,
in order to visualize the internal damage caused by the cyclic loads. A high-resolution CT scan device
was used to do so.

The mechanical results showed no relevant damage caused by the cyclic loading. Moreover, the
mechanical parameters of the concrete mixtures showed no significant reduction, and even a slight
improvement in some cases.

Regarding the compressive strength, the average value of this mechanical parameter did not
significantly vary with the number of cycles, and, in some cases, a slight increase was observed.
In addition, the scatter showed a relevant increase with the damage levels, equitable with the number
of cycles.

The compressive modulus of elasticity showed a similar behavior. The L-Series showed a slight
increase of the compressive modulus of elasticity, while the H-Series showed a flat behavior. Again,
the scatter of the compressive modulus of elasticity significantly increased with the number of cycles.

Regarding the maximum compressive strain, the average value showed no clear tendency. In case
of the L-Series, an overall decrease with the number of cycles was observed, while in the case of
the H-Series, an overall increase with the number of cycles occurred. Again, the scatter showed
a progressive increase with the number of cycles.

It can be noticed that for the three mechanical parameters studied in this paper, the results revealed
that the scatter is a parameter clearly dependent on the number of cycles. This fact was observed in all
cases, i.e., in all the mixtures and in both series.

Moreover, the variation of the mechanical parameters with the damage hardly appeared to be
related to the stress level and to the concrete mixture.

The CT scan images revealed no observable internal damage (i.e., internal microcracking) due to
cyclic loading, only an observably small number of long cracks. They mainly propagated close to the
lateral area of the cylinders and appeared to have been caused by the static testing and not caused
by the previous cyclic test, because no differences were observed between the specimens with and
without cyclic damage (i.e., the ones subjected to 0 cycles).

Internal cracks were only observed for the PPFHPC specimens, which can be explained by the
lower stiffness of the polypropylene fibers.

It was concluded that, contrary to the predictions of the Model Code [34], the cyclic loads tested in
this research caused little or no internal damage (i.e., internal micro-cracking), and no degradation of
the microstructure was observed. Both the L-Series and H-Series were less aggressive to the concrete
specimens, and even at 2,000,000 cycles no relevant internal damage was observed and the variation of
the mechanical properties of the concrete with the number of cycles was small. It can be highlighted
that, in the case of the H-Series, the Model Code [34] predicted an expected fatigue life of 1.5× 103 cycles,
which means that all the numbers of cycles tested, i.e., 2000, 20,000, 200,000, and 2,000,000 cycles, were
beyond their fatigue life. The truth is that none of the specimens collapsed during the cyclic test and
their residual mechanical properties did not vary significantly with respect to the ones showed by the
specimens not previously subjected to cyclic loads.
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Abstract: Fatigue due to low-cycle tensile loading in plain concrete was examined under different
conditions using the pressure-tension apparatus. A total of 22 wet or dry standard concrete cylinders
(100 mm × 200 mm) were tested. By definition, low-cycle loading refers to the concept of multiple
load cycles applied at high stress levels (i.e., a concrete structure subjected to seismic loading). Results
suggest that concrete samples subjected to low-cycle tensile loading will fail after a relatively low
number of cycles of loading and at a lower magnitude of stress compared to the maximum value
applied during cyclic loading. Furthermore, non-destructive testing was employed in order to
ascertain the extent of progressive damage inflicted by tensile loading in concrete specimens. It was
found that ultrasonic pulse velocity is a viable technique for evaluating the damage consequential of
loads applied to concrete, including that resultant from low levels of tensile stress (i.e., as low as 10%
of its maximum tensile capacity). Additionally, finite element analysis was performed on a modeled
version of the pressure-tension apparatus with a sample of concrete, which has yielded similar results
to the experimental work.

Keywords: concrete; fatigue; tension; pressure-tension apparatus; nondestructive testing; ultrasonic
pulse velocity; ABAQUS FEA

1. Introduction

The pressure tension testing method was originally developed by the Building Research Council
as a new method of examining anisotropic loading conditions on materials [1]. The pressure tension
apparatus uses standard 100 mm × 200 mm concrete cylinders as samples. Concrete core samples can
also be used. The size of the sample allows this test method to be adapted to common concrete testing
procedures used in industry. The test uses a pressurized gas equally applied along the curved surface
of the cylinder, with rubber O-rings at either end of the specimen to hold the gas between the testing
chamber and the concrete cylindrical sample surface, as shown in Figure 1. The two flat ends of the
cylinder are left open to the atmosphere, which causes a net induced tension field to arise within the
concrete sample parallel to the longitudinal axis of the cylinder. Komar [2] devised and implemented a
novel instrumentation system that allowed for fully automated control of the loading rate and variety
of loading conditions, including ramped loading at different rates, cyclic loading, constant loading rate
(such as creep), and controlled unloading. This study uses the method of cyclic loading.
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(a) 

  
(b) (c) 

Figure 1. (a) Photograph of pressure-tension testing machine; (b) Exploded view of the pressure-tension
apparatus with concrete cylinder in machine; (c) Cross section of pressure-tension apparatus and
concrete cylinder [2].

In this test method, a tension field will be produced from a compressive load. It can be understood
as a net effective stress which is consistent with principles first developed for soil mechanics [3].
Concrete is a two-phase material with a solid phase consisting of the hydrated cementitious matrix
and the aggregates, and a liquid phase consisting of the pore water. The different reactions of the
two phases to a biaxial stress gives rise to the pressure tension effect: the liquid phase reacts in a
hydrostatic manner, in contrast to the solid phase which reacts in the directions of the applied load.
All the stresses in the plane of gas loading cancel each other out, with a net tension field arising along
the axis of the cylinder [4], which is shown in Figure 2. The pressure tension apparatus uniformly
increases the gas pressure applied to the concrete cylinder until the point where the solid phase of the
specimen can no longer remain together, at which point the concrete cylinder breaks at the weakest
plane along its length. The gas pressure at the moment of failure is taken as the ultimate tensile strength
of the concrete.

Figure 2. Pressure tension effect [2].

Rashidi et al. [5] conducted an experimental study to evaluate the strength of concrete subjected
to Indirect Diametrical Tensile (IDT), Unconfined Compressive Strength (UCS) and submaximal
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modulus testing methods. Their experimental design involved the application of a specific strain rate
of 1 mm/min on concrete specimens. IDT employs a controlled loading condition to split the cylinder
into two half-cylinders. In contrast, the present experimental design uses gas pressure to achieve the
same mode of failure.

Ultrasonic Pulse Velocity (UPV) provides information about the evolution of the pore space of
concrete, for both hydration and changes due to durability issues. Komar [2] used UPV to track the
hydration process during curing; they found UPV could distinguish between different pore structures
at early ages and could track the evolution of the pore structures over the curing period. UPV can be
divided into three categories: Direct (sensors opposite to each other), indirect (adjacent sensors), and
semi-direct (sensors at right angles) transmission. Ultrasonic waves have been used to predict and
evaluate concrete strength and its properties in several studies [6]. However, this method can also
be used to detect the internal deficiencies of concrete such as cracks. In this experimental work, the
UPV method is used to determine the presence of cracks in concrete after a low magnitude of tensile
stress is applied. The UPV test is a measurement of the continuity of the solid part of the concrete
through which the stress waves propagate, and it is well-suited for evaluating any changes to this
solid structure due to ongoing deterioration. The test apparatus produces and applies a pulse into
the concrete by means of a pulse transducer and receiver and encompasses the ability to accurately
measure the amount of time the pulse takes to pass through the concrete.

2. Materials and Methods

A total of 22 standard concrete cylinders (100 mm × 200 mm) were cast and tested. The concrete
used in the cylinders was made using the mix design shown in Table 1. The specimens were molded
and compacted based on ASTM C31 [7]. After 24 h of curing in their molds, the cylinders were removed
and stored in ambient laboratory conditions for over 2 years.

Table 1. Mix design of the concrete specimens for this study (water-to-cement ratio = 0.45).

Component Amount Unit

Water 15.866 kg
Cement 29.282 kg

Coarse aggregates 72.872 kg
Fine aggregates 79.093 kg
Superplasticizer 0.146 Liter

In a pressure-tension test, a destructive test method that specifically evaluates the tensile capacity
of concrete, a cylindrical steel jacket is used to hold a concrete cylinder serving as the specimen.
A rubber O-ring is used at each end to keep an airtight seal and prevent possible gas leakage. With the
ends then left free, gas pressure is incrementally applied to the curved surface of the concrete cylinder
until the specimen ultimately fractures across a single plane perpendicular to the axis of the concrete
specimen. The value of gas pressure at fracture thus corresponds to the maximum tensile capacity of
the concrete. Compressed air is used as the loading medium for all specimens in this experimental
work. The air was pressurized using a portable air compressor with a maximum available pressure of
about 17 MPa, which was stored in a pressurized gas vessel attached to the compressor and the testing
machine. A variable check valve was used to keep the pressure head constant in order to minimize
inconsistency in the test caused by pressure variance in the storage tank. A needle valve was used as
the controller for the flow rate of the compressed gas into the testing chamber. The valve was operated
by a mechanical actuator which was controlled using custom software and monitored using a digital
acquisition device (DAQ). Measurement of pressure within the test chamber was obtained using a
digital pressure transducer directly adjacent to the chamber, which was used as a control input in
the software. The pressure transducer had a measured error of ±0.05 MPa. The DAQ had a sensing
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resolution of approximately 0.1 s [2,6]. All pressure-time plots were recorded and stored, and the data
point immediately preceding failure was used as the failure load.

The implemented control algorithm is a modified proportional integral derivative function which
automatically varies the valve position based on the detected error between the measured pressure
and the set point. The set point is an arbitrary time-dependent function, and all tests carried out in this
study used a uniformly increasing pressure-time signal with a rate of about 0.02 to 0.03 MPa/second,
comparable to loading rates in both ASTM C 496 and ASTM C 33 [6]. A higher rate of about 0.10 to
0.15 MPa/second was used during the cyclic loading of the specimens to expedite the process.

Rubber O-rings with a diameter of 10 mm were used to seal the interface between the test chamber
and the concrete sample (Figure 1). One or two layers of polyvinylchloride tape was applied on both
ends of the cylinder to provide a better seal between the O-rings and the cylinder, which occasionally
had voids or deterioration defects that could cause leakage around the O-rings. The O-rings were
torqued with a series of six lug nuts bearing on a steel plate in a manner that applied equal pressure on
them and ensured a tight seal for the loading gas.

Pressure tension testing is affected by the moisture content of the specimens; samples with a
higher water content fail at a higher tensile resistance as compared to dry specimens [2]. For dry
samples, the failure mode in pressure tension testing changes from a single crack to a volumetric failure
at a lower applied tensile stress [2,8].

Fatigue loading can be categorized into low-cycle and high-cycle loading. Low-cycle loading
encompasses the introduction of a few high-stress load cycles such as the application of the earthquake
loads on a structure. Conversely high-cyclic loading is categorized by the introduction of a large number
of low-stress load cycles, such as the live load applications on the bridges and airport pavements.

The flexural test method is the most commonly used method for fatigue testing. Comparatively,
compressive fatigue tests have been studied to a lesser extent. After the emergence of nonlinear
fracture mechanics toward evaluating the performance of concrete, some researchers have shown
interest in the fatigue characteristics of concrete in tension [9–11]. Nevertheless, there are very limited
studies available on the behavior of plain concrete under direct tension fatigue loading [12–15]. The
challenges associated with direct tensile testing on concrete is also a primary reason for limited and
often conflicting data availability.

Furthermore, non-destructive testing (NDT) was employed to evaluate the progressive damage
inflicted by tensile loading on concrete cylinders using UPV apparatus. A Proceq TICO model of
automatic UPV was used for this experimental study. Three measurements of transit times along
the axis of the cylinder were recorded, and the average of these three values was noted. Length
measurements from the cylinders (i.e., height of the concrete cylinder specimens) were used to convert
the travel times into the UPV values reported. A commercially available water-based lubricant was
used to ensure a good connection between the transmitter/receiver and the greatly variable surface of
the concrete samples.

In this study, two piezoelectric sensors are placed at opposite ends of the test specimen (i.e., direct
method). Electronic pulses are generated by one sensor, while the other sensor measures the time
taken by the pulse to transmit through the concrete. Knowing the distance traveled (i.e., the height
of the concrete cylinder specimen in this case), transmission velocity will be calculated based on the
resultant value and the condition of the concrete may be determined.

3. Experimental Results and Discussion

3.1. Tensile Strengths (No Cyclic Loads)

The first trial of samples consisted of six standard concrete cylinders loaded up to failure (Figure 3).
The first two were tested in dry conditions, while the other four were tested in wet conditions (they
have been submerged in water for few days before the test). The results of each individual test are
presented in Table 2. The statistical analysis exhibits that the average tensile strength of the dry
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specimens was lower than that of the wet specimens. In contrast, the coefficient of variation for the wet
specimens is much bigger than that of the dry specimens. The recommended coefficient of variation in
the ASTM C 496 standard is 14%. Given the limited number of tests conducted in this study, it seems
that the pressure tension test on dry specimens will give a conservative and reliable result as compared
to the wet specimens. More test results are required to attest this statement.

  
(a) (b) 

Figure 3. Broken specimen under tension using pressure-tension apparatus: (a) Elevation view; (b)
Cross-sectional view.

Table 2. Tensile strength of concrete exposed to ambient conditions for two years.

Specimen No. Condition
Ultimate Tensile
Strength (MPa)

Average
(MPa)

Standard
Deviation (MPa)

Coefficient of
Variation (%)

1 Dry 2.90
3.02 0.16 5.392 Dry 3.13

3 Wet 3.83

4.45 0.76 17.15
4 Wet 4.33
5 Wet 4.08
6 Wet 5.55

3.2. Tensile Strengths (Cyclic Loads)

Twelve wet and four dry concrete cylinders (a total of sixteen specimens) have been tested under
a cyclic loading condition. Since the tensile strength of the specimen can be varied substantially for the
wet specimens as shown in Table 2, finding the fatigue threshold associated with a low-cycle loading
protocol can be quite challenging. The results are shown in tabular format for these specimens.

Table 3 shows the cyclic test results for two wet specimens (No. 7 and No. 8). Each one failed
during the cyclic loading and under a tensile stress that was below the maximum applied tensile
stress in previous cycle(s). Both specimens have not been loaded prior to the cyclic loads. It is
worth mentioning that the stress at failure is also less than the average tensile strength of 4.45 MPa
(as indicated in Table 2).

Table 3. Cyclic load results for specimens 7 and 8.

Specimen No. Condition
Failed during the
Load Cycle No.

Max. Tensile Stress Applied
in Previous Cycles (MPa)

Stress at
Failure (MPa)

7 Wet 2 3.43 3.23
8 Wet 12 3.13 3.03

Specimens No. 9 to No. 14 have been subjected to 100 cycles of tensile loads with a maximum
tensile stress of 2.23 MPa to 3.01 MPa. Then, they have been loaded up to the failure point and
the tensile strengths have been recorded to see the effect of the cyclic loading on the final tensile
strength. The results are tabulated in Table 4. It seems that the tensile strength of concrete will not
be affected if the maximum tensile stress in the cyclic loading is below a threshold (i.e., low-cycle
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loading). This threshold can be more than 62% of the tensile strength (based on the limited number
of test results presented in Table 4) but more test results are required for verification. The difference
between these specimens and those reported in Table 3 is that they have been subjected to a cyclic
loading for 100 cycles and then tested up to the failure point. The specimens in Table 3 failed during
the cyclic loading.

Table 4. Cyclic load results for specimens 9 to 14.

Specimen No. Condition
Max. Tensile Stress Applied in a Cyclic

Loading of 100 Cycles (MPa) [A]
Stress at Failure

(MPa) [B]
[A]/[B]

9 Wet 2.23 5.37 0.42
10 Wet 2.67 4.34 0.62
11 Wet 2.72 4.89 0.56
12 Wet 2.83 4.74 0.60
13 Wet 2.88 5.62 0.51
14 Wet 3.01 6.05 0.50

Specimens No. 15 to No. 18 have been subjected to a cyclic loading with a maximum of 20 cycles.
The cyclic loading started at a low level (about 50% of the average tensile strength of the wet specimens
as indicated in Table 2) and the maximum load in the next 20 cycles has been increased gradually
(by about 5% of the average tensile strength of the wet specimens as indicated in Table 2). The purpose
of this test method was to prove that there is a threshold for the cyclic loading at which the fatigue
failure will happen at a low-cycle loading. Test results for these specimens are shown in Table 5.

Table 5. Cyclic load results for specimens 15 to 18.

Specimen No. Condition
Failed during the
Load Cycle No.

Max. Tensile Stress Applied
in Previous Cycles (MPa)

Stress at Failure
(MPa)

15 Wet 2 4.20 4.15
16 Wet 2 4.42 4.40
17 Wet 14 4.59 4.49
18 Wet 3 4.87 4.10

Table 6 shows the test results for specimens No. 19 to No. 22. They have been tested in a dry
condition. The same procedure explained for testing specimens No. 15 to No. 18 has been followed
for these tests. It is clear that the condition of the concrete cylinders (i.e., wet versus dry) plays an
important role in the tensile capacity of the concrete in cyclic loading (Tables 3–6) and non-cyclic
loading (Table 2). As an example, the cyclic loading on specimen No. 19 is shown in Figure 4, in which
the specimen failed during the sixth cycle.

Figure 4. Cyclic loading on specimen No. 19 (failed during the 6th cycle).
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Table 6. Cyclic load results for specimens 19 to 22.

Specimen No. Condition
Failed during the
Load Cycle No.

Max. Tensile Stress Applied
in Previous Cycles (MPa)

Stress at Failure
(MPa)

19 Dry 6 3.11 2.90
20 Dry 3 2.39 2.23
21 Dry 5 2.96 2.80
22 Dry 4 2.85 2.72

3.3. UPV Test Results and Discussions

The average ultrasonic pulse velocity measurements (the mean value of three measurements)
versus the applied tensile stress can be found in Figures 5–7. The UPV measurements took place
after the tensile force was removed. For all cases, a general downward trend is apparent from the
data, indicating decreased pulse velocities associated with an increasing of the applied tensile stresses.
Higher UPV measurements are indicative of an internal structure which is relatively denser (thus
allowing for faster transmission of the pulse). A downward trend as seen in Figures 4–6 shows that the
application of a tensile stress on a concrete cylinder is affecting the internal structure so as to cause an
increase in travel times and a lower UPV measurement.

Figure 5. Ultrasonic Pulse Velocity (UPV) (m/s) vs. applied tensile stress (MPa) for Specimens No. 9 to
No. 14.

Figure 6. UPV (m/s) vs. applied tensile stress (MPa) for Specimens No. 15 to No. 18.
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Figure 7. UPV (m/s) vs. applied tensile stress (MPa) for Specimens No. 19 to No. 22.

4. Finite Element Modeling

ABAQUS FEA software, a commercially available finite-element analysis program, was used to
model the concrete cylinder. The Concrete Damage Plasticity Model (CDPM) was used to define the
parameters of the concrete—these parameters are computed using MATLAB toolbox [16].

For concrete modeling, 3D 8-node Linear Isoparametric Elements with reduced integration
(C3D8R) have been utilized. In order to model the gas pressure, two parts are defined; first a solid
element with C3D8R features; and second the Eulerian type with EC3D8R (an 8-node linear Eulerian
brick, reduced integration, hourglass control). It should be noted that the solid part covers both
Eulerian and concrete cylinder. Figure 8 displays the geometry of Finite Element Modeling (FEM).

  
    (a)     (b) 

Figure 8. Geometrical feature of the Finite Element Modeling (FEM): (a) Solid volume representation;
(b) Outline representation.

The material properties for gas pressure (Eulerian Type) is considered to be Equation of State
(EOS) with the type of Ideal Gas. The gas constant and ambient pressure are 278 × 108 mJ/(tonne K)
and 0.101325 MPa, respectively. Also, Non-Linear Dynamic Explicit analysis is used for simulation.
The contact behavior has both Tangential (frictionless) and Normal (hard contact) behaviors. The
Discrete Field was converted to Volume Fraction Tools to make Eulerian part as pressure. The initial
gas pressure is applied as Predefined Stress and gravity load. Also, the cyclic pressure is assigned
based on the amplitude. The amplitude is displayed in Figure 9 and the stress distribution in concrete
cylinder is shown in Figure 10.
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Figure 9. Time vs. amplitude graph.

  

             (a)   (b) 

Figure 10. Stress distribution in the FEM: (a) Longitudinal section; (b) Volumetric view.

When cyclic loading was applied at low pressure, the concrete sample did not fail in tension. Then,
the maximum pressure in the cyclic loading was increased step-by-step in the FEM sample until the
observation of fatigue failure after few cycles to simulate the low-cycle fatigue failure. Interestingly, the
FEM sample failed after 13 cycles that is very similar to the experimental result of sample 17 (Table 5).
Also, the sample in FEM failed under a pressure that was lower than the maximum applied pressure in
previous cycles. FEM and experimental results of specimen No. 17 are compared in Figure 11.

 
Figure 11. Comparison between FEM and experimental results for Specimen No. 17.

5. Conclusions

A total of 22 standard concrete cylinders were tested under tension using a pressure-tension
apparatus. Based on the limited number of test results reported in this paper, one can conclude that the
tensile strength of the dry specimens was lower than that of the wet specimens with a lower coefficient
of variation in the test results. Therefore, it will be safer and more reliable to test the specimens in
dry conditions.
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It was shown that failure in tension due to fatigue can happen as early as the second cycle of
loading if the concrete specimen has been loaded up to a high percentage of its tensile capacity (most
probably more than 62% of its tensile capacity).

ABAQUS FEA software was used to model the pressure-tension test. It was shown that the failure
under low-cycle tensile force can be predicted using appropriate parameters in the software. It was
also found that concrete specimens subjected to a low-cycle loading protocol always fail at a lower
stress level compared to the maximum value applied in the previous cycles. This was the case for
both the experimental results as well as the FEM. With respect to the quantification of the effects of
fatigue on the performance of concrete, comparison of the experimental and FEM results illuminates
the maximum stress before failure to be 7.7% higher in FEM. Additionally, the stress at failure was
23.0% higher in FEM compared to the experimental result.

NDT was also employed to evaluate the progressive damage inflicted by tensile load in concrete
using the UPV apparatus. It was shown that the application of a tensile stress on a concrete affects
its internal structure and causes an increase in travel times and a lower UPV measurement. The
experimental results presented in this paper prove that the UPV method can be used effectively for the
detection of cracks in hardened concrete subject to tensile stresses—as low as about 0.4 MPa.
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Featured Application: Three commonly used fatigue test methods for asphalt mixtures, namely

the four-point bending beam fatigue test, the two-point bending trapezoidal beam fatigue test,

and an overlay tester, were selected for a fatigue test of six kinds of mixtures, including newly

developed modified asphalt. The research is supposed to bring about a comprehensive evaluation

of the fatigue performance of a modified asphalt mixture to provide data support for the design

of fatigue in an asphalt mixture in the near future.

Abstract: The four-point bending beam fatigue test (4PB), two-point bending trapezoidal beam
fatigue test (Trapezoidal Beam), and Overlay Tester (OT) are used to evaluate the fatigue performance
of six kinds of asphalt mixtures that are widely used in engineering, and newly developed ones.
The result shows that, in all three kinds of fatigue tests, the fatigue performances of the 6% SBS
(styrene-butadiene-styrene block copolymer) modified asphalt mixture is the best, and those of the
10% WPE (waxed polyethylene) + 3% SBS, 4% SBS + 0.4% PA610, and 4% SBS modified asphalt
mixture are good. The fatigue performances of the warm modified mixing agent and the base asphalt
mixture are the worst. An increase in SBS content can effectively improve the fatigue performance of
the asphalt mixture. The fatigue performance of the SBS-modified asphalt mixture can be improved
by the addition of WPE and PA610. In different tests, the ranking of fatigue performance of the asphalt
mixture is similar, and the specific ranking is slightly different. The three different fatigue tests can be
used simultaneously to obtain a more comprehensive and objective evaluation in the R&D process for
a new modified asphalt. The three fatigue tests process shows that more precise forming and cutting
technology is needed, as the strain range used in the 4PB test is very wide, and the number of samples
used in each group is small. The preparation of the Trapezoidal Beam test samples is complex; the
amount of test data is huge and has high precision, which is suitable for scientific research instead
of a field laboratory, and the strain range of the test is moderate in the three methods. The strain
range of the OT test is the narrowest; the test specimen is relatively simple to prepare, and the fatigue
performance of a specific modified asphalt mixture can be obtained quickly in a simple laboratory.

Keywords: fatigue life; modified asphalt mixture; four-point bending beam fatigue test; two-point
trapezoidal beam fatigue test; overlay tester

1. Introduction

Fatigue is a well-known behavior due to the iterative loading and unloading at stress levels that
are below the ultimate strength of the asphalt pavement. Thus, the fatigue performance of an asphalt
mixture is an important criterion for evaluating the asphalt mixture. Some studies [1–4] have shown
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that the fatigue performance of a modified asphalt mixture is obviously better than that of a base
asphalt mixture due to the addition of an SBS modifier. Some studies [2–7] show that the addition of PE
(polyethylene), PA (polyamide), and warm mixing agents will change the fatigue performance of the
asphalt mixture. Many scholars [4–12] have chosen different fatigue setups to carry out fatigue tests.
However, fatigue test methods have different accuracy and pertinence in different test environments
and conditions. It is necessary to compare the fatigue performance of different modified asphalt
mixtures after analyzing the principles of different fatigue tests to make up for defects of understanding
in design and blindness in the choice of asphalt.

In this study, the following three representative fatigue test methods are selected to test the fatigue
life of six kinds of modified asphalt mixtures and base asphalt mixtures: the four-point bending beam
fatigue test (4PB), which is an ASTM standard test and widely accepted in China [13]; the two-point
trapezoidal beam fatigue test (Trapezoidal Beam), which is widely used in Europe [14]; and Overlay
Tester (OT) tension, which is mainly used in Texas, USA [15]. Different test methods can provide a more
comprehensive reference for fatigue performance evaluation of different kinds of asphalt mixtures
from multiple dimensions, avoiding the evaluation deviation caused by defects in a single fatigue
test. At the same time, it is easier to find a suitable fatigue method to evaluate the effects of various
modifiers, especially for the newly developed ones, on the fatigue performance of asphalt mixtures,
and the advantages and disadvantages of the same asphalt mixtures in different test methods can
be analyzed.

2. Materials and Experiment Design

2.1. Asphalt and Its Preparation Technology

Six types of asphalts were selected for the experiment, including base asphalt and modified ones,
which cover commonly used types in engineering and newly developed ones. The base asphalt is
SK70. The modified asphalt used in the test contains two types of SBS-modified asphalt (SBS 4 and
SBS 6), warm mixing agent modified asphalt (WA), waxed PE (waxed polyethylene) and SBS composite
modified asphalt (WPES), and SBS + nylon fiber 610 (PA610) modified asphalt (4S4P). The modification
scheme of modified asphalt is shown in Table 1, and the asphalt used in the test and its index are
shown in Table 2.

Table 1. Modification scheme of modified asphalt.

Modified Asphalt Abbreviation Formula Preparation Process

SBS Modified asphalt SBS4
SBS6

SK70# + 4% SBS
SK70# + 6% SBS

The asphalt was heated to 175 ◦C,
and SBS was added with stirring for

1 h. After adding stabilizer, the
mixture was stirred for 0.5 h.

Modified bitumen with
warm mixing agent WA SK70# + 14% Warm

agents

The asphalt was heated to 145 ◦C,
and warm mixing agent was added

with stirring for 1 h.

WPES composite
modified asphalt WPES 10% WPE + 3% SBS

The WPE asphalt was heated to
175 ◦C, SBS was added with stirring
for 1 h. After adding stabilizer, the

mixture was stirred for 0.5 h.

PA610 composite
modified asphalt 4S4P 4% SBS + 0.4% PA610

The SBS modified asphalt was
heated to 175 ◦C, and PA610 was

added with stirring for 1 h.
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Table 2. Asphalts of the test and their properties.

Code of Asphalt
Penetration

(25 ◦C, 100 g, 5 s)/0.1 mm
Softening Point

(TR&B)/◦C
Ductility

(5 ◦C, 5 cm/s)/cm
Viscosity

(135 ◦C)/Pa·s
SK70 64 50.9 0 0.428
SBS4 45 73.9 73.9 2.378
SBS6 36 90 90 2.94
WA 52 56 0 0.402

WPES 68 56.2 53 2.021
4S4P 43.1 82.6 33.7 3.056

2.2. Aggregate and Gradation

Aggregate, gradation, and mixture designs are as follows: coarse aggregate (particle size>2.36 mm)
is made of basalt gravel, fine aggregate (particle size <2.36 mm) is made of manufactured sand, and
filler is made of mineral powder. The vast majority of mineral fillers are made of limestone mainly
because the limestone powder combines with asphalt strongly [16]. The aggregate indexes meet
the requirements of JTG F40-2004 “Technical Specification for Asphalt Pavement Construction of
Highway” [17]. The asphalt content of the asphalt mixture is 4.8%, and the gradation is AC-13. The
design gradation is shown in Table 3, which contains a group of gravity data of the aggregates in
different particle sizes.

Table 3. Gradation of the asphalt mixture and gravity of aggregates of different particle sizes.

Sieve Size/mm
Mineral
Powder

16 13.2 9.5 4.75 2.36 1.18 0.6 0.3 0.15 0.075

Passing rate (by mass) - 100 92 78 52 36 24 17 11 8 7
Gravity 2.786 2.865 2.856 2.845

2.3. Mix Design

The optimum asphalt content for the different modified asphalt mixtures has been determined by
the Marshall mix design. For consistency with the applications and studies in China [1,4,7,9,18], we
chose the Marshall compaction method, T0702-2011, of Chinese specification [13]. The design indexes
are shown in Table 4.

Table 4. Asphalt design indexes.

Code of Asphalt Optimum Asphalt Content/% Average of Air Void/%

SK70 4.2 4.0
SBS4 4.5 4.1
SBS6 4.6 4.0
WA 4.5 4.0

WPES 4.8 4.1
4S4P 5.1 3.9

2.4. Three Fatigue Test Methods

The 4PB fatigue test derives from the ASTM D7460 [19] standard of the United States. The mixture
specimens were prepared in a trabecular (380 mm (long) × 63.5 mm (wide) × 50 mm (height)). The
loading waveform is a half sinusoidal wave, the standard loading frequency is 10 Hz, the equivalent
fatigue temperature of pavement in China is 15 ◦C, and the 50th loading was used as the initial stiffness
modulus. When the normalized stiffness ratio NM reaches the maximum value, the loading times M,
which cause fatigue failure of the specimens, is considered as the fatigue life of the asphalt mixture, in
which NM is calculated according to the following equation:
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NM =
Si ×Ni

S0 ×N0
, (1)

where Si is the modulus of stiffness under the x-th loading, Ni are loading times, S0 is the initial loading
stiffness modulus (the 50th stiffness modulus is defined as the initial loading modulus), and N0 are the
initial loading times (taken to be 50).

This method was first proposed by Rowe et al. [11] to form the standard ASTM D7460. Compared
with the standard method in which the stiffness modulus changes to 50% of the initial stiffness modulus
as the end of the test, the fatigue life variation coefficient is smaller, which can reflect the fatigue life of
a modified asphalt mixture better [20]. The 10 beam shape samples were tested in each of the asphalt
mixes, and the variance of 10% are the valid data.

The fatigue test of Trapezoidal Beam was adopted from the European EN 12697-24 [21] standard.
The mixture specimens were prepared to be 25 mm × 25 mm at the top, 25 mm × 56 mm at the bottom,
and 250 mm high. The loading waveform is a sinusoidal wave, the standard loading frequency is
25 Hz, and the equivalent fatigue temperature of pavement in China is 15 ◦C. The initial stiffness
modulus is the 100th loading, and when the modulus of stiffness decreases to 50% of the initial value,
the number of loading times is taken as the fatigue life. The three beam samples were tested in each of
the asphalt mixes, and the variance of 20% are the valid data.

The Overlay Tester fatigue test adopts the TEX-248-F [15] standard of Texas, USA. The mixture
specimen is a cylinder, which is 150 mm in diameter, 38 mm in height, and 76 mm in width. The
loading waveform is a triangular wave, the standard loading period is 0.1 Hz, and the test temperature
is 25 ◦C. The judgment for the end of the experiment is that the initial force decreases to 93% of the
initial one or the loading times reach 1000. So, the number of loading times taken to reach 93% of
the initial force or loading times of 1000 will be taken as the fatigue life of the specimen. The three
samples were tested in each of the asphalt mixes, and the final results were averaged and are included
in the chart.

Figure 1 shows the three fatigue testing apparatuses and Figure 2 shows the principles of the three
fatigue test methods.

(a) 

(b) 

Figure 1. Cont.
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(c) 

Figure 1. Three fatigue testing apparatuses: (a) four-point beam (4PB) fatigue test, (b) two-point
trapezoidal beam test (Trapezoidal Beam), and (c) Overlay Tester.

Figure 2. The loading mode and model diagram of three loading modes of the fatigue test.

3. Results and Discussion

3.1. Fatigue Test Results

The fatigue tests of 4PB and Trapezoidal Beam are under a different strain level, while the OT tests
keep the same strain at 300 × 10−6. All tests should be repeated at least four times, and the average
values of the three results with the smallest coefficient of variation should be taken as the test results.
The results of all the three fatigue tests are shown in Figures 3–5.
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Figure 3. The fatigue life of different asphalt mixtures of 4PB at varied strain levels.
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Figure 4. The fatigue life of different asphalt mixtures of Trapezoidal Beam at varied strain levels.
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Figure 5. The fatigue life of different asphalt mixtures of Overlay Tester (OT) at a strain of 300 × 10−6.
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3.2. Separate Analysis of the Results

4PB: The strain range used in the 4PB test is very wide, and number of samples used in each
group is small, which requires high precision. Therefore, more precise forming and cutting technology
is needed. The fatigue life of the six asphalt mixtures decreases gradually with the increase of strain.
The fatigue properties of SK70 and WA are obviously poor, SBS4 is in the middle, and 4S4P, WPES, and
SBS6 are the best ones. The specific performance order is slightly different with the change of strain,
and WPES performs best at high strain. With the increase of SBS content, the fatigue performance
of the asphalt mixture increases continuously. The addition of WPE and PA610 improves the fatigue
performance of the modified asphalt mixture in varying degrees.

Trapezoidal Beam: The preparation of test samples is complex and the amount of test data is
huge. It has high precision and is suitable for scientific research instead of a field laboratory. The strain
range of the test is moderate in the three methods. The fatigue life of the six asphalt mixtures decreases
gradually with the increase of strain, and the fatigue performance of SK70 and WA are the worst, and
4S4P, SBS4, and SBS6 are the best. The specific performance ranking varies slightly with strain, which
is similar to the conclusion for 4PB. The values obtained from the Trapezoidal Beam tests are more
concentrated in regions with a smaller strain than 4PB.

Overlay Tester: The strain range of the OT test is the narrowest. The test specimen is relatively
simple to prepare and the test process takes less time. It is easier to popularize than the above two test
methods. Similarly, the OT test again verified that the fatigue performance of SK70 and WA are poor.
The fatigue performance of SBS4, 4S4P, and WPES are in the middle, and SBS6 showed the best fatigue
performance. With the increase of SBS content, the fatigue life of the asphalt mixture increased. The
fatigue life of 4S4P was better than that of SBS4. This result confirmed the results of the Trapezoidal
Beam tests but differed from that of 4PB.

3.3. Comparative Analysis of Three Kinds of Fatigue Tests

In order to analyze the comprehensive evaluation results of different asphalt mixtures in the three
fatigue tests, the fatigue tests at or nearby 300 × 10−6 strain were unified and chosen to compare the
fatigue life of different asphalt mixtures under the three different tests. According to the order of
fatigue life of different mixtures, the mixture with the best fatigue performance scores 6 points and the
worst scores 1 point. The total scores of the three test methods for various asphalt mixtures are given
by analogy. The results are shown in Table 5.

Table 5. The fatigue life and score of different asphalt mixtures in different fatigue tests.

Asphalt SK70 WA SBS4 4S4P WPES SBS6

4PB
Fatigue life 118,340 85,870 1,123,940 2,055,560 2,265,690 2,081,300

Ratio of fatigue life to SK70 mixture 1 0.73 9.5 17.37 19.15 17.59
Score 2 1 3 4 6 5

Trapezoidal
Beam

Fatigue life 10,441 14,779 890,451 561,510 412,352 1,331,028
Ratio of fatigue life to SK70 mixture 1 1.42 85.28 53.78 39.49 127.48

Score 1 2 5 4 3 6

OT
Fatigue life 322 343 594 612 384 997

Ratio of fatigue life to SK70 mixture 1 1.07 1.84 1.9 1.19 3.1
Score 1 2 4 5 3 6

Total score 3 5 12 13 12 17

1. In the 4PB fatigue test, WPES has the best fatigue life, which is 19.03 times of the fatigue life of
the base asphalt mixture. In the Trapezoidal Beam fatigue test, SBS6 has the best fatigue life, which is
127.48 times of the fatigue life of the base asphalt mixture. In the OT fatigue test, SBS6 has the best
fatigue life, which is 3.1 times of the fatigue life of base asphalt mixture.

2. According to the total score, the fatigue performance of the asphalt mixture is ranked:
SBS6 > 4S4P >WPES ≈ SBS4 >WA > SK70.
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3. In the three fatigue tests, the fatigue lives of SK70 and WA are significantly lower than that of the
other four asphalt mixtures, which is also identical to the experience in practical engineering [22–24],
that is, the fatigue life of the base asphalt mixtures is not significantly improved by a warm mixing
agent [25,26]. The fatigue performance of the asphalt mixture is improved by adding SBS, and the
fatigue performance of the asphalt mixture is improved more obviously with the increase of SBS
content. The addition of WPE and PA610 also improves the fatigue performance of the asphalt mixture
in varying degrees. Considering fatigue performance and cost saving, these two new modification
methods can replace part of the SBS-modified asphalt.

4. In the three fatigue tests, the fatigue performance of the mixture can be roughly distinguished,
but the specific rankings are different. The test samples, waveforms, and frequencies are different, so
the evaluation results of fatigue life values cannot be directly transformed. However, in the research
and development of new materials, the three different fatigue tests can be used simultaneously to
obtain a more comprehensive and objective evaluation.

4. Conclusions

In this research program, test schemes are designed for the fatigue performance of several modified
asphalt mixtures in three fatigue tests. According to the experimental test results and the statistical
analysis findings, the following conclusions can be drawn:

1. In the 4PB fatigue test, the fatigue performance ranking is WPES > SBS6 > 4S4P > SBS4 > SK70
>WA; in the Trapezoidal Beam fatigue test, the fatigue performance ranking is SBS6 > SBS4 > 4S4P >
WPE + SBS >WA > SK70; in the OT fatigue test, the fatigue performance ranking is SBS6 > SBS4 >
WPE + SBS > 4S4P > SK70.

2. According to the total score, the fatigue performance of the asphalt mixture is ranked:
SBS6 > 4S4P >WPES ≈ SBS4 >WA > SK70.

3. In all three fatigue tests, the fatigue lives of SK70 and WA are significantly lower than that
of the other four asphalt mixtures, which means that the fatigue life of the base asphalt mixtures
is not significantly improved by the warm mixing agent. The fatigue performance of the asphalt
mixture is improved by adding SBS, and the fatigue performance of asphalt mixture is improved more
obviously with the increase of SBS content. The addition of WPE and PA610 also improves the fatigue
performance of the asphalt mixture in varying degrees. Considering fatigue performance and cost
saving, these two new modification methods can replace part of SBS-modified asphalt.

4. In all three fatigue tests, the fatigue performance of the mixture can be distinguished, but it
differs in specific rankings. Although the evaluation results of the three fatigue life values cannot be
directly transformed, the three different fatigue tests can be used simultaneously to obtain a more
comprehensive and objective evaluation in the R&D process of a new modified asphalt.

5. More precise forming and cutting technology is needed because the strain range used in the
4PB test is very wide, and number of samples used in each group is small. The preparation of the
Trapezoidal Beam test samples is complex; the amount of test data is huge and has high precision,
which is suitable for scientific research instead of the field laboratory, and the strain range of the test is
moderate in the three methods. The strain range of the OT test is the narrowest; the test specimen is
relatively simple to prepare, and fatigue performance of a specific modified asphalt mixture can be
obtained quickly in a simple laboratory. It is easier to popularize than the above two test methods.
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Abstract: Rock is a complicated material which includes randomly distributed grains and cracks.
The reliability of rocks under fatigue load is very important during the construction and operation of
rock engineering. In this paper, we studied the deformation and failure process of red sandstone under
fatigue load in a laboratory based on a new division method of strain energy types. The traditional
elastic strain energy density is divided into two categories: grain strain energy density and crack
strain energy density. We find that the proportion of the grain strain energy density to total strain
energy density can be used as an indicator of rock yield and the proportion of the crack strain energy
density to total strain energy density can be used as an indicator of rock failure. Subsequently,
through extensive literature research, we found that such a phenomenon is widespread. We also find
the proportion of grain strain energy density to total strain energy density when yielding is affected
by rock types and elastic modulus. The proportion of crack strain energy density to total strain
energy density in the pre-peak stage is stable and not affected by rock types and elastic modulus,
which is about 0.04~0.13. These findings should be very helpful for rock stable state judging in
rock engineering.

Keywords: reliability of rocks; fatigue load; strain energy; red sandstone; distribution of strain
energy; indices

1. Introduction

Rock is a kind of complicated material composed of mineral grains and cracks [1–4].
The deformation and failure process of rock is mainly controlled and affected by cracks [5–11]. During
earthquakes, mining, and engineering construction, rock suffers deformation, producing fractures or
failure as a result of fatigue load, which can impacts human lives and the environment [12–14]. Studies
on the mechanical properties of rocks under fatigue loads are usually conducted using stress-based,
strain-based, or strain energy-based approaches [15–18]. Due to the essence of rock material,
deformation and failure is an energy-driven process [19] and energy evolution runs through the whole
process of rock deformation and failure. The analyses based on the strain energy based-approach
proved to be an effective approach [20–23]. In rocks, yield point and peak stress point are very
important in evaluating the mechanical properties of rocks [9,24–30]. During the yield stage, rock
deformation is not easily controlled by stress, and the rock structure becomes unstable. When the
deformation of rock exceeds the peak stress point, the whole rock is destroyed. Therefore, it is more
significant to determine whether the rock enters the yield state than whether it breaks in engineering
practice. From the point of view of elastic–plastic mechanics, the mechanical energy input from outside
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is divided into two parts in rock without considering heat exchange. One part is elastic strain energy,
which accumulates in the rock. The other part is plastic strain energy, which leads to the cracks
growing, structural changes, and unrecoverable deformations. When some kind of strain energy
reaches a certain state, the rock also enters a corresponding deformation or failure stage [31]. Therefore,
the study of the effects of elastic and plastic strain energy on the rock deformation process can deepen
our understanding of the mechanical behavior of rocks.

Presently there are no studies in literature that described or proposed a method to determine
whether rock has entered the yield stage or failure stage from the point of view of strain energy. Some
studies have focused on the evolution of elastic and plastic strain energy in rock and the associated
damage to rock structures [32–35]. Some studies also analyzed the external factors that affect the
evolution of elastic energy and plastic strain energy [36,37]. In addition, some studies analyzed the
deformation and failure behavior of rocks under different fatigue loads [13,38–40]. These studies
provide a good baseline for understanding the relationship between rock and strain energy and the
mechanical behavior of rocks under fatigue loads. However, most of these studies are based on the
traditional elastic and plastic strain energy division method, which cannot reflect the strain energy
effect of rock grains and cracks in the process of rock deformation; hence, it is difficult to make a break
through. At the same time, almost all of these studies only explain the phenomena, and do not give
indices of strain energy when the rock enters the yielding stage or failure. Therefore, with the further
research, the new strain energy division method and the index to determine the rock from stable to
unstable stage should to be discussed.

Focusing on the abovementioned questions, this study tries to give indices to determine whether
rocks have entered the yielding stage or failure. Through the new classification of strain energy
density types, we found that the ratio of some kinds of strain energy densities to corresponding total
strain energy densities obtained by the new method could be used as the index to determine whether
the rock has entered the yield stage or failed. We subsequently collected experimental data from
extensive literature to confirm this finding. We believe that this discovery is of great significance in
rock engineering and earthquake prediction for judging or predicting rock stability.

2. Classification and Calculation Methods of Rock Strain Energy by Tests Results

2.1. Classifications and Methods of CalculatingStrain Energy

It is of great importance to divide suitable strain energy types to explain the elastic–plastic
transformation and the mechanical properties of rocks. Although many methods in rock researches
are derived from metal, the unique properties of properties of rocks clearly makes the two materials to
be treated differently in some instances. In this study, we use the strain energy density ui to represent
the strain energy in rocks.

In conventional rock cyclic loading and unloading studies, the researchers only divided the
strain energy density into elastic strain energy density ue

i and plastic strain energy density up
i , which

as shown in Figure 1a. The deformation of rock consists of two parts: deformation of rock grains
and deformation of cracks. Cai et al. [3] pointed out that during the unloading process, due to the
previously compacted cracks and the opening of newly formed crack as a result of decrease in load,
the slope of the unloading curve would gradually slow down. The deformation rebound of rock, at
the beginning of unloading, was mainly due to the elastic deformation of grains because the crack
in the rock cannot immediately change from compression to opening. Therefore, in the pre-peak
stage, in order to obtain the elastic strain energy density of rock grains when unloading. We draw
a line section with the slope of unloading modulus obtained at the initial stage of unloading from
the unloading point A, and then cross the strain axis at point C, as the line AC shown in Figure 1b.
So in this paper, the elastic strain energy density ue

i is divided into two parts. One part is the elastic
strain energy density of rock grains ug

i , the second part is the crack strain energy density uc
i . The uc

i
represents the strain energy density generated by the recoverable deformation of cracks. The method
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of dividing strain energy in post-peak stage is the same as that in pre-peak stage which are shown in
Figure 1c,d.

(a)                                (b) 

(c)                              (d) 

Figure 1. Comparison of two methods for dividing strain energy in pre-peak stage and post-peak stage:
(a) The pattern of strain energy division in pre-peak stage which has been used in the former studies;
(b) the new pattern of strain energy division in pre-peak stage which has been used in this study; (c) the
pattern of strain energy division in post-peak stage which has been used in the former studies; (d) the
new pattern of strain energy division in post-peak stage which has been used in this study.

Thus, the relationship between these kinds of strain energy density can be written as

ui = up
i + ue

i = up
i +

(
ug

i + uc
i

)
, (1)

According to Figure 1b,d, the calculation method of strain energy density in a loading and
unloading process can be written as follows:

ui =
∫ εi1

0
σi1dεi1 +

∫ εi2

0
σi2dεi2 +

∫ εi3

0
σi3dεi3, (2)

ue
i =

∫ b

a
σ′

i1dεe
i1 +

∫ b

a
σ′

i2dεe
i2 +

∫ b

a
σ′

i3dεe
i3, (3)

up
i = ui − ue

i , (4)

ug
i = ug

i1 + ug
i2 + ug

i3 =
1
2

σi1ε
g
i1 +

1
2

σi2ε
g
i2 +

1
2

σi3ε
g
i3, (5)

uc
i = ue

i − ug
i , (6)
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In these equations, u represents strain energy density, σ and σ′ represent the loading stress and
unloading stress respectively; ε represents the strain; subscript i represents a rock unit; numbers 1, 2,
and 3 represent three principal stress directions; and superscript p, e, g, and c represent plastic strain,
elastic strain, elastic strain of rock grains, and elastic strain of cracks, respectively. The letters a and b
represent the strain values corresponding to the stress unloading to the lowest point and the unloading
start point, respectively.

2.2. Testing Schemes and Experimental Data

The test schemes adopted cyclic loading and unloading tests under different confining pressures
and conducted with the MTS-815 servo-controlled testing machine in the State Key Laboratory of
Geo-hazard Prevention and Geo-environment Protection (SKLGP), Chengdu, Sichuan, China. The fresh
red sandstone blocks, which were taken from a quarry in Leshan, Sichuan, China were selected for
this test. The blocks were cut into several cylindrical samples with 50mm in diameter and 100mm
in height. The average density of dried red sandstone specimens is about 2.06 g/cm3 and the main
mineral constituents are calcite (78.2%) and quartz (0.5%). The X-ray diffraction pattern is shown in
Figure 2.

 

Figure 2. X-ray diffraction pattern of sandstone samples in this study.

In this study, cyclic loading and unloading tests under confining pressures of 0MPA, 5 MPa,
10 MPa, and 20 MPa were designed. By comparing the uniaxial compression deformation stages
of rocks classified by some researchers [2,41,42] and the deformation stages of cyclic loading and
unloading test, stress–strain curves can be divided into 5 stages: (I) crack closure, (II) elastic
deformation, (III) crack initiation and stable crack growth,(IV) crack damage and unstable crack
growth, and(V) failure and post-peak behavior. In general, the point between stage III and IV is called
the crack damage point and be treated as the yield point and the point between stage IV and V is called
the peak point.

During the cyclic loading and unloading test, the rock samples were subjected to axial force with
the loading rate of 1kN/s. When the axial force reaches 10 kN, we stopped the loading and start the
unloading process. The unloading force was also set at 1kN/s. In order to avoid the impact of the
testing machine on the sample during the reloading process, the sample is loaded when the axial
force is 1 kN in the successive unloading process. For subsequent unloading cycles, we increased the
unloading force by 10 kN, i.e., during the first cycle the unloading force was set at 10 kN and was
20 kN during the second cycle. In order to obtain more cycles when the rock deformation enters the
yield stage, we decreased the unloading force of subsequent cycle to 5 kN. We adopted this loading
method until the rock deformation reaches the peak point and failure occurred. During post peak
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stage, we controlled the unloading points manually. This makes the unloading force different for each
sample. Despite this approach, the difference of strain energy density evolution in the post-peak and
pre-peak stage is still obvious. A representative cyclic loading and unloading stress–strain curve is
shown in Figure 3.

Figure 3. A representative cyclic loading and unloading stress-strain curve under 5 MPa confining
pressure.

The mechanical properties of red sandstone samples under different confining pressures are
shown in Table 1. In Table 1 σ3 represents confining stress, E represents the average elastic modulus,
the σcd and εcd represents the average crack damage stress and strain respectively, the σp and εp

represents the average peak strength and strain respectively.

Table 1. The stress and strain at each stage of red sandstone sample’s deformation under different
confining pressures.

σ3 (MPa) E (GPa) σcd (MPa) εcd σp (MPa) εp

0 2.79 18.69 0.0064 24.92 0.0093
5 4.42 30.95 0.0068 38.15 0.0109
10 5.27 38.23 0.0071 49.75 0.0118
20 8.75 51.84 0.0083 67.87 0.0161

3. Test Results

3.1. The Evolution of Strain Energy

Based on the strain energy types mentioned above and the laboratory test results, we obtained
the strain energy evolution of red sandstone samples under different confining pressures. It should
be noted that the data of these kinds of strain energies in the post-peak stages cannot be obtained in
uniaxial compression tests, and two sets of post-peak strain energy data are obtained in the confining
pressure tests of 5 MPa. A set of post-peak strain energy data is obtained in the confining pressure tests
of 10 MPa and 20 MPa, respectively. According to the results of evolution of strain energy shown in
Figures 4 and 5, it can be found that the evolution of strain energies has some characteristics as follows:
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 (a)                                        (b) 

 
(c)                                        (d) 

Figure 4. The evolution of up
i and ue

i of red sandstone samples under different confining pressures:
(a) Confining pressure is 0 MPa; (b) Confining pressure is 5 MPa; (c) Confining pressure is 10 MPa;
(d) Confining pressure is 20 MPa.

(1) The characteristics of up
i .

The up
i grows in quadratic form during the whole deformation process. With the increase in strain,

the numerical growth rate of up
i is accelerated especially as it enters the yield stage. The value of up

i is
affected by the confining pressure, the higher the confining pressure the higher the value of up

i .

(2) The characteristics of ue
i .

In the crack closure stage, the growth rate of ue
i is accelerated, and the growth rate in elastic stage

is almost constant. After entering the yield stage, the growth rate of ue
i decreases, but the value of

ue
i still increases. In the post-peak stage, the growth rate of ue

i becomes negative. With the increase
of confining pressure, the values of ue

i increase, and the attenuation effect in the post-peak stage is
also inhibited.

(3) The characteristics of ug
i .

The value of ug
i increases in S-shape during the deformation process and decreases after peak

stress, which is similar to the stress–strain curve of rocks. The growth rate of ug
i decreases once the

sample enters the yield stage. For some samples, the value of ug
i will still increase slightly due to

confining pressure in the early post-peak stage. The value of ug
i will also increase with the increase of

confining pressure.
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(4) The characteristics of uc
i .

The value of uc
i increases slightly with the increase of strain before the peak point. After entering

the post-peak stage, the uc
i of each sample is highly discrete. For most samples, the uc

i decrease in the
post-peak stage and even becomes negative, only a small number of them increase. This may be as a
result of the effects of confining pressures.
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Figure 5. The evolution of ug
i and uc

i of red sandstone samples under different confining pressures:
(a) Confining pressure is 0 MPa; (b) Confining pressure is 5 MPa; (c) Confining pressure is 10 MPa;
(d) Confining pressure is 20 MPa.

The results of Figures 4 and 5 show that under the same test conditions, the same kind of strain
energy of different samples shows a highly concentrated behavior, and the rock yielding or failure
is because the strain energy reaching a certain value. However, due to different confining pressures,
different strain energy is required for rock entering different deformation stages, which is relatively
limited in application.

3.2. The Distribution of Strain Energy

Inspired by the above results, we check whether there is a relationship between the total
strain energy absorbed by rock and other forms of strain energy in different deformation stages.
Therefore, we divided up

i , ue
i , ug

i , and uc
i at different deformation moments by ui at the corresponding

moment. We then obtained the distribution law of the proportion of different strain energy to the
total strain energy in the entire deformation process, which is shown in Figure 6. It is worth pointing
out that the first two points of each curve are in the crack closure stage, which cannot reflect the
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properties of materials from the point of view of elastic-plastic mechanics, so they can be neglected in
elastic–plastic analysis.

 
(a)                                     (b) 

 
(c)                                    (d) 

Figure 6. The distribution of strain energies under different confining pressures obtained after
normalization: (a) Confining pressure is 0 MPa; (b) Confining pressure is 5 MPa; (c) Confining pressure
is 10 MPa; (d) Confining pressure is 20 MPa.

Figure 6 and Table 1, reveal the following characteristics about the distribution of strain energies:

(1) Throughout the deformation process, the proportion of the same type of strain energy to the total
strain energy under different confining pressures is concentrated in a certain range and shows
the same growth trend.

(2) Before the yield stage, the ratio of ue
i and up

i to the ui is balanced. After entering the yield stage,
the proportion of up

i and ue
i increases and decreases rapidly, respectively.

(3) The ratio of ug
i to ui rises rapidly to a certain level at the beginning of deformation, and remains

relatively stable until it enters the yield stage. After entering the yield stage, the ratio of ug
i to ui

decreases rapidly.
(4) Except the first two points, the proportion of uc

i in the pre-peak stages almost remains a constant
value, and decreases rapidly in the post-peak stage.

3.3. Discussions

Based on the above results, it can be found that the evolution of strain energy is related to the
deformation and failure process of red sandstone. For a sample under a confining pressure, the plastic
strain energy or elastic strain energy required to reach the yield stage is almost certain. The yield
conditions can be constructed by testing the values of strain energy satisfied by different rocks under
different test conditions. More importantly, when the proportion of up

i , ue
i , ug

i , and uc
i in ui is plotted,
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it is found that the distribution of strain energy will appear as obvious points before or after the yield
stage and pre-peak or post-peak stage.

As mentioned at the beginning in this paper, rock is a natural material composed of rock grains
and cracks. Under the action of external force, the action of rock grains is to resist external force, and
then weaken the damage as a result of external force to the structure. The crack in rock is a kind of
existence that weakens the ability of rock to resist external force. We can assume that even though
there are two opposing functions in rock, as long as their relationship is balanced, the strength of
rock will increase with the increase of external forces within the energy storage range of rock grains.
If this assumption is extended to the strain energy, that is, the ratio of strain energy density of different
forms to total strain energy density are relatively stable before the big changes in rock structure. If the
proportion of one type of strain energy density to total strain energy density changes significantly, the
rock will enter the corresponding deformation stages, which is also consistent with the test results.

According to the definition of ug
i and uc

i , it can be seen that ug
i represents the elastic strain energy

stored in rock grains in a rock unit, which can be released with unloading or rock structure damage.
The uc

i represents the strain energy released by the recoverable deformation part of cracks. Therefore,
we presume that the growth rate of the proportion of ug

i to ui becomes negative, which can be used
as an indicator to judge the rock entering the yield stage. We also noticed that even under different
confining pressures, the ratio of uc

i is almost the same in the pre-peak stage, which was a constant, and
its ratio is about 0.06(±0.02). Therefore, we consider that whether the large-scale abrupt change of this
proportion can be used as the basis for judging rock failure.

4. Verification and Extension of Strain Energy Index

Due to the limitation of the type and quantity of the test samples, we cannot draw general
conclusions based on the experimental results only. Therefore, we first discuss the relationship
between strain energy and rock deformation mechanism, and then obtained relevant data from
published literature to verify the conclusions and assumptions in previous section.

4.1. The Relationship between Strain Energy and the Deformationmechanism of Rocks

Rock deformation process is related to the process of crack initiation and expansion. When the
damage is within the range of rock resistance, the rock is stable, otherwise it becomes unstable. From the
point of strain energy, the plastic strain energy reflects the energy consumed by the irreversible
deformation of rock, including the irreversible deformation of most cracks and the displacement of a
small part of rock grains. The elastic strain energy is mainly reflected by the elastic deformation of
rock grains and a small number of recoverable cracks.

During the deformation of rock, the material properties of rock are activated with the closure of
cracks. In the elastic stage, the elastic strain energy accumulated by rock particles is linear with the total
strain energy, and the proportion of the total strain energy is relatively constant. Only after the yield
stage, more and more energy is consumed by plastic deformation due to the unsteady propagation
of cracks, so the proportion of elastic energy of rock grains decreases. For crack strain energy, the
proportion of rock in the whole strain energy is relatively constant before rock failure because rock still
has a relatively complete shape. When the rock has failed, the rock no longer has a complete shape,
and the proportion of crack strain energy changes rapidly.

4.2. Collection of Experimental Results from PreviousStudies

We selected 94 rock cyclic loading and unloading tests of five types of rocks from published
data for analysis. The basic information of the samples and test conditions are presented in Table 2.
Although some of the data did not perform cyclic loading and unloading at the post-peak stage, it was
impossible to analyze the post-peak condition, but the analysis in the pre-peak stage was still effective.
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Table 2. Basic information of the samples and test conditions from literature.

No. Rock Type Number of Data σ3 (MPa) References

1 Marble 6 0 [43]
2 Marble 4 40 [44]
3 Granite 4 10 [32]
4 Coal 1 0 [44]
5 Coal 1 10 [21]
6 Sandstone 1 10 [21]
7 Granite 1 10 [21]
8 Marble 1 5 [37]
9 Sandstone 1 0 [45]
10 Sandstone 1 0 [17]
11 Sandstone 2 0 [46]
12 Sandstone 6 0 [47]
13 Sandstone 1 0 [48]
14 Basalt 5 0 [49]
15 Granite 1 0 [2]
16 Sandstone 37 0 [23]
17 Coal 2 3 [22]
18 Marble 1 20 [50]
19 Marble 1 35 [50]
20 Marble 1 50 [50]
21 Marble 2 5 [51]
22 Marble 1 20 [51]
23 Marble 1 40 [51]
24 Granite 3 2 [52]
25 Granite 1 5 [52]
26 Granite 1 7 [52]
27 Granite 1 40 [53]
28 Granite 1 1 [54]
29 Granite 1 10 [54]
30 Granite 1 20 [54]
31 Granite 1 30 [54]

After analyzing the obtained data, it is found that the strain energy evolution of various samples
is consistent with the strain energy evolution of red sandstone obtained in Section 3. For almost all
samples, the proportion of grain strain energy will decrease after entering the yield stage. In this
study, we choose the elastic modulus as abscissa axis because elastic modulus is affected by confining
pressure, porosity, compactness of rock grains arrangement, and other comprehensive factors, which is
the general embodiment of rock elastic properties. By analyzing the collected data, we observed that
the ratio of grain strain energy to total strain energy increases with the increase in elastic modulus,
different rocks show the distinct classification. The proportion of ug

i to ui of the same rock typeis
linearly increasing with the elastic modulus. The relations between elastic modulus and proportion of
ug

i to ui of different rocks while entering the yield stage are shown in Figure 7.
Let y denote the ratio of ug

i to ui when yielding and x denote the elastic modulus. Linear fitting of
the data of different rocks in Figure 7 are given in the following equations:

The coal is
y = 0.08278x + 0.38472, R2 = 0.99638 (7)

The sandstone is
y = 0.03025x + 0.04219, R2 = 0.53828 (8)

The basalt is
y = 0.01229x + 0.41971, R2 = 0.74461 (9)

The marble is
y = 0.00753x + 0.12095, R2 = 0.7071 (10)

Finally, the granite is
y = 0.00603x + 0.31933, R2 = 0.88499 (11)
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From the results of linear fitting, it can be seen that the slope of linear equation from Equation (7)
to Equation (11) decreases successively, while the uniaxial compressive strength of rock increases
successively. It should be noted that the uniaxial compressive strength referred to here is not the
uniaxial compressive strength specific to a particular rock, but the uniaxial compressive strength
commonly used to classify rocks. This is because the uniaxial compressive strength of the sandstone,
in some cases, is higher than that of the marble. The classification of rock uniaxial strength is stated in
China’s national standards [55,56].

 

 
                     (a)                                         (b) 

 
(c)                                        (d) 

 
  (e) 

Figure 7. The relation between the proportion of grain strain energy density to total strain energy
density and elastic modulus of different rock while entering the yield stage: (a) Coal; (b) Sandstone;
(c) Basalt; (d) Marble; (e) Granite.
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Through the analysis of the ratio of the uc
i to ui in these rock samples, it is found that this ratio

is nearly stable in a range during the pre-peak period, and will not change until failure (Figure 8).
In Figure 8, the data are concentrated in the range of 0.04~0.13 and are not affected by rock type and
elastic modulus. The maximum value is 0.1534 and the minimum value is 0.0366.

 

Figure 8. The proportion of crack strain energy density to total strain energy density of different rock
samples in the pre-peak stage.

However, due to the limitation of sample data, this finding needs more sample data and more
rock types to confirm. We believe that by analyzing enough experimental data of different rock types,
we can get more accurate and comprehensive evolution and proportion of grain strain energy density
and crack strain energy density to total strain energy density, and can use these two indices to predict
or analyze the stability or failure of rocks.

5. Conclusions

According to a series of analysis of test results and literature data, this work studied the evolution
of strain energy in the process of rock deformation and its relationship with deformation mechanism
classified by new strain energy types. It is observed that the proportion of grain strain energy density
and crack strain energy density to total strain energy density can be used as the indices for determine
rock stability or failure. The main findings of this study are as follows:

(1) The elastic strain energy density of rock is composed of grain strain energy density and crack
strain energy density according to the new division method. Both grain strain energy density
and crack strain energy density increase before rock failure, but the growth rate of grain strain
energy density decreases after it enters the yield stage.

(2) From the point of view of energy distribution, the distribution of grain strain energy density
is stable before the yield stage and the proportion of grain strain energy density decreases
after entering the yield stage. This indicates that more strain energy density is allocated to
the plastic strain energy density, which results in the decrease of grain strain energy density.
This phenomenon is consistent with the deformation mechanism of cracks expansion after rock
enters the yield stage. However, the distribution of crack strain energy is stable during the
pre-peak deformation stage, and it decreases only after the peak stage. We believe that this
phenomenon is related to the integrity of the rock because no matter how many cracks grow in
the rock, as long as the rock has not failed, the restorable part of the crack is coordinated with the
total strain energy density.

(3) Through the analysis of the data obtained from other literatures, it is found that the proportion of
grain strain energy density to total strain energy density can be used as the index to determine
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the stability of rock. The proportion of crack strain energy density to total strain energy density
can be used as the index to determine rock failure.

(4) The proportion of grain strain energy density to total strain energy density is concentrated in
the same rock type, which has linear relationship with elastic modulus. The slope of the linear
equation between different rocks and elastic modulus will decrease with the increase of uniaxial
compression strength of rock under normal conditions.

(5) The proportion of crack strain energy density to total strain energy density is stable in the range
of 0.04~0.13, which is independent of rock type and elastic modulus.

It should be noted that these findings are based on limited data, but we believe these data have
already opened the door to a new research area. Later, we will enrich these research findings by
obtaining more data and popularizing it for engineering applications.
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Abstract: A comparative evaluation of the fatigue damage occurring in the blades of small
wind turbines, with different power regulation schemes, has been conducted for the first time.
Three representative test cases were built, one based on stall regulation and two using pitch regulation.
The power curves were tuned to be identical in all cases, in order to allow for a direct comparison
of fatigue damage. A methodology combining a dynamic simulation of a wind turbine forced by
stochastic wind speed time series, with the application of the IEC 61400-2 standard, was designed
and applied for two levels of turbulence intensity. The effect of the wind regime was studied by
considering Weibull-distributed wind speeds with a variety of parameter sets. Not unexpectedly,
in typical wind regimes, stall regulation led to a generally higher fatigue damage than pitch regulation,
for similar structural blade design, but the practical implications were smaller than thought previously.
Given the need for cost-effective designs for small wind turbines, stall regulation may be a viable
alternative for off-grid applications.

Keywords: fatigue life; small wind turbine; stall regulation; pitch regulation; aeroelastic simulation

1. Introduction

In the past few decades, the use of renewable energy sources has increased significantly, due a
combination of a gradual paradigm shift (driven by environmental degradation and the depletion
of conventional fossil fuel reserves) and more competitive pricing in key technologies, in particular,
solar photovoltaic and utility-scale wind. Regarding the latter, it is worth mentioning that the global
installed wind power capacity in 2017 was 500 GW [1], and it is expected to reach 1013 GW by 2025 [2].

Small-scale wind energy generation, on the other hand, has remained a niche technology,
in spite of its significant potential for supplying small and isolated loads [3], households, or off-grid
communities with no access to the electricity distribution network, and it contributes to clean energy
goals in residential, urban [4], and industrial settings [5]. Small-scale wind energy generation is often
recognized to be a major component in overcoming energy poverty [6], both on a stand-alone basis
and in conjunction with other generators, such as solar photovoltaic, diesel generators, and storage [7].
Small-scale wind energy generation is ideal for balancing solar generation and reducing the size of
backup generators (if any) and storage facilities in hybrid systems. However, given the dramatic
reduction observed over the last decade in the cost of solar photovoltaic panels and systems [8],
the pressure for cost reduction in small wind systems has risen considerably. Though small wind
turbines do not necessarily have to compete directly with solar photovoltaic panels and systems,
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but rather with the storage units and systems that they are likely to replace or downsize, the need
for building cost-effective small wind turbines, capable of reliably functioning over 20 years or more,
with minimal user intervention for maintenance and repair, continues to be a hot topic.

Unlike their utility-scale counterparts of the multiple-MW class, small wind systems generally
operate unsupervised. Moreover, in autonomous applications, the energy security of the user
community critically depends on the availability of the wind turbine, so reliability, rather than energy
production, becomes the individual most important design consideration, apart from the need for
building turbines and systems with a low initial investment cost. Given that the regulation of power
and rotor speed is a major design decision for wind turbines, affecting reliability and cost alike, it is
worth considering some alternatives. Early commercial turbine designs, such as the ones deployed
in California during the 1980s, generally relied on stall regulation, a scheme where the turbine rotor
aerodynamics is designed in such a way that flow detachment is obtained at a critical wind speed,
leading to a drastic reduction in rotor torque and, thereby, limiting both power and rotor speed.
This scheme was largely improved in the designs of the then emergent Danish manufacturers, leading
to a scheme generally called the Danish concept [9]. This design choice survived in commercial designs
well into the early 2000s, when large commercial wind turbines started to rely exclusively on pitch
regulation, a scheme where the turbine blades are rotated around their long axes, either passively
or actively, collectively or individually, in order to adjust the blade lift forces and thereby the rotor
torque in a continuous way. Interestingly, there has recently been a renewed interest in stall regulation
for multi-megawatt wind turbines, specifically designed for fatigue load mitigation; see [10] for a
recent approach.

Pitch regulation is now practically an industry standard in large-scale wind turbines, but is still a
rather incipient technology in the small wind world, although passively operated pitch schemes, used,
e.g., in the Jacobs wind turbines, have been around for about half a century. Stall regulation, on the other
hand, though largely extinct at the utility scale, has made a relatively recent re-appearance in small
wind turbines. While the Danish concept relied on a fixed rotor speed (dictated by the fixed electricity
frequency of the utility grid to which the turbine was interconnected), modern small wind systems are
not limited by this restriction, given the availability of low-cost power electronics devices capable of
adjusting the generator torque in a continuous way, thereby allowing for a variety of design choices,
including the possibility of obtaining a flat nominal power curve, such as in pitch-controlled systems.

Currently, many commercial small wind turbines operate with yet a different power/rotor speed
regulation system called furling [11], a robust scheme based on the interplay of aerodynamics forces
and moments acting on the rotor, mounted somewhat eccentrically from the vertical rotation axis, and
a tail vane. Furling has been demonstrated to allow for reliable designs withstanding two decades or
more of operation; however, the trade-offs are considerable, including a sharp drop-off of the output
power after the onset of furling, hysteresis between the operational curves for increasing and decreasing
wind speeds, respectively, and a quite complex aerodynamic state during furling, particularly in a
highly turbulent environment, typically encountered by small wind turbines. Furling will not be
discussed in the current paper; the interested reader is referred to [11,12] for an introduction.

Independent of the regulation scheme selected, fatigue loading is always a major factor for wind
turbine life, particularly the rotor blades. Fatigue loading arises as a combination of the stochastic
nature of the wind field impinging on the rotor and rotational sampling [13] caused by the finite spatial
coherence of the wind field. Excessive fatigue loads lead to a reduction in the blade life and increase
maintenance costs and financial losses [14], making a careful design for fatigue an important part
of the (small) wind turbine design process. Given that fatigue loading is a major concern in wind
turbines, a large body of literature exists on the subject, with an emphasis on utility-scale turbines.
While much of the knowledge on fatigue damage in wind turbine blades has been generated by
testing, both of the composite materials commonly used [15,16] and of components and systems,
design procedures based on a combination of simulations and standards are becoming more common.
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This is particularly important in the field of small wind turbines where extensive testing is not cost
effective for manufacturers.

Ardila et al. [17] used load cases for power production and parked turbines recommended in
the IEC 61400-1 standard [18] for the fatigue life assessment of a blade designed for a 5-MW wind
turbine; their approach considers a combination of aeroelastic simulation tools such as FAST and
HAWC2 for the generation of fatigue loading and fatigue assessment tools developed by the authors.
As in most works, the Palmgren–Miner (PM) rule is used for cumulative damage calculation and
the Goodman method for computing the allowed load cycle number, and the rainflow method is
applied to determine the number of events with a given combination of mean stress and stress
range. A similar approach was used by Hayata et al. [19], who also studied the fatigue life of
the blade of a 5-MW wind turbine. Kong et al. [20], as part of an effort to design a 750-kW wind
turbine in South Korea, developed a simplified fatigue design procedure, using empirical formulae
for fatigue loading in combination with results from materials testing; Goodman diagrams obtained
from laboratory testing and the PM rule were then used to calculate the expected fatigue life. The
work in [16] presented common methods for calculating damage on the blades. The most common
method is the Palmgren–Miner (PM) rule [21], in which, if the damage parameter, D, reaches the value
of one, the existence of damage is concluded. Currently, there are several other methods, which are
variations of the PM rule, such as the Marco–Starkey rule [22]. Currently, standardized methods for
estimating the fatigue life of wind turbine rotors are available [23], providing the designer with a
simplified conceptual framework useful for practical design decisions. As discussed by Evans et al. [24],
the small wind turbine standard IEC-61400-2 [23] contemplates three possible methods for fatigue
life assessment, one based on operational measurements, another using aeroelastic simulations, and,
finally, a simplified procedure to be used by designers and small wind turbine manufacturers without
access to sophisticated aeroelastic modeling tools. Evans et al. found that the simplified procedure in
their study case produced extremely conservative results, leading to blade designs that are likely not
cost-effective. Given the need for small wind turbine systems to reduce their costs while maintaining a
level of reliability, other approaches are needed.

Derived from the observation above, the following two-fold objective of the present work
was formulated: first, a practical simulation-based methodology for assessing fatigue life in small
wind turbines, consistent with the recommendations of the standard IEC 61400-2, is proposed and
demonstrated. This approach is believed to simplify the design process of small wind turbines greatly,
allowing for a greater accuracy (as compared to the option of the simplified design method proposed
in the standard) or a faster design process (as compared to conventional processes). Having introduced
the methodology, a comparative study of the fatigue behavior of stall- and pitch-regulated small-scale
wind turbines is carried out. The stall-regulated rotor was designed as part of the project P09 of the
Mexican Center for Innovation in Wind Energy (CEMIE Eólico); the study of different power/rotor
speed control schemes was part of the project P19 of the CEMIE Eólico. The design of the stall-regulated
rotor resulted from an co-optimization of three objectives: (a) a high power coefficient at partial load
(i.e., below nominal power), (b) overspeed control to guarantee structural stability up to 20 m/s without
the need for additional braking systems, and (c) a high starting torque to overcome the generator
cogging torque at low wind speeds. The third requisite somewhat restricted the power production at
medium wind speeds, but enabled the rotor to work with a variety of generators. The detailed design
considerations will be described elsewhere and are not part of the present work.

The comparative assessment of stall- and pitch-regulated small-scale wind turbines was
partly motivated by the fact that the CEMIE Eólico considered both technologies. However,
while investigating the subject, it became apparent that comparative assessments of the impact of
power/rotor speed regulation on fatigue damage are very scarce. To the best knowledge of the
authors, only Kennedy et al. [25] addressed this issue, albeit in the context of tidal, not wind turbines.
As opposed to [25], in this work, all wind turbine designs studied have (almost) the same power
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curve, leading to an identical energy production for any given wind regime (at least under steady-state
conditions) and allowing for a direct comparison of the analyzed schemes.

This paper is organized as follows: In Section 2, the basic relations used to calculate the fatigue
life of small wind turbine blades according to the simplified methodology in standard IEC 61400-2
are briefly reviewed, followed by an overview of the complete methodology, including the different
design and simulation tools available in the public-domain suite QBlade [26]. A general description of
the blade geometry and materials, as well as the design curves for power, rotor speed, and pitch angle
is also provided for the case of the stall-regulated wind turbine and two pitch-regulated alternatives.
The full information about the outer geometry of both blades is provided in the Appendix A. A brief
description about the setup of the wind field generator and the dynamic simulation, using FAST,
is also included. The results obtained with the methodology proposed in this work are presented and
discussed in some detail in Section 3. The summary and conclusions are presented in Section 4.

2. Methodology

2.1. Blade Damage Model

Fatigue damage occurs when the residual strength of a piece of material subjected to periodic
loading equals the maximum stress within a cycle period [27]; the residual strength is a function
of the degradation of the properties of a material, occurring in response to static or dynamic loads.
In the case of fatigue-only damage, there is a distinct number of load cycles (N), after which the
material fails if excited with a given stress amplitude and mean. In a homogeneous sample, often,
a characteristic function governing the decay of the residual strength with the number of cycles can be
determined, either experimentally or through micro-mechanical simulation, although the details of
fracture mechanics, particularly in composite materials, turn even this well-defined problem into an
undertaking with considerable complexity. In the case of more realistic geometries, such as composite
beams, the complexities of a non-homogeneous stress field can be addressed by Progressive Failure
Analysis (PFA) (see, e.g., [28,29]), while still assuming that the results for fatigue degradation obtained
from a (small) homogeneous sample remain approximately valid, an approach (as most approximate
engineering procedures) which is not without criticism. While PFA may or may not be completely
adequate, engineering design approaches for wind turbine fatigue design, as already discussed in the
literature review, are still considerably more simplified and simply focus on one critical location within
the structure (generally located at the blade root), limiting themselves to calculating the number of
cycles at which the blade root material (as determined from a small sample) fails. Though, in practice,
the order in which different stress amplitudes and mean values occur might be of relevant, the
standard procedures, such as the ones recommended in the IEC61400-2 norm, neglect such effects.
Fatigue damage is measured by a metric such as the cumulative damage D in the Palmgren–Miner
(PM) rule [16]:

D = ∑
i

ni
Ni

(1)

where,
D : the cumulative damage (D = 1 when a fault occurs)
ni : the number of load cycles for a given stress amplitude/mean combination
Ni : the number of permissible load cycles for a given stress amplitude/mean combination

The fatigue life estimation then requires determining the number of load cycles ni [30]. As in
most fatigue research, the rainflow method was used to extract the number of events for a given stress
amplitude/mean combination from the relevant input time series. As mentioned above, the stress
time series obtained from an aeroelastic simulation of the blade under normal operation conditions
at different average wind speeds, as extracted at the blade root, was used as input to the rainflow
counting algorithm in all occasions.
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In order to calculate the permissible number of cycles for a given stress state, based on the
Goodman method, the following formula was used [23]:

N =

[
Xt + |Xc| − |2γMaσ1,m − Xt + |Xc||

2 (γMb/C1b) σ1,a

]m
(2)

where,
Xt : maximum tensile strength (MPa)
Xc : maximum compression strength (MPa)
σ1,m : average atress of a cycle calculated by the rainflow method (MPa)
σ1,a : stress amplitude of a cycle calculated by the rainflow method (MPa)
m : slope of the S − N diagram
γMa,Mb : safety factors

The definition of the safety factors, as well as m, was given in [31]. The value assigned to m
depends on the material of the blade. Table 1 shows some values assigned to m for three different
materials. The safety factors are calculated according to:

γMx = γM0 ∏
i

Cix (3)

where γM0 = 1.35, and the values assigned to Cix are selected according to the material used in
the blade manufacturing. Table 2 shows some values of Cix used for materials reinforced with
polymeric fiber.

Table 1. Values of the parameter m [31].

Material m

Films with polyester resin 9
Films with epoxy resin 10

Polymeric films reinforced with carbon 14

Table 2. Values of safety factors [31].

Value Description

C1a 1.35 Influence of aging
C2a 1.1 Temperature effect

C3a
1.1 Films produced by resin infusion
1.2 Films produced by pressure

C4a
1.0 Post-cured film
1.1 Non-post-cured film

C2b 1.1 Temperature effect

C3b

1.0 Unidirectional reinforcement
1.1 No tissues
1.2 Tissues and mat

C4b
1.0 Post-cured film
1.1 Non-post-cured film

C5b 1.0 to 1.2

Equivalent Stress

The section experiencing the greatest stress along the rotor generally corresponds to the blade
root, given that the blade bending moments are the largest here [32]. In the case of a circular root
section of the blade, the equivalent stress can be written as follows [23,33]:

σeqB =
FzB
AB

+

√
M2

xB + M2
yB

WB
(4)

557



Appl. Sci. 2019, 9, 4632

where,
FzB : axial force (rotor thrust) (N)
MxB : edgewise moment (N·m)
MyB : flapwise moment (N·m)
AB : root cross section (m2)
WB : modulus for the root section of the blade (m3)

The modulus for a circular area, with AB = 0.0123 m2, is calculated as follows:

WB =
π

4

(
r4

ext − r4
int

rext

)
= 6.54 × 10−5 m3 (5)

where rint and rext are the interior and exterior radii of the blade root, respectively.

2.2. Methodology for Calculating Fatigue Damage

Figure 1 shows a general scheme of the proposed methodology used in this work. The primary
output is the predicted fatigue damage D(vi, TI, reg) of the blade for a given average wind speed vi,
a given level of Turbulence Intensity (TI) (high or low), and the turbine configuration, where “reg”
stands for the turbine regulation scheme used,

T[years] =
τ[min]

24 × 60 × 365 × D (vi, TI, reg)
(6)

where τ is the simulation time in minutes. In this work, τ = 10 min in all cases. An average fatigue
life can then be calculated by convoluting the fatigue damage for a given wind speed class vi with
a Weibull distribution function fWeibull(v; vs, k), where vs is the Weibull scale factor in m/s and the
dimensionless quantity k is the Weibull shape factor. Note that the average wind speed v̄ is related to
the shape factor by v̄ = vsΓ(1 + 1/k), where Γ is the gamma function.

The proposed methodology combines two software packages, the public-domain suite QBlade
and a set of codes implemented in MATLAB, shown on the left- and right-hand side of Figure 1,
respectively. QBlade can be used for (1) simulating and designing airfoils, (2) simulating rotor
aerodynamics using Blade Element Momentum (BEM) theory, (3) simulating steady-state operation
based on prescribed curves for rotor speed vs. wind speed and blade pitch angle vs. wind speed,
(4) simulating stochastic wind fields, and (5) conducting aeroelastic simulations using the rotor setup
and operational characteristics defined in Steps (1)–(3). Step (5) is carried out with the tool FAST [34],
developed by NREL and embedded in QBlade, whereas Step (1) is based on another public-domain
tool, XFoil. In addition to Tools (1)–(5) QBlade allows for finite-element simulation of the mechanical
state of the blade for given stationary load conditions, which can be used to conduct a preliminary
structural design of the blade.

In all three turbine configurations studied in this work, the QBlade tools (1)–(3) were used
iteratively to reach the given design objectives. In the case of the stall design, as mentioned before,
additional evaluations were carried out outside of the QBlade framework for an optimization of the
start-up behavior, which is not part of the present work. For all three turbine configurations, an electric
nominal output power of 10 kW was specified, to be reached at a rotor speed of about 130 rpm. In the
case of a pitch-regulated wind turbine, the requirement of a constant nominal rotor speed can be
met always, at least theoretically, by adjusting the pitch angle correspondingly, although an optimal
design is far from trivial. In a stall-regulated turbine, however, this additional degree of freedom is not
available, so all regulation has to be conducted through the prescription of the rotor speed, which is
achieved in practical terms by the control of the generator torque (for a modern application of small
wind turbine control through generator torque control, see, e.g., [35]).
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Figure 1. Overall methodology used in this work.

2.2.1. Blade Characteristics and Geometry

For the stall-regulated turbine simulated in this work, airfoils from the series DU-210_xx were
considered. The selection of this series was in part motivated by its favorable starting performance.
On the other hand, both pitch-regulated turbines were based on a design using one single airfoil,
namely the NACA 4412. Figure 2 shows representative airfoils used for stall and pitch design,
respectively. Figure 3 shows a 3D rendering of both blades. The chord and twist angle functions are
shown in Figure 4. The blade designed for pitch control had a roughly optimal chord function, with a
transition to a circular root section to allow for convenient flanging to the rotor hub (as usual in wind
turbine engineering, an “optimal” blade is one with an optimal power extraction at a constant tip-speed
ratio, considering negligible airfoil drag). The twist function was obtained from a performance
optimization using QBlade, taking the twist function proposed in [36] as a starting point, and a
smoothing process to allow for a manufacturable blade. The stall design, on the other hand, was based
on the requirement that at a given wind speed, all blade sections simultaneously enter the stall regime,
thereby leading to a sharp drop in the power coefficient of the rotor. This was achieved using the
optimization feature provided by the QBlade suite. As discussed above, the DU210xx airfoil series was
selected in part because of the relative sharp drop in the lift coefficient for angles of attack larger than a
critical angle (the stall angle), which greatly facilitates a good rotor stall behavior. The other reason for
choosing the DU201xx airfoil series lies with its favorable starting performance, as mentioned before.

The geometry of the stall blade considered previous designs from the authors. Table A1 shows
the densities, Young’s module, the maximum tension strength (Xt), and the maximum compression
strength (Xc). Table A2 shows information about the geometry of the stall blade, as well as the
aerodynamic profiles for each section and the Reynolds numbers. The blades have a length of 3.58 m,
divided into 30 sections or blade stations. The blades were manufactured with two distinct kinds of
Fiber Glass-Reinforced Polymeric (FGRP) and epoxy resin. The root and shell of the blade were built
from tri-axial material, while the crossbar used a bidirectional material.

The design of the pitching blade was inspired by a blade design published by Hansen et al. [36].
To adapt this model to the present work, the original blade, with a total length of 40 m and divided into
14 sections, was scaled to match the length of the stall-regulated blade. The geometry was interpolated
to 30 blade stations. To reach the final blade design, the scaled and interpolated chord function was
used directly, whereas the twist distribution was used as a starting point for a final twist optimization
using QBlade [26]. The same characteristics of the materials used in the stall blade were considered at
a given blade section. The data of the geometry of the pitching blade are shown in Table A3. Finally,
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for both blade designs, the same Reynolds numbers were considered. The masses of the blades were
19.835 kg for the stall blade and 21.642 kg for the pitching blade. Figure 3 illustrates the blade geometry
for each case.

Figure 2. Representative airfoils for turbines using stall (DU-210_xx airfoils) and pitch regulation
(NACA 4412 airfoil), respectively.

Figure 3. Blade geometry.

0 1 2 3 4

Pos (m)

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

C
ho

rd
 (

m
)

Chord Stall blade
Chord Pitch blade

0 1 2 3 4

Pos (m)

-5

0

5

10

15

20

25

T
w

is
t (

°
)

Twist Stall blade
Twist Pitch blade

Figure 4. Chord and twist functions for the stall and pitching blades.

2.2.2. Steady-State Aerodynamic Simulation and Operational Characteristics

Blade Element Momentum (BEM) theory, as implemented in QBlade [26], was used to determine
the aerodynamic behavior of the blades. BEM is based on the balances of the linear and angular
momentum between the air mass flowing through annular rotor disk sections and the aerodynamic
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forces and moments acting on the blade sections located at a given radial position, determined from
empirical or simulated airfoil data, plus a number of empirical corrections, such as for rotor thrust
under heavy loading conditions and tip and rotor losses. The local differences in Reynolds number
along the blade radius can be taken into account by simulating each required airfoil with a different
Reynolds number, depending on the blade station where this airfoil is going to be placed. While in
utility-scale wind turbines, the effect of making this distinction is marginal, given the large Reynolds
numbers prevailing at most parts of the blades, in small-scale wind turbines, this differentiation
is critical, particularly near the root where the Reynolds number may be as low as several tens
of thousands. The solution of the local momentum equations allows obtaining the rotor torque,
the extracted mechanical power, and the rotor thrust. The main parameters of the BEM simulations
were: (1) air density: ρ = 1.225 kg/m3, (2) air viscosity: 1.456 × 10−4 kg

m·s , and (3) elements and
iterations: 40 and 100, respectively.

The output of the BEM calculations was then combined with prescribed functions for the rotor
speed n(v) and the blade pitch angle β(v) as a function of the free-stream wind speed v to define the
steady-state operational characteristics of each wind turbine, assuming a constant efficiency of all other
components such as the electric generator. The determination of these functions was conducted outside
QBlade and was based on the considerations described at the beginning of Section 2.2. The following
results were obtained (see Figure 5 for an illustration and Table 3 for a summary of the turbine
characteristics): in all cases, the regulation scheme was designed to obtain optimal operation at partial
load, from just after cut-in up to a free-stream wind speed of 8 m/s; in this regime, all turbines
operated at an optimal wind speed ratio λopt of about six, where λ = ΩR/v, Ω being the rotor speed
and R the rotor radius. From 8 m/s–10 m/s the regulation of all three turbines continued to be
identical, with the shaft frequency now being set to its nominal value of 130 rpm and the pitch angle
remaining at zero degrees in all cases. The effect of reducing the rotor speed was the same for all, a
reduction in the power coefficient (the proxy for turbine efficiency), which made up for part of the
cubic increase in power density with wind speed, resulting in a practically linear power curve in this
section (Figure 5a). For wind speeds higher than 10 m/s, the three regulation schemes now started to
differentiate themselves, as described below:

• Stall-regulated wind turbine: The pitch angle cannot be varied in this design, so it remained at
zero degrees for all wind speeds. By operating the wind turbine at its maximum power point
up to a wind speed 8 m/s and then setting the rotational speed to a constant value of 130 rpm,
the turbine slope of the P(v) curve was limited, and a smooth transition to the nominal regime
starting around 11–12 m/s was guaranteed. This design ensured a reliable operation of the
turbine, avoiding large excursions in the opposing torque and the possibility of overheating.
For higher wind speeds, the rotor speed had to be increased slightly (up to about 145 rpm
for v = 14.5 m/s) to compensate for a slight drop in the power coefficient, resulting from the
stall design. In practice, this is achieved by a slight reduction in generator torque. This small
increase in rotor speed (from 130 rpm–145 rpm) is hardly a concern from a structural load
perspective. Note that a classical stall-regulated wind turbine, based on the Danish concept,
would have a drop in output power, since the rotor speed cannot be changed under that scheme.
For higher wind speeds, the rotor speed has to be lowered again, with the lowest value occurring
at v = 20 m/s, where n is reduced to about 120 rpm. For still higher wind speeds, practical
limits are encountered with heat dissipation at the electric generator, so, typically, an additional
braking system is recommended for v >20 m/s. In the current case, a passive emergency
pitching system was designed, the description of which is, however, outside the scope of the
present study.

• Pitch-regulated wind turbine with constant rpm at nominal power: This scheme is operated in
close analogy with a utility-sized wind turbine, where the power curve is roughly determined
by two regimes: one with zero pitch angle and linearly increasing rotor speed (the partial load
or optimal regime) and the nominal load regime where the rotor speed is held constant (by rotor
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torque control), and all remaining regulation is done by pitching. In the current case, the two
mentioned regimes exist, but a third −hybrid− regime was introduced, where a constant rotor
speed coexists with a zero pitch angle. This “stall-regulation”-type behavior was achieved by
deviating from optimal operation at a relatively low wind speed (8 m/s), well below the turbine
design wind speed of 11 m/s, where the nominal power was attained. It should be noted that the
pitching curve β(v) showed a gentle almost monotonic increase from zero to about six degrees
at 20 m/s.

Table 3. Operational characteristics of the three wind turbine designs studied in this work.

Stall Regulation Pitch Regulation
Variable Speed Pitch

Regulation

Nominal power 10 kW 10 kW 10 kW
Vcut-in, Vd, Vcut-out 3 m/s–11 m/s–20 m/s 3 m/s–11 m/s–20 m/s 3 m/s–11 m/s–20 m/s
Rotational speed Variable Nominal: 130 rpm Variable
Pitch angle (β) 0 Variable Variable
Variable losses 13% 13% 13%

λopt 6.1 6.21 6.21
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Figure 5. Operation curves of the WTs’ designs: power curve, rotational speed, torque curves, and
pitch angle.

• Pitch-regulated wind turbine with variable rpm at nominal power: This scheme was introduced
for comparative purposes and represented a hybrid version between the former two approaches.
As shown in Figure 5b, in this scheme, the rotor speed was varied in a fashion identical to the
one used for stall regulation and a corresponding adjustment in the pitch angle curve (Figure 5d).
Though there did not seem to be an objective, practical reason for using this strategy, using the
same rotor speed curve is a useful tool for assessing the effect of the rotor thrust on the rotor
dynamics, as simulated by FAST, and, consequently, on the fatigue loading and damage.
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2.2.3. Wind Field Simulation

An important step in the creation of a dynamic aeroelastic simulation of a wind turbine rotor is
the generation of a time-varying wind field, large enough to cover the whole rotor. Using stochastic
wind fields, as opposed to a homogeneous wind speed over the swept rotor area, makes a critical
difference for the purposes of fatigue assessments. As shown below, because of the finite (non-zero and
not one) spatial coherence of real-life wind fields, the periodic rotation of the wind turbine translates
into a time-varying stochastic wind speed signal with periodic components at any given location along
the rotor blade. These periodic components correspond to the fundamental rotor frequency and its
harmonics. Evidently, such periodic loading has a significant impact on fatigue loading.

QBlade has a computational tool for the creation of such wind fields based on stochastic
temporospatial simulation. The following parameters were used in the present work:

• Simulation time (s): All simulations were performed for 600 s (10 min)
• Rotor radius (m): This parameter must be slightly larger than the rotor radius, to avoid

convergence problems in the FAST simulation; therefore, R was set to 4 m
• Hub height of the turbine (m): 15 m
• Average speed (m/s): This parameter was varied from 3 m/s–20 m/s in order to assess the

fatigue damage of each of the turbines for a large range of wind speed classes. The final set of
simulations used for this work was limited to the range between 7 m/s and 20 m/s since the
damage for lower wind speeds was found to be practically zero

• Turbulence intensity (%): Two sets of Turbulence Intensities (TI) were assumed, one
corresponding to “high” and another to “low” TI. Given that TI depends on the average speed,
the following formula, taken from the standard IEC61400-2, was used to adjust TI for each run:

σv[m/s] =
15 + aVhub

1 + a
× I15, (7)

where TI = σv/v̄, a = 2, and I15 = 0.16 for low turbulence intensity, as well as a = 3 and
I15 = 0.18 for high TI.

Figure 6 shows a spatial wind field map for one instant taken from the simulation of 600 seconds
with an average speed of 10 m/s and a high level of turbulence intensity (corresponding to 21%
according to Equation (7).

Figure 6. Field wind simulation
(
10 m

s
)

with high turbulence intensity.

2.2.4. Aeroelastic Simulation

The last simulation step in QBlade corresponds to the aeroelastic simulation of each of the three
wind turbines described above using FAST [34]. FAST is a simulator developed and maintained by
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the National Renewable Energy Laboratory (NREL) for the simulation of extreme and fatigue loads
and is often considered a standard for aeroelastic wind turbine simulations. FAST is embedded in
QBlade, which offers the user the advantage of being able to import directly the turbine configuration
obtained from the previous design into FAST, and it conducts the simulation with a relatively minor
configuration effort. However, a basic understanding of the parameters required for the setup of the
simulations is vital. A selection of some of the relevant parameters is shown below:

• StallMode [STEADY/BEDDOES]: This parameter is a flag indicating whether the
Leishman–Beddoes dynamic stall model is to be used [34]. In the present work, StallMode
was set to BEDDOES for the simulations of the stall-regulated turbine, whereas STEADY was
used for the pitch simulations

• InfModel [EQUIL/DYNIN]: This parameter decides whether a generalized Dynamic-wake
model (DYNIN) or an Equilibrium-inflow model (EQUIL) should be used [34]. In this work, the
EQUIL model was selected throughout.

• HLModel [PRANDTL/NONE]: When using the equilibrium inflow model, this parameter allows
including or disabling hub-loss calculations [34]. The options NONE was used throughout
this work.

Most of the FAST parameters were found to have a negligible effect on the obtained results,
with the notable exception of the StallMode parameter, where the wrong setting led to instabilities.
Once a FAST simulation was correctly configured, the following output time series were obtained: wind
speed at the hub height, output power and torque, axial force (rotor thrust), and moments for flapwise
and edgewise bending. Figure 7 shows the time series results of the bending moments, axial force,
and wind speed. By using the time series from Figure 7 and applying Equation (4), the equivalent
stress over the blade root can be obtained. Figure 7 shows the corresponding time series.

Figure 7. Results of the aeroelastic simulation for an average wind speed of 9 m/s and high turbulence
intensity: time series.

2.2.5. Cycle Counting and Damage Calculation

The last four stages of the proposed methodology were implemented in a MATLAB script.
The input data corresponded to the equivalent stress time series (Figure 7). The first step was cycle
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counting, which was done with the rainflow method; the MATLAB implementation was used for this
purpose. The output matrix contained the number of events for a given stress amplitude/average
stress value combination.

The second calculation processed the output of the rainflow analysis by means of the Goodman
method to obtain the number of permissible cycles for each combination of stress amplitude and
average value (Equation (2)). The maximum values for the tension and compression resistance are
presented in Table A1 for the root section. The value of the m parameter in Equation (2) was set to 10,
corresponding to epoxy resin composites, according to [31] (see Table 1). The safety factors were taken
from Table 2. Additionally, γM0 = 1.35. Table 4 presents the calculation of the safety factors.

Table 4. Calculation of the safety factors.

C1a 1.35

γMa = γM0 ∏4
i=1 Cia = 2.64627

C2a 1.1
C3a 1.2
C4a 1.1

C2b 1.1
γMb
C1b

= γM0 ∏5
i=2 Cib = 1.9602C3b 1.0

C4b 1.1
C5b 1.2

2.2.6. Fatigue Life Estimation

In order to build a consistent fatigue life vs. wind speed curve, some post-processing is necessary.
The reason for this is two-fold: (i) Given the relatively short simulation time for each wind speed
class, each 10-min time series is not necessarily fully representative of the underlying stochastic
process generating the wind field. This problem can be addressed by repeatedly running the wind
field generator and FAST with the same parameters and a different seed and then averaging the
results. However, since the current version of QBlade does not allow for batch mode processing,
there are practical limits to this approach; (ii) for the given typical values of average wind speed and
turbulence intensity, there is a significant overlap of the corresponding time series with neighboring
classes; therefore, a mobile weighted average is an appropriate solution. In order to obtain the results
presented in this work, wind fields were generated for wind speed averages in increments of 0.5 m/s.
Then, the probability density function, for each hub height wind speed time series, was determined
and used as the weighting function for determining the weighted average of the fatigue damage at
the center wind speed class. This approach effectively increased the sampling horizon for each wind
speed class and simultaneously accounted for the finite distribution of each time series.

3. Results and Discussion

We will start the Results Section by first inspecting some of the time series outputs produced
directly by the aeroelastic simulation. Figure 7 shows a short stretch of the time series results obtained
for the case of an average wind speed of 9 m/s and a high turbulence intensity. It can be seen that the
axial force (rotor thrust) and the in-plane (“edgewise”) bending moment showed an almost perfectly
sinusoidal signal with a period of a little under half a second. By comparison to the power curve, it can
be seen that this frequency was consistent with the rotor speed of 130 rpm, expected by design for a
wind speed of 9 m/s. The amplitude of the rotor thrust oscillation was only about 5% of the average
thrust, which is consistent with the fact that the rotor thrust always created a force in the downward
direction, with a minor periodic variation, arising from the fact that the wind speed was higher at
the top than at the bottom position. The amplitude of the edgewise oscillations, on the other hand,
was almost 100% of the average value. This fact can be qualitatively understood by the observation
that at the upper position, the blade sees the highest wind speed (and, consequently, also the highest
in-plane force component), at the blade tip where the leverage is the highest, and conversely, the lowest
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wind speed (and therefore the smallest force) near the root where the leverage is the smallest. At the
lower position, on the other hand, the point with the lowest wind speed has the highest leverage
whereas the point with the smallest leverage has the highest wind speed. Evidently, this leads to a
small in-plane bending moment at the bottom position of the blade and a high bending moment at the
top. In any case, no significant difference was observed among the three regulation schemes. Note
that the terrain roughness length used in the generation of the stochastic wind field was z0 = 0.01 m,
corresponding to a power law exponent of 0.136.

The situation at the out-of-plane or flapwise bending moment, as well as the resulting effective
stress, is quite different. Not only were the average values higher for the stall-regulated wind
turbine, but also could the presence of strong harmonics be detected, with a much stronger presence
of harmonics in the case of stall regulation as compared to both pitch-regulation schemes, which
had a nearly identical behavior between them, not unexpectedly, given the very similar regulation
characteristics at 9 m/s.

After receiving some initial insights from inspecting the time series, it is interesting to study
the power spectra. In Figure 8, the primary outputs of the FAST simulation (thrust and bending
moments) are shown for all three regulation schemes, again for the case of a 9-m/s wind speed. In
the case of the axial force signal, one prominent peak at the primary rotor frequency can be observed,
consistent with the almost perfectly sinusoidal signal shown in Figure 7. The situation at the bending
moments, however, was quite different, as evidenced by the rich harmonic sequence in both sets of
spectra. Whereas the periodicity of the rotor thrust signal can be plausibly interpreted as a result of
the different wind speeds at the top and bottom positions of the blade, the periodicity of the bending
moments can likely be attributed, at least in part, to the rotational sampling effect described above,
which is expected to display a comb of harmonics. Regarding a possible distinction between the three
regulation schemes, it can be noted that not only the stall regulation showed again the highest peak
at the fundamental rotor frequency, but also was the first harmonics was stronger than those in the
signals obtained from pitch regulation. Interestingly, the fourth harmonics seemed to be stronger in
the pitch-regulated signal, but its overall contribution was small.

Having collected these initial insights, some of the results of the rainflow analysis will now be
inspected. In Figure 9, the results obtained with the rainflow counting analysis of the stress time series
obtained with each of the regulation schemes are shown (upper row), as well as short segments of the
corresponding time series. Additionally, the inflection points as identified by the rainflow algorithm
are marked for clarity. Prior to generating these diagrams, the stress time series were subjected
to some moving-average filtering in order to eliminate the large number of very small-amplitude
cycles, which do not contribute to fatigue damage, but obscure the direct comparison between the
bivariate histograms.

As shown in Figure 9, the higher load level in the stall-regulation scheme, with vanishing
differences between the two pitch-regulated schemes, become apparent. Not only is the average stress
level higher (as evidenced by both the bivariate histogram and the time series segment), but also are
the stress cycles deeper. The situation changed quite drastically when a higher average wind speed,
specifically 18 m/s, was considered. As shown in Figure 10, at this wind speed, the stall-regulated
signal now showed a significantly smaller average stress and also a smaller depth of the stress cycles. As
opposed to the 9-m/s case, the two pitch regulation schemes now showed some differentiation, with the
variable rpm pitch variant exhibiting a lower average stress, very similar to the one experienced by the
stall regulated turbine, albeit with a higher alternating component.
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Figure 8. Results of the aeroelastic simulation for an average wind speed of 9 m/s and high turbulence
intensity: power spectra.

Figure 9. Results of the rainflow analysis for 9 m/s. Upper row (a–c): results of the rainflow analysis for
the three regulation schemes. Lower row (d–f): corresponding time series with inflection points marked.

After these preparations, a fatigue life diagram can now be constructed as a function of the wind
speed class. Figure 11 shows such a diagram for low (Figure 11a) and high levels of the turbulence
intensity (Figure 11b). A number of things can be observed: first of all, and not unexpectedly, fatigue
life decayed rapidly with wind speed; note the logarithmic scale of the figure. For each increase in
wind speed by about 2 m/s, a reduction in fatigue life by one order of magnitude was observed,
so evidently higher wind speeds put a higher strain on the rotor. Secondly, higher turbulence intensity
generally led to higher fatigue damage, also an expected finding. This effect was also substantial: the
higher turbulence cases showed a fatigue life about half an order of magnitude smaller than their
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low-turbulence counterparts, except for very high wind speeds (16 m/s and higher). This is clear
evidence of the fact that the stress cycle amplitude (rather than the average stress) is the main driver
behind fatigue degradation, at least for most of the wind speeds encountered in a normal wind climate.

Figure 10. Results of the rainflow analysis for 18 m/s. Upper row (a–c): results of the rainflow
analysis for the three regulation schemes. Lower row (d–f): corresponding time series with inflection
points marked.

Thirdly, and most importantly in the context of the present study, the type of power/rotor
speed regulation makes a difference, and a great one. For medium wind speeds (7 m/s–10 m/s),
the stall-regulated turbine experiences a fatigue damage about an order of magnitude larger than
the pitch-regulated wind turbines. This differentiation was, again, expected since stall-regulated
wind turbines experience a far more turbulent environment in their regulation regime, as compared
to pitch-controlled turbines where flow remains attached most of the time. In the present case, the
difference between the design operating conditions in the wind speed range between 8 m/s and 10 m/s
was actually relatively small between the stall- and pitch-regulated turbines, since the pitch designs
used in this work shared a “soft stall” with the stall turbine in that wind speed range, so the difference
in fatigue life observed in Figure 11 was larger than one would expect. A plausible explanation for
this is the use of the stall model used in the aeroelastic simulations; as mentioned above, reliable
simulations without instabilities require the use of the Leishman–Beddoes dynamic stall model in the
FAST program, whereas the pitch-regulated wind turbines were always simulated assuming steady
flow conditions, even in the regime between 8 m/s and 10 m/s, where “soft stall” conditions could
arise.

The difference in fatigue life between the stall- and the pitch-regulated turbines became gradually
smaller with wind speed and even inverted its sign at very high wind speeds. This cross-over occurred
at 17 m/s for the low turbulence intensity cases and at 16 m/s for high TI. Similarly, the fatigue life
curve for the pitch-regulated turbine with variable rotor speeds started to separate from the fixed-rpm
curve, after being almost indistinguishable for all lower wind speeds. This joint behavior of both the
stall and the variable-rpm pitch turbine clearly pointed to a common rotor speed-related root cause.
The fact that this departure from the general trend of the fatigue life curves occurred for smaller wind
speed classes in the case of high turbulence is readily attributed to the fact that the filter mask for the
moving-average calculation used to get to Figure 11 had a larger spread to neighboring wind speed
classes in this case, leading to an effectively larger averaging window. Therefore, the effect of the
rpm reduction occurring in the stall- and variable-rpm pitch turbines manifested itself at lower wind
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speeds. Other than that, the underlying effect appears to be the same. The most likely candidate for an
explanation was the axial force or rotor thrust. At high wind speeds, the average thrust diminishes
again in the case of the stall and variable-rpm pitch regulation, below the average thrust value of the
fixed-rpm pitch-regulated wind turbine (not shown for brevity). This mechanism is likely to explain
the observed behavior at very high wind speeds.

(a) (b)

Figure 11. Fatigue life as a function of the wind speed class for all three power regulation schemes.
(a) Low turbulence intensity. (b) High turbulence intensity.

Now, after the differences in fatigue life between the three regulation schemes and their
underlying root causes have been discussed with some detail, it is convenient to close the
discussion with some considerations regarding the practical implications of the regulation schemes
introduced in this work. A simple way of doing this is by convoluting the damage function
D(v, TI, reg) with a Weibull distribution function characteristic of a given wind regime, as described
above, and then applying Equation (4) in order to obtain the corresponding (average) fatigue
life. As mentioned before, the primary damage function was assumed to be zero for wind speed
averages lower than 7 m/s, meaning (D(v < 7 m/s, TI, reg) = 0; additionally, only wind speed
classes up to 20 m/s were considered; for higher values, the turbines were assumed to be parked,
and fatigue damage accumulated during parked conditions was assumed to be negligible; therefore,
(D(v > 20 m/s, TI, reg) = 0. Damage resulting from extreme events cannot, of course, be ruled out,
but this is outside the scope of the current study.

In Figure 12, the results for the average fatigue life are shown for the cases of low TI levels.
The upper rows show the fatigue as a function of the Weibull scale factor vs, whereas the lower row
has the corresponding Weibull probability density functions for selected vs values (3 m/s, 5 m/s,
and 7 m/s). The columns are organized according to their Weibull shape factor (k = 2, 1.5, 3). In the
standard case of k = 2 (also referred to as a Rayleigh distribution), the normal ordering was largely
conserved, with the stall-regulated turbine showing the lowest average fatigue life up to Weibull scale
factors of about 7 m/s. Given that most small wind turbines operated at sites within this wind speed
range, it is safe to say that normally stall regulation will lead to lower fatigue life. The differentiation
was somewhat exacerbated in the case of k = 3, where the average fatigue life of stall turbines
remained consistently about an order of magnitude below that of their pitch-regulated counterparts.
This stronger differentiation can be attributed to the narrower distributions obtained in the case of
k = 3. Conversely, sites with a low shape factor, as illustrated by the k = 1.5 case, showed wider
distributions, leading to a cross-over between the stall and pitch fatigue life curves, at Weibull shape
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factors as low as about 4.5 m/s. The situation at high TI levels was analogous to the one at low TI;
therefore, the corresponding graphs were omitted for brevity.
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Figure 12. Average fatigue life as a function of the Weibull scale factor vs for all three power regulation
schemes, different Weibull shape factors, and low turbulence intensity. Upper row: average fatigue life.
Lower row: corresponding Weibull distributions for selected vs values.

4. Summary and Conclusions

A comparative fatigue study was conducted for three small wind turbine power/rotor speed
control schemes, one based on stall regulation and two others on pitch regulation. The rotor of
the stall-regulated turbine was designed previously to co-optimize the objectives of high power
coefficient at partial load, a flat power curve under nominal conditions with small excursions of the
rotor speed, and favorable starting performance. The first pitch-controlled turbine design was based
on a published large-scale blade, which was downscaled to the blade length of the stall design and
afterwards fine-tuned. A second pitch-regulated wind turbine was designed by emulating the rotor
speed function of the stall-regulated turbine; the objective was to separate any rpm-related effects in
the fatigue damage from the intrinsic behavior of the stall and pitch regulation, respectively.

A methodology for fatigue damage assessment based on a combination of an aeroelastic
simulation and the simplified model proposed in the IEC-61400-2 standard was designed and
implemented. Fatigue life curves for two levels of turbulence intensity (adjusted to their respective
average wind speeds) were calculated for all three regulations schemes as a function of the wind speed
class. An exponential decay of the fatigue life was observed over a large range of average wind speeds,
from 7 m/s to about 16 m/s, for all schemes. While the fixed-rpm pitch-regulated schemes continued
to decay with the same law for even higher wind speeds, the fatigue life curves for the stall-regulated
turbine were found to level off afterwards; the reduced rotor thrust coefficient, resulting from a reduced
rotor speed at high wind speeds, was identified as the main underlying cause. Consistently, a similar
behavior was observed for the pitch design with variable rotor speed.

Average fatigue life curves as a function of the Weibull scale factor were calculated for all
cases and for different Weibull shape factors. Under typical wind regime conditions and small to
moderate average wind speeds, the stall turbine exhibited a larger average fatigue damage, as expected.
This difference was less pronounced for wind regimes with smaller shape factors, given the broader
wind speed distributions. In all cases, both pitch- and stall-regulated wind turbines showed an
average fatigue life in excess of several decades for wind speeds typically encountered in small wind
turbine locations.
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Appendix A

Table A1. Blade materials.

Tri-Axial Material Bidirectional Material

Density (kg/m3) 1900 1810
Young module (GPa) 26.9 11.8

Xt (MPa) 131 128
Xc (MPa) 599 131

Table A2. Stall wind turbine blade geometry.

Pos (m) Chord (m) Twist (◦) Airfoil Reynolds Number

0 0.125 20 Circular 100,000
0.1 0.125 20 Circular 100,000
2.43 0.484 25 DU210_22 794,126
0.368 0.376 18 DU210_22 668,736
0.473 0.35 11.53 DU210_21 660,289
0.583 0.33 9.09 DU210_20 657,824
0.683 0.312 7.25 DU210_19 650,773
0.793 0.297 5.91 DU210_19 648,334
0.893 0.284 4.93 DU210_18 644,009
1.003 0.273 4.25 DU210_17 643,540
1.103 0.263 3.77 DU210_17 640,649
1.213 0.254 3.43 DU210_16 639,978
1.313 0.246 3.19 DU210_16 637,957
1.423 0.239 3 DU210_14 638,624
1.523 0.232 2.83 DU210_14 636,073
1.633 0.226 2.66 DU210_14 636,483
1.733 0.221 2.48 DU210_14 637,019
1.843 0.216 2.28 DU210_14 637,953
1.943 0.211 2.06 DU210_14 636,508
2.053 0.207 1.81 DU210_14 638,509
2.153 0.203 1.54 DU210_12 638,453
2.263 0.199 1.26 DU210_12 638,856
2.363 0.196 0.97 DU210_12 640,628
2.473 0.192 0.68 DU210_12 639,616
2.573 0.189 0.387 DU210_12 640,226
2.683 0.187 0.097 DU210_12 644,794
2.783 0.184 −0.197 DU210_12 644,428
2.893 0.181 −0.505 DU210_12 644,546
2.993 0.179 −0.85 DU210_12 646,829
3.153 0.177 −1.241 DU210_12 654,205
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Table A3. Pitch wind turbine blade geometry

Pos (m) Chord (m) Twist (◦) Foil Reynolds Number

0 0.2 20 Circular 100,000
0.1 0.2 20 Circular 100,000

0.243 0.503217 17.86 NACA 4412 794,126
0.368 0.475326 16.49 NACA 4412 668,736
0.473 0.435994 14.4 NACA 4412 660,289
0.583 0.396337 12.78 NACA 4412 657,824
0.683 0.333628 11.59 NACA 4412 650,773
0.793 0.304067 10.28 NACA 4412 648,334
0.893 0.282357 9.38 NACA 4412 644,009
1.003 0.264434 8.48 NACA 4412 643,540
1.103 0.246997 7.77 NACA 4412 640,649
1.213 0.234625 6.94 NACA 4412 639,978
1.313 0.226237 6.35 NACA 4412 637,957
1.423 0.21686 5.72 NACA 4412 638,624
1.523 0.210705 5.13 NACA 4412 636,073
1.633 0.203875 4.59 NACA 4412 636,483
1.733 0.198556 4.09 NACA 4412 637,019
1.843 0.193004 3.62 NACA 4412 637,953
1.943 0.188138 3.26 NACA 4412 636,508
2.053 0.182872 2.89 NACA 4412 638,509
2.153 0.178818 2.59 NACA 4412 638,453
2.263 0.174903 2.35 NACA 4412 638,856
2.363 0.171661 2.19 NACA 4412 640,628
2.473 0.168592 2.12 NACA 4412 639,616
2.573 0.165971 2.125 NACA 4412 640,226
2.683 0.163438 2.23 NACA 4412 644,794
2.783 0.161215 2.4 NACA 4412 644,428
2.893 0.158969 2.68 NACA 4412 644,546
2.993 0.156959 3.06 NACA 4412 646,829
3.153 0.153977 3.77 NACA 4412 654,205

References

1. Global Wind Statistics 2017; Technical Report; Global Wind Energy Council: Brussels, Belgium, 2018.
2. Gupta, A.; McIntyre, A. Hype Cycle for Sustainability Technology; Technical Report; Gartner: Stamford, CT,

USA, 2017.
3. Fleck, B.; Huot, M. Comparative life-cycle assessment of a small wind turbine for residential off-grid use.

Renew. Energy 2009. [CrossRef]
4. Battisti, L.; Benini, E.; Brighenti, A.; Dell’Anna, S.; Castelli, M.R. Small wind turbine effectiveness in the

urban environment. Renew. Energy 2018, 129, 102–113. [CrossRef]
5. Pinheiro, E.; Bandeiras, F.; Gomes, M.; Coelho, P.; Fernandes, J. Performance analysis of wind generators and

PV systems in industrial small-scale applications. Renew. Sustain. Energy Rev. 2019, 110, 392–401. [CrossRef]
6. Dimitriou, A.; Kotsampopoulos, P.; Hatziargyriou, N. Best practices of rural electrification in developing

countries: Technologies and case studies. MedPower 2014, 2014, 1–5. [CrossRef]
7. Parida, A.; Choudhury, S.; Chatterjee, D. Microgrid Based Hybrid Energy Co-Operative for Grid-Isolated

Remote Rural Village Power Supply for East Coast Zone of India. IEEE Trans. Sustain. Energy 2018,
9, 1375–1383. [CrossRef]

8. Kavlak, G.; McNerney, J.; Trancik, J.E. Evaluating the causes of cost reduction in photovoltaic modules.
Energy Policy 2018, 123, 700–710. [CrossRef]

9. Soter, S.; Wegener, R. Development of Induction Machines in Wind Power Technology. In Proceedings of
the 2007 IEEE International Electric Machines Drives Conference, Antalya, Turkey , 3–5 May 2007; Volume 2,
pp. 1490–1495. [CrossRef]

10. Macquart, T.; Maheri, A. A stall-regulated wind turbine design to reduce fatigue. Renew. Energy 2019,
133, 964–970. [CrossRef]

572



Appl. Sci. 2019, 9, 4632

11. Audierne, E.; Elizondo, J.; Bergami, L.; Ibarra, H.; Probst, O. Analysis of the furling behavior of small wind
turbines. Appl. Energy 2010, 87, 2278–2292. [CrossRef]

12. Arifujjaman, M.; Iqbal, M.T.; Quaicoe, J.E. Energy capture by a small wind-energy conversion system.
Appl. Energy 2008, 85, 41–51. [CrossRef]
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