
In-Situ X-ray 
Tomographic 
Study of Materials

Printed Edition of the Special Issue Published in Materials

www.mdpi.com/journal/materials

Eric Maire, Jérôme Adrien and Philip J. Withers
Edited by

 In-Situ X-ray Tom
ographic Study of M

aterials   •   Eric M
aire, Jérôm

e Adrien and Philip J. W
ithers



In-Situ X-ray Tomographic Study 
of Materials





In-Situ X-ray Tomographic Study 
of Materials

Special Issue Editors

Eric Maire
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Dynamic Tomographic Reconstruction of Deforming Volumes
Reprinted from: Materials 2018, 11, 1395, doi:10.3390/ma11081395 . . . . . . . . . . . . . . . . . . 149

Henry Proudhon, Nicolas Guéninchault, Samuel Forest and Wolfgang Ludwig

Incipient Bulk Polycrystal Plasticity Observed by Synchrotron In-Situ Topotomography
Reprinted from: Materials 2018, 11, 2018, doi:10.3390/ma11102018 . . . . . . . . . . . . . . . . . . 167

Shougo Furuta, Masakazu Kobayashi, Kentaro Uesugi, Akihisa Takeuchi, Tomoya Aoba and

Hiromi Miura

Observation of Morphology Changes of Fine Eutectic Si Phase in Al-10%Si Cast Alloy during
Heat Treatment by Synchrotron Radiation Nanotomography
Reprinted from: Materials 2018, 11, 1308, doi:10.3390/ma11081308 . . . . . . . . . . . . . . . . . . 185

Johanna Maier, Thomas Behnisch, Vinzenz Geske, Matthias Ahlhelm, David Werner,

Tassilo Moritz, Alexander Michaelis and Maik Gude

Investigation of the Foam Development Stages by Non-Destructive Testing Technology Using 
the Freeze Foaming Process
Reprinted from: Materials 2018, 11, 2478, doi:10.3390/ma11122478 . . . . . . . . . . . . . . . . . . 199
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Preface to ”In-Situ X-ray Tomographic Study of Materials”

X-ray computed tomography (CT) is advancing apace both in terms of the spatial resolution 
that can be achieved and the rate at which the radiographs necessary to reconstruct a 3D image 
can be collected. These advances combined with the fact that CT is inherently non-destructive 
mean that X-ray CT is moving simply from the collection of 3D images to the acquisition of 3D 
movies. Whether it is to collect information of rapidly changing behaviors, such as fracture, where 
live streaming of many 1000’s of radiographs per second are needed to follow the events in situ, 
exploiting the intensity of a synchrotron X-ray source, or the longer timescales associated with long 
term oxidation, where time-lapse ex situ observations made by laboratory CT sources, X-ray CT 
provides unique insights into the behavior of natural and man-made materials that simply cannot 
be obtained by any other means.

This book is a collection of chapters. It celebrates the possibilities for gaining inside information 
through time resolved X-ray CT looking both at the technical developments and opportunities for 
improving the quality and quantification of the image data we collect  to the  range  of  questions  that 
X-ray CT can shine light upon. It is clear from this collection that many different environments and 
external constraints can be applied to the materials in situ whether to form the material or to observe 
its degradation or healing. We are sure that these chapters only represent the tip of the iceberg and 
that time-resolved X-ray CT, whether exploiting the intensity of a synchrotron or the accessibility or 
laboratory CT systems, will continue to develop into an indispensable characterization tool, 
alongside optical and electron microscopy. Further, we believe that the imaging modes, whether to 
detect subtle changes in phase, crystallographic structure or to fingerprint the elements contained in 
phases, will expand to provide an even richer picture of the internal structure of materials and their 
evolution over time than we can achieve today. We hope that this book shows the future or time 
resolved imaging is indeed very bright.

Eric Maire, Jérôme Adrien, Philip J. Withers

Special Issue Editors
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Abstract: Hydrogen energy is a possible solution for storage in the future. The resistance of packaging
materials such as stainless steels has to be guaranteed for a possible use of these materials as
containers for highly pressurized hydrogen. The effect of hydrogen charging on the nucleation and
growth of microdamage in two different austenitic stainless steels AISI316 and AISI316L was studied
using in situ tensile tests in synchrotron X-ray tomography. Information about damage nucleation,
void growth and void shape were obtained. AISI316 was found to be more sensitive to hydrogen
compared to AISI316L in terms of ductility loss. It was measured that void nucleation and growth
are not affected by hydrogen charging. The effect of hydrogen was however found to change the
morphology of nucleated voids from spherical cavities to micro-cracks being oriented perpendicular
to the tensile axis.

Keywords: X-ray tomography (X-ray CT); 3D image analysis; damage; hydrogen embrittlement;
stainless steel

1. Introduction

Hydrogen energy is strongly expected as a secondary energy, which can be produced from
various renewable energy sources and does not result in carbon dioxide (CO2) emissions when used
as energy fuel in a fuel cell. Thus, hydrogen has a good potential for playing a role in the future
development of our ever-growing society. Fuel cell vehicles (FCVs) have recently been commercialized
in some countries, and constructions of hydrogen refueling stations have also been promoted. In such
systems, various components (e.g., vessels, valves, regulators and metering devices) are exposed
to high-pressure hydrogen gas environment. For a safe use of such components, it is necessary to
properly understand the degradation of strength properties caused by the interaction of hydrogen
with the microstructure, since hydrogen can easily penetrate into the material and causes “hydrogen
embrittlement”, e.g., ductility loss in tensile test [1,2] and acceleration of fatigue crack growth [3–8] in

Materials 2019, 12, 1426; doi:10.3390/ma12091426 www.mdpi.com/journal/materials1
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a number of metallic materials. In addition, the degradation mechanism should also be clarified to
review existing standards and regulations reasonably based on scientific grounds.

Austenitic stainless steels are successfully used for components installed in high-pressure
hydrogen refueling stations and embarked in FCVs. When the stability of austenite phase is relatively
low, plasticity-induced phase transformation from austenite to martensite under plastic deformation,
i.e., α’ martensitic transformation triggers hydrogen-induced degradation of mechanical properties.
The transformed martensite phase has the potential to be a crack initiation site [9] and can be a
dominant factor of enhancement of crack propagation [10]. Even in austenitic stainless steels with
high austenite stability, i.e., AISI316L, the presence of hydrogen also affects void nucleation and its
coalescence behavior under intense plastic deformation [1,2]. Thus, fracture behavior of austenitic
stainless steels with the presence of hydrogen depends on the phase stability. Although there exist
several observations or analyses on fracture surface or a cross section of hydrogen-charged specimens
after rupture, in situ analysis should be more effective so as to understand process and mechanism of
the crack or void nucleation and/or coalescence behavior at various strain levels.

Analyzing damage experimentally has recently gained new interest thanks to the availability of
3D imaging techniques applicable for the observation of materials. X-Ray Computed Tomography
(X-ray CT) is the most versatile of these new techniques [11,12], even at the nanoscale [13]. The results
of X-ray CT can be analyzed quantitatively [14] and yield crucial information about damage evolution
in ductile materials [15]. X-ray CT experiments have shown the crucial importance of hydrogen
pre-existing pores in standard aluminum alloys on ductile fracture [16]. The technique has also been
used to study damage process in a non charged standard AISI316L stainless steel in [17]. It has,
however, never been used for steels charged with hydrogen. The goal of the present paper is then
to use X-ray CT, able to quantify nucleation and growth of cavities in ductile materials, to assess the
effect of hydrogen charging on these two mechanisms. For this, in situ tensile tests in X-ray CT were
carried out on different steels with and without hydrogen charging. Both qualitative and quantitative
results will be presented in the paper.

2. Materials And Methods

2.1. Materials

In this study, two types of austenitic stainless steels were investigated: AISI316 and AISI316L.
The choice of these two metals containing different amounts of carbon was motivated by one
main consideration. It is well known that carbon strongly influence the stability of austenite [1,2].
The motivation of this study was to perform in–situ observation of the fracture process of
hydrogen–charged austenitic stainless steels with different phase stabilities. The AISI316L was
provided by NSSC (Nippon Steel & Sumikin Stainless Steel Corporation, Tokyo, Japan), in the form
of a plate 50× 2500× 6100 (mm) in dimensions. It was solution-treated at 1120 ◦C for 4 min and
then water–quenched. The AISI316 was provided by Yakin as a plate again (30× 2000 × 4000 mm in
dimensions), solution-treated at 1120 ◦C for 15 min and then also water–quenched. The composition
of these two materials given by the provider is shown in Table 1 and their tensile properties (before
hydrogen charging, provided by the manufacturer) are summarized in Table 2. The tensile properties
after hydrogen charging were not measured with macroscopic tensile tests but will be analyzed later
thanks to the in situ tensile tests. The AISI316L contains 0.04% of carbon, whereas the AISI316 has
a carbon concentration about 0.18%. The samples were charged with hydrogen by being exposed
to 100 MPa hydrogen gas at 270 ◦C for 200 h. We know from previous experiments [18] that this
results in a hydrogen content of 99.7 mass ppm with a uniform distribution over the cross section of
the specimen. Hydrogen exists in both Face-Centered Cubic lattice sites and trap sites. Hydrogen
outgassing can be negligible since hydrogen diffusivity in the austenite phase at room temperature is
extremely low (10–16 m2/s).
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The samples were subsequently stored in a freezer for a few months before the in situ tensile tests
could be carried out in the synchrotron. This was necessary because synchrotron access is difficult to
schedule precisely in advance. Electron backscatter diffraction (EBSD) maps of the two samples were
acquired for grain size characterization. Post mortem Scanning Electron Microscope (SEM) observation
of the fracture surface of the broken samples was also carried out.

Table 1. Chemical composition (mass %) of the two materials.

C Si Mn P S Cr Mo Ni

AISI316 0.04 0.64 0.93 0.032 0.001 16.83 2.05 10.23
AISI316L 0.018 0.50 0.84 0.021 0 17.45 2.05 12.09

Table 2. Tensile properties of the two materials, as provided on the certification sheet by the manufacturer.

Materials
0.2 % Proof Stress Tensile Strength Elongation (%)

σ0.2 (MPa) σB (MPa) εt (%)

AISI316 263 586 61.0
AISI316L 229 528 66.0

In total, our experimental data base was then composed of four different types of samples: AISI316
and AISI316L hydrogen-charged and non-charged.

2.2. Methods

Before charging, smooth samples, with a useful part of 1 mm in diameter and 5 mm in length,
were machined for each of the different materials. Each of the two heads of the samples were threaded
(M3) which allowed for screwing additional T shaped tabs that were used to connect the sample’s head
to the tensile grips. The specimen surface was polished with emery paper and then with a diamond
paste to obtain a mirror–like surface finish. After the charging, samples were kept at −85 ◦C. However,
it is noted that, even if the samples were kept at ambient temperatures, the outgassing effect could be
negligible since hydrogen diffusivity of these austenitic stainless steels are extremely low.

The in situ tensile experiments were conducted at the European Synchrotron Radiation Facility
(ESRF), using the tomography setup available at the ID19 beamline [19]. The tensile rig used earlier
introduced in [20] was especially designed for X ray tomography in situ experiments. The cross head
speed was set to 1 μm/s. Each sample was screwed between two grips. The rig was placed on the
rotation stage, between the X-ray source and the detector (the sample to detector distance was about
15 cm). The sample was rotated around the rotating stage axis while a high number (2000) of 2D X-ray
absorption radiographs were recorded by the detector, the pixel size of which was set to 0.6 μm. A PCO
DIMAX edge R© camera (Kelheim, Germany) was used to digitize the attenuation images. Each 2D
X-ray radiograph required an exposure time of 0.01 s per frame. Because of the high attenuation of iron,
the energy of the monochromatic beam was set to 50 keV. Using a Filtered Backprojection algorithm
implemented at the ESRF (PyHST [21]), this series of radiographs were combined to reconstruct a 3D
digital image where each voxel (volume element or 3D pixel) represents the X-ray absorption at that
point. Because X-ray tomography is a non-destructive technique, many scans of the same sample could
be acquired allowing us to observe damage evolution at various values of the applied strain in the
different samples. During the scan acquisition, the displacement of the tensile machine was stopped
to prevent blurring. This means that we operated in the so-called interrupted in situ mode. The force
sensor of the tensile rig provided a measurement of F, the force applied to the sample at each time.
The total true strain at each step was calculated from the reconstructed images, as explained later.

The raw volumes obtained from the reconstruction of the tomography scans subsequently needed
to be processed in order to be used for the characterization of ductile damage. All the image processing
and analysis steps were performed using ImageJ (Freeware 1.48q, Rayne Rasband, National Institutes

3
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of Health, USA) [22], a specific freeware available to perform image processing of 3D volumes.
The images were first processed by removing the ring artifacts. The second processing consisted
in median filtering the volumes (isotropic size of the filter = 2 voxels). This decreased the noise
induced by the experimental method. The median-filtered volumes were thereafter binarized by
simple thresholding to separate the material phase from the void phase. Each pore of the volume
was then detected and labeled using a dedicated image processing procedure. During the last step of
the process (labeling), the cavities having a volume smaller than 10 voxels (=2.16 μm3), likely to be
confused with noise, were rejected from the analysis.

The central area of each tensile specimen, where damage is mainly concentrated, was cropped from
the initial image for damage quantification. The cropped volume has been chosen in the undeformed
state to be a cuboid volume of (300)3 voxels i.e., (180 μm)3. It can be assumed (and has been verified
for instance in [23]) that this central sub-region undergoes the highest stress triaxiality state and the
highest strain during the tensile test. The size was chosen to be sufficiently large for the elementary
volume to be representative but also sufficiently small for the strain and triaxiality to be spatially
constant inside this sub-volume. During the tensile test, the selected initial volume plastically deforms.
The shape of the cuboid volume has been chosen in the present study to change and become more
elongated. The calculation of the amount of change to apply to the cube was based on the macroscopic
plastic deformation of the sample.

3. Results

3.1. EBSD

Figure 1 shows EBSD maps of the two studied alloys shown here to highlight the grain structure
of the material. These were obtained by using a Schottky type FE-SEM (JEOL JSM-7001F) at an
acceleration voltage of 15 kV. The grains have a similar size (around 100 μm) and a similar amount of
twins can be observed in both samples so the microstructure complies with our expectations for these
very well known stainless steels. This value of the grain size is rather large compared to the sample
diameter, but there are at least ten grains along the diameter so a total number of about 100 grains
in a given section of the sample. This is a sufficient number of grains to insure that the mechanical
behavior is not strongly influenced by plasticity gradient effects. The assessment of the texture would
be interesting but is out of the scope of this paper.

Figure 1. EBSD maps of the two different materials (a) non-charged AISI316L steel; (b) non-charged
AISI316 steel; (c) inverse pole figure (IPF) coloring.
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3.2. Hardening Curves from In Situ X-Ray Computed Tomography

The sample was mounted vertically in the rig, more or less aligned with the tensile axis, which in
turn is more or less parallel to the rotation axis of the rotation stage. This axis is denoted “z” in the
following. As already performed in [15,24], from the outer shape of the sample measured using X-ray
tomography after segmentation at each deformation step, we could measure the section S of the sample
(S being perpendicular to z) as a function of the position of this section along z. From this list of sections
S(z), we could determine the coordinates of the location (center of mass) of the minimal section of the
sample Smin. Because we recorded F at all times, it was then possible to precisely calculate the true
stress σ inside this minimal section using the expression:

σ =
F

Smin
. (1)

Assuming no volume dilation of the sample due to damage, it was also possible to precisely
calculate the true longitudinal strain, ε, in Smin using the following standard expression:

ε = ln(
S0

min
Smin

), (2)

where S0
min is the value of Smin in the initial tensile state. Figure 2 shows the true stress—true strain

curves (the hardening curves) recorded during our experiments for all the samples tested. It should in
principle start at zero true plastic strain, but, in our case, true strain and true stress were measured at
each stop during the interrupted test, with a first step at ε close to 0.2. We have no precise measurement
of the yield stress of these samples during the in situ tensile test.

Figure 2. Tensile curve of the different samples (true stress vs. true strain).

The hardening curves are close together with AISI316 hardening a bit more, probably due to
its higher C content. We have gathered the ductility values measured from these in situ tensile tests
referred to as ε f in Table 3. We also calculated in this table the decrease in ductility induced by
hydrogen charging DDH, calculated as:

5
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DDH =
(ε

f
Non−charged − ε

f
Hydrogen−charged)

(ε
f
Non−charged)

× 100. (3)

Table 3. Ductility measured during the in situ tensile tests and calculation of the Decrease in Ductility
due to Hydrogen charging (DDH) for the two materials and the two specimen shapes.

Materials Specimen Shape
Ductility

DDH: Decrease Due to Hydrogen Charging (%)
Non-Charged Hydrogen-Charged

AISI316 Smooth 1.91 0.885 53.7
Notched 1.66 0.62 62.7

AISI316L Smooth 1.92 1.35 29.4
Notched 1.9 1.08 42.9

DDH is clearly higher for the AISI316 than for the AISI316L.

3.3. Qualitative Damage Evolution

Figure 3 shows (as a selected representative example) a volume rendering of the evolution of
the cavities in the non-charged AISI316L. It shows similar features compared to what was already
observed in [17] on the same type of material. Voids, nucleate grow and coalesce during the severe
plastic deformation of the sample, especially in the central region of the notch. This typical evolution is
also observed in all the different tested samples and will be quantified further in a subsequent section.

Figure 3. Damage evolution in the non-charged AISI316L sample observed as a volume rendering.
The outer surface of the sample is transparent grey and the cavities are the dark red dots. Damage
nucleates then grows and finally coalesce in the bottom right image (a) initial state; (b) true strain
ε = 0.6; (c) ε = 0.77; (d) ε = 1.17; (e) ε = 1.48; (f) ε = 2.40.

By analyzing carefully volume series like the one shown in Figure 3 for every type of sample,
qualitative differences were observed depending on the nature of the material and hydrogen charging.
To highlight these differences, Figure 4 compares reconstructed slices of four typical samples in the
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last step before fracture. It is very clear from these images that the non-charged samples (left column)
exhibit a much higher ductility, the section reduction and necking being much higher. Voids have
then nucleated, grown and coalesced (see the big coalescence event observed for the non-charged
AISI316 sample). This behavior is very typical of ductile metals. The right column shows the effect of
hydrogen-charging on the final deformation stage. As already highlighted by Table 3, ductility was
clearly reduced (necking is much less pronounced). Micro-cracks perpendicular to the tensile axis are
observed in these reconstructions (as can be seen in Figure 5a) in the AISI316 sample but to a lesser
extent in the AISI316L.

Figure 4. Reconstruction slices extracted parallel to the tensile axis in a central plane for the four
samples in the ultimate state before fracture. AISI316 is clearly less deformed at fracture and contains
local cleavage microcracks when hydrogen charged. The deformation in the different images are
(a) ε = 2.40 for non-charged AISI316L; (b) ε = 1.36 for hydrogen-charged AISI316L; (c) ε = 1.92 for
non-charged AISI316; (d) ε = 0.95 for hydrogen-charged AISI316.

Figure 5 compares 3D renderings of the hydrogen-charged AISI316 and AISI316L in the final stage
just before coalescence. The figure clearly show that the AISI316 exhibits many more microcracks than
the AISI316L sample in which the voids are elongated along the tensile axis. In the AISI316, cracking
from surface can be observed.
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Figure 5. Volume rendering (a) hydrogen-charged AISI316 sample just before coalescence. The amount
of penny shaped microcracks is very important. The deformation in the image is ε = 0.79;
(b) hydrogen-charged AISI316L sample just before coalescence. The morphology of the cavity is
elongated along the tensile direction. The deformation in the image is ε = 1.15.

3.4. Quantitative Damage Evolution

Void Nucleation

Void nucleation was firstly quantified by calculating the number of cavities nc in every cropped
volume. The mean cavities density N per cubic mm was calculated by dividing nc by the value of
the analysed sub–volume. Figure 6 shows the evolution of the void density N as a function of the
true strain for AISI316L and AISI316. Two samples were tested for the non-charged AISI316L; they
are both plotted on the figure and they show a similar behavior. Nucleation being quite exponential
with strain in steels (already observed in [15]), we have plotted the results in a logarithmic scale.
Note first that the number of nucleated cavities is rather small in these samples. This is because of the
homogeneous nature of these materials which present very few inclusions where damage can nucleate.
It can be seen that, in the non-charged state, N increases very slowly in the AISI316 steel. We have
noticed that, surprisingly, for this particular AISI316 sample, nucleation was anomalously small inside
the neck and was mainly located at the periphery of the sample, where strain and triaxiality are not
at their maximum. This is probably because when nucleation is very scarce, as is the case in these
two materials, the random nature of the location of the nucleation site can lead to such surprising
observations. We have then decided to reject this sample from the rest of the quantification. From the
measurement of the three other materials, where nucleation was more substantial, it appears that
hydrogen charging has only a weak effect on the nucleation kinetics, as can be measured by X-ray CT.
The dotted curve included in the figure also shows the results that we previously obtained in [17] for a
standard non-charged AISI316L sample (of different origin than the one used in this study). For these
previous measurements, we were using synchrotron X-ray CT with a pixel size of 1.6 μm so detection
capacity was smaller. This explains that the observed number of cavities was smaller in previous study.
Despite these differences, we believe that it is comforting to see that the slope of the different curves
are similar. The fact that N decreases at high strain for the hydrogen-charged AISI316 can be attributed
to coalescence.
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Figure 6. Nucleation quantified as the evolution of the density of cavities with strain. The nucleation in
the non-charged AISI316 sample is anomalously small because of a small amount of nucleation
in the necked region for this sample. From the behavior of the three other materials, it can be
concluded that hydrogen charging has a weak effect on the nucleation kinetics. The measurements by
Fabrègue et al. [17] are also shown as a dotted line. These were made using a larger voxel size (1.6 μm
pixel size) which explains the lower level of nucleation detected, but the slope of the curve is in line
with the measurements of the present paper.

3.5. Void Growth

In the 3D images, each void is composed of a certain amount of voxels and this allowed us
to measure the volume of each cavity Vi. From this value, we have then calculated the equivalent
diameter of a sphere exhibiting the same volume:

Deq,i = (6Vi/p)1/3. (4)

It has been shown in previous studies that growth could be easily estimated by quantifying the
average value of the largest cavities assumed to remain the same from one strain step to the next [23].
Here, we have chosen to work with the 20 largest cavities. Figure 7 shows the evolution of the average
equivalent diameter of the 20 largest cavities in the cropped volume as a function of the true strain
for the AISI316L non-charged, and for the two charged materials. For the sake of clarity, we have
rationalized the values of Deq by dividing it by its value at 0 strain D0. Previous measurement [17] is
also shown as a dotted curve. In terms of growth, we clearly show again here that hydrogen charging
has a weak effect of the growth rate of the cavities.

9



Materials 2019, 12, 1426

Figure 7. Growth of the average equivalent diameter of the 20 largest cavities with strain.

3.6. Aspect Ratio of the Cavities

The aspect ratio of the cavities has been calculated for the two smooth hydrogen charged samples
(AISI316 and AISI316L) just before fracture (same as those shown in Figure 4). For calculating the
aspect ratio of the cavities, we used the following simplified formula:

Aspect ratio =
Lx + Ly

2Lz
, (5)

where Lx, Ly and Lz are the largest dimensions of the cavity along the different directions of the
reconstructed volume (remember that z is the tensile axis).

The aspect ratio is smaller than one for cracks and higher when the cavities are elongated along
the tensile direction. Figure 8 compares the histogram of the values of the aspect ratio for the 20 largest
cavities, for the two charged materials. This comparison is performed for a similar deformation step
close to fracture. This histogram confirms the visual impression in Figure 5 i.e., the cavities have a
crack–like shape in the case of the AISI316 sample and much less for the AISI316L.
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Figure 8. Histogram of the distribution of the aspect ratio of the 20 largest cavities in the two hydrogen
charged materials in the state just before fracture.

4. Discussion

It is presumed that the variation in the aspect ratio of voids in hydrogen charged specimens is
dominated by void growth in AISI316L and is dominated by the mixture of micro crack propagation
and/or void growth in AISI316. As mentioned above, the aspect ratio of 0–0.5 corresponds to
micro cracking and that of 0.5–1.0 corresponds to a mixture of micro cracking and/or void growth.
For the samples charged with hydrogen, in AISI316, micro cracking dominated the fracture process.
By contrast, in AISI316L, the fracture process was dominated by void growth. As a verification of these
fracture characteristics, Figure 9 shows the fracture surface of hydrogen charged and non charged
specimens as observed using SEM. In non charged specimens, the ordinary void nucleation, growth
and subsequent coalescence are the main processes of the fracture in both AISI316 and 316L. As a result,
cup and cone fracture occurred. In hydrogen charged AISI316, fracture surface was predominately
covered by so called “quasi cleavage” (QC) with some small and elongated dimples. It is noted that
QC corresponds to the cavities with the aspect ratio of 0–0.5 in Figure 8. By contrast, in hydrogen
charged AISI316L, fracture surface is covered by smaller dimples compared to the non charged case,
and QC is rarely observed.

The stability of austenite phase influences the susceptibility of the material to hydrogen-induced
cracking. It is well known that nickel is a stabilizer of austenite phase [25], i.e., AISI316L with Ni
content of 12.09% has higher stability than AISI316 with that of 10.23%. In AISI316 with lower stability,
the austenite phase can easily transform to martensite phase. This transformation occurs above a
certain intensity of plastic strain. It is possible that the phase transformation under plastic deformation
facilitated the QC in AISI316. It was reported that acceleration of crack growth in austenitic stainless
steel corresponds to regions where α’ martensite phase is present ahead of the crack tip under load [10].
In this region, hydrogen diffusivity becomes extremely higher compared to that of austenite phase
(∼10–16 m2/s) [18]. The crack propagates into the transformed martensite phase or interface between
austenite phase and α’ martensite phase. Koyama et al. investigated crystallographical characteristics
of crack propagation in the α’ martensite phase and revealed that the crack preferentially propagates
along the {100} [9]. Figure 10 shows a proposition for a schematic illustration of the fracture mechanisms.
In hydrogen charged AISI316, firstly, the QC is likely to be generated at specimen surface, then to
successively propagate concurrently with the small voids nucleation at the central part of the sample.
Subsequently, final fracture probably occurs accompanied with elongated voids. It should be noted
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that, in austenitic stainless steels, hydrogen out-gassing can be assumed to be negligible because
hydrogen diffusion in austenitic stainless steel is extremely low at room temperature [18].

Figure 9. Fractography of non charged and hydrogen-charged samples.

Some of the authors of this paper proposed that a combination of slip localization due to
the presence of hydrogen and the phase transformation in the vicinity of the crack tip causes a
successive crack propagation [1]. On the other hand, in hydrogen-charged AISI316L, the QC was
not generated since the material has a high austenite stability. Therefore, voids nucleated in the
central part where stress triaxiality was high, i.e., necked region, with a similar mechanism to
non-charged specimen. Hydrogen made the voids easier to coalesce by local shear stress owing
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to the slip localization, which resulted in void sheet formation [26]. The details in the tensile fracture
mechanism of austenitic stainless steels charged with hydrogen have been comprehensively discussed
in the literature [2]. The set of results presented above clearly visualize and verify the mechanism of
the hydrogen-induced degradation.

Figure 10. Schematic illustration of fracture mechanism in non-charged and hydrogen-charged AISI316
and 316L.

5. Conclusions

In this paper, we have studied at the microscopic level the effect of charging AISI316 and AISI316L
steels with hydrogen. We have used in situ X-ray computed tomography tests to analyze the fracture
process of charged and uncharged samples. Our main findings are as follows:

• The ductility is reduced by Hydrogen charging, in a more important way for the AISI316 sample.
• In this material, cavities quickly transform into cracks perpendicular to the tensile axis leading to

early fracture.
• By quantifying damage, we have also shown that both nucleation and growth, are not strongly

affected by hydrogen charging. This means that the microscopic evolution of damage is not
accelerated by the presence of hydrogen.

• The only noticeable difference, and the explanation for the reduction in ductility, is the aspect
ratio of the cavities showing again a crack shape in the hydrogen-charged AISI316 leading to
earlier macroscopic fracture.

Given these conclusions and regarding potential applications, 316L is better for use in
vehicle tanks.
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Abstract: Understanding the fatigue damage mechanisms in composite materials is of great importance
in the wind turbine industry because of the very large number of loading cycles rotor blades undergo
during their service life. In this paper, the fatigue damage mechanisms of a non-crimp unidirectional (UD)
glass fibre reinforced polymer (GFRP) used in wind turbine blades are characterised by time-lapse ex-situ
helical X-ray computed tomography (CT) at different stages through its fatigue life. Our observations
validate the hypothesis that off-axis cracking in secondary oriented fibre bundles, the so-called backing
bundles, are directly related to fibre fractures in the UD bundles. Using helical X-ray CT we are able to
follow the fatigue damage evolution in the composite over a length of 20 mm in the UD fibre direction
using a voxel size of (2.75 μm)3. A staining approach was used to enhance the detectability of the narrow
off-axis matrix and interface cracks, partly closed fibre fractures and thin longitudinal splits. Instead
of being evenly distributed, fibre fractures in the UD bundles nucleate and propagate locally where
backing bundles cross-over, or where stitching threads cross-over. In addition, UD fibre fractures can
also be initiated by the presence of extensive debonding and longitudinal splitting, which were found to
develop from debonding of the stitching threads near surface. The splits lower the lateral constraint
of the originally closely packed UD fibres, which could potentially make the composite susceptible to
compressive loads as well as the environment in service. The results here indicate that further research
into the better design of the positioning of stitching threads, and backing fibre cross-over regions is
required, as well as new approaches to control the positions of UD fibres.

Keywords: helical CT; contrast agent; high cycle fatigue (HCF); fibre break; fibre tows

1. Introduction

Composite wind turbine rotor blades undergo a very large number of fatigue loading cycles
during service [1]. As a result, their fatigue performance is a major design factor as high cycle
fatigue (HCF) damage can result in unexpected catastrophic failure. Consequently, it is important
to understand damage evolution during fatigue, the key damage mechanisms and the interaction
between them for the unidirectional (UD) composites employed in wind turbines.

X-ray computed tomography (CT), which has been applied increasingly to materials
characterisation [2,3], is superior to most non-destructive techniques in that three-dimensional
(3D) information can be obtained non-destructively at a high spatial resolution. Unlike fatigue
crack initiation and propagation in homogeneous materials, various damage mechanisms occur
cooperatively in composites under cyclic loading, including fibre fracture, matrix cracking, debonding
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and delamination [4]. Establishing a time evolving 3D map of the complex fatigue damage modes in
relation to local microstructure will contribute to the establishment and validation of models of fatigue
failure able to better predict the safe life of such composites.

As observed in a number of composite systems, fatigue damage originates from cracks within
fibre bundles or individual fibre fractures [5–8], which are on the micron level in size. High-resolution
X-ray CT is needed to visualise these features, but high resolution (small voxel size) often means
a small field-of-view (FoV), usually much smaller than is sampled by mechanical tests and often
shorter than is needed to statistically characterise the failure processes operative in composites unless
a significant number of images are stitched together. The use of helical X-ray CT enables a significant
length of the sample to be imaged in a single scan. Furthermore the helical method avoids ring
artefacts and cone beam artefacts [9], and can lead to high quality images which can be important
when imaging low contrast systems or trying to detect events near the spatial resolution limit of
the instrument. Consequently, helical CT is well suited to the characterisation of unidirectionally
reinforced fibre composites, allowing us to observe the overall damage distribution and to detect
localised damage events such as individual fibre fractures. In addition, dye penetrant with high atomic
number (e.g., zinc iodide) can be used as stains to improve the detectability of cracks by enhancing the
contrast between damage and the bulk material [2,3]. Although the use of staining has limitations in
that only cracks connected to the outer surface could be stained and that it could affect the growth of
matrix crack/splitting under fatigue [10], Yu et al. [11] assessed the effect of four methods to increase
detectability of cracks in X-ray CT imaging and suggested that staining was perhaps the most effective
in terms of increasing the sensitivity of cracks to better than 1/10 the spatial resolution.

With regard to reproducibility we have analysed three samples in this project using the strategy
of combining helical imaging with staining for damage characterisation. The damage mechanisms
observed are similar across all three samples (S1, S2 and S3). In reference [12], the effectiveness of this
strategy and the distribution of UD fibre fractures were discussed based on two of these (S1 and S2)
fatigued at maximum stress equal to 0.5% initial strain. The damage mechanisms were also found to
be similar to those for unstained samples [8].

In this paper, the aim is to track the evolution, distribution and interaction between fatigue
damage events and to relate these to the composite microstructure of the glass fibre reinforced polymer
(GFRP) using time-lapse helical X-ray CT, and discussion focuses on one sample (S3) fatigued at
maximum stress equalling 0.6% initial strain.

2. Materials and Methods

The composite material studied is a glass fibre/polyester composite system typically used in
wind-turbine rotor blades. The GFRP sample has a lay-up of [0/b]S, where ‘0’ represents a 0◦ UD
fibre layer and ‘b’ corresponds to a thin (~100–200 μm) ±80◦ backing fibre layer. Figure 1 shows the
orthogonal virtual CT sections and a 3D rendered CT image of the fibre architecture. The composite
panel was manufactured using vacuum assisted resin transfer moulding (VARTM). Specimens having
dimensions of 2 mm × 5 mm × 110 mm were cut from the composite panel and GFRP tabs were added
to the ends of the test-pieces (see Figure 2a,b). This miniaturised specimen geometry was used in order
to obtain a high spatial resolution, given that the full specimen width should ideally lie within the FoV
during the scan if the reconstruction algorithm is not to introduce artefacts [9].

Fatigue tests were performed on a hydraulic Instron 8802 (Norwood, MA, USA) mechanical
testing machine under load control with a sinusoidal waveform and a stress ratio (R = σmin/σmax,
where σmin is the minimum stress and σmax is the maximum stress) of 0.1 at a test frequency of
5 Hz. The maximum stress applied corresponds to 0.6% initial strain on the composite. The fatigue
test was interrupted periodically with increasing numbers of fatigue cycles to monitor the damage
evolution using ThermoFisher HeliScan (ThermoFisher Scientific, Brno, Czech Republic) helical X-ray
CT scanner. The same sample was removed from the loading frame for CT inspection after 0 cycle
(N0), 50,000 cycles (N1) and 500,000 cycles (N2) respectively.
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After each fatigue increment the sample was removed from the testing frame and stained in
zinc iodide solution for 24 h before being imaged on the CT scanner. The zinc iodide solution was
prepared following the method used by Nixon-Pearson et al. [13]. It should be noted that the specimen
was stained in the absence of any load to open the cracks. Figure 2c shows the imaging set-up.
The source voltage was set to 80 kV and filtered by 0.1 mm of stainless steel to remove the low energy
X-rays. The exposure time for each projection (radiograph) was 0.52 s with around 20,000 projections
acquired in all. The double-helix mode was used to allow reconstruction using filtered-back-projection
algorithms. During the scan, the sample stage simultaneously rotates and translates vertically following
a helical path with a pitch of ~7.8 mm. The scanned composite volume extends to ~20 mm in height
and has a FoV height-to-width ratio of >3 at a pixel size of 2.75 μm, resulting in a total scan time of
~20 h and reconstruction time of ~3 h. High-resolution region-of-interest (RoI) scans at a pixel size of
1 μm were also taken after the time-lapse study to confirm the presence of unstained cracks.

Figure 1. Orthogonal virtual X-ray CT sections (left) and a 3D volume rendering (right) showing the
fibre architecture of the GFRP material where the ±80◦ backing fibre bundles are rendered in green.

Figure 2. (a,b) Photographs illustrating the GFRP specimen geometry and the X-ray CT monitored
region through interrupted fatigue test (dimensions in mm). (c) Photograph showing the helical X-ray
CT imaging set-up in the ThermoFisher HeliScan Micro-CT scanner.

3. Results and Discussion

Using traditional circular X-ray CT, it is challenging and time-consuming to locate the RoI to perform
time-lapse tracking of the damage evolution due to the limited FoV. Based on previous studies of this

19



Materials 2018, 11, 2340

material by Jespersen et al. [8,14,15], it is expected that fatigue damage is most likely to initiate from
regions where the backing bundles cross-over; however, it is important to confirm whether this is generally
true for this material system or whether there are other factors that might localise fatigue damage. Owing
to the extended length that can be viewed at high resolution by helical X-ray CT, the overall damage
distribution along the composite specimen can be monitored in relation to the composite microstructure
(e.g., backing fibre bundle cross-over regions, stitching thread cross-over regions, resin-rich regions, fibre
misalignment in UD fibre bundles) at different stages of its fatigue life. In the specimen studied, four
main damage modes were observed, namely off-axis cracking in the matrix or backing fibre bundles, fibre
fractures, sub-surface debonding and longitudinal splitting in the UD layers. Figure 3 shows the extracted
fatigue damage within the specimen after 500,000 cycles, where the fibre fractures and longitudinal
splits are visualised with respect to the UD and backing fibre bundles (rendered green). The regions
with fibre fractures were manually delineated (see red contours in Figure 3d) to highlight the extent of
UD fibre fracture damage in 3D. The zinc iodide dye penetrated most of the highlighted fibre fracture
region; however, some fibre fractures in region (e) were not stained as they were not connected to the
external surfaces. The increased visibility of thin cracks in the high-resolution RoI images confirms the
presence of the unstained cracks as shown in Figure 3e and this damage region was also included in the
3D damage visualisation. The effect of staining on damage detectability in this material was discussed
in [12]. In addition, its effect on the observed damage development in this material system has been
assessed by comparing the damage status of S1 and S2 after 2 million cycles. For S1, the fatigue test was
interrupted at 0.5 million, 1.5 million and 2 million cycles, for repeated staining and imaging at each step;
while for S2 the fatigue test was interrupted only after 2 million cycles for staining and imaging. The same
damage mechanisms, as observed in S3 here, have been seen in S1 and S2. Moreover, the severity of
damage in S1 and S2 is on the same level, with the occurrence of a few small regions of UD fibre fractures
near backing fibre bundle cross-over regions. This indicates that there is no obvious influence of staining
on the observed damage scenario. The evolution, distribution and interaction of the observed damage
mechanisms in S3 will be presented and discussed in the following sections.

Figure 3. X-ray CT 3D volume rendering of the extracted damage after 500,000 cycles (N2), where the
fibre fractures, longitudinal splits and debonding are visualised with respect to the UD and backing
fibre bundles, (a) YZ view, (b) XZ view, (c) XY view (refer to Figure 2a,b for definition of the coordinate
system). (d) Typical virtual X-ray CT XZ of the region marked in (b), illustrating the manual annotation
of fibre fracture damage in the CT image. (e) High-resolution RoI X-ray CT virtual XZ section of the
damage region marked in (b) where some fibre fractures were not stained.
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3.1. Off-Axis Matrix and Interface Cracks

It has been challenging to observe off-axis cracks in this material by X-ray CT due to the closing
of those cracks to below the resolution limit after load removal [15]. With the aid of contrast agent,
we are able to observe the development of off-axis matrix cracks from the specimen edges and also
off-axis cracks between backing fibres.

Stained off-axis cracks in the matrix were found to have initiated from specimen edges after
50,000 cycles (N1) as a result of the axial tensile stress (see Figure 4b). After exposure to more fatigue
cycles (N2), the crack density increases dramatically. The observed increase in off-axis cracking has also
been reported by Jespersen et al. [15] in a similar material. It is difficult to see the polymer stitching
threads as their X-ray absorption capability is similar to that of the matrix material, as can be seen in
the magnified views in Figure 4e,f. It has been observed in Figure 4d,f that the off-axis cracks in the
matrix tend to be deflected when propagating into the stitching threads. This highlights the effect of
stitching threads on delaying the propagation of off-axis matrix cracks from the edges by debonding.
Once a crack crosses the column of material containing the stitching threads, it joins the off-axis cracks
between backing fibres, as shown in the highlighted ellipse in Figure 4f.

Figure 4. X-ray CT virtual XZ-1 section (position indicated in Figure 3c) of the sample after (a) 0,
(b) 50,000 and (c) 500,000 cycles showing the evolution of off-axis matrix cracks initiated from specimen
edges. (d) Magnified view of the highlighted region in (c) showing the off-axis matrix cracks in relation to
stitching threads. (e,f) Magnified views of the highlighted regions in (d) showing the polymer stitching
threads (light grey) and stained debonding along stitching threads (white). Dashed blue lines indicate the
front of off-axis cracks and solid green lines mark the column where the stitching threads are located.

The presence of off-axis cracks in between backing fibres has been reported in a number of fatigue
studies on this material [5,15] and is observed here after 500,000 cycles (see Figure 5). Only off-axis
cracks that are stained were detectable with the current CT acquisition set-up. These stained off-axis
cracks are distributed at different heights in the specimen and multiple ones sometimes occur within a
single backing fibre bundle; these tend to be distributed vertically relative to one another due to stress
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shielding [16]. The regions denoted by the upward arrows in Figure 5a and the highlighted ellipses in the
YZ sections shown in Figure 5d,e highlight the joining of stained off-axis matrix cracks in the backing
layer and stained fibre fractures in the UD bundles. This confirms the presence of a connecting path
between the two damage modes. This observation supports the hypothesis [5] that off-axis cracking in
backing fibre bundles triggers fibre fractures in the adjacent UD fibre bundles. It is worth noting that
the stained fibre fractures were not necessarily directly connected to the off-axis cracks in some cases, as
highlighted by the downward-arrows in Figure 5d,e. However, the fact that these fibre fractures were
stained successfully means that they were connected to the free surface, either through cracks running
into the specimen surfaces, or tunnel-cracks (through backing bundles) extending to the edges.

Figure 5. X-ray CT virtual (a) XZ-2 and (b) YZ-1 and (c) YZ-2 sections (positions indicated in Figure 3b,c)
recorded after 500,000 cycles showing crack paths connecting off-axis cracks in the backing fibre bundles
and fibre fractures in the UD fibre bundles. (d,e) Magnfied views of the highlighted regions in (b,c)
showing the connected off-axis cracks (marked with ellipses) and also isolated UD fibre fractures
(marked with downward-arrows).

3.2. Fibre Fractures in UD Fibre Bundles

The nucleation of UD fibre fractures was found to correlate with two micro-structural features;
regions where backing fibre bundles cross-over (near mid-thickness of the specimen, see Figure 3a–c)
and regions where stitching threads cross-over (near the specimen surface, see the red boxes in
Figure 5b and Figure 8c). The development and distribution of UD fibre fractures from these two
regions were tracked in the time-lapse CT images, and the results are presented and discussed in
this section.

As mentioned above, the regions of UD fibre fractures were manually delineated (see Figure 3d)
to help visualise the 3D morphology of this damage mode. Fibre fractures were observed in the UD
fibres adjacent to the cross-over regions of backing fibre bundles after 50,000 cycles, which is consistent
with the observations of previous studies [5,8]. The onset of UD fibre fracture appears to be localised
next to backing bundle cross-over regions (see Figure 6b,d). After 500,000 cycles, seven fibre fracture
regions were observed on the right-hand side of the specimen width; these were approximately evenly
distributed (~2–3 mm) along the 20 mm length. Out of the seven damage regions, six were next to the
backing bundle cross-over regions, while one small region was located next to −80◦ backing fibres
only (see Figure 6c). As can be seen in Figure 3c, it should be noted that most of the UD fibre fractures
(rendered red) developed near the UD fibre fracture site (rendered blue) developing on the other side
of the backing layer. This site is at the same height (in Z) as the site of damage initiation of fibre
fractures after 50,000 cycles (see Figure 6b–e). This is the location where UD fibre fractures propagated
most widely within the specimen after 500,000 cycles.
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Figure 6. X-ray CT volume rendering of the backing fibre bundles (a) after 0 cycles showing the
cross-over of the ±80◦ backing fibre bundles, as well as UD fibre fractures next to backing fibre bundles
after (b) 50,000 and (c) 500,000 cycles, together with magnified views in (d,e) and in (f) the evolution
and distribution of UD fibre fractures initiated from backing bundles after 500,000 cycles (refer to
Figure 3 for explanations of colour coding). For 3D visualisation see the supplementary video.

Figure 6e,f shows the propagation of fibre fractures (shown red) between 50,000 and 500,000 cycles.
The propagation here was seen to be mostly along the length and width directions rather than through
thickness. In the case with backing fibres oriented at ±45◦/90◦ [8] fatigued at maximum strain of 1%,
fibre fracture was observed across the full width of the cross-over region and then propagated in the
thickness direction. This difference in propagation sequence indicates the necessity of choosing the
appropriate arrangement of backing fibres in the composite design for different wind turbine blade
requirements. As can be seen in Figure 6e, this damage region has two elongated branches. A local
variation in fibre orientation is evident in the 0◦ fibre bundle (see Figure 7g), which could be the cause
of this damage morphology. In other words, 0◦ fibre alignment could be important in controlling the
propagation of UD fibre fractures.

The distribution of UD fibre fractures in relation to the local microstructure within one damage
region is revealed by the raw X-ray CT images where individual fibre fractures can be seen (see
Figure 7). In the XZ sections near the backing fibre bundles, the distribution of fibre fractures tends to
be aligned with the backing fibre bundle in contact with the UD fibres, as shown in the XZ-2 sections.
This is also true for the UD fibre fractures at the edge of the UD bundle (see Figure 7a). Further
away from the backing bundles, the distribution of fibre fractures is less dependent on backing fibre
orientation but more affected by local fibre orientation in the UD bundle, as in the case for the XZ-3
and XZ-4 sections in Figure 7. It is noteworthy that the UD fibre fractures are seldom aligned in a
continuous line; instead they tend to cluster in small numbers at different heights.

UD fibre fractures were also observed to occur near one specimen surface after 500,000 cycles (see
Figures 3 and 5). Figure 8 shows sub-surface XZ sections in this region through the fatigue cycling. It is
evident that sub-surface debonding of stitching threads (see Figure 8b,c) is associated with fracture of
the adjacent UD fibres in this region, presumably because of higher local stresses. It is worth noting
that a number of longitudinal splits developed, connecting the UD fibre fractures that were relatively
more distanced from each other (see Figure 8h). As shown in Figure 3a, this damage site is located on
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the opposite side of the backing fibre bundles to that where fibre fractures initiate near the cross-overs
after 50,000 cycles; this means that the damage sites are in two UD fibre bundles. However, these two
damage sites are at a similar height, and the extents of propagation through the bundle thickness are
similar. It is worth mentioning that another damage region was found further above the debonded
stitching threads, which was caused by attaching the extensometer during the fatigue test.

Figure 7. (a) XZ view of the rendered UD fibre fracture damage near the backing bundles after 500,000 cycles.
(b–g) X-ray CT virtual XZ sections illustrating the distribution of UD fibre fractures at different positions
through thickness in the specimen. The Y-positions of the XZ sections are shown in Figure 3c.

Figure 8. (a–f) and (h,i) Sub-surface X-ray CT virtual XZ sections showing the development of UD fibre
fractures from the debonding of stitching threads. The Y-positions of the XZ slices are shown in (g).
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3.3. Sub-Surface Debonding of Stitching Threads and Longitudinal Splitting

Extensive longitudinal splitting has been observed in the UD bundle where sub-surface debonding
of stitching threads at the cross-over region of the threads has occurred. The longitudinal splits in the
UD fibre bundle are extracted and visualised in Figure 9. Longitudinal splitting tends to initially occur
in the edge UD bundles due to the edge effect (see Figure 9d). After 500,000 cycles, a longitudinal
split originated from a sub-surface debonded region (see Figures 5 and 9). A section of the UD fibre
bundle is separated from the full bundle as shown in the XY-1 plane after 500,000 cycles, and also in
the 3D view in Figure 9a. Apart from the fact that these splits are closely correlated with the UD fibre
fractures, the splits lower the lateral constraint of the originally closely packed UD fibres, which could
potentially make the composite susceptible to compressive loads and moisture. It could be inferred that
if the wind turbine blades experience bending fatigue, longitudinal splitting could be a detrimental
damage mode.

Figure 9. (a) Perspective and (b) plan view of the X-ray CT 3D volume rendering showing the extent of
longitudinal splitting (purple), and an X-ray CT virtual XY section (position indicated in (a)) after (c) 0,
(d) 50,000 and (e) 500,000 cycles showing the evolution of longitudinal splits.

4. Conclusions

In this paper, a time-lapse ex-situ helical X-ray CT imaging strategy assisted by staining was used
to track the development of fatigue damage under tension-tension fatigue in a non-crimp UD GFRP.
In essence, the contrast agent could favour the observation of damage where a penetration path exists,
but this could be both the weakness and the strength of this method. The weakness is that a damaged
region without connection to the outer surface could not be stained; while the strength is that we are
able to identify the connection of different damage modes based on the stained path, even for cases
where the full crack path is difficult to be ascertained using X-ray CT. This enables us to experimentally
prove the hypothesis on the linking of the different fatigue damage mechanisms and also provide
insights into their interaction in 3D. Helical X-ray CT makes it experimentally feasible to follow the
fatigue damage evolution over a sufficiently long region in the composite along the UD fibre direction.
Overall, four main damage modes were identified,

• off-axis matrix and interface cracking,
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• UD fibre fracture,
• sub-surface debonding of stitching threads,
• longitudinal splitting.

Off-axis matrix cracks initiating from the specimen edges were sometimes deflected by stitching
threads by debonding. Off-axis cracks between backing fibres were found to be associated with UD
fibre fractures evidenced by the penetration path of the contrast agent. Moreover, these UD fibre
fractures tend to nucleate and propagate locally in the vicinity of cross-over regions of backing bundles
instead of being evenly distributed along the UD fibre direction. In addition, UD fibre fractures also
tend to be initiated by the presence of extensive debonding and longitudinal splitting, which were
found to develop from debonding of the stitching threads near surface. The isolation of the UD fibre
bundle caused by longitudinal splitting potentially makes the composite susceptible to compression
and bending loads as well as environmental impact in service. It could be inferred from the results
here that further research into the better design of the positioning stitching threads, and backing
fibre cross-over regions is required in the future, as well as new approaches to fix the positions of
UD fibres. The work presented here (all the X-ray CT datasets are available online [17]) could be of
significance to the further improvement of analytical and numerical models to predict the fatigue
failure of composite materials.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/11/11/2340/s1,
Video S1: A supplementary video accompanies Figure 6.
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Abstract: This paper reports on the production and mechanical properties of Ti6Al4V microlattice
structures with strut thickness nearing the single-track width of the laser-based powder bed
fusion (LPBF) system used. Besides providing new information on the mechanical properties and
manufacturability of such thin-strut lattices, this paper also reports on the in situ deformation
imaging of microlattice structures with six unit cells in every direction. LPBF lattices are of interest
for medical implants due to the possibility of creating structures with an elastic modulus close to that
of the bones and small pore sizes that allow effective osseointegration. In this work, four different
cubes were produced using laser powder bed fusion and subsequently analyzed using microCT,
compression testing, and one selected lattice was subjected to in situ microCT imaging during
compression. The in situ imaging was performed at four steps during yielding. The results indicate
that mechanical performance (elastic modulus and strength) correlate well with actual density and
that this performance is remarkably good despite the high roughness and irregularity of the struts at
this scale. In situ yielding is visually illustrated.

Keywords: laser powder bed fusion; additive manufacturing; X-ray tomography; in-situ imaging;
Ti6Al4V; lattice structures

1. Introduction

Additive manufacturing (AM) is an emerging production technique whereby a part with complex
geometry can be produced directly from a design file in a layer-by-layer method [1,2]. In the case of
laser-based powder bed fusion (LPBF), a single layer of the part is selectively fused using a laser beam
that is scanned across a powder bed surface in a series of tracks, new powder is delivered, and the
next layer is scanned and fused. Predictably, the part integrity requires that single tracks are stable [3]
and well overlapped with one another, as well as layers to prevent unwanted porosity in solid parts.
This has been discussed in some detail in a recent review of the use of X-ray microtomography in
additive manufacturing [4]. Despite the possibility of irregularities in parts, it is possible to produce
parts with excellent mechanical properties when process parameters are optimized (see, for example,
Reference [5] for biomedical Ti6Al4V produced by LPBF).

One of the major benefits brought about by additive manufacturing is the ability to produce
complex parts, and this is especially true for lattice structures that are regularly spaced and repeating
combinations of struts with spaces between them. Lattice structures produced by AM have been
the topic of many studies in recent years due to the potential to use these in bone replacement
implants [6–8]. In implants, the porous nature of the lattice structure is beneficial to lower the elastic
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modulus of biocompatible materials to match that of the bone at the implant interface, minimizing
the possibility for stress shielding causing loss in bone density in the vicinity. Additionally, the open
porous nature allows for bone ingrowth into the lattice, effectively ensuring a good bond with the
existing bone.

The investigation of the mechanical properties of lattices produced by AM, and in particular
LPBF, is therefore crucial for the adoption of this type of design in implants, along with tailoring its
properties for the application of custom shapes that meet local bone density requirements. In general,
the mechanical properties of these structures can be predicted by the Ashby–Gibson model for open-cell
foams [9,10], with a general relationship for elastic modulus of the lattice (E) as a function of the lattice
density (ρ) and elastic modulus of the solid material used (Es), given as follows:

E =∝2 Es

(
ρ

ρS

)2
, (1)

where ∝2 is a value between 0.1 and 4 depending on the lattice geometry [9].
In early work by Parthasarathy et al. [11], simple cubic lattices of Ti6Al4V produced by

electron beam melting were analyzed by microCT and mechanical testing and it was found that
the mechanical properties are weaker than predicted and this was especially so for a model with
thinner struts. This might be attributed to manufacturing irregularities such as the rough as-built
surface and unexpected porosity inside the struts. Geometric accuracy is often a limitation in additive
manufacturing of cellular structures, as is the entrapment of powder in the small pore spaces of
these structures [1]. Various LPBF cellular structures in Ti6Al4V have been produced in different
unit cell designs and their mechanical properties investigated, for example cubic [12], diamond [13],
and combinations of designs including body-centered cubic [14] and minimal surfaces [15]. Besides
variations in mechanical performance induced by geometric inaccuracy and manufacturing errors,
slight variations also exist in the properties of various lattice designs themselves. This was
demonstrated recently by the numerical analysis of various lattice designs, ignoring manufacturing
imperfections [16].

It is therefore clear that the only way to fully understand the complex behavior of lattice structures
(with many variations in designs and varying amounts of manufacturing errors, which to some extent
also depend on the design), is to use high resolution imaging. In prior work, using relatively large
lattices with struts more than 1 mm in diameter, compression tests combined with microCT imaging
was used to visualize the first yielding crack locations, as shown in Reference [17], with loads up to
140 kN. This was done ex situ by stopping the mechanical test at first yielding and correlating “before”
and “after” microCT scans to find cracks/yielding locations. Some work has also previously been done
using in situ synchrotron tomography during the loading of small unit cells produced by LPBF [18].
This work showed local strut-scale deformations during yielding and compared experimental results
to those predicted by simulation, but was limited to unit cells, which are not necessarily representative
of tessellated lattices. Furthermore, the effect of LPBF process parameters on the morphology and
mechanical properties of small lattices were investigated using a combination of methods, including
microCT, where it was shown that properties may be improved by process optimization and failure
occurred at the nodes in that case [19].

In this work, the aim was to investigate the smallest possible lattices that can be produced with a
typical LPBF system with a track width of roughly 0.1 mm. In addition to investigating the mechanical
properties of such small lattices, the accuracy of these produced microlattices may be useful as a
reference for future work. Four different sizes of lattice cube samples were produced, each containing
six unit cells in each direction with a diamond unit cell design with porosity of 80% and unit cell sizes
0.6, 0.8, 1.0, and 1.2 mm. Since the geometry and the density is kept constant, the theoretical elastic
modulus and yield stress should be identical in all four cases, therefore the aim was to investigate the
properties as the struts become thinner with decreasing unit cell size. The mechanical properties of
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these small lattices is reported and in situ imaging of the lattice deformation using high resolution
X-ray tomography is demonstrated.

2. Materials and Methods

Models were designed in Materialize Magics [20] and produced from Ti6Al4V extra low
interstitials (ELI) powder by EOSINT M 280 (EOS GmbH—Electro Optical Systems, Krailling, Germany)
with a 200 W laser and original parameters Ti64_Performance 1.1.0 (30 μm). Gas atomized Ti6Al4V
ELI powder from TLS Technik GmbH & Co. Spezialpulver KG (Bitterfeld-Wolfen, Germany) was used.
Particle size distribution was as follows: equivalent diameters (weighted by volume) d10 = 12.1 μm,
d50 = 23.6 μm, and d90 = 37.6 μm. The chemical composition fulfilled the requirements of ASTM
F136 standard specification for wrought Ti6Al4V ELI alloy for surgical implant applications regarding
maximum concentration of impurities (ASTM International, West Conshohocken, PA, USA).

A stress-relief cycle for 3 h at 650 °C [5] was conducted in an argon atmosphere after producing
the parts, after which the parts were cut from the build plate using electrical discharge machining.
The unit cell design used in this work was the diamond design; the unit cell is shown in Figure 1a.
Three samples of each of four designs were produced, the computer aided design (CAD) designs are
shown in Figure 1b, with a strut thickness analysis showing that the larger the unit cell, the thicker
the strut was, as expected. Strut thickness analysis allowed measurement of the “wall” thickness at
every point in the structure. In this case the sphere method was used, which provided the value of the
maximal-fitted sphere in every point in the structure. The designs were selected to produce cubes with
six unit cells in each direction, with unit cell sizes for the four designs being 0.6, 0.8, 1.0, and 1.2 mm.
This ensured that the density was kept constant and was selected to be 20% dense (80% porosity).
The physical sample sizes varied from 3.6 to 7.2 mm for the lattice region, and additional solid material
was added to the top and bottom to make the total height 8 mm in all cases for simpler loading in the
compression cell.

 
(a) 

 
(b) 

Figure 1. Design of microlattices showing (a) a single unit cell design of diamond type, and (b) the four
full CAD lattice design used with unit cell sizes 0.6, 0.8, 1.0 and 1.2 mm, with strut thickness analysis.
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MicroCT scanning was done using laboratory nanoCT as described in Reference [21] using a
Deben in-situ loading stage (CT500, Deben UK, London, UK) in a General Electric Nanotom scanner
(Nanotom S, General Electric, Wunstorf, Germany). The sample sizes in this work were selected
according to the maximum sample size of 10 mm and maximum loading force of 500 N of this loading
stage. One sample design that did not fail up to 500 N was additionally subjected to compression tests
on a different loading stage to obtain the yield strength. This was the smallest sample with the highest
density (Figure 1, sample on the far left).

The microCT voxel size was selected as 4 μm, with 140 kV and 130 μA for the X-ray generation,
using a 0.5 mm copper beam filtration and using continuous scanning mode, a total of 3600 images
were recorded during a full rotation of the sample. Images were further analyzed in Volume Graphics
VGSTUDIO MAX 3.2 (version 3.2, Volume Graphics, Heidelberg, Germany) [22]. Wall thickness
analysis used in this work was done with the sphere-method. Due to file sizes and limited computing
power, the combined images were resampled in VGSTUDIO MAX to a 10 μm voxel size and 8 bit data
depth to reduce file sizes and memory usage to ease the image analysis.

3. Results and Discussion

Samples were manufactured successfully, but microCT analyses showed that the strut thickness
across the models did not vary as expected; this is shown in Figure 2 using a strut thickness analysis,
analogous to Figure 1. Irregularities were expected at this scale due to various practical limitations
that exist when producing small intricate parts during LPBF. The cause of such irregularities can be
explained when looking at the minimum size of the designed features with regard to the combined
effects of the laser spot size, building direction, layer thickness, and the implemented scanning strategy
for core, overhangs, and top surfaces, all having an effect on the amount of detail that could be
obtained. Small features were also governed by the single track’s width and attached powder particles,
which in turn were limited by powder particle size distribution. Accuracy of small overhangs was not
only dependent on the layer thickness but also on the loose powder and the inability of the molten
pool to penetrate into solid material of the lattice. Therefore, irregular surfaces below the struts were
expected [23].

 

Figure 2. MicroCT scan data 3-D rendering with strut thickness color coding on the microlattices.
Models had a 0.6, 0.8, 1.0 and 1.2 mm unit cell size from left to right respectively; here the top and
bottom of the samples were slightly cropped as the lattice area was scanned only. Dark blue indicates
thin local walls and red indicates thick walls, thickest parts were excluded to highlight the important
aspect. All lattice struts have similar thickness (0.1–0.15 mm).
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In previous work [24], it was shown that at layer thickness 15–45 μm and similar Ti6Al4V powder
and process-parameters, the width of the track was 100–150 μm. The small size of the designed
struts, which are close to the single-track width of the laser melting track width, combined with the
scanning strategy of the LPBF system used apparently did not allow for variations and these lattices
were seemingly all produced with a similar strut thickness deviating from the design thickness as
shown in Figures 3a and 4. On the one hand, .stl triangulation of small structures led to an irregular
shape of the struts (Figure 4a). Second, analysis of the scanning strategy showed that designed fine
structures (less than 300 μm) were scanned by the laser as single lines with process parameters for the
skin (contouring). Thus, struts in each of the produced sets of 0.6–1.2 mm units were similar and had
thickness of 90–220 μm and they were very rough (Figure 4b). For the total density, the result was that
the larger lattice had larger pore spaces, making its actual density lower than designed, as shown in
Figure 3b.

 
(a) 

(b) 

Figure 3. Dimensional assessment of (a) actual versus designed strut thickness and (b) actual versus
designed total density compared to the designed values. Maximum and minimum values are shown
as an error margin but indicates the variability within a single strut, as measured manually from 3-D
model .stl data and microCT data.
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(a) 

  
(b) 

Figure 4. MicroCT voxel view of (a) designed and (b) manufactured struts and their cross-sections,
indicating the actual morphology in each case.

As explained in the previous section, the simplified model of Ashby–Gibson for open cell foams
indicates a linear correlation between the elastic modulus and the square of the density. This was
found experimentally in this case with a slope of approximately 2.8, as shown in Figure 5.

Figure 5. Relationship for experimentally measured elastic modulus and squared relative density of
the manufactured LPBF lattices.
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The value of 2.8 for the slope was within the expected range of 0.1–4. Previous work with larger
lattices built using the same material process parameters showed that the experimental elastic modulus
values were 10 and 20 GPa for 50% density lattice structures of two designs, diagonal and rhombic,
respectively [17]. This relates to values for alpha (the slope) of 0.35 to 0.7. We can therefore speculate
that as the strut thickness reduces, the effect of the rough and irregular surface plays an increasingly
important role, increasing the slope and making the structure’s mechanical properties more sensitive
to changes in density. What is interesting to note here is that since the lattice properties follow the
density, the smallest lattice of 3.6 mm (unit cell of 0.6 mm) was the strongest; the yield strength is
shown in Table 1 together with the actual relative porosity as measured by microCT. This was due
to the similar strut thickness of the four models but shorter strut lengths and hence higher density
for the smallest model. This also shows that at this scale, the strength and elastic modulus is strongly
correlated with the actual porosity (or density).

Table 1. Experimental data.

Unit Cell Design (mm)
Actual Relative

Porosity (%)
Compressive Elastic

Modulus (MPa)
Compressive

Strength (MPa)
Maximum Load (N)

0.6 63
346
418
318

51.1
54.8
53.4

662
710
692

0.8 77
190
167
200

9.1
9.9

10.1

209
227
232

1.0 84
83
77

102

3.3
3.9
3.6

117
139
130

1.2 90
26
25
24

1.0
0.9
1.1

53
46
56

In situ compression allowed imaging of the same lattice prior to full densification, first before
loading, then directly after initial yielding, and at a few more representative steps during yielding.
This is shown in Figure 6, where red arrows indicate the positions where the loading was stopped and
microCT scans were performed. The resulting microCT data is represented for the aligned volumes,
with side-by-side slice images through the middle of the lattice, and with 3-D views of the entire lattice.
These images indicate that yielding occurred gradually and progressively as struts collapsed in this
type of lattice.

The alignment of the scans was simplified by the fact that the sample stayed in the same location
in the scan system, and as the load cell works by moving the bottom upwards, the deformation could
be imaged more closely on individual struts by making the unloaded scan transparent and visualizing
the loaded image. This is done in Figure 7 for a small section (approx. 0.5 mm) to visualize the
deformation and collapse of individual struts, in this case taken from the middle (away from the edge
of the lattice) near the top of the sample where collapse first occurred. The light blue transparent
struts shown in Figure 7 show the unloaded sample, while the third scan in the series is shown here in
solid rendering (this is at the first yield dip, the third arrow in Figure 6). The color coding applied to
the loaded sample image is a nominal–actual comparison; this quantitatively shows the deformation
value (in red was where largest deformation was relative to the unloaded sample). Besides collapse,
the largest deformations occurred at the strut junctions. Similar results were reported for Ti6Al4V
lattices in Reference [25] where digital image correlation (of external surface of lattice) was used during
compression testing of diamond-type lattices. It was found that fracture occurs exclusively at the
nodes in this design, and similar layered collapse was observed. The three images are the same region
from different viewing angles.
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(a) 

 
(b) 

 
(c) 

Figure 6. In situ deformation imaging of a lattice (0.8 mm unit cell) at the selected points during
yielding; steps are shown as arrows in the force-displacement curve. (a) Force-displacement with
red arrows indicating steps for microCT scans (stop); (b) MicroCT slice images at each step showing
collapse; (c) The corresponding microCT 3-D images of the lattice at each step (cropped).

 
Figure 7. Three different angular views of the same internal location showing yielding behavior of
individual struts and color coding indicating the largest deformation relative to the unloaded state
(deformation upwards in image, where the unloaded state is semi-transparent blue). Loading direction
is indicated by arrows.
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4. Conclusions

This paper reported the mechanical properties of a series of microlattices with struts near the
single-track width of the laser powder bed fusion system used to produce them. The results show
that such lattices could be produced successfully but the small strut thickness deviated from the
designed value. It was shown that, in the limited range investigated here, the mechanical properties of
microlattices produced by LBPF were strongly dependent on actual density and could therefore be
predicted with some confidence using this measure alone. Compared to larger lattices, the dependence
of the mechanical properties was stronger with density (higher slope in the Ashby–Gibson equation).
In situ microCT imaging demonstrated that the largest deformations under compression occurred at
the strut junctions. These images represent the first in situ images of a full microlattice structure’s
yielding behavior.
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Abstract: In this study, finite element (FE) modeling of open-cell aluminum foams in tension was
performed based on laboratory X-ray tomography scans of the materials at two different scales.
High-resolution stitching tomography of the initial state allowed local intermetallic particles to
be distinguished from internal defects in the solid phase of the foam. Lower-resolution scans
were used to monitor the deformation and fracture in situ during loading. 3D image-based FE
models of the foams were built to simulate the tensile behavior using a new microstructure-informed
Gurson–Tvergaard–Needleman model. The new model allows quantitative consideration of the
local presence of brittle intermetallic particles in the prediction of damage. It performs well in the
discrimination of potential fracture zones in the foam, and can be easily adapted to any type of
architectured material where both the global architecture and local microstructural details should be
taken into account in the prediction of damage behavior.

Keywords: aluminum foams; intermetallics; X-ray tomography; finite element analysis; damage

1. Introduction

Materials containing gaseous cells are widely found in both nature and engineering applications.
Cellular materials can be divided into two different categories based on the continuity of the gaseous
phase. The gas phase inside cells can be free (open cell materials) or trapped between cells (closed
cell materials). Polymer foams are the most common type of cellular material, but ceramic and metal
foams are also produced. Due to their specific structure, cellular materials exhibit a combination of
several interesting properties. Mechanically, they hold characteristics like strength, deformability,
stiffness, and energy absorption capacity, and are lightweight [1]. Thermally, they are insulators,
and some of them are high-temperature-resistant [2]. Acoustically, they are used as effective sound
absorbers [3]. In addition, they are frequently applied in other engineering fields, such as packaging,
crash-worthiness, and in the production of lightweight sandwich panels [4].

In order to characterize the mechanical properties of cellular materials with complex architecture,
an idealized unit cell model assumption was introduced by Ashby [5]. Accordingly, Young’s modulus
and plastic collapse strength of the foam are related to an exponential power of the foam’s relative
density [1,2,6]. Andrews et al. [7] noticed that the predicted Young’s modulus and strength lie
very close to experimental measurements in the case of foams without curvature, corrugation,
or internal imperfection.

X-ray micro-computed tomography [8] has been widely used as a non-destructive technique
to study yielding mechanism [9] and crack propagation [10]. Finite element (FE) simulations based
on tomographic volumes were first used to study the mechanical properties of trabecular bone
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structures [11]. Maire et al. [12] employed X-ray tomography and morphological granulometry
techniques as a generic way to characterize cellular materials to be used for FE calculations.
Youssef et al. [13] and Caty et al. [14] developed one of the first methods to build an FE model
directly based on the cellular structure obtained by X-ray tomography. Lacroix et al. [15] noted the
effect of pore dispersion on the distribution of the FE-computed stress in bone tissue biomaterials.
Later, Jeon et al. [16] investigated the deformation and plastic collapse mechanism of closed cell Al
foam, and Michailidis et al. [17] determined the stress–strain behavior of open-cell Al and Ni foams.
Subsequently, D’Angelo et al. [18] obtained the average Young’s modulus and the stress concentrations
within the thinnest sections of SiC ceramic foams. Zhang et al. [19] extended the latter method to
explain and predict the rupture of the material based on the contour plot of von Mises stress after
simulation. Petit et al. [20] developed a method by running FE simulations and qualitatively defining
elastoplastic and damage properties of the aluminum and intermetallics phases. However, no study
has yet considered the effect of intermetallics on FE simulation results quantitatively.

The present paper focuses on the characteristics of open-cell aluminum foams at two different
scales: firstly, the macroscopic cellular structure, and secondly, the local microstructure of the
6101 aluminum alloy constituting the cell walls. The uniaxial tensile modulus and strength of several
foams produced by ERG Materials and Aerospace Corp. with different cell sizes are discussed based on
X-ray tomography analyses combined with the corresponding image-based FE simulations, where the
element behavior is enriched by the local image-based fraction of intermetallics. This new procedure
allows the influence of intermetallics on the deformation and damage behavior of the foams to be
studied.

2. Materials and Experimental Procedures

The studied materials were Duocel R© open-cell foams produced and kindly provided by ERG
Aerospace Corporation, Oakland, CA, United States. The samples were made of 6101 aluminum
alloy, subjected to T6 precipitation-hardening heat treatment. Two foam samples with different cell
sizes and testing directions were chosen. Cell sizes of the foam samples were 20 and 30 pores per
inch (PPI), corresponding respectively to 0.79 and 1.18 pores per mm. The plasticity and fracture
of a 30 PPI foam sample studied in the longitudinal direction were already addressed by Petit [20].
Therefore, the 30 PPI sample was cut in the transverse direction to compare with the study of Petit
[20]. The 20 PPI foam sample was cut in the longitudinal direction. The dimensions of the 20 PPI
foam sample were 9.4 mm × 6.0 mm × 18.8 mm, and the dimensions of the 30 PPI foam sample were
13.3 mm × 4.8 mm × 10.9 mm.

Table 1 shows the chemical composition of the ERG foam 6101 aluminum alloy characterized
by an inductively coupled plasma atomic emission spectrometer by Zhou et al. [21]. Densities of the
foam samples were evaluated by weighing on a balance and measuring their dimensions using digital
calipers. Afterwards, the relative density of each foam sample was calculated by dividing the global
density of the big block of foam by the density of pure Al (2.7 g/cm−3). Relative densities of 0.0733
and 0.0633 were found for the 20 PPI and 30 PPI foam samples, respectively.

Table 1. Chemical composition of the 6101 aluminum foam in weight percent (wt.%). Data from
Zhou et al. [21].

Element Cu Mg Mn Si Fe Zn B

Content 0.03 0.19 0.01 0.27 0.12 0.01 0.03

2.1. Tomography

Dual-scale laboratory X-ray tomography scanning was used is this study to capture both the
macroscopic deformation of the foam during loading and the initial local microstructure, as detailed
below. The tomograph (phoenix|x-ray v|tome|x s, GE Company, Boston, MA, USA) produces a series
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of N radiographs corresponding to N angular positions of the sample. Based on the Beer–Lambert law,
every line integral of the attenuation coefficient along the beam path corresponds to an element in the
recorded projection [22]. The resulting images are superimposed information of a three-dimensional
(3D) object in a two-dimensional (2D) plane. The detector is a charge-coupled device (Varian Paxscan,
Varian Medical Systems Inc., Palo Alto, CA, USA). It records radiographs passed through the sample,
which are imported into a commercial reconstruction software (datox|x, GE Company, Boston, MA,
USA). The latter uses a filtered back-projection algorithm [23]. The tomograph was operated at 80 kV
acceleration voltage using a tungsten transmission target with a 280 μA current. The spot size was
between 2 ∼ 3 μm during all scans, and no filter was used.

First, 3D tomographic images with low resolution (20 μm cubic voxel edge size) were taken
to obtain the global structure of the samples. At this resolution, only two phases were imaged: the
solid phase and macroscopic void-cells. Each foam sample was then moved toward the X-ray tube to
decrease the voxel size so that white intermetallic particles or small cavities could be observed. In the
case of the 20 PPI foam sample, the cubic voxel edge size was 4 μm, and it was 6 μm for the 30 PPI
foam sample. However, in this high-resolution configuration, the field of view of the detector was not
large enough to picture the whole sample. In such cases, the so-called “local tomography” or “region
of interest” technique is used. This is a tomography scanning method where portions of the sample
are placed in the field of view of the detector during rotation [24].

The 3D images captured by this technique contained high-resolution details of the solid phase,
including intermetallic particles, casting defects, and internal cavities of the foam struts, as shown in
Figure 1a,b. Note that gray, white, and black colors correspond to aluminum, intermetallic particles,
and void-cells, respectively. These intermetallic particles were mainly α-AlFeSi (Al8Fe2Si) and β-AlFeSi
(Al5FeSi) precipitates in the grain boundaries [25]. In order to obtain an entire image of the whole
foam sample, the local tomography procedure was repeated many times successively by displacing
the center of the sample in a plane parallel to the detector plane. The latter was parallel to the
(y, z) axes of Figure 2a, where a sketch of the setup is illustrated. Then, these high-resolution 3D
images were combined and concatenated to retrieve the whole 3D volume, but this time with a small
voxel size. The difference between big and small voxel size tomography is illustrated in Figure 2b,c.
It is very clear from this image that the higher resolution allows the local presence of intermetallic
particles to be captured. Then, aluminum, intermetallic particles, and void-cells were segmented by
standard thresholding based on gray levels distribution and were attributed gray (125), white (255),
and black (0) 8-bit values for visualization, respectively. The volume fraction of solid (intermetallic
particles and aluminum) and gaseous phases were calculated by counting the number of voxels of
each corresponding color using the Fiji software [26]. The results are given in Table 2. The amount
of porosity in the solid phase was less than 0.01 %, which is negligible. The volume fraction of
voids and intermetallic particles in the 20 PPI sample were slightly lower than those in the 30 PPI
sample. In addition, the image analysis of the tomographic data revealed that most struts presented
a close-to-triangular cross section.

The solid phase was analyzed with the local thickness plugin of the Fiji program. The plugin
estimates the local thickness by the largest sphere that fits inside the solid phase and contains its
voxels. The result of the analysis is a 3D stack of the foam structure, where the local thicknesses can be
represented with a given color map.

The average size and distribution of void-cells in three directions were evaluated by the analysis
of the gaseous phase of the 3D binary image using a 3D Watershed plugin implemented in the Fiji
program. The plugin splits the continuous gaseous phase into non-overlapping void-cells and assigns
them different gray levels. These segmented and labeled void-cells do not contain any strut or node.
The so-called “Feret” diameter of each segmented cell could be evaluated with another home-made
plugin from the minimum and maximum x, y, and z values of its voxels [27].
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(a) (b)

Figure 1. Solid phase defects of foam struts were obtained by local tomography: (a) 20 pores
per inch (PPI); (b) 30 PPI. The light white visible zones are α-AlFeSi (Al8Fe2Si)- or β-AlFeSi
(Al5FeSi)-based inclusions.

(a)

(b) (c)

Figure 2. (a) Sketch of the stitching tomography setup. Tomography of entire geometry of the 20 PPI
sample by: (b) global and (c) successive local procedure. In (c), the intermetallic particles are visible.
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Table 2. Volume fractions in percent (%) of the different phases in the foam samples.

Cell Size (PPI) Void Aluminium Intermetallic Particles

20 92.67 7.31 0.02
30 93.07 6.89 0.04

The average thicknesses of the struts, nodes, and average diameters of void-cells in x, y, and z
directions are given in Table 3. The direction in which the foam presents the highest average Feret
diameter is called longitudinal direction. The two perpendicular directions are called transverse
directions. Consequently, the longitudinal direction for the 20 PPI sample was z, and it was x for the
30 PPI sample. It can be noted, however, that the geometrical anisotropy of the foams was quite small,
which resulted in an almost isotropic mechanical behavior, as documented for example in Ref. [28] on
a similar material.

Table 3. Geometric characteristics of the studied foams.

Cell Size (PPI) 20 30

Strut thickness (mm) 0.16 ± 0.04 0.16 ± 0.04
Node thickness (mm) 0.38 ± 0.10 0.36 ± 0.04

Void-cell dimension in x (mm) 2.60 ± 0.20 2.57 ± 0.49
Void-cell dimension in y (mm) 2.84 ± 0.23 2.36 ± 0.49
Void-cell dimension in z (mm) 3.04 ± 0.55 2.47 ± 0.32

2.2. In Situ Tensile Test

In order to investigate the initiation and subsequent propagation of plastic deformation through
the foam structures, the two foam samples were glued to steel M3 screws using an epoxy glue (Araldite
2015) prior to being clamped by the steel machine grips [20]. It is noted that the size of the foam samples
should be at least eight times larger than the cell size in order to prevent edge effect on measuring
Young’s modulus and strength [29]. The samples were then loaded progressively in tension. Tensile
tests were performed using an in situ tensile testing machine with a 5 kN load cell. The force transducer
(HBM U9B 5kN, Hottinger Baldwin Messtechnik GmbH, Darmstadt, Germany) had a general precision
of ±1 N. The loading process was under displacement control at a crosshead displacement speed of
0.001 mm/s in order to ensure quasi-static test conditions and proper control of the in situ loading
procedure. In accordance with the sample cutting directions detailed above, the 20 PPI foam sample
was stretched in the longitudinal direction, while the 30 PPI sample was stretched in the transverse
direction. The loading direction corresponds to z in Table 3 for both foam samples.

The strain was measured based on the displacement of the top and bottom surfaces of the
sample in the 3D tomographic images, obtained for the different deformation steps of the tensile test.
Low resolution (20 μm cubic voxel edge size) in situ tomographic scans were performed after every
0.2 mm of crosshead displacement. The (nominal) stress was calculated by dividing the measured
force on the load cell by the initial rectangular cross-sectional area of the foam sample.

3. Model

3.1. Gurson–Tvergaard–Needleman Damage Model

The plastic behavior of the open-cell alloy foam is directly influenced by the properties of the solid
phase. The fracture behavior of the solid aluminum phase is governed by ductile damage, namely the
nucleation, growth, and coalescence of cavities. Nucleation is mainly due to microcrack initiation
(e.g., from pores or defects in the material [30]), second phase particle decohesion, or fracture in the
alloy [31]. The growth of cavities occurs by plastic yielding of the matrix surrounding the cavity.
Coalescence occurs when neighboring cavities or cracks merge together [32].
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In this study, a standard Gurson–Tvergaard–Needleman (GTN) model [33–37] is used to represent
the effect of void nucleation and growth in the simulation. The GTN model renders the effect of
porosity on the yield locus and its sensitivity to the hydrostatic component of loading. It reduces to
a standard isotropic von Mises yielding criterion in the absence of porosity. The governing equation is
defined as:

Φ
(
σeq, σy, σH , f

)
=

(
σeq

σy

)2
+ 2 f q1 cosh

(
3q2σH

2σy

)
−

(
1 + q3 f 2

)
= 0, (1)

where Φ is the yield function, q1, q2, and q3 are calibrating parameters, σeq is the von Mises equivalent
stress, σy is the yield stress, σH is the hydrostatic stress, and f is the void volume fraction (VVF) in the
matrix. In addition, starting from an initial void volume fraction f0, the total change in f , noted ḟ , is
defined as [34]:

ḟ = ḟgr + ḟnucl = (1 − f ) tr(ε̇pl) +
fN

sN
√

2π
exp

⎡⎣−1
2

(
ε

pl
eq − εN

sN

)2⎤⎦ ε̇
pl
eq, (2)

where ḟnucl is the contribution of nucleating voids; ḟgr is the void growth rate, which is based on mass
conservation and directly proportional to the hydrostatic component of plastic strain rate tensor tr(ε̇pl);
and ε

pl
eq is the equivalent plastic strain. εN and sN are the mean value and standard deviation of the

normal nucleation distribution. fN is the volume fraction of the nucleated voids. The power law work
hardening used in this study is defined as [38]:

σy

σ0
= (

σy

σ0
+

3G
σ0

εpl)N , (3)

where σ0 is the initial yield stress, N is the hardening exponent, G the elastic shear modulus and εpl is
the plastic strain. In addition, the initiation of necking in tension takes place according to a Considère
criterion when the work hardening rate converges to the current yield stress:

∂σy

∂εpl = σy. (4)

3.2. Mesh Generation

In this study, the initial 3D tomographic volumes of the foam samples were used to generate
3D image-based FE meshes. First, a surface mesh was generated from the solid phase boundaries in
the volume. Next, the surface mesh was simplified and remeshed to reduce the number of triangles
while preserving a proper description of the surface. Finally, the solid volume was filled by first-order
tetrahedra [13] (C3D4 elements in the Abaqus software), allowing for explicit non-linear simulations
including damage and fracture. The whole meshing procedure was performed using the commercial
Avizo R© software [39]. Each foam sample was meshed with four different mesh sizes in order to
investigate the mesh size sensitivity of the results, as detailed in Section 3.4. The number of tetrahedra
and nodes of the reference volume meshes are detailed in Table 4.

Table 4. Characteristics of the reference volume meshes for the two foam samples.

Cell Size (PPI) Number of Nodes Number of Elements Characteristic Element Size (microns)

20 124,267 419,846 150
30 50,611 146,660 150
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Two classes of FE models were considered in this work: (i) homogeneous (or microstructure “blind”)
models, where the local constitutive behavior corresponds to the nominal average behavior of the
aluminum alloy everywhere; and (ii) heterogeneous models, where the local constitutive behavior
depends on the local microstructure (intermetallic fraction in the present case) as informed from the
detailed initial 3D tomographic scans of the samples.

The procedure used to generate the heterogeneous FE model is described in [40] and briefly recalled
here. For each element of the 3D image-based FE mesh, a python script retrieves the voxels of the
segmented tomographic volume located in the element interior. The number of white (intermetallic)
voxels is then evaluated in order to compute the local intermetallic volume fraction f IM in the
element. As a result, the tetrahedra of the volume mesh are tagged depending on the volume fraction
of intermetallic particles regrouped into 100 equidistant classes with f IM varying from 0.0 to 1.0.
The distributions of the intermetallic volume fraction in the tetrahedra are illustrated in Figure 3 for
the 20 PPI and 30 PPI foam samples.

Figure 3. Distributions of intermetallic particles volume fraction in the finite element (FE) tetrahedra
for the 20 PPI and 30 PPI foam samples.

3.3. Identification of the Constitutive Model Parameters

The identification of constitutive model parameters is a challenging task, especially when it
comes to the local behavior of the solid (metallic) phase in macroporous structures like the present
foam samples. Several studies demonstrated that the tensile mechanical behavior of individual struts
extracted from the foam might be significantly different from the behavior of the corresponding bulk
metal [41–43], even subjected to the same hardening heat treatment. The problem becomes even
more complicated if one would like to take the local microstructure (e.g., local intermetallic fraction
here) of foam struts into account in the constitutive modeling. The present work proposes to rely
on axisymmetric FE unit cell calculation to compute the local constitutive behavior of the different
aluminum matrix composites with various intermetallic volume fractions that are available in each
tetrahedron of foam sample mesh.

The 2D axisymmetric cell model is illustrated in Figure 4a. Varying the intermetallic (green) radius
r allows to cover intermetallic volume fractions f IM from 0.0 to 0.6 in order to compute the resulting
composite behavior to be considered for the corresponding elements in the distribution of Figure 3.
A linear elastic behavior with a Young’s modulus of E = 160 GPa and a Poisson’s ratio ν = 0.33 was
considered for the intermetallic properties [20]. The power-law hardening of Equation (3) was used for
the aluminum phase, with E = 70 GPa, ν = 0.33 , an initial yield stress σ0 = 97 MPa, and a hardening
exponent N = 0.052 . This initial yield stress corresponds to the lower range of individual strut yield
stresses measured by [41] on a similar foam. The resulting tensile stress–strain curves obtained for
increasing intermetallic volume fraction f IM are illustrated in Figure 4b. They were extracted along
with the corresponding Young’s moduli (ranging from 70 GPa for pure aluminum to 115 GPa for
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f IM = 0.6 ) to define the elasto-plastic properties of the foam tetrahedra in the different classes of
Figure 3.

(a) (b)

Figure 4. (a) 2D axisymmetric model of the aluminum matrix material (red) with a given intermetallic
(green) volume fraction f IM. The right exterior line remains straight and vertical during loading, but
is free to move in the radial direction. (b) Resulting hardening behavior for increasing intermetallic
volume fraction.

Damage model parameters were also identified for each element class (each value of f IM).
Following [36], the calibrating parameters of the GTN yield function in Equation (1) were chosen
as q1 = 1.5, q2 = 1, and q3 = 2.25. In the nucleation part of Equation (2), the volume fraction of
nucleating voids was taken as fN = 0.04 [20,44]. The initial void volume fraction f0 was taken as zero,
which is consistent with the negligible initial porosity of the solid phase measured in the tomographic
volumes (Section 2.1). εN and sN were gradually decreased with the increasing value of f IM to mimic
the transition towards a brittle behavior with the increase in intermetallic fraction in the material
(Table 5). Figure 5 illustrates the resulting tensile stress–strain behaviors, including GTN damage of the
corresponding aluminum matrix materials. The increase in volume fraction of intermetallic particles
clearly results in a stiffer, stronger, but more brittle behavior. This will impact the constitutive response
of the tetrahedra with a high intermetallic fraction in the foam FE mesh.

Table 5. Parameters of the Gurson–Tvergaard–Needleman (GTN) nucleation model for increasing volume
fraction of intermetallic particles.

Intermetallic Fraction
f IM εN sN f N

0.0 0.18 0.06 0.04
0.1 0.16 0.05 0.04
0.2 0.13 0.04 0.04
0.3 0.10 0.03 0.04
0.4 0.08 0.03 0.04
0.5 0.05 0.02 0.04
0.6 0.03 0.01 0.04

3.4. Simulation Conditions

The FE approach described in the present study consists of a uniaxial monotonous tensile loading
applied to the 3D image-based FE meshes generated in the previous section. Two nodes, one on the
top surface and another on the bottom surface of the foam samples, were assigned as master nodes.
z displacement degree of freedom of each node on the top surface was constrained to be the same
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as the one of the top master node, which was assigned a positive displacement uz. Similarly, the z
displacement degree of freedom of each node on the bottom surface was constrained to be the same as
the one of the bottom master node, which was blocked. Furthermore, nodes located on two central
lines on the top and bottom faces were constrained by imposing ux = 0 to prevent the potential rotation
of the sample about the tensile axis, which is inhibited experimentally by the machine grips.

Figure 5. Tensile stress–strain curves of aluminum matrix materials including GTN damage,
for increasing fraction of intermetallic particles.

The sensitivity of the simulation results with respect to the element size is illustrated in Figure 6a,b
with the predicted apparent Young’s modulus obtained with the homogeneous non-porous models.
It converged to about 125 MPa with decreasing element size in the case of the 20 PPI foam sample and
to about 210 MPa in the case of the 30 PPI foam sample. The characteristic element size of 150 μm
was therefore chosen as the reference element size for both samples in Table 4. However, one can note
that these predicted values of Young’s moduli were overestimated with respect to the experimental
measures based on the (3D) image-based macroscopic tensile strain. Two modeling choices in the
present study might contribute to this situation: (i) The use of first-order tetrahedral elements imposed
by the complexity of the structure and the compatibility with the Explicit solver of the Abaqus FE
software. First-order tetrahedra are known to be too stiff in bending-dominated problems [38]. (ii) The
uniaxial tension boundary conditions applied in the simulations slightly differ from the effective
boundary conditions in the experiments.

(a) (b)

Figure 6. Apparent Young’s modulus convergence tests for (a) 20 PPI and (b) 30 PPI foam samples in
the case of the homogeneous non-porous models.
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4. Results and Discussion

Figures 7 and 8 respectively illustrate the progressive deformation of the 20 PPI and 30 PPI foam
samples during the in situ tensile tests. Spatially uniform straining was observed until the first fracture
happened in a strut. Both plastic stretching and plastic bending of the struts might be observed during
the tensile deformation of foam blocks. Struts approximately parallel to the loading direction were
mostly stretched, while the others were deformed first by bending and then potentially by stretching
once they were aligned with the tensile direction. It was observed here that the majority of the struts
were not parallel to the loading axis. Therefore, the deformation of the foam blocks was dominated by
bending for small levels of elongation. The deformation then shifted to a stretching-dominated mode
after significant elongation and re-alignment of the struts. It should be noted that bending-dominated
deformation tended to lower the apparent stiffness and strength of the foam samples, while stretching
dominated deformation rather tended to increase them.

Fracture in the foam blocks initiated in struts that were parallel to the loading direction and
stretched. Subsequent propagation of fracture was achieved in the neighboring struts, mostly reclined
with respect to the loading direction and exhibiting first bending and then stretching deformation
prior to collapse. Once some struts broke, the fractured area expanded to the adjacent cells.

(a) (b) (c) (d)

Figure 7. Deformation of the 20 PPI foam sample during the in situ tensile test at nominal strain:
(a) 0.000; (b) 0.019; (c) 0.040; (d) 0.064. The blue arrow indicates the loading direction.

(a) (b) (c) (d)

Figure 8. Deformation of the 30 PPI foam sample during the in situ tensile test at nominal strain:
(a) 0.000; (b) 0.031; (c) 0.085; (d) 0.142. The blue arrow indicates the loading direction.

Figure 9a illustrates the five biggest void-cells of the 20 PPI foam sample, highlighted in red.
Figure 9b shows the final step of the fractured foam sample during the in situ tensile test. The fracture
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area was located in the vicinity of the three big neighboring cells, and passed through two of them
(numbers 1 and 3, Figure 9b). In the case of the 30 PPI foam sample, the five biggest cells (Figure 10a)
were more scattered than those of the 20 PPI sample. The fracture area was located between the five
biggest cells and ended into two of them (numbers 1 and 3, Figure 10b). Furthermore, the 30 PPI
foam sample, which was elongated in the transversal direction, was contracted significantly in the x
and y directions.

(a) (b)

Figure 9. (a) The five biggest void-cells and (b) the final fractured state of the 20 PPI foam sample.
The blue arrow indicates the loading direction. Cells of interest are labeled 1 to 3.

(a) (b)

Figure 10. (a) The five biggest void-cells and (b) the final fractured state of the 30 PPI foam sample.
The blue arrow indicates the loading direction. Cells of interest are labeled 1 to 3.

In order to study the effect of intermetallic particles in the solid phase, four FE simulations were
performed for each foam sample: (i) homogeneous non-porous J2 model, (ii) heterogeneous non-porous J2
model, (iii) homogeneous porous GTN model, and (iv) heterogeneous porous GTN model. J2 models here
correspond to standard isotropic (von Mises) plasticity.

Figure 11a,b illustrate the macroscopic tensile curves obtained with the 20 PPI and 30 PPI
foam samples in the experiments and simulations. The black points correspond to experimental
measurements (note that only the first point laid in the linear elastic regime for each foam sample).
The dashed lines correspond to the simulations with isotropic non-porous plasticity (J2 plasticity).
The bold lines correspond to the simulations with the GTN damage model. The blue curves correspond
to the homogeneous simulations with an aluminum matrix without intermetallic particles included.
The red curves correspond to the heterogeneous simulations where the local presence of intermetallic
particles with a given volume fraction f IM is taken into account in the constitutive behavior of the
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elements. It is clear that taking the presence of intermetallic particles into account in the FE simulations
did not affect the calculated macroscopic stress–strain curves significantly. However, the non-porous
models did not capture the last stages of foam deformation properly, overestimating the reaction stress
in the absence of damage.

The tensile curves of Figure 11 exhibited some macroscopic hardening behavior and a peak
stress attained after a few percents of macroscopic deformation. The hardening arose from both the
geometrical rearrangement of the struts during loading and the constitutive strain hardening of the
aluminum solid phase. The 20 PPI foam sample exhibited a 55 MPa Young’s modulus and 0.70 MPa
tensile strength. The 30 PPI foam sample exhibited a 138 Pa Young’s modulus and 0.87 MPa tensile
strength, which was both stiffer and stronger than the 20 PPI sample due to the smaller size of the cells.
One can note also the higher apparent ductility of the 30 PPI foam sample, accepting a larger level of
macroscopic deformation before collapse.

(a) (b)

Figure 11. Macroscopic experimental and FE tensile curves of the (a) 20 PPI and (b) 30 PPI
foam samples.

Figure 12a,b illustrate the presence of intermetallic particles in a subregion of the 20 PPI foam
sample, before the test and after fracture of the struts. It shows that strut numbers 1 and 5 broke in
the vicinity of clusters of intermetallic particles. This was also the case of strut number 4, yet with
a smaller amount of particles. On the contrary, other regions with important clusters of intermetallic
particles did not fail, illustrating the complexity of the situation leading to fracture. Several factors
contributed and competed to trigger fracture, including the loading mode (or misalignment of the
struts with the tensile load), local geometrical stress concentration (e.g., due to local reduction in cross
section), and the presence of hard and brittle intermetallic particles.

The contour plots of void volume fraction computed in the FE simulations with the homogeneous
and the heterogeneous GTN models are illustrated in Figure 12c,d. Figure 12d with the heterogeneous
model shows, for example, a similar VVF to the homogeneous model (Figure 12c) in strut number 5 at
the place of fracture, despite the presence of a cluster of particles that was not taken into account in
the homogeneous model. Strut number 2 illustrates that similar levels of VVF could also be reached
in the absence of particles due to geometrical plastic strain localization, which was predicted in both
homogeneous and heterogeneous models. Strut number 1 illustrates that such localization of plastic
flow due to local cross section reduction can be the critical point even in the presence of particles,
in which case both models again provided comparable local VVF.

50



Materials 2018, 11, 1984

(a) (b)

(c) (d)

(e) (f)

Figure 12. (a) Distribution of intermetallic particles in the solid phase of the 20 PPI sample.
(b) Fractured struts of the foam. FE contour plots (at 6.4% strain) of VVF with the (c) homogeneous
and (d) heterogeneous GTN models. Corresponding contour plots of equivalent stress with the (e)
homogeneous and (f) heterogeneous GTN models. Struts of interest are labeled 1 to 5.

Similar comparisons can be made in terms of equivalent stress distribution in the struts in
Figure 12e,f). Stress concentration arose either from local reduction of cross section, in which case
both models provided comparable results, or with an additional contribution of the local presence of
hard particles. One can note, however, that the sole prediction of stress concentration would fail in
systematically discriminating the potential fracture zones at the microscopic level, justifying the use of
the GTN porous plasticity model in the present work.

This study illustrates that stress analysis in metal foams is not straightforward due to the
non-uniform stress distribution arising from the non-uniform geometry [45] and microstructure.
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The distribution of von Mises stress in the foam under loading depends on size, orientation, and spatial
arrangement of the cells in a complex manner [17], in addition to the local presence of hard particles.
It was however observed here that tensile loading of the foams promoted stress concentration in the
struts of the biggest void-cells. The subsequent fracture of these struts formed the fracture plane.

Other studies have also suggested that the fracture mode of ERG foam struts depends on the
type of precipitates in the Al matrix. The failure of the struts was observed to begin by realignment
and ductile transgranular fracture of struts in the fracture plane [25]. The fracture mode later shifted
to major brittle intergranular and minor ductile transgranular failure of the remaining struts due to
the presence of α-AlFeSi (Al8Fe2Si) and β-AlFeSi (Al5FeSi) precipitates in the grain boundaries. The
experimental protocol of the present study using laboratory tomography does not allow us to easily
distinguish these different types of precipitates. The use of in situ synchrotron tomography might be
an interesting perspective in this context.

As concerns modeling, current limits of the present approach might be overcome in the future by:
(i) using a modified FE simulation environment allowing to alleviate the requirement for first-order
tetrahedral elements in highly non-linear simulations with extensive damage development, (ii) using
more realistic boundary conditions (e.g., directly mapped from the 3D in situ images), (iii) better
identifying the local strut constitutive behavior. Indeed, in this study and in the recent one of
Petit et al. [20], direct measures of yield stresses and hardening behavior on single-strut micro-tensile
tests [41,43] had to be adjusted to properly reproduce the macroscopic foam response. A perspective
might consist of taking the crystallographic orientation of the grains in the struts into account for
the calculation of their plastic behavior. This could have significant consequences in this material,
since some struts are made of a limited number of grains [21], and could exhibit rather anisotropic
plastic behavior. Image-based crystal plasticity FE simulations [46] might be particularly interesting in
this context.

As a final comment, the present study shows that quantitatively taking the local intermetallic
particles into account in the prediction of the foam mechanical behavior does not really affect the
macroscopic response, but allows a rather good discrimination of the critical zones for fracture in the
structure. This confirms the qualitative conclusions and prospects of Petit et al. [20]. Nevertheless,
it also tends to indicate in this particular case that accounting for intermetallics in such a homogenized
GTN damage simulation framework is only of secondary importance for the prediction of fracture,
after the proper accounting for local geometry and loading mode of the nodes/struts. Different
conclusions were recently found in the study of Amani et al., [40] where the presence of local
heterogeneous microporosity in additively manufactured lattice structures had more significant
consequences on the prediction of fracture behavior, yet with a higher global volume fraction and
a different type of defect (process-induced cavities) as compared to the present study. Note also
that direct full-field modeling of the small intermetallics in the struts would allow a more accurate
prediction of local stress heterogeneity and fracture onset. However, such full-field simulations would
require a severe increase in computational resources and would hardly be applicable on real-size
samples. Moreover, the identification of the local constitutive behavior in the struts remains a challenge.
The micromechanical approach developed in this study is based on cell-calculation and the GTN model
to derive the constitutive behavior of local particle-rich regions of the foam. It can constitute the basis
for a wider range of applications to complement 3D image-based FE studies of macroporous materials,
which are now well established. This might include, for example, any multiscale investigation of
architectured materials where both (i) a global description of the macroscopic structure, but also (ii)
local image-based microstructural details are expected to be required to understand and predict the
macroscopic behavior of the material.
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5. Conclusions

A method was developed in this study to investigate the tensile behavior of an ERG foam
provided in two cell sizes, by taking advantage of in situ tensile tests under microtomography and
microstructure-informed FE modeling:

• The internal architecture of the solid phase of the foam was analyzed using high-resolution
local tomography, providing elaborate quantitative data of the location of internal defects
(e.g., internal microvoids and intermetallic particles inside the sample).

• The deformation and fracture mechanisms of the foam were studied in situ in tension using
lower-resolution scans.

• Image-based FE simulation of the tests was performed using a microstructure-informed porous
plasticity (Gurson–Tvergaard–Needleman, GTN) model, quantitatively taking the local presence
of brittle intermetallic particles into account (the so-called heterogeneous GTN model).

• The heterogeneous model performed well in the discrimination of potential fracture zones, but did
not perform better than the corresponding homogeneous (or microstructure “blind”) model in the
prediction of global stress–strain curves.

• The procedure can be easily utilized for the investigation of other types of architectured materials
where both the macroscopic architecture and local microstructural details are expected to
be required in order to understand and predict the material behavior.
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Abstract: In order to study the fracture behavior and structure evolution of
1,3,5-Triamino-2,4,6-Trinitrobenzene (TATB)-based polymer bonded explosive in thermal-mechanical
loading, in-situ studies were performed on X-ray computed tomography system using quasi-static
Brazilian test. The experiment temperature was set from −20 ◦C to 70 ◦C. Three-dimensional
morphology of cracks at different temperatures was obtained through digital image process.
The various fracture modes were compared by scanning electron microscopy. Fracture degree
and complexity were defined to quantitatively characterize the different types of fractures.
Fractal dimension was used to characterize the roughness of the crack surface. The displacement
field of particles in polymer bonded explosive (PBX) was used to analyze the interior structure
evolution during the process of thermal-mechanical loading. It was found that the brittleness of PBX
reduced, the fracture got more tortuous, and the crack surface got smoother as the temperature rose.
At lower temperatures, especially lower than glass transition temperature of binders, there were
slipping and shear among particles, and particles tended to displace and disperse; while at higher
temperatures, especially above the glass transition temperature of binders, there was reorganization
of particles and particles tended to merge, disperse, and reduce sizes, rather than displacing.

Keywords: in-situ X-ray computed tomography; thermal-mechanical loading; polymer bonded
explosives; mesoscale characterization; structure evolution

1. Introduction

Polymer bonded explosive (PBX) is a class of heterogeneous composite material that mainly
consists of explosive crystal particles and polymer binder matrix. PBX is widely used in weapon
systems because of its excellent performance. In the course of the service of the weapon systems,
because of various environment temperature and mechanical actions, such as compression and tension,
there could be a series of damage occurring, structure evolution, and even fracture behaviors in PBX.
These damages, structure evolution, and fractures directly affect the mechanical properties, safety
performance, and detonation performance of PBX [1,2]. Therefore, it is important to study the response
of PBX under thermo-mechanical loading.

Previous researches mainly studied the single-factor effect on PBX. When considering the
mechanical loading, the mechanical properties of PBX were widely studied [3,4]. The deformation [5],
creep [6], cohesive [7], and fracture [8] behavior of PBX under mechanical loading were investigated
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in the digital image correlation (DIC) method. The micro-mechanical evolution was investigated
through scanning electron microscopy (SEM). It was found that there was a variety of types of
damages in PBX, such as intragranular voids, crystal fractures, interfacial debonding, and deformation
twinning [9–11]. The above detection techniques could only obtain the surface morphology, however
X-ray micro-computed tomography (μCT) allows for the observation of the internal three-dimensional
(3D) structures. The internal deformation of PBX simulant in compression was analyzed in detail by
digital volume correlation (DVC) of in-situ μCT [12].

While in the terms of thermal loading effects, state and phase change of both explosives [13] and
binders [14] at a wide range of temperatures were studied. The mesoscale structure evolution of PBX
during heating was analyzed by ultra-small angle X-ray scattering (USAXS) and μCT [15]. However,
mechanical properties and structure evolution of PBX under thermal-mechanical coupling loading
still need to be investigated deeply. Because of the technical difficulties of experiments, most of the
researches on properties of PBX in thermal-mechanical loading were simulation calculations [16,17].
In respect of experiments, Willamson and others comprehensively studied temperature-time response
of an cyclotetramethylenetetranitramine (HMX)-based PBX at a wide temperature range [18]. It was
found that the failure strain of PBX is non-sensitive to temperature, so the modules of PBX at different
temperatures have a liner relation with failure stress. Other researchers studied the mechanical [19–21]
and fracture [22] behavior of PBX under different temperature and loading conditions from different
perspectives. The previous researches were mainly focus on the mechanical properties of PBX at
high temperatures, while the structure evolution of PBX at both low and high temperatures still
needs more investigation. Especially, most of the researches were about HMX-based PBX, while few
researches studied 2,4,6-triamino-1,3,5-trinitrobenzene (TATB)-based PBX. Furthermore, quantitative
characterization techniques should be built up to describe and analyze the observation result of fracture
and structure evolution in mathematical language.

In this paper, in-situ Brazilian test with an improved arc loading head was conducted on aμCT
apparatus in order to investigate the interior structure evolution of a TATB-PBX. The test was under
quasi-static loading and five different temperatures, ranged from −20 ◦C to 70 ◦C. Three-dimensional
morphology of cracks was investigated by digital image process. Fracture degree and complexity
were defined and used to quantitatively characterize the crack properties. Fractal dimension was used
to characterize the roughness of the crack surface. The test samples were also investigated by SEM,
and the results of different kinds of detection and analysis were compared. Slice images of μCT were
also analyzed by the displacement of particles, and the displacement field of the interior structure of
PBX was analyzed.

2. Materials and Methods

The experimental specimen is a kind of TATB-based PBX. The main components are TATB as
explosive and F2314 fluororubber as binder. TATB and F2314 are firstly made into molding powders,
which are particles with some TATB powder crystals that are wrapped in an F2314 binder. The mass
percentage of TATB in this PBX is higher than 90%. The specimen was made into a disk with diameter
of 10 mm, and a thickness of 3 mm. The experiment took the way of Brazilian disc quasi-static
displacement loading, the loading speed was 0.1 mm/min. As a method of indirect tension, Brazilian
disc test is widely used to study the damage behavior of brittle materials. Awaji and Sato [23] improved
the loading head in diameter disc compression to reduce the stress concentration at the head and
analyzed the stress distribution under this type of loading. Pang [24,25] and others found that when
the radius of the arc loading head is 1.35 times of the radius of the specimen, the test result is the
closest to that of the direct tensile test. In this experiment, the radius of the arc loading head was
designed in this method. Because of the small size of the specimen, and in order to ensure the stability
of the specimen, a group of fenders were used in experiment. The test loading diagram was shown in
Figure 1.
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Figure 1. The loading method diagram.

The experiment was carried out with the same scan parameters in every group of tests in order to
ensure that the scan results are consistent and comparable. The scan voltage was 60 kV, scan current
was 150 mA, exposure time was 0.4 s, and with an image merging number of 5. In this condition,
the spatial resolution of this experiment was 21.182 μm/voxel. The loading device was an in-situ
CT material testing machine, Deben Microtest CT5000-TEC (Deben UK Ltd, London, UK). In every
group of test, the specimen was firstly scanned at room temperature without any loading for structure
information of original state. Then, the test temperature, −20 ◦C, 0 ◦C, room temperature (22 ◦C),
55 ◦C (the glass transition temperature of F2314 is around 50 ◦C), or 70 ◦C was set, and we waited
for 30 min in order to make the specimen temperature stable. Then, the specimen was loaded to
fracture, and was scanned under the fracture state. Replicated tests were taken in order to ensure the
repeatability and accuracy of the experiment. The specimen was also loaded to 75% fracture extension
at different temperatures, which was obtained in the previous tests, and was scanned to get the
structure information of intermediate state of loading at different temperatures. After in-situ CT tests,
some of the specimens were also detected by SEM (CamScan Apollo300, CamScan, Cambridgeshire,
UK) for more information of more micro-scale structure to compare with the results of CT detection.

3. Results

3.1. Stress-Extension Curves at Different Temperatures

Using Deben Microtest CT5000-TEC device, an extension-force curve in the test can be obtained
and recorded automatically, and the stress can be derived by the following expression [10],

σxx =

(
1 −

(
b
R

)2
)

2P
πDt

(1)

where P is the loading force and D and t are the specimen’s diameter and the thickness, respectively, b
is the contact half-width of the anvils and R is the radius of the specimen. This b/R ratio should be
measured for the specimen in experiments. This ratio is recommended to be greater than 0.27, since
this has been found the failure is to be purely tensile [10]. In this paper, all of the b/R ratios in every
group of tests are around 0.28 to 0.30.

Through Formula (1), stress-extension curves in every test can be obtained. The curves at different
temperature were shown in Figure 2.
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Figure 2. Stress-extension curves at different temperatures, at each temperature there is a repeat group.

As we can see from Figure 2, all of the failure extensions are around 0.15 to 0.20 mm, the difference
at the same temperature tests basically equals to the difference among different temperature groups.
Therefore, the failure extension is not sensitive to the temperature, which agrees to the previous
research [18]: temperature has little effect on tensile failure strain. As the temperature decreases,
the binder hardens, the PBX modulus increases, and the failure stress increases accordingly. As the
temperature increases, the binder changes to high elastic state, the viscosity increases, the PBX modulus
decreases, and the failure stress reduces, accordingly. In low temperature conditions, such as room
temperature, 0 ◦C and −20 ◦C, the brittleness is significant, the specimen loses its carrying capability
at the fracture moment; and, at 55 ◦C, the load of specimen decreases a little after fracture; when
temperature reaches 70 ◦C, the sample does not lose carrying capability, but continue to load, and an
obvious creep occurs.

3.2. CT Images and Digital Image Process

A typical slice image from CT scan and image reconstruction is shown in Figure 3, (a) is the
slice of fractured specimen and (b) is the slice of original one. Generally speaking, the grayscale
of the image is proportional to the mass density, so different components in the specimen can be
identified. However, in this kind of PBX, the mass densities of explosives (TATB molding powder) and
binders (F2314) are very close. The density of TATB is 1.93 g/cm3 and the density of F2314 is around
2.04 g/cm3. Because of beam hardening and other system errors that are caused by CT, components
in the specimen cannot be simply identified and segmented only by grayscale histogram. In this
paper, several digital image processing methods, including morphological image processing (such as
open and close operations and so on) and various segment techniques (such as Otsu segment and so
on) were used to segment explosives (TATB molding powder), binders (F2314), and cracks, and to
process the CT slices into binary images. The algorithms and criterion of the grayscale threshold
used in segmentation are same in all of the analyses of experiments. The typical cracks at different
temperatures are shown in Figure 4a. Three-dimensional crack morphologies can be obtained through
reconstruction of binary images, shown in Figure 4b, and more analysis of these binary slices are in the
next section.
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(a) (b) 

Figure 3. (a) Left one is the computed tomography (CT) slice with cracks. Because the loading head
used in Brazilian test in this paper has fenders (as shown in Figure 1) in order to stabilize the specimen,
two dark horizontal lines can be seen in the figure; (b) Right one is the CT slice without cracks.

 
(a) 

 
(b) 

Figure 4. (a) Typical slice images of cracks at different temperatures; (b) Three-dimensional (3D) crack
morphology at different temperatures.
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As is shown in Figure 4, the cracks are straighter at lower temperatures, while they are more
tortuous at higher temperatures. This is because, at lower temperatures, the fracture has significant
brittleness; while at higher temperatures, as the binders turn into high elastic state, the viscoelasticity
of the specimen enhances, so crack paths are more along the grain boundaries, then a more tortuous
crack will occur.

3.3. Fracture Mode Comparison

The fractured specimens at different temperatures were also detected by SEM. The result of SEM
detection proves the result of fracture fractal dimension analysis. Figure 5 shows some typical images
at different temperatures, −20 ◦C, 0 ◦C, 22 ◦C, 55 ◦C, and 70 ◦C, respectively:

 
(a) 

(b) 

(c) 

Figure 5. Cont.
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(d) 

 
(e) 

Figure 5. (a) SEM images in −20 ◦C; (b) SEM images in 0 ◦C; (c) SEM images in 22 ◦C; (d) SEM images
in 55 ◦C; (e) SEM images in 70 ◦C.

The SEM images show the great difference of the fractures at different temperatures. Figure 5a is
SEM images in −20 ◦C, the rough fracture surface can be clearly seen and the main fracture mode is
the break of particles and crystals. Because of the angular broken particles and crystals, the fracture
surface is rougher, resulting in a larger fracture fractal dimension. Figure 5b is SEM images in 0 ◦C, a
large amount of fractured particles drop out. Figure 5c is SEM images in 22 ◦C. These are images of the
fracture surface, which can be seen directly that it is rough. Meanwhile, not only broken particles and
crystals can be seen, but there are also some broken binders around the fracture surface. Figure 5d is
SEM images in 55 ◦C. The binders bridging the gap of particles in cracks can be seen clearly, as shown
in the left image. Some large single particles drop out, a smooth surface that is covered with binders
can be seen clearly, which implies a smaller fracture fractal dimension. Because the glass transition
temperature of the binder is around 50 ◦C, in and above this temperature the fracture mode is mainly
transgranular and debonding. Figure 5e is SEM images in 70 ◦C. There are lots of binders bridging the
cracks along the crack path. The main fracture mode can be clearly and directly seen through SEM
images, which agrees with the previous researches and the result of fracture fractal dimension, which
will be discussed in the next section.

4. Discussion

4.1. Degree, Complexity, and Fractal Dimension of Fracture

In order to characterize the fracture morphology characteristics and to link them with mechanical
behaviors, quantitative digital characterization techniques are required. In this paper, a characterizing
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method was defined and used to analyze the experiment results, including fracture degree and
complexity, and fractal dimension of the cracks. Through this method, different types of fracture
morphology can be distinguished quantitatively, and the results were also proved by SEM detection.

Fracture degree D is defined as the percentage of the volume of the cracks (i.e., the void volume)
in the specimen; while the fracture complexity C is defined as the ratio of the fracture surface area to
the fracture volume. In order to non-dimensionalize this fracture complexity, the fracture surface area
should be multiplied with a voxel width. As shown in Formulas (2) and (3),

D =
Vf racture

Vspecimen
(2)

C =
S f racture · Wvoxel

Vf racture
(3)

where Vf racture is the volume of fractures, Vspecimen is the volume of specimen, S f racture is the area of
fracture surface, and Wvoxel is the voxel width.

Fracture degree is used to characterize the level of the fractures. A larger fracture degree describes
a more serious fracture; while, the fracture complexity is used to characterize the tortuosity character
of the fractures. A larger fracture complexity describes a more tortuous fracture. In porous media,
tortuosity is commonly used to describe diffusion [26], which is defined as the arc-chord ratio: the
ratio of the length of the curve to the distance between the ends of it. However, the real fractures
are in three-dimensional, the whole volume and surface area of the fractures should be considered.
Therefore, the fracture complexity is defined in this way.

The fracture degree and complexity of cracks at different temperatures are shown in Figure 6.
The fracture degree shows a slight fluctuation around 1% at different temperatures, while the fracture
complexity shows an increasing trend with the rise of temperature. Because, when temperature rises,
the brittleness of the specimen will be weakened, while the viscosity will be enhanced. Therefore,
the cracks at lower temperature will be more straight, while at higher temperature, it will be more
tortuous, which can be also seen from the 3D crack morphology image directly (shown in Figure 4).

Figure 6. Fracture degree and complexity at different temperatures.

Fractal dimension of fracture is used to describe the roughness of the crack surface.
Fractal geometry was firstly formed and defined in order to describe fractal features in 1983 [27].
Fractal feature is a self similarity of geometric characteristics, which means that the object always has a
self-similar structure at a smaller scale. Obviously, if the fracture has a fractal feature, then the crack
surface is not smooth in a micro-scale. Therefore the fractal dimension of fracture is commonly used to
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describe the roughness of the crack surface [28]. Previous research in brittle materials found that the
fractal dimension of fracture is related to fracture toughness [29–33]. This can be explained as that a
larger fracture fractal dimension implies a larger ratio of transgranular or trans-particle fracture, while
a smaller fractal dimension implies a larger ratio of intergranular or inter-particle fracture.

In this paper, a box-counting method was used to calculate the fractal dimension of cracks at
different temperatures. The box-counting dimension is defined, as following:

d = lim
ε→0

(
log N(ε)

log(1/ε)

)
(4)

where d is the fractal dimension, ε is the chosen scale, N(ε) is the volume of the crack under the scale ε.
The algorithm based on box-counting dimension goes as following:

A. choose a series of different sizes of cubes, {εi};
B. use these cubes to fill the cracks, count the amount of cubes used, {N(εi)}; and,
C. fit {log(N(εi))} and {log(1/εi)}.

If there is a strong linear correlation, then the fractal characteristic is typical and obvious, and the
slope is the fractal dimension of the fracture. In this paper, all of the R2 in fractal dimension fit is above
0.99, with the p-value being far smaller than 0.01, which means that the cracks have a typical and
obvious fractal characteristic. The fracture fractal dimensions at different temperatures are shown in
Figure 7.

Figure 7. The relation of fracture fractal dimension and temperature.

The fracture fractal dimension showed a decreasing trend with the rise of temperature, which
is rational because at a lower temperature, especially lower than the glass transition temperature of
the binder, the brittleness of binder is enhanced, so more transgranular and trans-particle fracture
will occur; while at a higher temperature, especially higher than the glass transition temperature of
the binder, the viscosity of the binder is enhanced so more intergranular and inter-particle fracture
will occur. This result agrees with the previous research on TATB-PBX by atomic force microscopy
(AFM) [34]. This phenomenon can also be seen directly through SEM images, which was discussed in
the previous section.

4.2. Interior Displacement Field of PBX

Through calculating the morphological connectivity of the binary images that were obtained
from CT slices, the “center of pixel mass” of each particle can be obtained by using the coordinate
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distribution of the particles’ pixels, which is the position coordinate of the center of the particle,
as shown below.

(x, y)particle =
particle(xi, yi)particledSi

Sparticle
(5)

In the Formula (5), (x, y)particle is the position coordinate of the particle; (xi, yi)particle is the ith
pixel’s coordinate in the particle; dSi is the area of the ith pixel, which equals 1 here; and, Sparticle is the
area of the whole particle, which equals the amount of the pixels that are included in the particle.

Because of the little loading displacement and the advantage of in-situ experiment, the thickness
and the position of the specimen barely changed after loading. As a result, the particular middle slice
can be accurately identified and located, and the particles barely moved in the thickness position of the
specimen. When comparing the particle distribution morphology before and after loading, the interior
displacement field of PBX at different temperatures can be obtained, as shown in Figure 8. The red
ones and red circle markers show the original positions of particles, while the blue ones and blue star
markers show the positions of particles after loading.

Through the above analysis, it can be concluded that: 1. at −20 ◦C to room temperature, which
are all under the glass transition temperature of the binders, there are slipping and shear among the
particles. Dispersion of particles can also be seen, which is proved as particle break by SEM detection;
2. at 0 ◦C, it can be observed that left half of particles move top-left, while right half of particles
move top-right, which is exactly same as the test loading method, the top loading head is stable
while the bottom loading head move upwards. This implies that the micro-structure evolution is the
same as the macro-mechanical behavior; 3. at room temperature, shear along the loading direction is
observed, which is because the limitation and the slight unbalance of the loading heads; 4. particles
in the middle part of the specimen tend to disperse, which agrees with the fracture behavior under
Brazilian test loading method; 5. when the temperature is up to 55 ◦C, which is above the glass
transition temperature of binders, the binders begin to transform from glass state to high elastic state,
so the binders soften. Therefore, the binder’s module reduces while the viscosity enhances, and it has
better liquidity. So, the displacement of most particles is smaller, while the particles tend to disperse
rather than displacing. The volume of binders tends to expending, accordingly, it can be seen that the
particle size tends to reduce; 6. when temperature is higher and up to 70 ◦C, the binders are totally on
high elastic state, the viscosity and the liquidity are more significant, resulting in a greater tendency
of binder expending and particle reorganization. Particles tend to reshape rather than displacing,
and there is complex structure evolution inside the specimen; and, 7. when comparing with the SEM
images, it can be concluded that at lower temperatures, the dispersion of particles is mainly the break
of particles, while at higher temperatures, is mainly debondings and break of binders.
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Figure 8. Displacement field of particles at (a) −20 ◦C; (b) 0 ◦C; (c) 22 ◦C; (d) 55 ◦C; and (e) 70 ◦C,
respectively. The red ones and red circle markers show the original positions of particles, while the
blue ones and blue star markers show the positions of particles after loading.

5. Conclusions

A series of Brazilian tests of TATB-PBX at different temperatures were conducted, while the
evolution of micro-structure inside the specimens was obtained through in-situ μCT observation.
Through the digital imaging process, CT slice images were analyzed. Fracture degree and complexity
were defined and were used to quantitatively describe the fracture characteristics at different
temperatures. The fractal characteristic of cracks was also analyzed by using box-counting method.
The interior displacement fields of particles were also studied and all of the above results were also
proved by SEM detection.

The 3D crack morphology was obtained, and it could be seen clearly and directly at lower
temperatures that the cracks were straighter while at higher temperatures, especially above the glass
transition temperature of binders, the cracks were more tortuous. The fracture degree was used to
characterize the level of the fractures; while the fracture complexity was used to characterize the
tortuosity character of the fractures. It could be seen that the fracture complexity tended to increase
as the temperature rose, which implied a more tortuous crack. The fractal dimension of cracks
showed a great minus linear relation with the temperature, which meant that as the temperature
rose, the fracture fractal dimension decreased and the fracture surface was smoother. The interior
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displacement fields of particles showed the micro-structure evolution inside the specimens, which
agreed with the macro-mechanical behavior at different temperatures. In SEM images, the typical
morphology of fractures at different temperatures was obtained and proved the above conclusions.
It was found that at lower temperatures, especially lower than the glass transition temperature of
binders, there was slipping and shear among particles, and particles tended to displace and disperse;
while at higher temperatures, especially above the glass transition temperature of binders, there
was reorganization of particles and particles tended to merge, disperse, and reduce sizes, rather
than displacing.
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Abstract: Bone is a complex material comprising high stiffness, but brittle, crystalline bio-apatite
combined with compliant, but tough, collagen fibres. It can accommodate significant deformation,
and the bone microstructure inhibits crack propagation such that micro-cracks can be quickly repaired.
Catastrophic failure (bone fracture) is a major cause of morbidity, particularly in aging populations,
either through a succession of small fractures or because a traumatic event is sufficiently large to
overcome the individual crack blunting/shielding mechanisms. Indentation methods provide a
convenient way of characterising the mechanical properties of bone. It is important to be able to
visualise the interactions between the bone microstructure and the damage events in three dimensions
(3D) to better understand the nature of the damage processes that occur in bone and the relevance of
indentation tests in evaluating bone resilience and strength. For the first time, time-lapse laboratory
X-ray computed tomography (CT) has been used to establish a time-evolving picture of bone
deformation/plasticity and cracking. The sites of both crack initiation and termination as well
as the interconnectivity of cracks and pores have been visualised and identified in 2D and 3D.

Keywords: aging; in situ; crack initiation and propagation; damage modes; osteoporosis; osteogenesis
imperfecta; porosity; bone matrix quality

1. Introduction

Bone is one of the major innovations of vertebrates, allowing a rigid endoskeleton that can both
grow to a genetically controlled shape and size and also remodel dynamically in response to load.
Structurally it is a composite material consisting of high stiffness, but brittle, crystalline bio-apatite
combined with compliant, but tough, collagen fibres [1]. Physiologically, it accommodates growth,
remodelling, repair, metabolism and sensation. The material components are arranged in a highly
organised fashion with repeated and nested functional units. The structure of bone has evolved
to provide the necessary rigid framework for effective locomotion as well as the protection of vital
organs [2]. Typical limb bones have an overall shape reflecting the joints and muscle attachment points
with an internal structure consisting of spongy trabecular bone at the epiphyses and metaphysis and
forming a rigid, hollow tube of cortical bone in the shaft. Within the cortical bone lies an organised
microstructure of laminated bone forming multi-layer, multi-scale tubes which allow the physiological
functions of bone to occur alongside its biomechanical role. However, this microstructure varies
between individual bones, evolves with age, and differs between different vertebrate species [3].
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Bone is highly mass optimised, with peak strains due to normal activity that are approximately half the
yield strain, providing a safety factor of about two according to strain gauge studies [4]. Unfortunately,
bone fractures in humans are all too common, particularly in aging populations where falls are more
frequent and bone quality is lower. Conditions that reduce bone loading, such as bed rest, spaceflight,
and a reduction in physical activity associated with growing old, lead to a weakening of the bone due
to remodelling that results in an increased risk of traumatic injury [5].

Indentation techniques have become some of the most widely used methods to characterise
the fracture behaviour of bone tissue over the last decade [6–8]. These techniques allow for the
determination of mechanical properties such as hardness and elastic modulus via the acquired
load-displacement curves [9]. Since indentation testing can be applied at different length scales
to evaluate the mechanical resistance of bone to plastic deformation [8], it has a great potential for
investigating and assessing bone quality, plasticity and fracture properties [10,11]. Bone fails due to
cracks that propagate through the crystalline matrix. However, the microstructure of bone is such that
crack propagation is often stopped at an early stage, and these micro-cracks can be quickly repaired by
the body’s internal repair processes [12]. It is only in situations where cracks can propagate through
most of the shaft, either because of a succession of small injuries without sufficient time for repair
(so-called fatigue fractures [13]), or because the traumatic event is sufficiently large to overcome
the individual crack blunting mechanisms, that these cracks lead to catastrophic fracture [14,15].
Thus, a detailed understanding of crack propagation within bone is essential to better understand the
process of bone fracture, and the risk factors associated with developmental processes, disease and
activity. As such this area of biology has been intensely studied over the last few decades. The advent
of high-resolution CT has allowed cracks and microcracks to be accurately visualised and quantified
(e.g., [16,17]), however previous work in this area has concentrated on visualising cracks after they have
formed. There has been very limited work on time-lapse imaging of loaded bone [18] to measure and
track crack growth directly. As a result, considerably more work is merited, particularly with regard
to indentation methods that could potentially allow in vivo assessment of bone quality. Dynamic
visualisation of a crack whilst it is forming requires both high resolution to allow the crack tip to
be adequately imaged, and also fast acquisition rates to allow multiple scans to be taken over many
loading increments, whilst minimising time-dependent creep. It also requires specialised loading
equipment to apply the load or strain without unduly obstructing the X-rays within the scanner.
On the one hand, recent advances in laboratory-based micro CT imaging mean that, from a spatial
resolution viewpoint, a synchrotron is no longer necessary for much of the imaging. On the other hand,
for time-lapse experiments, synchrotrons significantly outperform laboratory-based systems in terms
of acquisition rate and signal to noise [19–21]. Nevertheless, limited access to synchrotron beamtime
means that if X-ray imaging is to become a useful research tool in the study of bone mechanics as a
function of aging, diet, osteoporosis or repair, then it is important to consider laboratory-based X-ray
CT methods.

The purpose of this study is to examine what can be achieved using state-of-the-art X-ray CT
systems and customised indentation rigs in terms of visualising and tracking bone plastic deformation
and crack propagation under indentation loading. This study questions whether laboratory-based
systems are adequate for applications such as non-linear bone fracture modelling, bone property
measurement, and the experimental identification of bone plasticity and toughening mechanisms.

2. Materials and Methods

A dried, de-fleshed mouse femur was chosen for this study (supplementary document S1): it is
a suitable size to fit within the available chambers; the current rig is not humidity controlled so a
wet specimen would not be suitable, and the mouse is a commonly used species for studying bone
physiology and pathology [22]. The specimen was mounted on a magnetic plate using wax to ensure
the head of the femur was positioned vertically for indentation of the fine trabecular region (Figure 1).
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Figure 1. (a) Bone mounted on a steel plate with the femoral head pointing vertically for indentation,
(b) Specimen mounted within the Hysitron in-situ nanomechanical testing rig.

Indentation was performed using a specially designed Hysitron in-situ nanomechanical testing
rig (Bruker Hysitron IntraSpect 360 indentation rig) developed in association with the Henry Moseley
X-ray Imaging Facility. It was mounted in a Zeiss Xradia 520 Versa X-ray microscope system (Figure 2)
to allow imaging while the indentation was taking place. The Hysitron rig uses a piezoelectric load cell
design with capacitive depth sensing. It can provide a maximum force of 10 N and maximum
displacement of 80 μm and will run in load- or displacement-controlled testing modes using a
Performech digital controller. This allows it to capture transient events, such as fracture initiation,
whilst using a wide variety of probe materials and geometries. The indentation was performed using a
three-sided pyramidal (Berkovich) indenter under load-controlled indentation mode. The Zeiss Xradia
520 Versa was operated at 110 kV and 91 mA with a specimen-to-source distance of 94 mm and a
specimen-to-detector distance of 43.4 mm for optimum imaging geometry to optimise the resolution of
the images obtained by minimising both pixel size and focal spot blurring [23]. The whole indentation
area could be viewed at 9.77× magnification corresponding to a voxel size of 0.95 μm under these
settings. Each projection was collected over 120 s to minimise image noise in the projections and
maximise spatial resolution, resulting in a 2D spatial resolution in the 2–3 μm range which was
validated using a JIMA spatial resolution chart. The specimen was rotated over a 360◦ rotation range,
collecting 1601 projections and giving an overall scan time of 52 h.

Figure 2. (a) The Hysitron indentation rig mounted within the Zeiss-Xradia VersaXRM-520 system
during initial specimen alignment, (b) Magnified image showing the indentation tip position.

After image acquisition, the data sets were uploaded into the Zeiss Xradia XMReconstructor
software for reconstruction of the 3D virtual slices using a filtered back projection algorithm.
The reconstructed data was then analysed using the Avizo 9.2 (Thermo Fisher Scientific, Waltham,
MA, USA) visualisation software to segment and image the virtual slices and 3D volume renderings.
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After the indentation experiment, the residual imprint location on the femoral head was investigated
using an FEI Magellan scanning electron microscope (SEM), and secondary electron (SE) images of the
indentation site were collected at 1 kV with a tilt angle of 45◦.

3. Results and Discussions

The indentation sequence is illustrated in Figure 3a with the load and displacement curves
recorded shown in Figure 4. The load was linearly incremented from 0 to a maximum of 2.5 N, since at
this point the displacement sensor limit was reached and the sensor saturated, leading to a significant
drop in load and a slight increase in displacement during the hold segment (Figure 4).

Figure 3. (a) Radiographs showing the indentation sequence using a Berkovich indenter geometry,
(b) Virtual slice and 3D reconstruction of the head of the mouse femur.

The load-displacement curve of the full indentation and the corresponding contact stiffness
(dP/dh) during loading are illustrated in Figure 5. The fracture of the bone can be identified in the
load-displacement curve through pop-in events in the loading segment, which translate to significant
drops in contact stiffness accompanying local fractures (Figure 5). The residual imprint does not have
the usual shape for a Berkovich indentation and seems to be slightly elongated (Figure 6). This could
indicate the movement of the tip during the indentation. In addition to the sensor saturation effects,
this could be one of the reasons for the drop in load and displacement drift during the test holding
segment (Figure 4).
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Figure 4. The load and displacement curves recorded as a function of time.

Figure 5. The load-displacement curve of the full indentation and variation of the contact stiffness
during the loading segment. The load drop during the hold stage is evident.

Due to the heterogeneous microstructure of bone [24], as illustrated in Figure 3b, the selection of
the indentation site is essential [25] in determining the mechanical response and the inferred properties
such as hardness and elastic modulus [26,27]. One other factor that needs to be considered in terms
of indentation testing is the size of the indenter [28]. The inferred mechanical properties of the bone
are likely to depend on the indent size due to the scale of the microstructural features such as pores
and cracks within the bone structure sampled during the indentation process [29]. In the present
study, the indent size is not a critical concern since the main focus of the study is to generate and
visualise sub-surface crack networks to understand the crack propagation and fracturing behaviour of
bone rather than to examine the mechanical properties (e.g., hardness and modulus) by implementing
indentation under X-ray CT.

Figure 7 shows a 3D image of the indentation site and also the geometry of the contact area formed
during the indentation. This indicates a material pile-up behaviour [30]. It has been reported that
pile-up of material on the indentation site may occur when using a sharp Berkovich indenter [9,31,32].
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However, the amount of pile-up is limited, as seen in Figure 7, since bone has a relatively low effective
modulus-to-yield stress ratio in compression [32]. Although the plastically deformed indentation site
and limited pile-up can be seen through the volumetric rendering of the indentation site given in
Figure 7, it is not possible to identify the sub-surface damage mechanisms such as splitting, cracking
and plastic deformations induced by the indentation. Therefore, individual virtual cross-sectional slices
(orthoslices) at different distances have been used to identify these damage modes and to understand
the fracture mechanics of bone. This is challenging due to the complex and hierarchical structure of
bone [33]. Figure 8 shows the individually rendered cross sections at large distances away from the
indentation site and near the indentation site. Small dimensional changes through the movement of
small pores in the bone microstructure are visible at a distance of 214 μm from the indentation site
(slice 60) while no visible changes can be observed at a distance of 250 μm (slice 40).

Figure 6. Secondary electron SEM image of the indentation residual imprint location on the femoral
head and higher-magnification of the indentation (inset) at 1 kV with a tilt angle of 45◦.

Figure 7. Volumetric rendering of the indentation site and geometry of the contact area after removal
of the indenter.
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Figure 8 shows various damage mechanisms including visible plastic strain and crack initiation
and propagation through the virtual cross-sectional slices near the indentation site (slices 117 and
125). Fine cracks and the displacement of pores can be identified at a distance of 113 μm (slice 117)
while crack formation and growth at an angle of approximately 45◦ to the indentation direction can be
observed nearer to the indentation site (slice 125). Crack bridging is one of the major mechanisms that
inhibits crack extension in bone tissue [34] and can occur when a crack grows from the indent [27].
Here the cracks along the direction 45◦ to the indentation direction show some slight evidence of
crack bridging (Figure 8 slice 125) which may lead to a decrease in the driving force at the crack tip
through the interaction between the cracks and the microstructural features [35]. Some interactions
between the propagating cracks and the pre-existing pores and micro-cracks are also visible in slices
117 and 125. Although it is clear that the pore networks in the bone structure affect the mechanical
behaviour of bone [36], it is currently unknown how important these pores are in preventing crack
propagation and increasing the fracture resistance by contributing to toughening mechanisms such as
microcracking, crack bridging, and crack deflection [10,15,16,35]. Haversian canals have an important
role in the crack propagation behaviour of human cortical bone (specifically crack deflection) [15],
however, they have been reported as ‘not found’ in mouse bone, and in any case not in trabecular
bone [7]. Thus, the interconnectivity of pores and cracks may have a relatively strong effect on the
fracturing of mouse bone compared to human bone. In order to better understand the effects of the
pre-existing pore networks on the crack propagation, the interaction of cracks with pores and fine
trabecular structure is visualised and discussed in detail through 2D and 3D visualisations in the
following sections.

The propagation of micro-cracks local to the indentation site and the interaction between the
growing cracks and the pores found in the trabecular bone can be seen in Figures 8 and 9. It is evident
that there is no significant orientation of the pore structure, and the sizes of pores range between
5 and 30 μm. The micro-crack formation might be dependent on these pre-existing pore networks
illustrated in both Figures 8 and 9. On the one hand, pores may detrimentally affect the mechanical
properties of bone due to the decrease in the total load bearing area [37] as well as acting as stress
concentration sites. On the other hand, the internal pore structure may have a positive effect on
suppressing crack propagation during indentation. Thus, it is important to understand the effects of
crack-pore interactions on the toughening mechanisms of bone structure. Unfortunately, the existing
literature is limited regarding the analysis of the interaction of cracks with the existing pore networks
in the bone microstructure, and no work has been conducted on how cracks develop and interact with
the microstructural features of bone over time during indentation loading.

In Figure 9, we can see how a crack interacts with an existing pore within the bone structure,
and the growth of the crack appears to be terminated at this point. However, the 2D view of cracks
and their interactions with the pores illustrated in these figures can be highly misleading. In fact,
the cracks themselves have complex 3D shapes that propagate through the bone, and the level of detail
is therefore clearly necessary if this approach is to be used to validate non-linear crack growth models
and their complex interactions with the pore networks in the bone structure. Figure 10 illustrates the
individually rendered slice at a distance of 135 μm from the opposite side of the indenter tip and the
3D rendering of the crack structure illustrating the interaction between the growing crack and the
pores found within the trabecular bone. The 2D visualisation suggests that the pore structure has
completely stopped the crack from propagating, but the 3D view showing a significant flexural crack
and its interaction with an existing pore implies that the real story is much more complex (Figure 10).
To the best of our knowledge, this is the first time that indentation of bone has been visualised in
high resolution to analyse the initiation and propagation of cracks and their interactions with the
microstructural features of bone, specifically with pre-existing pore networks.
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Figure 8. Individual virtual slices before (left) and after (right) indentation at distances of 250 μm,
214 μm, 113 μm and 99 μm from the indenter tip (see also animated sequences in supplementary
video online).
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Figure 9. Individual slice images before and after indentation showing plastic deformation, collapse
and cracking as a result of the indenter at a distance of 66 μm from the indenter tip (see also animated
sequences in supplementary video online).

Figure 10. 2D and 3D visualisations of a larger flexural crack from the opposite side of the indenter tip
showing how the 2D image can be misleading in terms of crack complexity and propagation.

Figure 11 shows the damage at the centre of the indentation site. Some evidence of plastic
deformation beneath the surface is visible which could provide resistance to crack propagation by
blunting the crack tip through the formation of plastically deformed zones [7]. However, this intrinsic
toughening mechanism seems to be very limited, preventing the formation of large shear cracks just
beneath the vicinity of the indent corner (Figure 11c). The rotation of the indentation site around the
pivot point (rotation point) is identified through the angular movement of the indented microstructure
as highlighted in Figure 11b,c. It can be inferred that the bending moment induced by this identified
rotation may be the underlying reason for the severe plastic deformation and shear crack propagation
at the centre of the indentation site. A limited pile-up of material can be seen at the right edges of
the impression, proving that plastic deformation occurred during indentation while displacement of
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materials is visible at the left edge due to the generated high strain at the surface of the indentation
zone (Figure 11).

Previously indentation studies have yielded only information on the surface crack geometries,
while sub-surface crack behaviour has only been predicted, or investigated through cross-sectional
scanning electron microscope (SEM) images [27]. Here we have successfully visualised and linked
different surface and sub-surface damage mechanisms in the bone structure, such as localized plastic
deformation, pile-up of materials and propagation of different crack types by fracturing the head of a
mouse femur using load-controlled indentation testing within the X-ray CT scanner. Since mouse bone
has been widely used as a model for human bone diseases [7,24] this approach provides a novel way
of exploring the bone quality and the fracture mechanics of bone as a function of aging and/or bone
disease. While we are currently limited to using dried bone, future work will include the incorporation
of a humidity controlled chamber so that freshly prepared bone can be used, allowing its well known
differences in material properties to be assessed [38].

Figure 11. (a) Volumetric rendering of the indentation site, (b) Orthoslice from the other orientation
showing the pivot point, (c) Individual slice images showing the damage immediately below the
indentation tip (see also animated sequences in supplementary video online).

4. Conclusions

The present paper demonstrates the use of an indentation rig within an X-ray CT scanner to
visualise and characterise the cracking of bone material at an unprecedented level of detail for the first
time. This has revealed a range of surface and sub-surface damage mechanisms in the bone structure,
such as localised plastic deformation and the propagation of different types of cracking. The results
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show that indentation coupled with X-ray CT has the potential to quantify the bone fracture mechanics
associated with aging and disease process, such as osteoporosis and osteogenesis imperfecta.

The interactions of cracks with the existing pore networks and micro-cracks have been visualised
in high resolution in 2D and 3D to understand the fracturing process of the bone structure. Further
research is recommended on the 3D visualisation of these interactions to understand the fracture
mechanics of bone. Time-lapse 3D imaging is a promising tool to better understand in-vivo indentation
of bone to evaluate bone quality, the effects of normal development, and the impacts of disease
processes and potential treatments.

The results illustrate that the 3D propagation of cracks and other deformation effects within the
bone under the indentation load can be visualised with a resolution of ~2 μm by laboratory-based
X-ray CT. This is sufficient to observe early crack formation while enabling us to see the microstructural
features that might help prevent crack propagation. However, the current acquisition rate means that
each scan took 52 h to acquire. This limited the number of frames that could be acquired in a time-lapse
sequence. Furthermore, it introduces the risk of creep and relaxation affecting the interpretation of the
results. Therefore, in-situ indentation tests under synchrotron X-ray CT imaging would be desirable
to observe in-situ crack development as the indenter is progressively loaded. This would also allow
the use of CT data to better understand the strain-strain features that occur during indentation in
terms of the plastic hinging and crack propagation sub-surface. Such an approach will enable better
interpretation and of indentation curves in terms of the effects of aging or disease. Nevertheless lab.
X-ray CT is demonstrated to be a useful tool for characterising and quantifying sub-surface indentation
damage for bone indentation testing.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/11/12/2533/s1,
Video S1: Animated sequences showing indentation damage in bone, Document S1: Materials and methods.
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Abstract: The present study focuses on three-dimensional (3D) microstructure analysis of dry natural
snow during compaction. An X-ray computed microtomography (micro-CT) system was used to
record a total of 1601 projections of a snow volume. Experiments were performed in-situ at four load
states as 0 MPa, 0.3 MPa, 0.6 MPa and 0.8 MPa, to investigate the effect of compaction on structural
features of snow grains. The micro-CT system produces high resolution images (4.3 μm voxel) in 6 h
of scanning time. The micro-CT images of the investigated snow volume illustrate that grain shapes
are mostly dominated by needles, capped columns and dendrites. It was found that a significant
number of grains appeared to have a deep hollow core irrespective of the grain shape. Digital volume
correlation (DVC) was applied to investigate displacement and strain fields in the snow volume
due to the compaction. Results from the DVC analysis show that grains close to the moving punch
experience most of the displacement. The reconstructed snow volume is segmented into several
cylinders via horizontal cross-sectioning, to evaluate the vertical heterogeneity of porosity distribution
of the snow volume. It was observed that the porosity (for the whole volume) in principle decreases as
the level of compaction increases. A distinct vertical heterogeneity is observed in porosity distribution
in response to compaction. The observations from this initial study may be useful to understand the
snow microstructure under applied stress.

Keywords: tomography; micro-CT; snow grains; digital volume correlation; snow microstructure;
snow properties

1. Introduction

The three-dimensional (3D) arrangement of ice crystals and pores, i.e., the microstructure of
snow, changes with time due to exchanges of matter between the ice crystals. Although the link
between the snow microstructure and its physical properties has been addressed for a long time [1,2],
it is still difficult to characterize the snow microstructure and its evolution over time. Two common
approaches used to characterize the 3D microstructure of snow are serial sectioning [3,4] and X-ray
computed microtomography (micro-CT) imaging [5,6]. The micro-CT is a technique for non-destructive
3D imaging of internal microstructures [7]. Based on the acquired 3D data it is possible to make
a quantitative analysis of internal features such as porosity, cracks, grains, fibres etc., as well as material
deformation and strain [8]. In addition, the micro-CT enables the evolution of a material microstructure
to be studied in both temporal and spatial domain.

The micro-CT method has been used by many researchers for more than ten years to visualize
the snow microstructure. However, the 3D quantitative analysis of displacement of snow grains
during compaction is limited. Schleef and Löwe [9] addressed the influence of external mechanical
stress on isothermal densification and specific surface area (SSA) of snow, using the micro-CT
measurements. They reported that evolution of the snow SSA is independent of the snow density,

Materials 2019, 12, 850; doi:10.3390/ma12060850 www.mdpi.com/journal/materials85



Materials 2019, 12, 850

while snow densification increases with increasing external stress. Kaempfer and Schneebeli [10]
investigated the isothermal metamorphism of fresh snow at different temperatures for nearly one year.
They deduced snow microstructural parameters from the tomographic images, which describe the
structural information related to grain boundaries. Pinzer et al. [11] performed time-lapse micro-CT
experiments on snow metamorphism under a static temperature gradient. They observed the structural
evolution and mass transfer within snow through ice grains. Ebner et al. [12] further observed the
snow metamorphism exposed to an advective airflow and reported that saturated airflow has no
influence over grains coarsening rate. Wang and Baker [13] investigated the snow microstructure
evolution under compression tests, based on the X-ray micro-CT imaging. They also performed
analysis of SSA, structure model index and structure thickness. One of their findings from interrupted
compression tests was that the SSA of snow decreased more rapidly than the determined values of SSA.
Kerbrat et al. [14] and Hagenmuller et al. [15] proposed image processing techniques to determine
snow properties such as density and SSA based on the micro-CT measurements. They emphasized that
the retrieval method of these snow properties is sensitive to the voxel size (10 μm for their experiments),
especially for fresh snow. Wiese and Schneebeli [8] performed the micro-CT measurements of snow
microstructure under the influence of settlement at constant temperature gradient. Their observations
show an increase in density, strain and viscosity over time due to settlement induced via external
loading. All these investigations have larger focus on microstructural parameters, and smaller focus
on structural changes in a snowpack at granular level due to compaction. Further, Schleef et al. [16]
observed the impact of various levels of compression on the microstructure of snow, which is similar
to the presented study. The major focus of their study was on the dependence of density and SSA
to the applied stress using a microcompression device. However the presented study focuses on the
characteristics of individual ice crystals under external loading. A high quality tomographic data with
spatial resolution of 4.3 μm was carried out in this study to observe the microstructural features of
snow grains with respect to applied stress.

The purpose of this initial study is to analyze the 3D images of snow grains during compression
tests induced via in-situ uniaxial load. The presented analysis of the micro-CT measurements focuses on
displacement and strain fields based on digital volume correlation (DVC) [17] and porosity distribution
of the investigated snow volume. Microstructural parameters such as density and SSA have been
calculated for various load stages from the tomography data. The investigated snow volume is
prepared from a freshly fallen low density snow that was collected right after precipitation. Section 2
focuses on experimental arrangement and measurement procedure. Section 3 describes the applied
techniques, which are DVC and porosity analysis. Section 4 details the observations of the study
and discussions of the observed results are given in Section 5. A summary including conclusions are
presented in Section 6.

2. Experimental Procedure

2.1. Micro-CT System with In-Situ Load Module

Snow sampling and scanning were performed at the micro-CT lab, Luleå University of Technology,
Sweden. The 3D images of snow microstructure were obtained using a ZEISS Xradia 510 Versa (Carl
Zeiss X-ray Microscopy, Pleasanton, CA, USA). The Xradia 510 Versa can achieve 0.7 μm of true
spatial resolution with minimum achievable voxel size of 0.07 μm. The components of the micro-CT
system are a sealed microfocus X-ray tube, 4-axis sample stage, a photo detector and a load stage, see
Figure 1a. The system is equipped with a Deben CT5000TEC temperature (Deben UK Limited, Bury
Saint Edmunds, UK) controlled load stage with a 500 N load cell. The Xradia 510 Versa can be operated
at tube voltage range of 30–160 kV with maximum output of 10 W.

A sample holder (Figure 1b) was specifically designed to visualize material properties for the
micro-CT experiments. This holder has a fixed punch made of brass, a Polymethyl methacrylate
(PMMA) tube with inner and outer diameter of 6 mm and 10 mm, respectively. Further, a moving
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punch with diameter of 5.95 mm was made of aluminium. The diameter of the moving punch is
slightly smaller than the inner diameter of the PMMA tube, in order to ensure a smooth and frictionless
compression. The in-situ load stage was used to apply uniaxial stress to compact a snow volume via
the moving punch, which means the compression is applied from the bottom, and both the punch
plates have smooth and flat surface. The investigated snow sample was small enough such that it was
not required to move the sample vertically during data acquisition.

Scout-and-ScanTM Control Software Control Software (Carl Zeiss X-ray Microscopy, Pleasanton,
CA, USA) was used for reconstructing the scanned images. Quantitative analysis of microstructure
(shape of crystals, porosity etc.) was obtained from 3D image analysis, using the software Dragonfly
Pro (Carl Zeiss X-ray Microscopy, Pleasanton, CA, USA) (ORS).

F Forsberg ICTMS 2017

(a)

10 mm 

4.5 mm

Fixed 
punch

Moving 
punch

PMMA 
tube

5 mm

6 mm

(b)

6 mm 

5 mm 

(c)

Figure 1. Experimental arrangement of the micro-CT system: (a) the micro-CT consists of a sealed
microfocus X-ray tube, 4-axis sample stage, a photo detector and a temperature controlled in-situ load
stage; (b) the sample holder was 6 mm in diameter and 5 mm in height, note that the material visible in
the sample holder is sugar; (c) selection of volume of interest (VOI) in the snow volume.

2.2. Snow Sampling

An undisturbed natural dry snow block was collected right after latest precipitation outside of
Luleå University of Technology (LTU), Sweden and ambient temperature was about –4 ◦C at the time
of collection. The acquired snow block was immediately placed in a freezer held at –18 ◦C. Tools such
as sample holder, spatula etc., that were required to prepare a final snow sample were also kept in
the freezer. After the sample holder and tools were cooled down, a cylindrical snow sample was
prepared using thermal insulated gloves, still being inside the freezer. Thereafter, the sample holder
with snow sample was transferred quickly from the freezer to the in-situ load stage that was held at
–15 ◦C. Surface of the snow sample was flattened using the moving punch to minimize the skewness
of the applied load.

2.3. Data Acquisition

The X-ray source voltage and current were set to 50 kV and 80 μA, respectively. Temperature of
the in-situ load stage was maintained at –15 ◦C for all the measurements. To avoid the microstructural
damage close to the edges, an interior VOI was defined for the DVC analysis, which corresponds to
4.4 mm in diameter and 3.9 mm in height, see Figure 1c. A total of 1601 projections of the investigated
snow volume were recorded as the sample rotated over 360◦ in high resolution setting for a period of 6 h.
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Prior to the scan, the snow sample was placed in the micro-CT chamber for 30 min to ensure
thermal equilibrium for the sample and mount. Initially, a low resolution scan was carried out for
30 min to improve stability of the source and to check if the reconstruction is as expected. Thereafter,
higher resolution scans of the snow volume were performed using the 4× objective and 4.4 mm field
of view (FOV). In this case, the micro-CT reconstructs the spatial distribution of ice crystals and pore
space with a resolution in terms of voxel size 4.3 μm at an exposure time of 12 s per projection.

Figure 2a shows a schematic representation of the loading profile, where micro-mechanical
uniaxial compression tests on the snow sample were performed at four load states such as 0 MPa,
0.3 MPa, 0.6 MPa and 0.8 MPa. The load stage was used in a continuous mode where the compression
was applied until the user-defined load was reached. The snow volume was scanned first at 0 MPa
(unloaded state) and then subsequent scans were conducted at three load states. After each loading
state, the snow sample was allowed to rest for 30 min prior to the scan.

(a)
(b)

Figure 2. Graphical representation of compression tests: (a) schematic representation of the applied
loading profile; (b) real-time force and displacement data for 0.6 MPa loading profile. In Figure 2a, red
circles represent the beginning of scanning, white circles represent the end of scanning and blue circles
represent the relaxation time during respective load cycles.

Figure 2b shows the loading and displacement data for the load state of 0.6 MPa. Figure 2b
shows rapid and large deformation of snow during the loading period due to grain rearrangements,
however the load profile curve was steeper up to 0.35 MPa as the snow sample was already compacted
up to 0.3 MPa during the previous load state. After 0.35 MPa, snow tends to resist the force up to
0.45 MPa where the snow structure breaks due to failure of cohesive bonds and recrystallization.
The similar behavior can be observed when the force starts to increase up to 0.55 MPa. After reaching
the desired load, the snow sample is set to relax for 30 min prior to the scan. During the load relaxation,
the stress relaxed to a residual value of about 64 kPa after 30 min. Apparently the described global
structural failures (see Figure 2b) during the load profile allow the ice crystals to move into more
compact arrangements, which tend to strengthen the bonds between grains [18,19]. Furthermore,
there was no scan performed during the relaxation phase, as this would create motion artefacts due to
high resolution.

3. Methods

3.1. DVC

The DVC technique is used to quantify the internal displacements and strain field throughout
a sample volume. This technique focuses on movement and re-distribution of microstructural features
of the sample volume in response to compaction via e.g., uniaxial stress. A complete description of the
DVC technique can be found in [20–22].

The DVC technique requires volume images of a sample in reference (unloaded) and deformed
(loaded) states. These volume images are then divided into sub-volumes that are independently
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correlated, and mapped into global deformation and strain fields. The DVC analysis was carried
out using the software LaVision Davis (LaVision Inc., Ypsilanti, MI, USA) 8.4, where a multi-grid
differential correlation approach was used, with final sub-volume size of 32 × 32 × 32 voxels and 75%
overlap.

3.2. Porosity, Density and SSA

The reconstructed 3D images were first filtered by a median filter to remove noise in the images.
After filtering, the volume data was segmented using a threshold obtained with the Otsu method [23].
The filtering and thresholding algorithms segment the grayscale images to binary images containing
the voxels composed of either ice or air. Furthermore, these binary images were then used to determine
density, SSA and porosity distribution of the snow volume. The Otsu segmentation method was
previously shown to be subject to systematic bias in the estimation of density and SSA [15].

Porosity can be defined as the ratio between the volume of the pore space (Ve) to the total volume
of the sample (Vt). In order to determine the volume of pore space, first volume of ice crystals (Vi)
is determined based on the segmented grayscale images [24,25]. Subtraction of Vi dataset from Vt
dataset then gives the required Ve dataset and calculation of porosity is in the form

φ =
Ve
Vt

∗ 100 =
Vt – Vi

Vt
∗ 100 [in %]. (1)

H2
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Figure 3. Concepts of porosity calculation: (a) in this study, H (height of bed) is 4.23 mm at an unloaded
state while h (section height) and d (section distance) are 0.47 mm; (b) an example of loaded state;
(c) an example of unloaded state. Note that area with lines in Figure 3b,c represents the moving punch
and the gap between the moving punch and sample holder is 0.05 mm.

Porosity distribution of the investigated volume was calculated for the whole volume and for
discretized sections of the volume. In this study, the number of discretized sections varies with the
applied load, see Figure 3a. For example, snow volume at unloaded state was divided into 9 sections.
In addition, section height and distance were maintained constant during the discretization at all
load states. Equation (2) was then used to calculate porosity within each of these sections and for the
whole volume.

The density of the snow sample is calculated from the volume of the ice crystals (Vi) and the total
volume of the snow sample (Vt) [13,26]. It is given in the form:

ρsnow =
Vi
Vt

∗ ρice [in kg m–3], (2)

where ρice = 917 kg m–3.

89



Materials 2019, 12, 850

Specific surface area (SSA) is calculated from the volume fraction of ice crystals (Vi) and area of
ice crystals (Ai). It is given in the form:

SSA =
Ai
Vi

[in mm–1]. (3)

The calculated SSA, density and porosity values from the micro-CT data at four loading states are
presented in Section 4.3.

4. Results

The experimental observations from the micro-CT analysis are presented in this section. Distribution
of snow grains is given in Section 4.1. Section 4.2 presents the changes in snow microstructure with
respect to the applied load. Microstructural parameters for the discretized sections of the snow volume
are presented in Section 4.3.

4.1. Distribution of Snow Grains

Some examples of the complex 3D morphology of the investigated natural dry snow are presented
in Figure 4. The snow sample was composed of ice crystals with significant variations in shape and
size. However, moving through the cross sections, the most dominated shapes are needles, capped
columns and dendrites, see Figure 4a–c.
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(a) (b)

(c) (d)
Figure 4. 3D images of snow grains distribution: (a) scan of the whole investigated snow volume;
(b) scan of the snow volume across a cross-section and selection of two individual grains; (c) slightly
deeper cross-section than the one shown in Figure 4b, to focus on the individual grains; (d) structure
of two individual snow grains. Red arrows in Figure 4 represent an example of the described hollow
core structure.

There was no possibility for snow grains to grow into different shapes during the scanning time as
the snow temperature was kept constant at –15 ◦C. In addition, there was no presence of water in the
pore space between ice crystals. These natural ice crystals observed to be completely non-isotropic in
shape and size. A number of the ice crystals observed to have a deep hollow core (see-through tunnel)
with variable dimensions (Figure 4d). To study the nature of this hollow core further, two individual
ice crystals of different shapes are selected. The structure of these two crystals can be seen at two
successive cross-sections in Figures 4b,c. The presented crystals (Figure 4) appeared to have hollow
core with closed tip at one end (Figure 4d, the tip was cut). The width of the presented ice crystals was
approximately 0.85 mm , and the diameter of the tunnel ranges from 0.06 mm to 0.22 mm Moreover,
pore volume of blue and yellow colored crystals (from Figure 4d) was approximately 0.092 mm3 and
0.051 mm3, respectively. One can observe in Figure 4 that a significant number of snow grains have
the described hollow core structure, and some examples are shown by red arrows in Figures 4a–c.
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4.2. Displacement of Snow Grains

Figures 5 and 6 show the displacement and strain fields between unloaded state (0 MPa)
and the loaded states at 0.3 MPa (Figures 5b and 6b), 0.6 MPa (Figures 5c and 6c) and 0.8 MPa
(Figures 5d and 6d). The spatial resolution of the DVC analysis is limited to the size of the correlation
window (sub volume), which is 32 × 32 × 32 voxels. Hence, the DVC analysis is not carried out at
granular level, for individual grain tracking.
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Figure 5. The DVC results for the snow sample at three loaded states, 0.3 MPa, 0.6 MPa and 0.8 MPa.
w refers to the displacement in z-direction within the investigated volume. Figure 5a represents the
displacement field at unloaded state. Figure 5b,c,d represent the displacement fields between unloaded
state and loaded states 0.3 Mpa, 0.6 Mpa and 0.8 Mpa, respectively. Arrows indicate the direction of
the displacement field and dashed black lines in Figure 5c,d represent the moving punch.
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Figure 6. Normal strain fields with respect to the applied stress and dashed black lines in Figure 6c,d
represent the moving punch. Figure 6a represents the strain field at unloaded state. Figure 6b,c,d
represents the strain fields between unloaded state and loaded states 0.3 Mpa, 0.6 Mpa and 0.8 Mpa,
respectively.

One can observe in Figure 5 that the measured displacement field at all the loaded states exhibit
similar feature of upward compression (in z-direction). This is expected due to the position of
the moving punch. In addition, overall displacement of snow volume appeared to be increasing
as the applied stress increases, especially close to the moving punch. However, larger amount
of deformation can be observed at the center of the sample (in radial direction) compared to the
boundaries. This phenomenon may be due to the smaller punch diameter than the sample holder.

Snow grains close to the fixed punch appeared to be insensitive to the applied stress at least up to
0.8 MPa, as no significant displacement is observed, see Figure 5. This may be due to the boundary
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condition imposed by the fixed punch. At 0.8 MPa of applied stress, significant deformations may
be due to breakage of bonds between ice crystals and re-distribution of ice crystals. However, strain
fields in Figure 6 shows that the deformations were fairly distributed through out the whole volume
where parts of the snow volume experience positive strain field (tensile) while other parts experience
negative stain field (compression). One can observe that there is also a part of the snow volume which
experiences almost zero deformation. However, tracking of individual grains due to compression
needs to be studied further.

Figure 7 shows the reconstructed grayscale images of the investigated snow volume at four
loading states. Four cross-cuts per loading state are presented so that, behavior of ice crystals can be
observed close to the fixed punch (top layer, XY-plane, Figure 7a), in the center of the snow volume
(XY-plane, Figure 7b), close to the moving punch (bottom layer, XY-plane, Figure 7c), and center
cross-section in z-direction (XZ-plane, Figure 7d). The internal features of the snow volume in Figure 7
are very extensive, therefore four crystals from each image are selected to describe general observations.
Note that, the selected cross-cuts for a respective loading were correspond to the same cross-cut (slice),
to avoid the rotational effects and to ensure that the observed solid movements of grains are solely due
to compression tests.

Figure 7e,i,m,q represent a cross-cut close to the fixed punch (top layers, XY-plane) at load states
0 MPa, 0.3 MPa, 0.6 MPa and 0.8 MPa, respectively. The selected crystals in these four images are
named as A, B, C and D. Crystals A and B show that not all the crystals in this cross-cut experience
displacement. The dendrite crystals in this case were almost unchanged in terms of shape and size.
Crystals C and D experience grains breakage. Analysis of displacement field in Figure 5 show that this
part of the snow volume experienced very small displacement. However, observation of individual ice
crystals shows a small degree of grain displacement close to the fixed punch, which can be also seen
from the strain fields in Figure 6.
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(a) Close to fixed punch (b) Center of the sample (c) Close to moving punch (d) Center cross-cut
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Figure 7. Distribution of ice crystals at four slices of the investigated snow volume at a given load.
Note that the compaction is applied from the bottom of the snow volume via moving punch and it is
visible in Figure 7p,t.
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Figure 7f,j,n,r represent a cross-cut (XY-plane) at the center of the snow volume at all load states.
The selected crystals in these four images are named as A, B, C and D. Crystals A and B tend to move
closer to each other and form well connected grains. Crystals C and D, experience re-distribution due
to the formation of new crystals, and one can observe that crystals C and D moves out of the scan
volume as the compaction increases.

Figure 7g,k,o,s represent a cross-cut (bottom layers, XY-plane) close to the moving punch at all
load states. The selected crystals in these four images are named as A, B, C and D. Crystals A and B
tend to experience breakage of grains bond due to compaction, while crystals C and D tend to form
into new crystals. As this part of the snow volume experienced the compaction directly from the
punch, crystals observed to be deformed significantly via bond breakage. This was already observed
from the displacement field in Figure 5.

Figure 7h,l,p,t represent a center cross-cut (XZ-plane) in z-direction at all load states. The selected
crystals in these four images are named as A, B, C and D. Crystals A, C and D tend to experience
recrystalization as the applied stress increases. Moreover, one can observe the moving punch
in Figure 7p,t. As the punch compact the snow surface, crystals tend to appear within the VOI
(for example, crystal B).

4.3. Porosity Measurements

Figure 8 shows the calculated porosity distribution for the discretized sections of the snow volume
and the whole volume. The straight lines in Figure 8 represent the average porosity values for the
whole volume at a given load state. Note that the moving punch applied compaction from the bottom,
as shown in Figure 3b,c. The calculated density and SSA are given in Table 1.

Figure 8. Porosity distributions for the discretized sections of the investigated snow volume.
The calculated density values of the snow volume at each load state are given (in units kg m–3).

Table 1. Microstructural parameters under loading conditions.

Stress (MPa) Density (kg m–3) SSA (mm–1)

0 224 66
0.3 243 64
0.6 265 62
0.8 284 60
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One can observe that the porosity of the whole snow volume linearly decreases as the applied
compression increases. Under compaction, the ice crystals tend to move closer resulting in densification
where the ice crystals re-distribute into the pore space. Note that the moving punch is excluded from
the data shown in Figure 8, which can be observed from the reduction of data points as the investigated
snow volume experienced compaction.

There is a distinct vertical heterogeneity can be observed for the porosity distribution in the axial
direction, see Figure 8. At an unloaded state, the initial snow sample exhibits a higher porosity (77.5%)
at the bottom compared to the top (74.5%) of the sample. This may be due to the preparation of the
snow sample. The sample holder was pushed straight into the dry natural snow and shaved off the
excess snow from the top with a sharp spatula, producing a flat and smooth surface. The described
sample preparation appeared to force the grains to move closer at the top of the sample holder, which
resulted in around 3% of porosity variation between top and bottom layers.

At 0.3 MPa loading stage, this vertical heterogeneity in porosity distribution between the top
(74%) and bottom (75%) layers was reduced to around 1%. This may be due to the initial compression,
which forces the grains to re-arrange. Furthermore, there was more than 6 hours of settling process
during the scan at unloaded state. It may also be possible that the bottom layers experience the weight
of top layers due to settlement thus forcing the distribution of ice crystals into the pore space.

At 0.6 MPa and 0.8 MPa load stages, the vertical heterogeneity in porosity distribution between the
top (73.5% & 71%, respectively) and bottom (70% & 67.5%, respectively) layers was then re-increased
to around 3%. As described in Figure 7, snow grains at higher loads experience bond breakage and
grain re-arrangement. Table 1 further shows that the overall density increases with compression while
the SSA decreases.

5. Discussions

General observations can be deduced from the results of this initial study. The present study
shows that displacement of snow’s internal structures during compaction can be investigated from
the micro-CT data coupled with the DVC and porosity analysis. Embodied in this study are the
vital observations that (1) the majority of snow grains have deep hollow core, (2) displacement of
snow grains due to grains breakage and recrystallization, and (3) vertical heterogeneity in porosity
distribution of the snow sample in response to compaction.

The growth of ice crystals depends on the temperature and humidity [27]. Shimada and Ohtake [28],
Wergin et al. [29] and Riche et al. [30] reported that ice crystals grow as columns and needles around –5 ◦C
and as plates and dendrites around –15 ◦C. This may explain the complex structure of the investigated dry
natural snow as colder temperatures higher up in the atmosphere produces dendritic snow and needles
are formed during the precipitation close to ground.

The complex microstructure of the investigated snow volume shows the inter-granular structural
changes due to compaction. Compaction of snow by applying micro-mechanical uniaxial load forces
the individual ice crystals to move closer via grain sintering and bond breakage. This process is
known as pressure sintering [31], which results in rounded and less complex microstructure of snow.
Wilkinson [32] detailed the influence of pressure sintering on snow microstructure and its mechanical
properties. The sintering process in a snow pack was observed previously [33,34], where snow
coarsening was forced due to loading and liquid water content. A common observation of the snow
compaction between the tomography data and our previous works, is that the majority of displacement
of snow grains occur at the near-surface layers. Gubler [35], Szabo and Schneebeli [36] reported that
they observed similar behavior of snow microstructure during compaction with respect to temperature
and time. Moreover, Schleef et al. [16] observed the sintering effect during the relaxation phase of a
snow sample, which has similar microstructural characteristics as the one presented in this study. Major
observations from their work are based on variations in strain rates and microstructural properties
during the relaxation stage. They also discussed about a critical point during higher compression rates
where a snow structure can be collapsed and rearranges into more compact structure.
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The tomography data presented in this initial study was useful in terms of higher resolution
measurements, observation of hollow core structure and analysis of porosity distribution. However the
study is also limited by the long measurement time, lack of stress relaxation measurements, correlation
window size for DVC analysis and the sample size. In principle, this initial study can be further
extended in future to analyze different snow types under the influence of loading and isothermal
metamorphism conditions. In addition, the selected VOI (refer to Section 2.2) must consider the whole
volume to observe the edge effects. Figure 7 shows that some of ice crystals move out of the scan
volume during compaction due to the finite size of the VOI, where the relevant information about the
re-distribution of these ice crystals is missing.

Furthermore, the sample preparation appears to play a major role especially when it comes to
tomography measurements. Ebner et al. [12], Zermatten et al. [37] performed structural analysis
of snow samples by exposing to an advective airflow, and further observed porosity distribution,
coarsening rate and settling of snow. In addition, Ebner et al. [12] reported that there is no correlation
between the porosity distribution and settling of snow. However, a clear correlation is observed in this
study where, porosity distribution at 0.3 MPa load stage appeared to be due to the snow settlement,
see Figure 8.

The elastic characteristics of the described hollow core feature can be further investigated in
future experiments. The observations from this study to understand the microstructural changes in
snow grains and properties in response to compression tests, may be helpful to investigate the snow
mechanics. Further experiments considering the limitations, can be advantageous in various fields of
snow research. In specific, the observations in this study can be useful to understand snow mechanics
for winter tire testing, ski track preparation and avalanche prediction. When snow is compressed,
friction between the snow and tire decreases, which can be investigated further based on the presented
study. For the ski tracks and avalanche, the investigation in this study helps to understand the snow
quality and snow pack stability.

6. Conclusions

An X-ray micro-tomographic (micro-CT) measurements coupled with digital volume correlation
and microstructural study are performed to investigate the microstructure of dry natural snow.
The three-dimensional (3D) reconstruction of snow microstructure is essential to understand its
metamorphism, and physical and mechanical properties of a snowpack. This initial study allows
for an observation of the changes in internal microstructure during compression tests. Moreover,
displacement and strain fields of the snow volume and microstructural properties such as porosity,
density and specific surface area (SSA) are determined. The porosity distribution of the whole snow
volume decreases with an increase in level of compaction. In addition, the analysis of vertical
heterogeneity in porosity distribution shows the characteristics of snow sample preparation and
settling of snow. The observations in this study further showed that the majority of ice crystals in
the investigated snow volume has a deep hollow core, irrespective of the shape and size of the
crystal. The DVC analysis showed the displacement field in response to compaction, while the
two-dimensional (2D) cross-cuts of the snow volume showed the grain re-arrangement and bond
breakage due to compaction. The presented techniques may be useful to determine stress-strain
response of snow for better understanding of the various snow layer transitions.
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Abstract: Ice cream is a complex multi-phase colloidal soft-solid and its three-dimensional
microstructure plays a critical role in determining the oral sensory experience or mouthfeel. Using
in-line phase contrast synchrotron X-ray tomography, we capture the rapid evolution of the ice
cream microstructure during heat shock conditions in situ and operando, on a time scale of minutes.
The further evolution of the ice cream microstructure during storage and abuse was captured using
ex situ tomography on a time scale of days. The morphology of the ice crystals and unfrozen
matrix during these thermal cycles was quantified as an indicator for the texture and oral sensory
perception. Our results reveal that the coarsening is due to both Ostwald ripening and physical
agglomeration, enhancing our understanding of the microstructural evolution of ice cream during
both manufacturing and storage. The microstructural evolution of this complex material was
quantified, providing new insights into the behavior of soft-solids and semi-solids, including many
foodstuffs, and invaluable data to both inform and validate models of their processing.

Keywords: ice cream; microstructure; tomography; ice crystals; coarsening; soft solids

1. Introduction

Ice cream is a widely consumed dairy product whose complex microstructure determines its
texture and oral sensory perception. The main constituents of ice cream are air cells, ice crystals, finely
dispersed (emulsified) fat globules, and a continuous unfrozen aqueous solution phase (containing
sugars and other additives) and, as shown in Figure 1a, the ice crystal fraction varies markedly
with temperature. Ice cream is known to have a complex microstructure which is a function of its
formulation but also its thermal history during manufacture, storage, and handling. An important aim
of any manufacturer is to ensure their process produces ice cream with a smooth texture which does
not degrade to a grainy and coarse texture before the product is consumed and enjoyed. The size of
the ice crystals is widely recognized to be a key factor in the perception of texture by consumers; larger
crystals being, in general, undesirable [1].

It is thus crucial to be able to observe how the complex three-dimensional structure of ice
cream evolves over time with changes in temperature. The traditional method of examination using
cryo-SEM of extracted samples (Figure 1b) is capable of providing excellent spatial resolution. However,
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the contrast between the different phases can be limited and only a two-dimension image is captured
of the complex three dimensional (3D) interconnected network of air cells, ice crystals, and unfrozen
matrix. During the past decade, there has been a significant increase in the use of synchrotron
computed tomography (sCT) to examine the evolution of structures over time in three dimensions
as the temperature is changed (termed 4D, 3D plus time, tomography) and so sCT is, in principle,
well suited to the study of ice cream microstructures. Indeed, very recent studies have demonstrated
the power of 3D sCT for studying the complex microstructure of ice cream; Figure 1c,d. sCT permits
quantitative measurements of different phases and allows the visualization of 3D connectivity.

In the present paper, we will describe the application of 4D sCT to reveal the microstructural
evolution in ice cream over a range of different timescales, namely that which takes place during the
manufacturing process (short timescales, minutes) and storage over long timescales (days/weeks).
We apply in situ, time-resolved sCT to reveal the microstructure evolution mechanisms during
manufacturing; whereas we use an ex situ sCT methodology to provide time-resolved data during
long-term ice cream storage.

 
Figure 1. The characteristics of ice crystals in ice cream samples: (a) ice crystal volume fraction as a
function of temperature; (b) a typical cryo-SEM image, showing air cells, A, and ice crystals, I; (c) 2D
X-ray tomographic image of an ice cream sample. Note, the contrast was enhanced via edge-constrained
diffusion filtering (300 iterations). Dark features are air cells, grey features are ice crystals and white
regions are the unfrozen matrix; (d) 3D renderings of the ice crystals from X-ray tomographic images,
providing a 3D view of the features. Here, the ice crystals are individually color rendered (after
Reference [2]).

The manufacturing process for ice cream introduces around 50 vol% of air cells so the typical
make up of frozen ice cream, by volume, is 50% air cells, 30% ice crystals, 10–15% sugar solution matrix
and the balance dispersed fat droplets and non-fat solids [1,3]. Ice cream is commonly manufactured
in a scraped-surface freezer (SSF) in either a batch or continuous mode as described, for example,
in Cook and Hartel and others [4–8]. The initial processes occurring in the SSF are likely to be the
most important in determining ice crystal size and size distribution. In a typical SSF, the mix is rapidly
cooled at the wall of a highly chilled cylindrical barrel and ice crystals nucleate and grow at, or close to,
the wall and potentially into an undercooled liquid [9]. Rotating scraper blades break up the initially
formed crystals and sweep them into the bulk of the mix (where the mean temperature is closer to
269 K to 267 K) causing the fragmentation and partial melting of the initial ice crystals. This process
has clear similarities to the metallurgical process known as rheocasting or thixocasting [10]. At the
exit of the SSF, about 50% of the water is frozen and the mix is cooled to about 267 K. The semi-solid
product is typically pumped into a container for supply to the consumer and hardened in an air blast
freezer. It is cooled to around 255 K over a period of around 120 min (0.1 K/min) [9] and then stored at
or below this temperature. Ideally, the ice crystals will be kept as small as possible at the exit from the
SSF but as the temperature drops in the freezer the original ice crystals grow and their volume fraction
increases (Figure 1a).
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The texture and sensorial quality of ice cream are related to the size and connectivity of the air
cells and ice crystals [1,11,12]. It is reported that the microstructural features vary in size considerably
with typical values being air cells 20–150 μm, ice crystals 10–75 μm, fat globules ~0.5 μm with the
unfrozen matrix phase being a continuous matrix [9]. Once ice cream is distributed to consumers it
can undergo significant temperature variations typically in the range 258 K to 268 K and these will
affect the ice crystal size and hence perceived texture [7]. Empirically, it is found that long-term storage
above 258 K and/or thermal cycling degrades the ice cream’s quality due to coarsening of ice crystals
and air cells. Below about 243 K, the matrix phase is transformed to a glass which stabilizes the
microstructure but above these temperature, ice crystals are thermodynamically unstable due to the
curvature effects and the kinetics of ice crystal coarsening can be quite rapid. The well-known Ostwald
ripening phenomenon is a major factor for ice crystal coarsening although other processes such as
physical agglomeration also affect the size distribution. Measurements of crystal size distribution have
shown that crystal coarsening is very significant in the temperature range of 258 K to 268 K and also
that temperature oscillations of only around ±1 K can significantly enhance the coarsening rate [4].

Whilst significant progress has been made in elucidating the process-structure-quality
relationships of ice cream, a major limitation is the complex procedures needed to perform
microstructural observations by cryo-SEM or transmission electron microscopy (TEM). These are
post-mortem techniques [13], and provide only two-dimensional (2D) information on the surface that
sliced through the sample [14–17]. Consequently, interpretation of microstructure evolution is subject
to assumptions and opens to ambiguity. Recently, X-ray microtomography techniques have been
employed to study 3D structures in food products and frozen food, including ice cream, but with
somewhat limited success [7,18,19]. Pinzer et al. used a laboratory X-ray microCT in a cold room to
investigate the long-term microstructural evolution of ice cream and quantified changes in air cell
and ice crystal size during thermal cycles between −5 to −16 ◦C over a period of 24 h [18]. However,
the resolution of the structure was a limitation with this instrument.

Ice cream falls into the category of soft solids (of which there are a number found in nature,
including food products) and has similar behavior and properties to many man-made and natural
semi-solids. The microstructure of many of these materials evolves with time, changing material
properties ranging from rheology to yield strength to plasticity, and, in the case of foodstuffs,
mouthfeel. One way of quantifying this microstructural evolution is time-resolved radiography [20,21]
or tomography [22,23]. Soft solids found in nature include soils [24], shales [25], and magma [26], and
food products such as chocolate [27]. In recent years, there has been a growing interest in the use
of 4D tomography, specifically time-resolved synchrotron computed tomography (sCT), to perform
non-invasive 3D structure studies of soft solids with high resolution. For example, Kareh et al. used in
situ experiments to follow the evolution of semi-solid aluminum alloys under heating and loading
conditions [28] whilst Karagadde et al., used in situ indentation to uncover a new fracture mechanism,
the transgranular liquation cracking of semi-solid Al-Cu alloys [29].

The use of high brilliance synchrotron X-ray computed tomography (sCT), coupled with a precise
cold stage, to study ice cream microstructures has recently been reported by the current authors. In this
prior study, we obtained the three-dimensional quantification of microstructural changes arising from
the thermal cycling at low heating and cooling rates over periods of weeks. This was undertaken to
simulate storage and transport effects on the ice cream product [2]. However, the details of ice crystal
development during the manufacturing stages such as those involving processing in a scraped-surface
freezer and subsequent slower cooling as a block in an air blast freezer are of great interest but have
yet to be studied in detail.

In the present study, we used a bespoke cold stage (capable of controlling the sample temperature
precisely between 233 K and 293 K with 0.1 K accuracy) and employed high resolution (in terms of
both spatial and contrast) sCT to conduct 4D (3D plus time) studies on the microstructural evolution of
ice cream samples undergoing different types of thermal histories. In the first set of experiments, the
ice cream samples underwent fast heating and cooling cycles to simulate aspects of manufacture and
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were continuously scanned, in situ and operando, during the process. The second set of experiments
involved monitoring the microstructural evolution over long timescales and so ex situ experiments
could be used to capture the time-dependent evolution. Novel image-based quantification techniques
were developed to precisely and robustly evaluate the structural characteristics in the ice cream
samples. Variations in the size distribution of ice crystals and unfrozen matrix were followed during
the thermal-induced microstructural evolution as these are recognized as indicators for changes in
texture and oral sensory perception.

2. Materials and Methods

2.1. Preparation of Ice Cream Samples

500 mL blocks of fresh ice cream containing 5% fat and 40% ice were prepared (Unilever R&D,
Colworth, UK). Prior to the in situ tomographic experiments, a block of fresh ice cream was left at
room temperature to melt and partially de-aerate. Kapton tubes with 3 mm inner diameters and 67 μm
wall thickness (American Durafilm Co. Inc, Holliston, MA, USA) were filled with this liquid dairy
mixture using a 5 mL syringe, followed by mounting them onto a specially designed cold stage which
will be described in the next section.

For the ex situ samples, Kapton tubes were inserted into the central region of individual ice cream
blocks and the dairy mixture was first subjected to blast freezing at 238 K and then stored at 248 K.
Immediately before observation by synchrotron imaging, the Kapton tubes filled with ice cream were
cut from the bulk samples on a dry ice bed (maintained at around 193 K) and then inserted into the
specially designed cold stage.

2.2. Cold Stage Experimental Setup and Thermal Cycling for Ex Situ and In Situ sCT

The cold stage assembly is shown schematically in Figure 2 and described in detail in our previous
paper [2]. Both the ex situ and in situ sCT experiments were conducted on beamline I13-2 of the
Diamond Light Source (DLS, Harwell, UK) using a pink beam. Details of the beamline set-up are
described in the next section.

Figure 2. The experimental set-up in beamline I13, Diamond light source. The schematic shows
the sectional view of the cold stage, the enlarged inset is the assembly of the ice cream sample,
which consists of a 3 mm Kapton tube and the bottom copper mounts.

In order to investigate processes relevant to the manufacture of ice cream, the in situ thermal
cycling experiment was performed following the thermal cycles as described. A Kapton tube containing
melted ice cream mixture was firstly mounted into the cold stage at the temperature of 270 K i.e.,
just below the melting temperature of the ice cream formulation. It was held at 270 K for 15 min and
then its temperature was rapidly reduced to 250 K with a fast rate of cooling of 5 K/min (referred

104



Materials 2018, 11, 2031

to as FC) and held at this temperature for 10 min. After that, the sample was heated to 267 K, at a
heating rate of 5 K/min and held there for 10 min. Subsequently, it was cooled down from this
temperature to 250 K at a slower rate of 0.05 K/min (referred to as SC). The overall thermal cycle for
in-situ experiments is illustrated in the temperature versus time plot of Figure 3a. The fast cooling (FC)
from 270 K allows one to study the initial ice crystal growth similar to that which might occur near the
wall of an SSF. Fast reheating to 267 K approximates the behavior of ice crystals when swept into the
bulk of the SSF. Finally, the SC regime from 267 to 250 K is regarded as representative of cooling of a
block of ice cream mix in a blast freezer.

Blocks of ex situ ice cream samples were cycled between 258 K and 268 K multiple times, as shown
in Figure 3b. In each daily routine (as shown in Figure 3c), the samples were held at 258 K for 9.5 h
and then the temperature went up to 268 K in 2.5 h (with a rate of 0.067 K/min). After being held
at 268 K for another 9.5 h, the sample temperature cooled back to 258 K with the same thermal rate
(0.067 K/min) as before. This 24-h routine repeated for 7 times over one week (C7) and 14 times over
two weeks (C14) before they were scanned using synchrotron X-ray tomography. The sample without
any follow-on thermal treatment was referred to as C0.

Figure 3. The thermal history of the samples during the in situ and ex situ experiments. (a) The overall
thermal history of the in situ ice cream samples; the temperature points where the tomographic scans
were reconstructed are indicated as blue pentagon and green hexagon markers. For FC, the images were
reconstructed at 270 K and 250 K (blue pentagons). For SC, the reconstructed images were obtained at
266.8 K (SC0), 263.4 K (SC1), 260.8 K (SC2), and 250 K (SC3) (green hexagons). The cooling rates for FC
and SC are 5.0 K/min and 0.05 K/min, respectively. (b) The overall thermal history of the ex situ ice
cream samples, with triangular markers indicating the positions where the ice cream samples were
extracted and scanned. (c) The zoom-in thermal profile showing a single ex situ thermal cycle.
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2.3. Microstructural Characterization Using Synchrotron X-ray Computed Tomography (sCT)

Concurrently, with the thermal cycling of the sample, a series of X-ray tomographic images were
acquired using sCT on I13-2 beamline at Diamond Light Source (Harwell, UK). This has a high flux
undulator, producing a pink beam, with peak modes of narrow bandwidth (ca. 300 eV), with high and
low bandwidth filters removing modes outside the energy ranging from 15 to 30 keV. This combined
with the ca. 250 m beamline length provides excellent in-line phase contrast. A 2560 × 2160-pixel PCO
Edge 5.5 CMOS camera optically coupled to a single crystal CdWO4 scintillator was used to record the
projection images. The distance between the sample and the scintillator was optimized to be ~35 mm
to achieve an optimum imaging quality. The final pixel size obtained was 0.81 μm for the scans.

During the in situ experiments, each tomographic run includes collecting 720 projections evenly
spaced over a 180◦ rotation with the exposure time of 0.1 s. For FC, the scans were not recorded
continuously due to the limitation of sampling rate relative to the fast cooling rate (5 K/min) and two
images were acquired at the start and end points of the process, i.e., 270 K and 250 K, respectively,
indicated as pentagons in Figure 3. For the same sampling limitation, there were no scans recorded
during the fast heating (5 K/min). For the SC, the scans were recorded and pre-processed one by one
and the 3D images were reconstructed at 266.8 K, 263.4 K, 260.8 K, and 250 K for analysis, as indicated
as hexagons in Figure 3. These are referred to as SC0, SC1, SC2, and SC3 samples, respectively. For the
ex situ experiments, each tomographic run includes 3601 projections over a 180◦ rotation with the
same exposure time of 0.1 s for each projection.

2.4. Volume Data Reconstruction and Pre-Processing

The collected 2D radiographs/projections were stacked and converted into sinograms and in
which any apparent continuous lines were removed by interpolation to reduce ring artifacts due to
imperfections from the detector/camera. The sinograms were then used to reconstruct the volume
slices using a filtered back projection (FBP) based algorithm. Because the ice cream samples were
relatively low attenuating to the incident X-ray beam, the reconstructed volumes exhibited a relatively
high level of noise. Therefore, the 3D volumes need to be filtered before any feature segmentation and
quantification can be applied. Due to the microstructural differences in ex situ and in situ experiments,
the data processing methods are slightly different.

For the ex situ experiments, a novel image processing strategy and reconstruction algorithm
were used to achieve better quality images from the collected data; for details, see References [2,7].
A morphologically based method was used to quickly and robustly reduce the noise in the reconstructed
volume of in situ data. First, 3D median filtering (3 × 3 × 3) was performed on all the reconstructed
volumes. Then the volumes were cleared using a series of morphological operations. Both ex situ and in
situ data were then binarized and labeled using global thresholding. All the volumes were subsequently
checked visually, and any obvious segmentation imperfections were corrected manually using Avizo 9.4
(FEI Visualization Sciences Group, Mérignac, France).

2.5. 3D Based Quantification of Ice Crystal Dimensions

In the in situ study, an image analysis based quantification methodology of the ice crystal size
in the ice cream samples was developed which is similar to the techniques for porous structure
characterization for biomedical and geological samples [30]. Depending on the morphology of a
porous structure, the pore size distribution can be obtained either by summarizing information of
individually labeled components or estimated by measuring the variation of the interpenetrating
volumes as a function of effective pore size. Here, as ice crystals appear as interconnected clusters,
segmenting them into individual components is not appropriate. Therefore, we developed a method
that provides an analysis similar to that of mercury intrusion porosimetry (MIP) to quantify the ice
phase size distribution in the samples (see References [31,32]). In the MIP analysis, the pore size
distribution within a porous sample can be determined from the cumulative volume of mercury liquid
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that has been forced into the pore space by externally applied high pressure. Here, we used a series of
sampling spheres of varying diameter, and the size distribution in the ice crystal phase can be obtained
by measuring the cumulative volume of ice crystal that can be reached by different sampling spheres.

The variation in accessible volume was used to estimate the ice crystal (or any segmented phase)
size distribution, as follows:

1. A 3D distance map was first created by a Euclidean distance transform from the binarized image.
2. For the current samples, 13 sampling spheres with a diameter equally spaced between 5 μm and

40 μm were chosen to balance the quantification accuracy and computational expenses.
3. The radius of each sampling sphere (in voxels) was compared to the voxel intensities in the

distance map, determining the centers of the spheres of a radius that can be completely placed
within the ice phase.

4. A dilation algorithm was then applied to the voxels correlated to the sphere centers, using a
spherical kernel of the same radius. The volume after dilation is the volume correlated to the
sampling sphere.

5. Step 3–4 were repeated for all the sampling sphere dimensions chosen in step 2, providing a
range of reachable volumes corresponding to increasing sphere diameters.

6. The volume fraction was calculated by dividing each volume by the total volume of the ice phase.
Then an ice crystal size distribution can be calculated as the differential of the area under the
cumulative volume percentage curve.

For the ex situ study, the reconstructed volumes from the data were cropped into a smaller
volume, followed by the microstructural quantification in 3D. The three-dimensional rendering of the
features, as well as the quantification of the ice crystals, was performed by manually using Avizo 9.4
(FEI Visualization Sciences Group, Mérignac, France). For more details, see References [2,7].

3. Results and Discussion

3.1. In Situ: Microstructural Evolution—2D Images

First, a tomographic scan was collected at 270 K prior to the onset of fast cooling. Except for air
cells, it was not possible to resolve structural features in the material at this temperature. This indicates
that it was above the freezing point of the ice cream composition under investigation and additionally
significant supercooling is required before ice crystal nucleation occurs.

Figure 4a,b show representative 2D tomographic image slices recorded after the fast cooling
from 270 to 250 K and Figure 4c,d show representative image slices following the fast heating at
5 K/min from 250 to 267 K and holding at that temperature for 10 min. The main features evident
at low magnification in Figure 4a,c are the light grey contrast circular features which are low X-ray
attenuation air cells introduced by sample handling and imaging. These are embedded in a material
with a fine scale microstructure showing grey/white contrast. At higher magnification (Figure 4b,d),
the details of this matrix material’s microstructure are revealed. In Figure 4b, following fast cooling
to 250 K, the microstructure comprises a high volume fraction of ice crystals (grey) with a lighter
contrast continuous phase surrounding the crystals; the latter is the unfrozen matrix phase comprising
a concentrated sucrose solution, fat globules, and solids. The ice crystals have a range of sizes and
are apparently lozenge-shaped with dimensions of the order of 5 to 10 μm, with domains of aligned
crystals. In Figure 4d, following fast heating from 250 K to 267 K, it is clear that the ice crystals
occupy a significantly smaller volume fraction than at 250 K. Furthermore, the dimensions of the ice
crystals have increased markedly following the fast heating and short, 10 min, holding time at 267 K.
The coarsening could be due to factors such as Ostwald ripening and physical agglomeration during
heating and holding. In Ostwald ripening, the driving force is the difference in solubility between the
polydisperse particles of different curvatures. This solubility difference establishes a concentration
gradient between the smaller and the larger particles, which leads to the growth of the larger particles
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at the expense of the smaller ones, the solute being transported through the unfrozen phase. It should
also be noted that the volume fraction of air cells could potentially increase due to the photochemical
cracking by the X-rays (Figure 4a,c) [33].

Figure 4. The reconstructed 2D tomographic slices. (a,b) Following fast cooling (FC) to 250 K.
(c,d) Following heating to 266.8 K and holding for 10 min. In (a), the large circular dark areas with thin
brighter boundaries are air cells and the matrix comprises of a dark contrast for the ice crystals and a
brighter contrast for the unfrozen material. Zoom-ins of the areas highlighted by yellow squares in
(a,c) are shown in (b,d) respectively.

Figure 5a–d show the 2D tomographic slices recorded at 266.8 K, 263.4 K, 260.3 K, and 250 K
respectively during the slow cooling (SC) regime (0.05 K/min) following a 10 min hold at 267 K. During
this regime, it is obvious that ice crystals grow in size and the morphologies became more spherical than
those at 267 K supporting the proposed mechanisms of Ostwald ripening and physical agglomeration.
Moreover, the ice crystal volume fraction increases significantly and the specific interface area (Ss) which
is given by the interfacial area between ice (solid) and unfrozen matrix (liquid), denoted as A, divided
by the total enclosed volume of ice (solid), denoted as Vs, i.e., Ss =

A
Vs

, decreases during slow cooling
and solidification (Table 1). There is also evidence, from the morphological features, that some of the ice
crystals appear to have coalesced (see coalesced structure highlighted by an arrow in Figure 5d).

Table 1. The total volume fraction and specific interface area (Ss) of ice crystals quantified by
3D tomography.

Cooling Rate Temperature (K) Ice Volume Fraction (%) specific Interface Area (Ss) (mm−1)

FC 250.0 38 599
SC0 266.8 28 301
SC1 263.4 40 247
SC2 260.3 36 233
SC3 250.0 46 193
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Figure 5. The 2D reconstructed tomographic slice showing the microstructural evolution of ice crystals
during the slow cooling regime at the following temperatures: (a) 266.8 K, (b) 263.4 K, (c) 260.8 K and
(d) 250 K. Note, for images taken at 260 K and above, coarsening occurs during image acquisition,
blurring the image.

3.2. In situ: 3D Microstructural Evolution as a Function of Temperature and Time

The 3D rendering of ice crystals and un-frozen matrix from representative regions of the same
size are shown in Figure 6. In agreement with the 2D observations, the ice crystals are fine after the
FC stage (Figure 6a) and after the fast heating and holding (Figure 6b), the small ice crystals have
transformed into much larger ones. The ice crystal size continues to increase during the slow cooling
period (Figure 6b–e). The color-coded local thickness of the ice crystals in Figure 6a–e allows us to
better visualize the increase of the ice crystal thickness during the experiment (see quantification in the
next section). The 3D interconnected volume of the unfrozen matrix is shown in Figure 6f–j. It appears
that the wall thickness of the unfrozen matrix tended to increase upon heating (from 250 K to 267 K),
whilst the thickness decreases as the temperature falls and the volume fraction of the ice increases in
line with Figure 1a.
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Figure 6. The 3D morphological evolution of representative volumes of (a–e) ice crystals and (f–j)
the unfrozen matrix during the in situ experiment. (a,f) show the ice crystals and un-frozen matrix
after fast cooling (FC) and holding at 250 K. During the slowing cooling (SC) period, the ice crystals,
and un-frozen matrix are shown for the following temperatures: (b,g) 266.8 K, (c,h) 263.4 K, (d,i) 260.8 K,
and (e,j) 250 K respectively. In (a–e), the color of the renderings correlates with the 3D local thickness
of the ice crystals.

The size distributions of ice crystals and the unfrozen matrix, obtained from the 3D accessible
volume method, are shown in Figure 7. As expected from the 2D tomographic slices (Figures 4 and 5)
and the 3D reconstructed volume rendering (Figure 6), after the FC stage the ice crystals were very
fine with a modal size of 8.2 μm and a range from around 1 to 15 μm. When the temperature was
raised from 250 K to 267 K at 5 K/min and held for 10 min, the modal value of the size distribution
increased to 11.2 μm. The distribution curve shifted to the right with a wider distribution ranging from
1–26 μm, which suggests the melting of smaller ice crystals and the growth of larger crystals at high
temperature accompanying an overall decrease in ice volume with the increasing temperature. During
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slow cooling at a rate of 0.05 K/min, the modal size increased dramatically to 17.2 μm at 263.4 K
(SC1) and to 20.2 μm at 260.8 K (SC2). Once the temperature had dropped below 263 K, the changes
in size distribution at this cooling rate were not significant, which indicates that continued cooling
below 263 K does not have a significant influence on the size of ice crystals over the timescale of the
present experiments. It is presumably due to the slow molecular thermal diffusion at low temperatures,
resulting in a reduced rate of coarsening.

In a complementary manner, the effects of the thermal history on the unfrozen matrix were also
quantified. Figure 7b shows the size distribution of the unfrozen matrix at different temperatures,
quantified using the same method as that employed for ice crystals (see Section 2.5). The unfrozen
matrix is a complex 3D network that maintains the integrity of the ice cream structure. The 3D volume
rendering in Figure 6f–j show that the unfrozen matrix appeared thicker between the ice crystals
during the heating regime, whilst it became thinner as the sample cooled down from 267 K to 250 K,
due to the melting of the ice crystals during the heating and recrystallization during cooling.

These qualitative observations are supported by the numerical data. The unfrozen matrix at
267 K (20.2 μm) after heating is much greater in thickness than that measured at 250 K (8.2 μm),
which supports the idea that small crystals were melting into the unfrozen matrix as the temperature
increased. During the SC regime, a trend of decreasing size of the unfrozen matrix is observed when
the temperature of the sample was slowly cooled down to 250 K. This is presumably due to the growth
increasing volume fraction of ice crystals, and is consistent with our quantification for the overall
increased size of the ice crystal.

Figure 7. The size distributions of (a) the ice crystals and (b) the unfrozen matrix in the ice cream
sample after fast cooling to 250 K (FC), and then after the fast reheating and holding process at 266.8 K
(SC0), and during the slow cooling process at 263.4 K (SC1), 260.8 K (SC2), and 250 K (SC3), respectively.

The morphological changes of ice crystals are accompanied by changes in the total ice fraction
and specific interface area (Ss) as revealed in mm−1 when cooled down to 250 K.

Table 1. Both the volume fraction and specific interface area (Ss) of ice crystals decreased during
heating and holding, which supports the observation of the partial melting and coarsening of ice
crystals. During this period, the needle-shaped ice crystals at 250 K became more spherical after
the heating regime (clearly to minimize the interfacial free energy). The fraction of ice decreased
significantly from 38% at 250 K to 28% 267 K, which is consistent with the melting phenomenon while
heating. In the SC regime, we noted that the increase of the ice volume fraction with freezing is not
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completely monotonic. One possible reason for this is the relative movement of the entire volume
during cooling, which might change the features that are measured.

The Ss of ice crystals first decreased dramatically from 599 to 301 mm−1 during the fast heating
and holding period. However, the morphology of the ice crystals showed only small changes during
the SC regime, as indicated by the average Ss decreasing from 301 mm−1 at 267 K to 247 mm−1 at
263 K, and then continuously decreased to 193 mm−1 when cooled down to 250 K.

3.3. Ex Situ: Microstructural Evolution of Ice Crystals Following Long-Term Thermal Cycling

Apart from the dynamic evolution mechanism of the individual features in ice cream which were
elucidated in the in situ study, an examination of the microstructural evolution over long timescales
(days/weeks) was also performed. The results are summarized in Figure 8 and reported in more detail
in a previous paper [7]. After the thermal cycling from 258 to 268 K for 7 days, the size of ice crystals
increased from a modal value of 45 μm in the C0 sample to a modal value of 85 μm in the C7 sample
leading to coarsened ice structures and an ice cream that is likely to have a less desirable perception of
texture for consumers. The size of the ice crystals was found to continuously grow even after 14-day
long cycles. However, the rate of growth dramatically decreased after 7 cycles (7-day sample), with the
size of ice crystals increasing only by ~10 μm from sample C7 to sample C14. It is possible that most
of the surfaces of the ice crystals following 7 cycles are close to the size of the walls between the air
cells. Therefore, air cells act as diffusion barriers, reducing Ostwald growth to being controlled by
one-dimensional diffusion only in the plane of the wall. To demonstrate the morphological evolution
in detail, a representative 3D rendering of ice crystals from the sCT data is superimposed in Figure 8.

Compared with the ex situ study, the size distribution obtained following the FC stage of the in
situ work has a much smaller modal value of 8.2 μm. Such a fine scale microstructure is possible due
to the fast cooling from the ice cream mix (liquid), which is different from the ex situ coarsened ice
cream sample which was being “thermally abused” for a number of cycles between 258 and 268 K, i.e.,
the maximum temperature was well below the temperature of zero ice fraction (Figure 1a).

Figure 8. The size distributions of ice crystals in the ice cream samples following the FC stage from the
in situ experiment, and C0, C7, C14 samples from the ex situ experiment. For the ex situ experiments,
the morphology of the ice crystals is shown in the inserts as 3D color renderings of individual ice
crystals. Additional data are taken from Reference [7].
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4. Conclusions

In the present study, we applied in situ and operando time-resolved synchrotron tomography
in a bespoke cold stage to quantify the fast evolution of the different microstructural phases in ice
cream during processing, including ice crystals and the unfrozen matrix. To capture the long-term
microstructural evolution during storage, we used an ex situ sCT methodology.

The in situ experimental results in this study reveal that the coarsening of ice crystals was due
to both Ostwald ripening and physical agglomeration during heating and cooling. This change in
the ice crystals size and morphology strongly influences our sensory perception of ice cream’s taste.
During the subsequent storage, we demonstrate that fluctuations in storage temperature can cause a
partial-melting and recrystallization process, increasing the rate of coarsening. These processes were
quantified, providing valuable data to both inform and validate models of the behavior of soft-solids.
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Abstract: Recent advances in high resolution X-ray tomography (μCT) technology have enabled
in-situ dynamic μCT imaging (4D-μCT) of time-dependent processes inside 3D structures,
non-destructively and non-invasively. This paper illustrates the application of 4D-μCT for visualizing
the removal of fatty liquids from kitchen sponges made of polyurethane after rinsing (absorption),
squeezing (desorption) and cleaning (adding detergents). For the first time, time-dependent imaging
of this type of system was established with sufficiently large contrast gradient between water
(with/without detergent) and olive oil (model fat) by the application of suitable fat-sensitive X-ray
contrast agents. Thus, contrasted olive oil filled sponges were rinsed and squeezed in a unique
laboratory loading device with a fluid flow channel designed to fit inside a rotating gantry-based
X-ray μCT system. Results suggest the use of brominated vegetable oil as a preferred contrast
agent over magnetite powder for enhancing the attenuation coefficient of olive oil in a multi fluid
filled kitchen sponge. The contrast agent (brominated vegetable oil) and olive oil were mixed and
subsequently added on to the sponge. There was no disintegration seen in the mixture of contrast
agent and olive oil during the cleaning process by detergents. The application of contrast agents also
helped in accurately tracking the movement and volume changes of soils in compressed open cell
structures. With the in house-built cleaning device, it was quantified that almost 99% of cleaning was
possible for contrasted olive oil (brominated vegetable oil with olive oil) dispersed in the sponge.
This novel approach allowed for realistic mimicking of the cleaning process and provided closer
evaluation of the effectiveness of cleaning by detergents to minimize bacterial growth.

Keywords: X-ray μCT; in-situ experiments; flow cell
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1. Introduction

Sponges are ubiquitous implements used in household and industrial cleaning tasks thanks to
their flexibility and absorption ability. The cleaning of sponges, i.e., removal of soil on surfaces and
cleaning the sponges themselves after absorbing the soil is dependent on the mechanics/hardness
of the structure (abrasion level), the interconnectedness and surface area/energy of the open cell
structure (capillary forces) [1]. However, the sponge’s complex porous structure may leave soil trapped
in the sponge during the sorption phase. Where the soil ends up in the sponge depends on the physical
properties of the soil. For example, if it is solid food particles (meat, undissolved carbohydrates,
solid fat), it will most likely be deposited on the outer surface of the sponge due to filtration mechanism.
However, for liquid soil (vegetable oil, dissolved proteins, dissolved starch) they can be wicked inside
the porous structure due to capillary action. These residues whether on the surface or inside the pores
may be used by micro-organisms (bacteria, fungi) as a source of food for their growth, giving rise to
biofilm formation over time, and hence potential hygiene risks. While detergent formulations with
antibacterial active agents may be used to prevent microbial growth in sponges, the use of these
antibacterial agents is regulated and limited (EC regulation No 1223/2009 of the European Parliament
and of the Council of 30 November 2009 on cosmetic products). Therefore, formulations that are
effective in preventing bacterial growth is preferred by ensuring food soils are completely removed
inside the sponge. Key to this is the mixture of ingredients in the formulation and the fluid dynamics
required for removal. The fluid dynamics inside the complex deformable porous structure are however
poorly understood, and therefore their effects on soil removal are not accounted for. To improve the
efficiency of cleaning agents, it is important to understand how efficiently these agents are delivered
throughout the complex structure of the sponge and to understand the mechanisms that govern the
emulsification of the soil inside the sponge. The purpose of this paper is to develop a non-invasive
imaging method that can accurately visualize the displacement and relocation of olive oil (or any other
animal or plant-based oil) inside an open cell sponge in a multiphase fluid environment and to assess
levels of soil removal under compressive forces. Outcomes from this paper can be used as modeling
inputs for the evaluation of how sponge absorbs food soil from dishes into the sponge and how these
are subsequently removed and released into the wash solution upon squeezing.

In comparison with cleaning sponges (cellulose sponges), kitchen sponges made of polyurethane
are less susceptible to tearing because of its high tensile strength [2,3]. Polyurethane sponges are
nontoxic and free of biocides unlike cellulose sponges which inherit chemicals to control microbial
growth during polymerization process [3]. The sponges have a high water retention capability and
release liquid only under pressure [4]. Nevertheless, ester, amide and urethane groups represent sites
on the polymer surfaces for hydrolytic attack [5], and are subject to degradation by aqueous acids,
alkalis and steam during the cleaning process. This degradation results in structural deformation of the
sponge and increase in its overall surface area. The oil sorption capacity increases with the decrease
in foam density over time/use and attracts bacterial adhesion. For their commercial availability and
known cleaning capacity, polyurethane sponges were studied in this work over other materials.

High resolution X-ray Computed Tomography (μCT) is a non-destructive 3D imaging technique
able to visualize both the external and internal structure of porous objects [6]. Throughout the
last two decades, it has become an established technique in numerous research areas for visual
evaluation of objects. Particularly in porous media, 3D analysis is often performed to extract
quantitative parameters like density, porosity, pore size [7–10]. Also, μCT can be used as input for the
generation of 3D geometries which are subsequently used for finite element (FE) [11] or fluid flow
simulations [12], and pore scale modeling [13–15]. Alternatively, micro magnetic resonance imaging
(MRI) can provide dynamic fluid tracking on compressed foam structures; yet, with poor spatial and
temporal resolution [16]. In recent years, an increasing interest has extended X-ray imaging to the
temporal dimension [17]; exploiting the non-destructive nature of μCT to assess dynamic processes of
pores structures such as visualizing multiple phase flow and solute transport in real-time [14,18,19].
Accordingly, μCT was chosen as the ideal technology to track soil removal over MRI. In addition,
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to achieve temporal analysis of pores structures, in-situ devices have been developed for various
purposes in the past including flow cells, and compression stages [20,21]; yet, the application to
fluid-filled sponges with soil under dynamic compression has been poorly studied.

An attempt has been made for the imaging of olive oil and its removal from the sponge
at a spatial resolution better than 30 microns. However, the possibilities of imaging olive oil in
water simultaneously are limited due to the low difference in X-ray attenuating coefficients at the
X-ray energies commonly used in μCT [22]. Low contrast driven by small density differences
can be countered by the application of X-ray contrast agents which can bind with specificity to
the olive oil constituents and enhance its X-ray attenuation against water and PU (Polyurethane).
Contrast Enhanced Computed Tomography has been in place for quite some time in medical
imaging [23]. However, literature on contrast agents for μCT on inert materials is limited with
the research across the globe targeting mainly biological [24], biomedical [25–28] and geological
samples [29,30]. On the other hand, Scanning Electron Microscopy (SEM) staining techniques for
polymeric substance can be used for X-ray μCT applications. Staining agents like Osmium (Os) and
Ruthenium (Ru) Tetroxide are used to target unsaturated poly-hydrocarbons (e.g., oils and waxes)
but unfortunately, both staining agents are toxic and volatile. [31–33]. Similarly, phosphotungstic acid
(PTA) and phosphomolybdic acid (PMA) can be used to target the conjugated unsaturated fatty oils and
proteins. Nevertheless, polyurethane (PU) is not resistant to strong acids and can be hydrolysed [34].
Thus, in this work, application of contrast agents for olive oil inside a fluid filled sponge substrate
was accomplished with alternative materials with different physical properties, namely magnetite
powder [35] (chemical formula Fe3O4) and brominated vegetable oil [36]. The contrast is mainly
attributed to iron’s and bromine’s higher attenuation coefficient values vs. water, olive oil and
polyurethane. Magnetite particles are dispersed in olive oil while brominated vegetable oil is miscible
with olive oil. This paper illustrates the application of these contrast agents before and after loading,
for the assessment of olive oil removal/cleaning and it is believed to be the first of its kind.

In-situ experiments with X-ray Tomography requires custom build modules capable of mimicking
the dynamic process under investigation while respecting the practical constraints of the measurement
technique throughout the experiment [37]. In 4D-μCT, the most notable constraints are on the size and
composition of the sample holder. Indeed, due to the geometrical magnification in laboratory based
μCT, the diameter of the sample should be as small as possible to obtain the desired resolution in the
μCT images at maximal flux efficiency (i.e., with a sufficiently small source-to-object distance). In fluid
flow experiments, the sample holder completely confines the sample, and should be as transparent
as possible to X-rays. Furthermore, a rotational symmetry is desired in tomographic experiments,
particularly in the scope of applying corrections for region-of-interest tomography reconstruction [38].
Keeping all these into consideration the flow cell described below was developed to be able to mimic
the cleaning process in a realistic way.

2. Materials and Methods

2.1. Sample Material

The experiments presented in this paper are conducted on standard kitchen sponges (non-scratch
type) made from polyurethane (Spontex, Colombes, France). To improve the reproducibility of the
experiments, a large number of sponges was purchased simultaneously, originating from the same
production batch. To evaluate the cleaning inside the sponge, they were soiled with commercially
available olive oil (Bertolli Extra Virgin, Unilever, Rotterdam, The Netherlands). The cleaning of
the sponges was performed using Dreft dishwashing liquid (P&G, Cincinnati, OH, USA) and
standard tap water (hard water). For the experiments, sponge samples of 3 cm diameter and 4 cm
height were implemented considering the geometrical magnification of X-ray μCT and the required
spatial resolution.
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2.2. Scanner System

In this work, two different high-resolution CT systems were used, both custom-designed by
the Ghent University Centre for X-ray Tomography (UGCT, www.ugct.ugent.be). For high quality
static imaging of sponges, the HECTOR system was used. This system is based on an open-type
XWT240 X-ray tube (X-ray WorX, Garbsen, Germany) and a large PerkinElmer flat-panel detector.
More details on the system components can be found in [39]. The best spatial resolution for this
system is approximately 4 μm. For the dynamic experiments, the Environmental Micro-CT system or
EMCT [40] was used. This gantry-based system is designed specifically to conduct in-situ 4D-μCT
experiments, as the source-detector system rotates around the stationary object, thus allowing for
several mountings, cables and tubes into the in-situ device, i.e., the flow cell. With a L9181-02 X-ray tube
(Hamamatsu Photonics, Hamamatsu, Japan) and a Xineos 1313 flat-panel detector (Teledyne DALSA,
Waterloo, ON, Canada), this system is optimized for a compact design and high scanning speed. At
highest speed, a full 360◦ rotation is performed in 12 s, with a best resolution of approximately 15 μm,
partly limited by the available X-ray flux. At slower speeds, a best resolution of approximately 5 μm can
be achieved. For more information about the scanning system and the relationship between scanning
speed and resolution, the reader is referred to [14,40], respectively. Reconstruction of the radiographs
obtained during both static and dynamics CT scans was done using Octopus Reconstruction [41] which
is an in house developed software package. Octopus Analysis [10] is in house developed software
and was used for 3D analysis of the reconstructed images. The 3D rendering of the sponges with the
residue was made using VGStudio MAX 3.2 (Volume Graphics GmbH, Heidelberg, Germany).

2.3. Flow Cell and Its Automation

A sample holder (flow cell) with a provision of a flow channel and the capability to squeeze and
flush the sample was designed and constructed in polymethymethacrylate (PMMA). The flow cell
consists of a cylindrical body with a grid and a plunger. A grid is placed to hold the sample and drain
the fluid out of the sponge upon squeezing. An inlet is provided through the plunger and below the
grid a provision is made for the outlet. The tube dimensions are indicated in the Figure 1. The tube
can be split into two parts: (1) working area of the tube and (2) region below the grid. The height of
the working area is 9 cm with 3 cm inner diameter and the height of the region below the grid plate is
4 cm with 2 cm inner diameter. The height of the plunger is 12 cm, with a protrusion of 3 cm diameter
and 2 cm height (Figure 1). The wall thickness of the tube is 0.5 cm and the external diameter of the
tube is 4 cm. PMMA was chosen considering the mechanical strength needed for the cyclic action of
the flow cell and because of its relatively low X-ray attenuation. The low X-ray attenuation of the flow
cell is necessary to make sure that sufficient X-ray flux reaches the detector [42].

The flow cell can be attached to a scotch yoke mechanism connected to a stepper motor to enable
automated squeezing. The supplementary parts are made from PVC and consist of a pinion wheel
with a provision to attach the motor shaft, a cap to stabilize the position of the plunger and a support
needed to mount the top part of the setup. The total amplitude of the plunging motion is 9 cm.
Figure 2 illustrates in detail the add-on modules along with the flow cell. A NEMA23 stepper motor
(RepRapWorld B.V, Nootdorp, The Netherlands) with a torque of 30.59 kg.cm is used for providing
the thrust required for the reciprocating action of the plunger. The position of the inlet was altered to
facilitate easy flow of water through the sponge while squeezing. The flexible hose was attached to
both inlet and outlet extensions. The water flow through the flow cell is based on a gravity fed pipe
flow system and no electric motor was introduced to pump in water. The outlet was connected to a
suitable water basin and the water flow was controlled with a clip attached to the hose.
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Figure 1. (a) 2D front view of CAD model of the sample holder (not to scale), (b) photo of the sample
holder with sponge.

 

Figure 2. Picture and schematic drawing of the flow cell (Front view) with attached flow channels.

2.4. Experimental Design

Here is a brief overview of all the experiments illustrated in this article.

Preliminary studies:
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• Section 2.5 describes two preliminary experiments performed to characterize the samples in
more detail. In the first experiment the sponge sample was placed inside the flow cell and
fluids (olive oil and water) were added on to the sponge. This system was scanned using X-ray
μCT to visualize the microstructure of the sponge and to spot the fluids (water and olive oil)
considering their attenuation coefficient values. In the second experiment each of the fluids (olive
oil, water and detergent) were scanned separately to determine and note the difference in their
attenuation coefficient values.

In-situ test:

• Section 2.7 elaborates on the third experiment where the contrasted olive oil was scanned using
X-ray μCT to estimate the attenuation coefficient enhancement of olive oil due to the application
of contrast agents. A fourth experiment is also described in which the developed experimental
protocol was followed, aiming to demonstrate the cleaning capabilities of the custom-built flow
cell and quantification of the contrasted olive oil present in the sponge before and after cleaning
(i.e., removal of contrasted olive oil from the sponge) with detergents.

2.5. Sample Characterisation

To examine the imaging capability of X-ray μCT for olive oil, water and sponge, preliminary
imaging of olive oil in sponges was conducted without the application of any contrast agents on the
HECTOR system. For the first experiment the sponge was cut into a cylindrical cross section with a
diameter of 3 cm and a height of 4 cm which was placed inside the tube of the flow cell. The flow cell
with the dry sponge (sponge without olive oil and water) was scanned using X-ray μCT. Olive oil and
water each 5 mL were added to the dry sponge and for 5 min the fluids were allowed to diffuse in the
sponge. After this time, the wet sponge (sponge with olive oil and water) was scanned. For both these
scans, 1401 projections of 1 s exposure time per projection with a voxel size of 36 × 36 × 36 μm3 were
acquired over the full 360◦ rotation. The tube output was set at 70 kV and 30 W and the duration of
the scan was around 26 min. The scans were obtained without any use of filters on the X-ray source.

In the second experiment, tubes containing pure olive oil, water and detergent outside the purview
of the sponge were scanned using X-ray μCT. Scans with 2001 projections of 1 s exposure time per
projection were acquired at full 360◦ rotation with a voxel size of 37.5 × 37.5 × 37.5 μm3 and tube
output of 70 kV and 30 W. The duration of the scan was around 36 min. The scans were obtained
without any use of filters on the X-ray source.

2.6. Contrast Agents

Contrast agents help to improve visualization between the targeted material (i.e., the fatty liquid)
and all other constituents of the structure (sponge and detergent solution), including background.
In this study, we compare two different contrast agents: magnetite powder and brominated vegetable
oil. Commercially available magnetite powder (Inoxia Ltd., Surrey, UK and Natural type) with
an average particle size of 40 μm was added to the olive oil at 10% wt/volume. Alternatively,
bromine vegetable oil (VWR, Radnor, PA, USA) is another interesting contrast agent which was
considered as suitable because it forms miscible solution with olive oil and has higher attenuation
coefficient value. The concentration of brominated vegetable oil in olive oil was maintained at 10%
wt/volume for the experiments.

2.7. Application of Contrast Agents on Sponges

The third experiment aimed at assessing the specificity of each of the contrast agents in olive oil
and visualizes the homogeneity of the dispersion (magnetite)/solution (brominated oil). Inside two
different containers of 2 cm diameter and 8.5 cm height, 0.5 g of magnetite powder and 0.5 g of
brominated vegetable oil were each dispersed respectively in 5 mL of olive oil. Both solutions were
observed under X-ray μCT. The tube output for these experiments remained at 80 kV and 12 W.
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2401 projections with 0.1 s exposure time per projection were acquired at full 360◦ rotation at a voxel
size of 33.5 × 33.5 × 33.5 μm3 in the scan. The duration of scan was around 5 min.

For the fourth experiment the cylindrical cross section of the sponge of 3 cm diameter and a height
of 4 cm placed inside the flow cell was first introduced with 5 mL of magnetite powder dispersed olive
oil (10% wt/volume) and the following experimental protocol was followed to mimic the soiling and
cleaning of the sponge. Later for a new sponge sample, 5 mL of brominated vegetable oil mixed olive
oil (10% wt/volume) was introduced and the experimental protocol was repeated.

One compression cycle is the movement of the plunger to its full length inside the working area
of the tube and returning to its initial position. The cycle frequency was maintained at ten cycles per
minute throughout the whole experiment.

Process 1: The flow cell was connected to an inlet and outlet channel for continuous flow of water
through the sponge sample.

Process 2: The sponge was compressed using the plunger for one minute at 10 cycles/min to
disperse the contrasted olive oil with continuous flow of water.

Process 3: 5 mL of detergent was added to the dirty sponge and squeezed for one minute at
10 cycles/min inside the flow cell without water supply.

Process 4: At Stage 1 of cleaning process, with live water feed 10 min of squeezing was performed
at 10 cycles/min.

Process 5: For the Stage 2 of cleaning process another 5 mL of detergent was added onto the same
sponge and again 10 min of squeezing with continuous water feed was performed at
10 cycles/min.

Process 6: In the end the sponge was removed and air dried for a day at room temperature.

At the end of each process the protocol was halted and a μCT scan was acquired using the EMCT
system. The duration of the scan was around 5 min each. For these scans, 2401 projections of 0.1 s
exposure time per projection with a voxel size of 33.5 × 33.5 × 33.5 μm3 were acquired over the full
360◦ rotation. The tube output was set to 80 kV and 12 W with no hardware filter.

2.8. Criteria for Cleaning

The process of cleaning involves squeezing and rinsing of the sponge with the addition
of detergent and water to remove the dispersed contrasted olive oil. The volume of the soiled
sponge was loaded in Octopus Analysis and by adjusting the threshold the contrasted olive oil
present in the sponge was segmented and the volume of contrasted olive oil volume was determined.
Considering the same attenuation coefficient for the contrasted olive oil, thresholding was done for the
sponge after all cleaning steps. The percentage of cleaning (complementary percentage) (see further in
the Section 3.3) was determined by subtracting the ratio of volume of contrasted olive oil determined
after cleaning stages to the volume of contrasted olive oil before cleaning from 1 and multiplying the
obtained number by 100.

Equation (1)

Percentage of cleaning for the stage one

=

[
1 − Volume of contrasted olive oil in stage one

Volume of contrasted olive oil before cleaning

]
× 100

(1)

3. Results

3.1. Characterization of Materials

Figure 3 illustrates the characterization of the sponge microstructure in absence of load, with and
without liquids inside. In Figure 3a the pore structure of the dry sponge can be seen and Figure 3c
illustrates the distribution of water and olive oil inside the sponge. With the help of 2D cross sectional
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images the structure and distribution of the fluids at any given layer inside the sponge can be visualized
in 2D and 3D. Although the location of olive oil and water inside the sponge could be visually assessed
however, in a single system it was impossible to accurately discriminate between olive oil, water and
sponge material (Figure 3d).

Figure 3. (a) Cross sectional image indicating the microstructure of the dry sponge. (c) Cross sectional
image of sponge with water and olive oil without application of contrast agent. (b,d) Zoomed images
of the result shown in (a,c), depicting the microstructure of the sponge and water and non-contrasted
olive oil in the sponge, respectively. The colormap illustrates the reconstructed attenuation coefficient
of different materials.

Table 1 illustrates the experimental attenuation coefficient values of each of the test fluids retrieved
separately in multiple scans with same scanner settings. The images were loaded in Octopus Analysis
and the average grey value was determined over a volume of interest of approximately 3140 mm3.
This grey value was later converted to a linear attenuation coefficient μ using the calibration from the
reconstruction. Although these values are separated by 2σ (standard deviation), it should be noted
that these are obtained in a container of pure material. In a real system such as the sponge, the features
to be recognized are small and partial volume effects have a significant contribution [6]. Furthermore,
these measurements are obtained from a high-quality scan, and in-situ experiments will yield higher
noise levels.
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Table 1. Solvents with their experimental linear X-ray attenuation coefficient (μ) and the achieved
standard deviation σ (μ) indicating the close proximity in attenuation coefficient values of test fluids
and attenuation coefficient enhancement of olive oil by addition of contrast agents.

Solvents μ (cm−1) σ (μ) (cm−1)

Olive oil 0.25 0.0158
Water 0.33 0.0261

Detergent (Dish washing liquid) 0.35 0.0297
Magnetite powder dispersed olive oil 0.45 0.0421

Brominated vegetable oil with olive oil 0.62 0.0775

3.2. Assessment of Contrast Agent Specificity

In the specificity test, both contrast agents were dispersed evenly in the solution by severe mixing.
The magnetite powder solution however proved to be unstable over time due to sedimentation of the
powder. The stability of the solution depends on the concentration of magnetite powder dispersed in
olive oil. With lower concentrations the onset of sedimentation only happens if the solution remains
stationary in its liquid state without being applied onto sponge.

The values of contrasted olive oil in Table 1 indicate that there is a considerable improvement in
the attenuation coefficient of olive oil with dispersion of magnetite powder and brominated vegetable
oil respectively. 10% wt/volume concentration of contrast agent dispersed in olive oil was chosen to
be optimal for all the experiments considering the sedimentation property of magnetite powder in
olive oil.

3.3. Experiments of Contrasted Olive Oil on Sponges: Cleaning Assessment of the Custom-Built Device and
Quantification of Contrasted Olive Oil in the Sponge

Octopus Analysis software was used to calculate the volume of contrasted olive oil present in
the sponge at different stages of the cleaning process and it was compared with the actual volume of
contrasted olive oil added to the sponge. Although 5 mL of contrasted olive oil was added on to the
sponge only 3.6 mL of magnetite powder dispersed olive oil and 1.2 mL of brominated vegetable oil
with olive oil could be recorded through image segmentation (Table 2). The factors influencing this
difference in value will be explained in the Discussion section.

Table 2. Volume of contrasted olive oil at different stages of cleaning indicating the removal of
contrasted olive oil from the sponge. Stage 1 of cleaning process: soiled sponge thoroughly rinsed
with 5 mL of detergent is squeezed for 10 min at 10 cycles/min with continuous water feed. Stage
2 of cleaning process: 5 mL of detergent is added to the same sponge and squeezed for 10 min at
10 cycles/min with continuous water feed.

Contrasted Olive Oil
Actual Volume of

Contrasted Olive Oil
Uncleaned Sponge Stage 1 Stage 2

Volume of magnetite dispersed
olive oil (mL) 5 3.6 0.8 0.79

Volume of brominated vegetable
oil with olive oil (mL) 5 1.2 0.08 0.01

Using Equation (1) the percentages of cleaning for the sponge were determined. In Table 3 the
percentage of cleaning for the given constant volume at two cleaning stages are given. Sponge applied
with brominated vegetable oil mixed olive oil showed a better cleaning percentage compared to sponge
with magnetite powder dispersed olive oil and the change in the cleaning percentage between the two
stages were less for the latter case.
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Table 3. Percentage of cleaning for two sponges, sponge 1 (magnetite powder dispersed olive oil) and
sponge 2 (brominated vegetable oil mixed olive oil).

Sponge Samples Stage 1 of Cleaning Stage 2 of Cleaning

Sponge 1 77.2% 77.5%
Sponge 2 92.5% 98.8%

3.4. Experiments: Dynamics of Soil Removal from Sponges under Loading

From the stack of reconstructed slices, a 3D volume of both the uncleaned and the cleaned sponges
were rendered using VGStudio MAX 3.2 software. Figures 4 and 5 give the visual representation of the
contrasted olive oil with respectively magnetite powder dispersed olive oil and brominated vegetable
oil with olive oil in the sponge before and after two stages of cleaning along with the sponge after
Process 3 (Section 2.7). The removal of contrasted olive oil in the sponge is made possible by the
squeezing action of the plunger, the external compressive force overcomes the capillary forces and
thereby the trapped fluid gets displaced by a non-wetting phase. Dynamic action of the plunger not
only increases the pore size of the sponge but also helps in mobilizing the water droplets and detergent
throughout the porous structure.

 

Figure 4. 3D rendering of sponge with magnetite powder dispersed olive oil (a) before cleaning,
(b) intermediate Process 3 (Section 2.7) and (c) after two stages of cleaning. Pseudo coloration is
performed based on the segmentation: blue represents magnetite powder dispersed olive oil, pale blue
represents water, red represents detergent and yellow colour represents the sponge. The residue was
present even after 2 stages of cleaning for the magnetite powder dispersed olive oil sponge.

Figure 5. 3D rendering of sponge with brominated vegetable oil dispersed olive oil (a) before cleaning,
(b) intermediate Process 3 (Section 2.7) and (c) after two stages of cleaning. Pseudo coloration is
performed based on the segmentation: blue represents brominated vegetable oil with olive oil, pale blue
represents water, red represents detergent and yellow colour represents the sponge. There were no
traces of contrasted olive oil in the cleaned sponge.
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4. Discussion

Although there is a visible difference between the olive oil and water present in the sponge,
it is extremely challenging to quantitatively retrieve the interface between both liquids (Figure 3d).
As shown in Table 1, the attenuation coefficient values of these fluids were in close proximity to
each other.

The contrast was therefore improved by using two different contrast agents namely magnetite
powder and brominated vegetable oil. The dispersion capabilities of the contrast agents in the olive oil
and the influence of the contrast agent on the properties of the olive oil are of high importance and limit
the practically achievable concentration. Due to the inert chemical behaviour of magnetite powder
with olive oil and their difference in bulk densities, sedimentation of magnetite powder occurred at
concentrations higher than 50% (wt/volume). For brominated vegetable oil, such sedimentation was
not observed as the two liquids were miscible. However, with a thorough premix of the solution,
the olive oil acts as a suitable carrier for magnetite powder [43] and the solution remains stable for
sufficiently long time before being applied on to the sponge.

With the help of 2D cross sectional images a thin film may be seen on the walls of the sponge pores
due to the adhesion of the contrasted olive oil, making it partially a closed cell structure. Also due
to the uneven distribution of contrasted olive oil, the sponge tends to lose its stability and collapses
towards the heavier side. This was one of the challenges that had to be faced while conducting the
experimental protocol. After each step, the sponge was rearranged before the scan to have the full
view of the structure.

The traces of magnetite powder dispersed olive oil were present in the sponge even after two
stages of cleaning. A possible cause of this phenomenon is the magnetite powder without olive oil
which tends to stick to the sponge material due to the heterogeneous solution. This separation of
magnetite powder from its solution will not be helpful as the main purpose of cleaning the sponge
becomes questionable. The influence of the contrast agent on the olive oil properties, particularly with
respect to the interaction with the sponge material, is a very complex research question. Solving this
is out of the scope of this manuscript but part of parallel research in the same research consortium.
However, the use of brominated vegetable oil as contrast agent for olive oil can be justified as bromine
results in a higher attenuation coefficient and the two liquids form a stable solution.

The contrasted olive oil added onto the sponge could impregnate purely by gravity and capillary
forces. According to laws of capillarity, the small pores cause higher capillary pressure for the wetting
phase (contrasted olive oil) to move towards non-wetting phase (air filled pores) hence making it
difficult for imbibition of contrasted olive oil through the sponge. This resulted in the concentration of
contrasted olive oil at the periphery (Figures 4a and 5a).

To assess the entire volume of contrasted olive oil present in the sponge, the different phases were
segmented in 3D analysis software. The limitation to find the optimal threshold value together with
partial volume effects were some of the reasons for the difference between the measured amount of
olive oil in the uncleaned sponge and the added amount of olive oil (Table 2, 3.6 mL of magnetite
powder dispersed olive oil and 1.2 mL of brominated vegetable oil mixed olive oil compared to 5 mL
inserted in the system). One of the other important reasons may be the loss of contrasted olive oil
through the outlet after addition, for which solutions will be sought. The amount of solution of
brominated vegetable oil in olive oil left behind in the sponge was relatively less and unlike magnetite
powder the dissolved brominated vegetable oil did not adhere to the sponge and therefore provides a
better approach to contrasting.

As the system was not operated in vacuum, the displacement of the wetting phase by a
non-wetting phase resulted in trapping of contrasted olive oil droplets inside the sponge [44].
Dynamic processes like squeezing and rinsing were necessary to mobilize and emulsify this trapped
soil droplets for easy removal. Process 2 and Process 3 illustrated in Section 2.7 helped in mobilizing
water-soluble particles present in the sponge and in emulsification of fatty soils respectively [45].
These processes facilitated for removal of contrasted olive oil dispersed in the sponge.
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The flow cell with its cyclic action and with the help of water channels was successful in removing
the contrasted olive oil present inside the sponge. Comparing the percentage of cleaning and the
enhancement in attenuation coefficient of olive oil, brominated vegetable oil becomes a favorable
choice as contrast agent. The 3D rendered images in Figures 4 and 5 depict the displacement and
relocation of fluid inside the porous structure in relation to time and hence can be used as an input
for developing a model for fatty oil absorption and removal with a detergent solution. This method
can be employed to optimize a detergent formulation that can quickly wet the kitchen sponge and the
oil trapped in between the pores, emulsify the fat into oil droplets and completely remove them via
squeezing action.

X-ray 4D-μCT (time dependent imaging) is a suitable choice for visualizing in situ experiments
as it needs no sample preparation and gives both qualitative and quantitative data. Application of
suitable contrast agents have further enabled the technique to image low attenuating samples in a
multiphase fluid system non-destructively.

5. Summary

A 4D-μCT approach to assess removal of fatty oil from sponge has been developed. A sample
holder with a flow channel and the capability to squeeze and flush the sample was designed to follow
the dynamic processes inside the sponge during oil removal. Two contrast agents were assessed to
improve visualization of the fatty oil absorption, emulsification and removal. Magnetite particles
provided contrast but the stability of the magnetite dispersion in olive oil and the magnetite adsorption
onto the sponge inner surfaces were identified as the major problems with this approach. On the other
hand, mixing brominated vegetable oil with olive oil was identified as the better approach as it forms
a solution with olive oil. This fatty oil solution does not phase separate and does not adsorb strongly
to the sponge inner surfaces thus behaving like olive oil. Washing the sponge with a dishwashing
solution almost completely removed the oil indicating deep down cleaning and can help minimize
bacterial growth inside the sponge.
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Abstract: Digital volume correlation (DVC), combined with in situ synchrotron microcomputed
tomography (SR-microCT) mechanics, allows for 3D full-field strain measurement in bone at the
tissue level. However, long exposures to SR radiation are known to induce bone damage, and reliable
experimental protocols able to preserve tissue properties are still lacking. This study aims to
propose a proof-of-concept methodology to retain bone tissue integrity, based on residual strain
determination using DVC, by decreasing the environmental temperature during in situ SR-microCT
testing. Compact and trabecular bone specimens underwent five consecutive full tomographic
data collections either at room temperature or 0 ◦C. Lowering the temperature seemed to reduce
microdamage in trabecular bone but had minimal effect on compact bone. A consistent temperature
gradient was measured at each exposure period, and its prolonged effect over time may induce
localised collagen denaturation and subsequent damage. DVC provided useful information on
irradiation-induced microcrack initiation and propagation. Future work is necessary to apply these
findings to in situ SR-microCT mechanical tests, and to establish protocols aiming to minimise the SR
irradiation-induced damage of bone.

Keywords: bone; X-ray radiation; tissue damage; SR-microCT; digital volume correlation;
temperature control

1. Introduction

Bone is a highly heterogenous, anisotropic and hierarchical material that is organised at various
levels to optimise its mechanical competence [1]. Thus, it is essential to understand the mechanics of
its different components and the structural relationships between them at the different dimensional
scales [2–4]. This is of fundamental importance since many musculoskeletal pathologies, such as
osteoporosis, are associated with alterations in bone quality at the micro- and nanoscale [5]. Therefore,
novel techniques aim at characterising the deformation mechanisms of bone in a three-dimensional
(3D) manner, from apparent to tissue level, and establishing their links with bone structure [6–8].

To date, the only experimental method that allows for 3D strain measurements within the bone
structure is digital volume correlation (DVC) in combination with in situ microcomputed tomography
(microCT) testing [9–11]. DVC has been widely used in bone mechanics to investigate full-field
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displacement and strain in cortical [12] and trabecular [13,14] bone at different dimensional scales
and loading conditions, providing a unique insight to the 3D deformation of such complex material.
Nevertheless, in order to characterise bone failure mechanisms at the tissue level, high-resolution
microCT is needed [11,15,16]. High-energy synchrotron radiation (SR) microCT has proven to provide
fast high-quality image acquisition of bone microstructure with high spatial resolution (~1 μm),
and together with in situ mechanical studies, it has allowed for a detailed coupling between 3D
bone microstructure and deformation [6,17,18]. Furthermore, recent studies have combined in situ
SR-microCT mechanics with DVC to investigate the internal strain and microdamage evaluation of
cortical bone [12], trabecular bone [14] and bone-biomaterial systems [19], enhancing the understanding
of bone failure at the microscale.

However, it is known that high exposures to SR X-ray radiation lead to a deterioration in the
mechanical properties of bone as a consequence of collagen matrix degradation [20,21]. Similarly,
ionising radiation, such as gamma rays, commonly used to sterilise bone allografts [22], and X-rays,
negatively affects the mechanical and biological properties of the tissue by the degradation of the
collagen present in the bone matrix [20,23–27]. Specifically, radiation produces reactive free radicals by
the radiolysis of water molecules, which splits the polypeptides chains of the collagen and induces
cross-linking reactions, causing collagen denaturation [28–30]. In clinical practice, the adverse effects
of gamma radiation during sterilization have been successfully reduced by irradiating the bone while
frozen [31,32]. Lowering the temperature is beneficial, as it reduces the mobility of free radicals and,
therefore, their ability to interact with collagen molecules [33,34]. Particularly, Hamer et al. [31]
observed that cortical bone irradiated at low temperatures (−78 ◦C) was less brittle and had
less collagen damage when compared to the bone irradiated at room temperature. Additionally,
Cornu et al. [32] showed that ultimate strength, stiffness and work to failure were not reduced
significantly on trabecular bone irradiated under dry ice. In the field of high-resolution X-ray imaging
of biological samples, protection against radiation damage is also essential to preserve their integrity.
Cryofixation methods have been demonstrated to protect biological samples from visible structural
damage and have enabled cryo-soft X-ray tomography (cryo-SXT) to become the only imaging modality
able to provide nanoscale 3D information of whole cells in a near-native state [35–37]. However,
soft X-rays (~0.1–1 keV) are not able to penetrate bone tissue, nor can they be accommodated for in situ
mechanics protocols. Furthermore, cryotechniques involve freeze-drying of the specimens at −150 ◦C
and have been shown to induce microdamage and significantly reduce torsional strength, compressive
yield stress and compressive modulus of cortical bone [32,38–40]. Hence, low temperatures positively
influence bone preservation during irradiation. However, mechanical testing of bone in such conditions,
below the freezing temperature of water, cannot be conducted, as the mechanical properties of bone
would be affected. In fact, due to the large water content of bone, ice crystals may cause structural
damage to the tissue [23].

Therefore, it is essential to define some guidelines in order to preserve bone tissue integrity and
mechanics during in situ SR-microCT experiments. Very recently, DVC applied to SR-microCT images
of trabecular bone was used to investigate the influence of SR irradiation-induced microdamage on
the bone’s apparent mechanics [14]. Microcracks were detected in the bone tissue after long exposures
to SR radiation, despite the apparent elastic properties remaining unaltered. Also, high local strain
levels were observed that corresponded to the microdamaged areas. However, reducing the total
exposure to SR X-ray radiation was able to preserve bone integrity and plasticity. The results of that
study [14] provided important information on bone degradation and residual strain accumulation
resulting from SR X-ray exposure, but the study had some limitations. Firstly, bone specimens
were subjected to cyclic mechanical loading during SR-microCT imaging; thus, the full-field strain
measurements were not entirely due to SR irradiation but also to the mechanics. In fact, DVC results
showed that even at reduced exposures to SR radiation, there were some regions of high strain
concentration, which may have been induced by the mechanical load and further enhanced by the
irradiation. Secondly, reducing the total exposure by decreasing the exposure time per projection
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during SR-microCT acquisition notably decreased image quality and, consequently, DVC performance.
Hence, further evaluation and optimisation of the imaging setup is needed in order to preserve bone
integrity while maximising image quality for reliable DVC-computed full-field measurement within
the bone tissue.

In this context, there is a clear need to define experimental protocols for in situ SR-microCT
mechanics able to preserve bone tissue integrity against SR X-ray radiation-induced damage,
exploiting the research conducted in different fields. The aim of this study is, therefore, to propose
a novel proof-of-concept methodology to retain bone tissue integrity, based on residual strain
determination via DVC, by decreasing the environmental temperature during SR-microCT testing.

2. Materials and Methods

2.1. Specimen Preparation

Samples were obtained from a fresh bovine femur. A section (20 mm in thickness) was cut with
a hacksaw from the proximal diaphysis of the femur and a diamond-coated core drill was used to
extract 4 mm cylindrical compact (n = 2) and 6 mm trabecular (n = 2) bone specimens under constant
water irrigation. The ends of the cores were trimmed to achieve a 12 mm length for the compact and
a 16 mm length for the trabecular bone specimens. Brass endcaps were used to embed the ends of
the specimens (~2 mm), ensuring perpendicularity between the bone cores and the endcap bases.
Samples were kept frozen at −20 ◦C and thawed for approximately 2 h in saline solution at room
temperature before imaging.

2.2. SR-MicroCT Imaging

SR-microCT was performed at the Diamond-Manchester Imaging Branchline I13-2 (Figure 1a)
of Diamond Light Source (DLS), Oxfordshire, UK. A partially coherent polychromatic ‘pink’ beam
(5–35 keV) of parallel geometry was generated by an undulator from an electron storage ring of
3.0 GeV. The undulator gap was set to 5 mm for data collection and, to limit bone damage, 11 mm
for low-dose alignment. The beam was reflected from the platinum stripe of a grazing-incidence
focusing mirror and high-pass filtered with 1.4 mm pyrolytic graphite, 3.2 mm aluminium and 50 μm
steel. The propagation (sample-to-scintillator) distance was approximately 40 mm. Images were
recorded by a sCMOS (2560 × 2160 pixels) pco.edge 5.5 (PCO AG, Kelheim, Germany) detector
which was coupled to a 500 μm-thick CdWO4 scintillator and a visual light microscope with a
4× objective lens, providing a total magnification of 8×. This resulted in an effective voxel size
of 0.81 μm and a field of view of 2.1 × 1.8 mm2. A total of 1801 projection images were collected
over 180◦ of continuous rotation (‘fly-scan’), with an exposure time of 512 ms per projection (11 ms
overhead per exposure), adopting the imaging conditions reported in [14]. The total scanning time was
approximately 15 min. The projection images were flat-field- and dark-field-corrected prior to image
reconstruction using SAVU [41], which incorporated ring artefact suppression and optical distortion
correction [42]. Each specimen underwent five full consecutive tomographic data collections.

2.3. In Situ Testing and Temperature Control

Specimens were placed within an in situ testing device (CT5000-TEC, Deben, Bury Saint Edmunds,
UK) and kept in saline solution during image acquisition (Figure 1a). The device is equipped with
a 5 kN load cell, Peltier heated and cooled jaws with a temperature range from −20 ◦C to +160 ◦C
and an environmental chamber. A small preload (2–5 N) was first applied to ensure good end-contact
and avoid motion artefacts during tomographic acquisition, after which the actuator was stopped,
and the jaws’ positions held throughout the test. Bone specimens (N = 1 compact and N = 1 trabecular)
were imaged at room temperature (Troom ≈ 23 ◦C) and at ~0 ◦C (N = 1 compact and N = 1 trabecular)
by cooling and keeping the Peltier jaws at the target temperature. A thermocouple (Type K, RS Pro,
RS Components, Corby, UK) was also attached to the surface of the bone samples and was used during
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the in situ test to monitor the temperature directly at the tissue during image acquisition and between
tomographies. Temperature measurements and recordings were processed with a thermocouple
data logger (USB TC-08, Pico Technology, St Neots, UK). For reliable temperature measurements,
the thermocouple was calibrated prior to the experiment.

2.4. Image Post-Processing

Five datasets were obtained for each specimen and further processed using Fiji platform [43].
After image reconstruction, each 3D dataset consisted of 2000 images (2400 × 2400 pixels) with 32-bit
grey-levels. Images were converted to 8-bit greyscale and cropped to parallelepipeds (volume of
interest (VOI)) with a cross-section of 1400 × 1400 pixels (1.134 × 1.134 mm2) and a height equal to
1800 pixels (1.46 mm) in the centre of the scanned volume (Figure 1b,c). Noise in the images was
reduced by applying a nonlocal means filter [44], where the variance of the noise was automatically
estimated for each dataset [45]. The five consecutive scans per specimen were first rigidly registered
using the first acquired dataset as a reference. The 3D rigid registration was based on sum of
squares differences as a similarity measurement between the reference and each target image. Finally,
the filtered VOIs were masked by setting to zero-intensity the non-bony voxels (i.e., Haversian and
Volkmann’s canals in compact bone and bone marrow space in trabecular bone). A binary image
(value of one for bone voxel and zero elsewhere) was first created using Otsu’s threshold algorithm
followed by a despeckling filter to remove 3D regions less than three voxels in volume both in white
and black areas, which are mainly related to nonfiltered noise. Additionally, isolated pixels were
removed, and small holes were filled by using a series of morphological operations as described in [16].
The quality of the binary images was checked by visual inspection. Masked images, with the original
greyscale value in the bony voxels and zero elsewhere, were obtained by multiplying the filtered image
with the final binary image (Figure 1d,e).

Figure 1. (a) Experimental setup at I13-2 beamline. The direction of the beam is indicated by the
dashed-dotted line. Specimens were scanned within a loading device using a 4× lens objective.
The temperature in the device was controlled with a circulating coolant and monitored on the tissue
via an additional thermocouple attached to the surface of the specimens. SR-microCT reconstructed
volume of interest (VOI) (1.13 × 1.13 × 1.46 mm3) analysed for (b) trabecular and (c) compact bones
with an effective voxel size of 0.81 μm. Two-dimensional cross-section through the middle of the VOI
after masking the bone marrow (d) from the trabecular bone and the Haversian and Volkmann’s canals
(e) from the compact bone.
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2.5. Digital Volume Correlation

Digital volume correlation (DaVis v10.0, LaVision, Göttingen, Germany) was carried out to
evaluate the residual strain in the bone tissue due to progressive damage induced by X-ray exposure to
SR radiation during SR-microCT at different temperatures. DaVis software is based on a local approach
of correlation, which has been widely used in bone mechanics [13,14,46]. Details on the operating
principles of the software are reported elsewhere [16,47]. DVC was applied to the masked images
to avoid large strain artefacts in regions with insufficient greyscale pattern (i.e., bone marrow) [16].
A different multi-pass scheme was used for the DVC computation on compact and trabecular specimens
after an evaluation of the baseline strains in the first two consecutive tomograms for the four specimens,
obtained in a nominal ‘zero-strain’ state, where the irradiation-induced damage was considered
minimal (Supplementary Materials). A final subvolume of 32 voxels, reached via successive (predictor)
passes using subvolumes of 112, 56, 48 and 40 voxels, was used for the compact bone, whereas, for the
trabecular bone, a final subvolume of 64 voxels, reached via successive passes of 112, 88, 80 and
72 voxels, was adopted. Given the voxel size of the SR-microCT images, the final DVC measurement
spatial resolution was 25.9 μm for compact and 51.8 μm for trabecular bones. Additionally, in both cases,
subvolumes with a correlation coefficient below 0.6 were removed from the resultant displacement
vectors to avoid artefacts due to poor correlation. The different processing schemes for both bone
typologies mainly depended on the higher number of features (i.e., osteocyte lacunae) available in the
compact bone specimens compared to the trabecular ones, which allowed a smaller subvolume size to
be used for the former [11]. To evaluate the 3D full-field residual strain distribution in the bone tissue
over time in relation to the damage induced by continuous X-ray exposure to SR radiation, DVC was
performed by registering the reference image (first acquired tomogram) with each of the remaining
tomograms. First (εp1) and third (εp3) principal strains and maximum shear (γmax) strain were
computed within the bone volume after a bicubic interpolation of the measured strain. Furthermore,
in order to couple the initiation and propagation of microcracks in the tissue with the displacement and
first principal strain directions, dedicated MATLAB (v2018a, MathWorks, Natick, MA, USA) scripts
were developed. The MATLAB scripts allow for the representation of any set of orthogonal slices
within the volume and for the computation of the displacement and first principal strain values and
their corresponding direction for each subvolume.

3. Results

3.1. In Situ Testing and Temperature Control

Temperature readings from the thermocouple attached to the surface of the bone specimens
suggested a consistent temperature gradient (ΔT = 0.4 ◦C) at each exposure period (Figure 2a)
corresponding to the opening (rise in temperature) and closing (drop in temperature) of the X-ray
shutter. Small fluctuations in the temperature were recorded once the X-ray shutter was open,
as they are more evident during tomographic acquisition compared to the steady position. However,
those fluctuations were far less important than the temperate gradients recorded between consecutive
tomographies. The stress-relaxation curves recorded during in situ testing showed that the X-ray beam
significantly influenced the relaxation behaviour of the trabecular bone specimen at room temperature
(Figure 2b). A consistent increase in the force was recorded after the start of each tomographic
acquisition. This trend was not observed for the compact bone specimen.
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Figure 2. (a) Temperature readings measured using a thermocouple attached to the compact and
trabecular bone surface at room temperature. The solid line corresponds to thermocouple readings
during ~15 min with the X-ray shutter opened and the thermocouple in the beam path. Dotted lines
represent thermocouple readings during tomographic acquisition. The sudden drop and consequent
rise in temperature coincide with the closing and opening of the X-ray shutter. (b) Force readings in
trabecular bone specimen at room temperature during five consecutive tomograms. An increase in the
force was observed and corresponded with the opening of the X-ray shutter.

3.2. Compact Bone

No damage was visually detected in the compact bone specimens after five tomograms, either at
room temperature or 0 ◦C. The residual εp1 distribution (Figure 3) did not show any notable changes
in the tissue after the acquisition of two (Figure 3a) and five (Figure 3b) tomograms, with some
localised areas of higher residual strain in the specimen imaged at room temperature. The strain
histograms (Figure 3c) showed peak values below 1000 με for both specimens, and no clear trends
were observed between exposure to SR radiation and peak strain values. However, histograms showed
tails with higher strains after five tomograms at room temperature compared to 0 ◦C. Similar findings
were observed for the residual εp3 and γmax (Figure S2), suggesting a strain redistribution between
consecutive tomographies, which did not cause important damage overall. Highly strained regions
of the specimen tested at room temperature were localised around the Haversian and Volkmann’s
canals (Figure 4). Residual strain in a region of approximately 20 μm surrounding the canals was
compared to the strain in the internal bone matrix volume. Particularly, the cumulative histograms of
γmax (Figure 4e) after two and five acquired tomograms showed slightly higher strains around the
canals for the same bone volume percentage.

Figure 3. Three-dimensional first principal strain (εp1) distribution in compact bone tissue imaged
at room temperature (top) and 0 ◦C (bottom) after two (a) and five (b) acquired tomograms.
A representative cube (~1 mm3) in the centre of the analysed VOI is represented. Histograms of
the residual strain distribution (c) in the tissue are shown for all the acquired tomograms.
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Figure 4. Maximum shear strain (γmax) distribution in compact bone tissue imaged at room
temperature. Cross-sections in 2D are shown after (a) two, (b) three, (c) four and (d) five acquired
tomograms. Arrows indicate highly strained regions. A cumulative histogram of the residual strain
(e) in the tissue voxels around the canals (solid lines) and the remaining bone matrix (dotted lines) is
shown for after two and five tomograms.

3.3. Trabecular Bone

A visual inspection of the reconstructed images showed the presence of several microcracks after
five tomograms, corresponding to ~80 min of total exposure to SR X-ray radiation, in the trabecular
bone specimen at room temperature. However, decreasing the temperature to 0 ◦C facilitated tissue
preservation, as microdamage was not observed. Furthermore, the high levels of residual strain
measured with DVC correlated well with the microdamage visible from the images. The histograms of
residual strain distributions (Figure 5) after each tomogram highlighted the differences between the
two trabecular bone specimens. On one hand, the specimen imaged at room temperature showed a
consistent increase in residual strain when increasing the exposure to X-ray radiation (Figure 5a–c).
This trend was clearly observed in εp1 (Figure 5a), for which strain peak values increased from ~1500
to ~3000 με after two and five consecutive scans, respectively. εp3 (Figure 5b) peak values were found
to be below −1500 με, whereas peak γmax (Figure 5c) ranged from ~2000 με to ~3500 με after two and
five tomograms, respectively. The residual strain accumulation was less evident for the trabecular
bone specimen maintained at 0 ◦C (Figure 5d–f). In fact, peak strain values remained below ±1000 με

for εp1 (Figure 5d) and εp3 (Figure 5 e), respectively, and below 2000 με for γmax (Figure 5f) after five
tomograms. The 3D full-field strain distribution in the trabecular bone (Figure 6) was accumulated in
the tissue after each tomogram. In particular, for the specimen at room temperature (Figure 6, top),
it could be seen that εp1 was increasing after each tomography, and regions of high residual strains
after two full tomographies (Figure 6a, top) were progressively enlarged, reaching strain values of over
4000 με after five tomograms (Figure 6d, top). This strain accumulation was less pronounced in the
specimen at 0 ◦C (Figure 6, bottom), although some areas of high strain concentration were observed
after each tomogram. Furthermore, some strain redistributions could be seen after three (Figure 6b,
bottom) and four (Figure 6c, bottom) full tomographies.
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Figure 5. Histograms of the residual strain distribution in trabecular bone tissue imaged at room
temperature (top) and 0 ◦C (bottom). (a,d) First principal strains (εp1), (b,e) third principal strains (εp3)
and (c,f) maximum shear strains (γmax) after each acquired tomogram are shown.

Figure 6. Three-dimensional full-field first principal strain (εp1) distribution in trabecular bone tissue
imaged at room temperature (top) and 0 ◦C (bottom) after the acquisition of (a) two, (b) three, (c) four
and (d) five consecutive tomograms. A representative cube (~1 mm3) in the centre of the analysed VOI
is represented.

3.4. Tracking of Crack Formation

Microcracks were clearly visible in the trabecular bone specimen imaged at room temperature
after five tomograms (Figure 7a,b). A region inside a trabecula (Figure 7b) was tracked during the in
situ test to couple the residual strain accumulation with the crack formation. The displacement field
around the damaged region (Figure 7c–f) suggested a relative motion between regions at both sides of
the cracks since the earliest stages, before cracking was visible (Figure 7c–e). In fact, low displacements
were found on one side, and those were mainly directed toward the positive z-direction, whereas,
in the neighbouring side, displacements were progressively increased and reoriented toward the
negative z-direction. After cracking (Figure 7f), displacements further increased around the crack,
and a pronounced reorientation of their direction was observed. A deeper look at the displacement
in the orthogonal planes (Figure 8), before and after crack formation, evidenced the discontinuities
in the displacement field in proximity to the crack. Particularly, before crack formation (Figure 8a),
displacement showed a high misorientation in the XY and XZ planes. After cracking (Figure 8b),
the displacement field at one end of the crack was found perpendicular to the crack direction
(XY plane), whereas it seemed aligned with the crack on the other end, which may indicate the further
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propagation direction. Both εp1 and γmax showed a progressive increase in the microcracked region,
reaching values above 4000 με for εp1 (Figure 9b) and approximately 5000 με for γmax (Figure 10b) in
the damaged area. In general, tensile strains were the most correlated to microdamage detection. In fact,
the directions of εp1 (Figure 9) suggested a combination of tensile and shear modes of crack formation.
In addition, the principal directions before cracking seemed to be highly disordered throughout the
analysed volume. In particular, the highlighted vectors before cracking (Figure 9a) exhibited a very
abrupt change in orientation, whereas the same areas after cracking (Figure 9b) were considerably
aligned with the microcrack. γmax (Figure 10) increased after crack formation, and discontinuities at
both sides of the crack were observed (Figure 10b). Moreover, higher shear strain levels were found
at one side of the crack (XY plane), which also corresponded to principal strains and displacements
perpendicular to the crack, thus possibly suggesting the direction of crack propagation.

Figure 7. Microcrack tracking in trabecular bone tissue imaged at room temperature. (a) Representative
orthoslices and (b) 3D representation of the trabecular bone region tracked over time. Arrows indicate
the microcracks visible in the tissue. (c–f) Digital volume correlation (DVC)-computed displacement
field (V) in each subvolume on the analysed region of interest around a microcrack at different
time points corresponding to the acquisition of (c) two, (d) three, (e) four and (f) five tomograms.
Vector lengths are identical, and the colour code refers to the V magnitude in micrometres.
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Figure 8. DVC-computed displacement field through the region of interest analysed around the
microcracked area (a) before (fourth tomogram) and (b) after cracking was visible (fifth tomogram).
Oval regions highlight damaged areas of bone tissue. Vector lengths are identical, and the colour code
refers to the displacement vector length (V) in micrometres.

Figure 9. DVC-computed first principal strain (εp1) through the region of interest analysed around the
microcracked area (a) before (fourth tomogram) and (b) after cracking was visible (fifth tomogram).
Vectors indicate first principal strain directions in each subvolume. Oval regions highlight damaged
areas of bone tissue, which correspond to high orientation changes in the principal strain direction
before and after cracking. Vector lengths are identical, and the colour code refer to the εp1 magnitude.
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Figure 10. DVC-computed maximum shear strain (γmax) through the region of interest analysed around
the microcracked area (a) before (fourth tomogram) and (b) after cracking was visible (fifth tomogram).
Oval regions highlight damaged areas of bone tissue, which correspond to an increase in shear strain
values before and after cracking. High discontinuities in shear strains were identified in the damage
region (b), which may suggest the direction of crack propagation.

4. Discussion

The proof-of-concept experiment reported herein enabled important understanding of the SR
X-ray radiation-induced damage to the integrity of bone tissue. The residual strain accumulation
caused by SR X-ray radiation was quantified for the first time using DVC applied to in situ SR-microCT
images, and the effect of the environmental temperature on the SR irradiation-induced damage in
bone tissue was addressed. It is known that irradiation has a deleterious effect on the structural and
mechanical properties of bone as a result of collagen matrix degradation due to the formation of
collagen cross-links and eventual rupture of the collagen fibres [20,27]. Several studies have addressed
the effect of high-energy SR X-ray radiation on the mechanical properties of bone [20,21,26,48], and safe
dose values (35 kGrays) were defined to preserve bone mechanics [20]. However, during in situ
SR-microCT studies, a reduction of the dose is related to a reduction in the total exposure to SR radiation
and, therefore, the signal-to-noise ratio of the acquired tomograms, with a consequent reduction in
image quality and increased DVC errors [14]. Therefore, new protocols need to be defined in order to
preserve bone tissue while maintaining good image quality. Furthermore, whether bone integrity can
be preserved by controlling the temperature during in situ SR experiments still remains unexplored.

The overall change in temperature during image acquisition was minimal (ΔT = 0.4 ◦C) (Figure 2a)
and in line with previous reports on SR beam heating [49,50]. Wallander and Wallentin [51] showed that
X-ray-induced heating can lead to significant temperature increase (i.e., nanowire at 8 ◦C above room
temperature) at typical synchrotron beamline fluxes. As a strategy for reducing the X-ray-induced
heating, it was suggested to improve the heat transfer of the target material to the surroundings,
for example, by immersing the samples in liquid [51]. However, it still remains unclear whether that
thermal gradient in a very short period of time (opening/closing of the beam shutter) may induce
collagen degradation. As specimens were held between the loading stage platens during the in situ
test, the effect of the X-ray beam on the stress-relaxation behaviour of the specimens could be observed
(Figure 2b), similar to the data reported in [52]. With only a fixed preload applied, an increase in the
load was identified for the trabecular bone specimen at each cyclic period that corresponded with the
opening of the X-ray shutter. Both trabecular and compact bone exhibit a highly viscoelastic behaviour;
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however, this is more evident for trabecular bone due to the large content of bone marrow in its
cavities. Thus, the loadcell of the loading stage was not accurate enough to capture any changes in
the stress-relaxation behaviour for the compact bone specimen. Heat causes a transformation of the
collagen molecule, known as the collagen shrinkage phenomenon [53], whereby the collagen molecule
develops a contractile force that is held constant [54,55] at a given temperature (shrinkage temperature).
This shrinkage behaviour is related to the cross-links in the collagen and its stability [53]. Even though
the specimens in the current study were kept at a constant temperature (~23 ◦C), the beam-induced
temperature rise of 0.4 ◦C may contribute to the activation of a similar contractile force, which is a
clear indicator of the harmful effects of the SR irradiation on bone tissue.

The results obtained from the current study have shown that reducing the temperature to 0 ◦C
notably reduced the irradiation-induced microdamage and residual strain in trabecular bone specimens
(Figure 6). However, minimal effect was observed for compact bone (Figure 3). Nguyen et al. [30]
reported that the mechanical properties of compact bone were decreased by a lower dose than that
affecting trabecular bone. However, it has been shown here (Figure 3) that the structural integrity of
compact bone tissue was not compromised, as microcracks were not detected as in the trabecular bone
tissue. In any case, specimens were not mechanically tested; thus, whether the regions of high strain
concentration found in compact bone (Figure 3) influence the mechanical properties is still unknown.
Furthermore, Peña Fernández et al. [14] showed that the presence of microcracks was not always
related to changes in the apparent elastic properties of the irradiated bone.

Although the overall residual strain in compact bone imaged at room temperature was low, with
peak strain values below 1000 με for εp1 (Figure 3), some highly strained regions were identified in
close proximity to Haversian and Volkmann’s canals (Figure 4). Canals and osteocyte lacunae are
known to act as stress concentrating features in specimens subjected to mechanical load [6,12]; however,
the effect of irradiation on these specific sites has never been considered. Haversian canals contain
unbound water [56], and as ionising radiation produces the release of free radicals via radiolysis of
water molecules [29], it is expected that a larger number of free radicals, which could interact with
the collagen and induce cross-linking reactions, are found in proximity to the canals due to the higher
water content.

Lowering the environmental temperature to 0 ◦C had a positive effect on the DVC-measured
residual strain in trabecular bone, which showed a peak principal strain value below 1000 με (Figure 5);
furthermore, no microdamage was visually detected on the reconstructed tomograms. These results
are consistent with medical studies on the effect of gamma irradiation, where it was shown that
irradiating bone specimens while frozen did not affect the mechanical properties of bone [31,34]. In fact,
decreasing the temperature reduces the mobility of the water, and, therefore, decreases the mobility of
highly reactive oxygen free radicals produced by high-energy X-ray radiation. Impairing that mobility
protects the collagen by reducing cross-linking reactions within its molecules [57,58]. The effect of
freezing on the mechanical properties of bone has been previously studied [59–62] and no statistical
differences were found after freezing, nor after several freeze-thaw cycles [63,64]. It should be noted
that, during the proposed experiment, specimens were immersed in saline solution at 0 ◦C, and ice
crystals, which may cause structural damage to the tissue [63], were not observed at any stage of
the experiment.

The irradiation-induced damage in the trabecular bone imaged at room temperature resulted in
microcracks that were visible in the tissue even if the specimen was not subjected to any mechanical
load. At the nanoscale, SR irradiation-induced free radical attack of the collagen network results
in a cross-linking reaction that degrades the structural integrity of the collagen fibres [20,29,30].
Previous studies using atomic force microscopy have shown that crack formation and bone fracture
occur between the mineralised collagen fibrils. Fantner et al. [65] proposed that the mineralised
collagen fibres are held together by a nonfibrillar organic matrix that acts as a glue. The glue resists
the separation of the mineralised collagen fibrils, avoiding the formation of cracks, when a load is
applied to the bone. During the formation of microcracks, work that stretches the glue molecules
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would be required to separate the mineralised collagen fibrils. Irradiation may affect that mechanism
by damaging the sacrificial bonds, as a result of the observed shrinkage behaviour, which could lead
to the rupture of those bonds after prolonged exposure to irradiation and consequent microcrack
formation. At the macroscale, DVC-computed displacements (Figure 7) suggest a vortex motion
around the microcracked region, which results in a shrinkage process of the material and the formation
of a microcrack that follows an unusual pattern in fracture mechanics. The denaturation of the collagen
may not be homogeneous throughout the bone tissue; therefore, crack propagation would follow the
degeneration process of the collagen.

DVC was successfully used to understand crack formation and propagation in bone.
Christen et al. [12] investigated the initiation and propagation of microcracks in cortical bone using
DVC; however, full-field displacements and strains were only evaluated in terms of magnitude, but the
directions were not explored. Additionally, specimens were pre-cracked before mechanical testing; thus,
crack initiation and propagation was expected around the notch region. In this study, microcracks were
not induced by mechanical loading, but by SR irradiation instead. Discontinuities in the displacement
field (Figure 8a) corresponded to high-orientation changes in the strain field (Figure 9a) that could
indicate crack formation. Furthermore, perpendicularity of displacement (Figure 8b) and principal
strains (Figure 9b) to the crack might be related to a crack propagation front. Similar crack formation
mechanisms were observed in clay deformation using digital image correlation (DIC) following
desiccation [66,67]. Like the results herein reported, in opening mode, the direction of the crack
was perpendicular to that of εp1, whereas, for cracks in mixed opening-sliding mode, εp1 was found
parallel to the direction of the crack (Figure 9b). Those studies [66,67] concluded that cracks formed
a network which is found after thermal shocks, and the authors emphasized the need to develop a
multiscale approach to better understand crack formation and propagation. Similar to those findings,
irradiation-induced microcracks need to be further investigated at different dimensional levels to
properly understand the formation mechanisms.

This study has some limitations. First, only one specimen per bone type was tested at each
temperature, and the mechanical properties of the bone specimens were not evaluated after irradiation.
Residual strain maps suggested that a decrease in the temperature had a beneficial effect on preserving
bone integrity and mechanics, but specimens were maintained far below physiological conditions
(~37 ◦C); thus, it could be argued that the mechanical properties of bone tissue could have been altered.
Further analyses are needed to properly assess the effect of the environmental temperature during
in situ SR-microCT experiments, translating the findings of the proposed methodology to in situ
SR-microCT bone mechanics. Moreover, a combination of techniques at different dimensional scales
would enhance the knowledge of the irradiation-induced damage in bone tissue.

5. Conclusions

The 3D full-field residual strain distribution of compact and trabecular bone subjected to
high-energy SR irradiation was computed using DVC applied to SR-microCT images acquired at
different temperatures. Lowering the temperature during irradiation to only 0 ◦C had a positive
effect on trabecular bone tissue, which—unlike such bone imaged at room temperature—did not
present visible microcracks, and residual strain values were not increased with further radiation.
However, a minimal effect was observed in compact bone. A shrinkage behaviour induced by
both the beam-induced temperature and high-energy irradiation may well be the source of the
irradiation-induced damage and microcracks in bone tissue. DVC applied to high-resolution
SR-microCT images has proven to be a useful tool for understanding crack formation and propagation
in bone tissue. Further work is needed to clearly establish protocols for the application of SR-microCT
to the in situ mechanics of bone and potentially extend the knowledge to other biological tissues in
order to minimise SR irradiation-induced damage.
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Abstract: The motion of a sample while being scanned in a tomograph prevents its proper volume
reconstruction. In the present study, a procedure is proposed that aims at estimating both the
kinematics of the sample and its standard 3D imaging from a standard acquisition protocol (no more
projection than for a rigid specimen). The proposed procedure is a staggered two-step algorithm
where the volume is first reconstructed using a “Dynamic Reconstruction” technique, a variant of
Algebraic Reconstruction Technique (ART) compensating for a “frozen” determination of the motion,
followed by a Projection-based Digital Volume Correlation (P-DVC) algorithm that estimates the
space/time displacement field, with a “frozen” microstructure and shape of the sample. Additionally,
this procedure is combined with a multi-scale approach that is essential for a proper separation
between motion and microstructure. A proof-of-concept of the validity and performance of this
approach is proposed based on two virtual examples. The studied cases involve a small number of
projections, large strains, up to 25%, and noise.

Keywords: tomographic reconstruction; dynamic tomography; motion compensation; projection-based
digital volume correlation

1. Introduction

Tomography is a non-destructive imaging technique that enables the visualization of the bulk
of the observed specimen. Tomography is now widely used in many fields ( e.g., medical imaging
for diagnostic [1], biology [2], material science [3], etc.), performed with various waves ( e.g., X-ray,
neutron, electron, terahertz, optics, ultrasound, etc.) depending on the experiment and material
absorption and or scattering. Different instruments have been developed with different flux, space and
time resolutions ( e.g., for X-rays medical scanners, synchrotron, lab-CT, etc.) giving access to a wide
range of imaging devices and performances.

To image the 3D structure, the specimen rotates over 180° or 360° with respect the source-detector
pair and at a series of distributed angles radiographs are acquired. Radiographs are transformed with
dark-fields and white-fields, to extract the relative beam absorption, transformed with a logarithm
(Beer-Lambert law) or more sophisticated treatments for beam hardening, in order to obtain so-called
projections of the local coefficient of absorption of the sample. The collection of projections at all angles
constitutes a so-called sinogram. Then, from the sinogram, reconstruction algorithms [4] have been
developed to reconstruct the 3D imaged volume. This technique relies on the strict satisfaction of
conditions, in particular concerning the geometry of the set-up and the motion of the sample as a rigid
rotation with the prescribed axis and angles.

The required time for a full 3D scan varies depending on the flux (and exposition time), type of
camera and rotation speed of the device. Since the beginning of the development of these techniques,
the time required to acquire a tomographic scan has constantly decreased [5]. Recent papers have
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reported on ultra-fast tomographies, at up to 20 Hz in synchrotron beamlines, that allow extremely
fast processes to be captured [6,7].

Motion of the sample during the scan is one of the main issue of tomography that leads to poor
quality, blurry volumes [8]. This is the case for medical imaging (as the patient or imaged organ
may move), in vivo measurements [9], for electron tomography [10] (because of the extremely small
scales of observation, one cannot guarantee a fixed rotation axis at nanometer accuracy) for usually
minute to hour long acquisitions, fast mechanical behavior or continuous in situ experiments [6].
Wrong or imprecise estimates of the calibration parameters (that may even vary along the scan) can
also be seen as motions in the sinogram space and have the same deleterious consequences for the
volume reconstruction.

Sophisticated methods have been developed to avoid or limit motion perturbations especially
for periodic motion, for instance using a trigger for acquisition of radiographs based on a specific
signal to captures always the same phase as can be done for cardiac or respiratory motion in medical
imaging [11–13].

Many works have been devoted to correcting imperfect acquisitions as a post-processing treatment.
For automatic (re)calibration, online methods, based on the motion of the sample itself during the
scanning process, have been applied as a post-process after reconstruction to evaluate a corrected set of
calibration parameters [14]. When dealing with electron tomography, (TEM or STEM), the voxel scale
makes this problem quite limiting. The identified motion of the specimen is often regularized as being
composed of rigid body motions [15,16]. However, in addition to accounting for the slight deviation
of the rigid body motion of the sample from the ideal perfect rotation, motion description can be
enriched by taking into account more precisely the physics of the electron trajectory in inhomogeneous
magnetic fields leading to distortions [17], or sample warping due to irradiation [18,19] for electron
tomography. These kinematic degrees of freedom have to be inferred at each projection, and for
this fiducial markers (such as gold nanoparticles) are used. In all those cases, deformations can be
treated as a slight perturbation, with strains of order of a few 10−3 at most. Similarly, in Optical
Projection Tomography, OPT, Zhu et al. [20] face similar reconstruction artifacts due to motion for in
vivo imaging. Motion is here regularized in time as a polynomial series, and the coefficient describing
motions—essentially rigid body motions—are determined from robust quantities (geometric moments)
that can be computed over the entire region of interest.

Very early, corrections were also applied in the sinogram space ([21]), with affine transforms [22].
Projection-based measurement methods (e.g., Projection-based Digital Volume Correlation
(P-DVC) [23], 3D–2D registration [24,25]) have been developed to correct for rigid body motions
(due to a rigid patient motion or variation of calibration parameters) from the radiograph data directly.

Yet, a deforming body with a significant strain and variation in time is a much more demanding
case. Projection-based Digital Volume Correlation (P-DVC) has been shown to address part of the
problem with complex 4D—3D space + time—kinematic identification [26–28]. First if the reference
3D geometry is well known, the displacement field can be evaluated on the fly as the sample is
being deformed. This method requires a high quality reference volume and a series of deformed
projections. A single projection per motion state is required to capture the full 4D (space-time)
kinematics. Alternatively, imperfect acquisition conditions (but no sample strain) can also be corrected
using a similar technique, without a pre-determined 3D reference geometry [23], considering that the
deforming projection stack is the one used for the reconstruction.

Similar developments have been carried out very early in the context of medical imaging where
periodic motion is frequent (heart beat, breathing). In particular, Refs. [29–33] have proposed to
determine the motion of the sample from projection data. Small amplitude displacement fields with a
periodic modulation in time were considered and identified using highly regularized kinematic models.

However, very often, a reference reconstructed volume is known, and is used as a prior for
determining the motion [29–31,33,34]. This is often the case for radio-therapy treatment where the key

150



Materials 2018, 11, 1395

issue is to irradiate the targeted region, in spite of a spurious motion, and hence the goal is to identify
the displacement field in 3D, and a fast determination is more valuable than a very precise one.

In a similar spirit, [31,35,36] do not consider a reference to be known but rather use a phase
signal (say from an electrocardiogram) to extract from a long sinogram projections coming from a
similar phase of the motion, and reconstruct a low quality volume for a series of phase. Registration of
the reconstructed volumes [35,36] allows the displacement field to be estimated and interpolated for
the entire range of accessed phase. Then, back-correcting for this motion a deformed reconstruction
grid is obtained [37] on which the projection data can be backprojected using a classical FBP/FDK
algorithms [4]. In this way, each ray follows the deformed sample at each projection angle. The obtained
volume has a better quality than the initial one (more details and sharper edges). Katsevich [38]
proposed a mathematical study of the generalized inverse Radon transform, using a modified filtered
backprojection, showing convergence in appropriate space. Further mathematical consideration
lead Hahn [39] to focus on smooth boundaries of subdomains in the volume as the latters produce
singularities in projections (in sinogram space, a diverging density appears along tangent planes) that
can be tracked in time easily. In the following, inverse Radon transforms and filtered backprojection
will not be considered, although they constitute an attractive alternative to the modified algebraic
reconstruction algorithm used hereafter.

Dynamic tomography methods based on multiple volume acquisitions have been recently
developed. Ruhlandt et al. [40] proposed an approach without prior knowledge of a phase for
each angle, nor of a reference volume, developed for phase contrast imaging at a synchrotron
facility. The displacement field that animates a volume at time t is measured from the analysis
of the motion-blurred reconstructed volume at time t − 1 and t + 1, then interpolated linearly. A full
4D space-time ‘movie’ of the phenomenon could be obtained. This method however requires the use of
many acquired 3D volumes for the displacement field measurement, thus a high dose. The measured
displacement has a relatively small amplitude compared to the volume texture characteristic scale.
A criterion based on the image reconstruction quality is not easy to set and the quality has to be
appreciated visually. A similar recent technique [41] deals with the correction of a volume using
Digital Volume Correlation and an extended Simultaneous Algebraic Reconstruction Technique (SART)
algorithm. To be able to correct a single rotation volume, the authors sub-sampled the acquired
projections in 2 sub-acquisitions from which the motion is evaluated and further involved in the
reconstruction strategy. This technique is however not suited to large and irregular displacements.
In [42], the volume sub-sampling is performed more easily because of an especially designed sampling
acquisition strategy (that cannot be adapted to any tomography). One displacement field, constant in
time, is estimated for each successive pair of reconstructed volumes and is used to correct the
reconstruction procedure. In this latter reference, although the tackled displacements and deformations
are important during the entire test, the incremental displacement between all acquired volumes
is small.

In most of these studies, the displacement and strain fields between scans was relatively small
(strain of approximately 1% and uniformly distributed), and often the time (or phase) is believed to
be known.

The present study proposes a strategy to reconstruct both the reference geometry and its large
motion from a single sinogram. No periodic signal is used to constrain the kinematics. The recorded
projections are the data that drive the measurement of the kinematic field, as is proposed in P-DVC.
This however requires a “model,” here a reconstructed 3D volume, to be known in order to measure
the displacement field. It is proposed here to “learn” this model from the projection data itself using a
multiscale approach.

The standard reconstruction methods are briefly presented in Section 2, so that the introduction
of motion can be cast in a similar framework. Section 3 details the joint determination of the
reconstructed image and the motion experienced during the scan. The latter algorithm makes use
of ideas comparable to those of P-DVC for the motion, and Algebraic Reconstruction Techniques
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(ART) for the microstructure and exploits a multiscale approach to disentangle microstructure and
motion from the sinogram. Two virtual test cases of moving samples validate the procedure (Section 4).
The first example is performed with the Shepp-Logan phantom with large deformation up to 20%.
The second example is a checkerboard with a more complex temporal pulsating motion.

2. Motionless X-ray Tomography

X-ray tomographic reconstruction is based on the relative beam intensity attenuation for each
discrete detector position r = [r, z] (where z is parallel to the specimen rotation axis, and r is
perpendicular to it) and rotation angle. For simplicity, and because the present paper is a proof
of concept, the displacement field is assumed to lie in a plane perpendicular to the rotation axis,
so that each slice z remains independent from its neighbors, and the problem turns two dimensional.
Hence, only one line of the detector is considered, for a unique value of z (omitted from now on).

Let us briefly recall the principle of tomography for a parallel beam: a projection p(r, θ) is defined
as the line integral of f (x) along a direction eθ , or

p(r, θ) =
∫
D(r,θ)

f (x) dx (1)

where D(r, θ) is the line parallel to eθ hitting the detector plane at position r. Different projection and
interpolation algorithms exist. In the following procedure, the Matlab function radon.m is used.

Tomography consists of recording a set of Nθ projections p(r, θ) for a collection of angles θ(t)
as the sample is rotated over a complete (or half) rotation about a fixed axis parallel to the detector
plane. For a still sample, and a continuous rotation, p(r, θ(t)), written p(r, θ), is the Radon transform
of f (x), p(r, θ) = R[ f (x)] and hence the f (x) can be computed from an inverse Radon transform,
f (x) = R−1[p(r, θ)]. Let us introduce the indicator function IE (x) of the domain E within which
the volume is to be reconstructed. The ray length in E for a specific detector position r and rotation
angle θ, is simply L(r, θ) = Rθ [IE (x)]. It is useful to introduce the backprojection operator, Bθ ,
which to each point x of the line D(r, θ) within E , gives a value 1/L(r, θ). Thus for any p(r, θ),
Rθ [Bθ [p(r, θ)]] = p(r, θ).

Tomography is now a very mature field and numerous powerful algorithms have been
devised in order to deal with a discrete set of angles, with fan-bean or cone-beam projections [43],
with laminography [44], etc.

However, f (x) is always assumed to stand for a rigid and still object (independent of time or
rotation angle). From the collection of acquired projections, different algorithms exist to reconstruct
the 3D volume [4] and fall into two categories: Fourier-domain algorithms and algebraic algorithms.

Fourier space reconstructions

With Filtered Back-Projection (FBP), each projection, p(r, θ) is first “filtered” with a ramp,
or Ram-Lak filter, eventually windowed. Ignoring such windowing, in Fourier space, F [p(r, θ)](k, θ)

is multiplied by |k|, inverse Fourier transformed, and then back-projected in real space,
thereby producing a field gθ(x) that is invariant along the direction eθ . These fields gθ(x) are simply
summed over all visited angles θ, producing the sought initial image, f (x)

f (x) =
Nθ

∑
θ=1

gθ(x) (2)

Iterative reconstructions

Other reconstruction methods have received much attention, namely iterative algebraic
approaches which tolerate deviations from the ideal conditions of the previous Fourier space
reconstruction such as for instance having access to a continuous range of angles, covering the
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entire half (or full) rotation. Those methods exploit the linear structure of the problem to solve,
but for computational efficiency, they avoid the writing of the linear system. They are based on
the minimization over volumes, ψ(x), of the functional, ΓART[ψ], equal to the quadratic norm of the
difference ρ(t, θ) between the acquired projections and the projected reconstructed volume

ΓART[ψ] = ∑
r,θ

‖ρ(t, θ)‖2

ρ(t, θ) = p(r, θ)−Rθ [ψ(x)]
(3)

then
f = Argmin

ψ
ΓART[ψ] (4)

Additional prior information may easily be added to this functional through regularization,
in order to compensate limited angle range for projections, or coarse sampling for example.
This generally leads to better quality reconstructions than FBP algorithms at the expense of a higher
computational cost.

To solve this huge linear inverse problem, ART algorithms essentially consist of iterative updates
of the volume. Successively visiting each angle, the projection of the volume is compared with the
acquired one. The difference is back projected and used to correct the volume (sometimes multiplied
by a damping coefficient, not considered in our case). Faster convergence rate is observed when angles
are not sampled in consecutive order but rather with a large difference between successive angles.
This can be achieved for instance with a permutation of the angle order. A convergence criterion on
the functional value can be used to stop the number of iterations (ΓART[ f ] < ε), with ε, a threshold
value with respect to noise and artifact acquisition. Generally a few iterations (NART) are required for
convergence. The algorithm for this method is detailed in Algorithm 1.

Algorithm 1: Standard algebraic reconstruction procedure, f ← ART(p).

n ← 1 ; � Initialization

f (n) ← 0 ; � Initialization
ρ(r, θ) ← p(r, θ) ; � Initialization
Choose a permutation, π, over Nθ indices ;
while ‖ρ(r, θ)‖ > ε do

for k ← 1 to Nθ do

m ← π(k) ;
ρ(r, θm) ← p(r, θm)−Rθm [ f (n)(x)] ;
Δ f (n+1)(x) ← Bθm [ρ(r, θm)] ;
f (n+1)(x) ← f (n)(x) + Δ f (n+1)(x) ;
Implement additional constraints on f (n+1) ( e.g., positivity);
n ← n + 1;

end

end

During the reconstruction procedure, additional information, defined as constraints, can be
added. Those regularizations allow the reconstruction of high quality volume with a few or
missing angles, noisy projections and artifacts etc. This may come from prior knowledge of the
different phases of the sample (as DART algorithms proposed by [45], reconstruction with binary
images [46], Total Variation [47]), dictionary learning [48], etc. However, because those regularizations
are independent from the following proposed reconstruction with motion compensation, it is not
considered hereafter apart from the positivity constraint f (x) ← max(ψ(x), 0).
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3. Data Driven Reconstruction of Non-Rigid Samples

It is proposed to study a specimen that moves during the acquisition with a space/time
displacement field u(x, t) such that, at any time, the sample is expressed with respect to a reference
state f (x + u(x, t)).

For a still object f and p are bijectively related to each other through the inverse Radon
transform. The introduction of motion causes a non-trivial nullspace and thus the loss of bijectivity.
The reconstruction of the volume from the previously introduced algorithms ( i.e., ignoring motion)
leads to a low quality, blurry, volume.

It is to be noted that the FBP reconstruction procedure has been extended to take motion into
account in [35,36,40] The driving idea is to apply the back-projection step on the currently deformed
geometry of the to-be-reconstructed sample, or equivalently to transport the back-projection onto the
initial geometry, unwarping the motion, so that the X-ray beam would then follow non-straight paths.
In Ref. [40], the motion is estimated from the registration of two reconstructions of the volume at
different instants of time and linear interpolation.

f (x) =
Nθ

∑
t=1

gθ(t)(x − u(x, t)) (5)

Because this approach requires different volumes to estimate the displacement field, it is not
suited when the motion is fast and when only a single scan can be acquired. Moreover, it is difficult to
estimate a quality criterion but visual on the reconstructed volumes thus on the measured kinematics.

A recently developed Digital Volume Correlation (DVC) procedure called Projection-based
DVC [26] allows to identify the 4D [49] (space-time) displacement field of sample from an initially
reconstructed volume and its moving projections. An extension of this method has been applied
to an online calibration ( i.e., calibrated from the sample motion during the scanning process) of the
tomograph [23]. An initial (blurry) reconstruction was performed from a set of initial parameters.
The comparison between the projection of the blurry sample and the acquired projections is, in addition
to the acquisition noise and artifacts, the signature the erroneous projection geometry parameters
that can be identified and corrected. The sample could be re-positioned for each angle by a rigid
body motion. Because the motion was simple and of low amplitude, the correction could be applied
on the sinogram itself leading to very significant improvement on the quality of the reconstruction.
However, more complex displacements, or larger amplitudes (involving larger displacement variations
perpendicular to the ray) would render the corrections on the projection inaccessible.

It is proposed to introduce here a new two-step algorithm based on ART reconstruction on the
one hand and P-DVC on the other hand to identify both a complex and large displacement field and
volume texture with a single scan performed on a moving and deforming object. The ART functional
is naturally extended to account for the motion as

Γmotion-ART[ψ, v] = ∑
r,t

‖Rθ(t)[ψ(x + v(x, t))]− p(r, t)‖2 (6)

where the summation over time extends over the Nt acquired projections (and not just a full
rotation) then

( f , u) = Argmin
ψ,v

Γmotion-ART[ψ(x), v(x, t)] (7)

The updating procedure (indexed by l) is split into two parts that are repeated alternatively:

• A volume reconstruction from an iterative dynamic ART algorithm assuming a known motion
(described in Section 3.1);

• An update of the motion from P-DVC with a given reconstructed sample (described in Section 3.2).
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However, as such, this procedure does not tolerate large displacement amplitudes. To increase the
robustness and fast convergence, a multi-scale approach is coupled to the previous two-step procedure,
resolving first the large scale features of both microstructure and motion, and progressively enriching
the description with finer details. The complete multi-scale procedure is described in Section 3.3.

3.1. Dynamic Reconstruction

The dynamic reconstruction used in this article is an extension of the standard ART algorithm,
and will follow the same structure as Algorithm 1. Considering the inner “for” loop, at time t
(and angle θ(t), the volume is warped with the measured displacement field

f̃ (n−1)(x, t) = f (n−1)(x + u(x, t)) (8)

(initially u(x, t) = 0). The computed projection of f̃ (n−1) along θ(t) is compared with the recorded
projection and the residual ( i.e., their difference)

ρ(n)(r, t) = p(r, t)−Rθ(t) f̃ (n−1)(x, t) (9)

is normalized and back-projected Δ f̃ (n) = Bθ(t)[ρ
(n)(r, t)].

Finally the correction term is unwarped to the frame of the undeformed state,

Δ̂ f
(n)

(x) = Δ f̃ (n)(x − u) so that it matches the reference configuration and it is added to the volume,

f (n) = f (n−1) + Δ̂ f
(n)

. Let us emphasize that theoretically, Δ̂ f
(n)

should have been defined implicitly

as obeying Δ̂ f
(n)

(x + u) = Δ f̃ (n)(x). The two expressions are equivalent only for small strains
and rotations, otherwise the unwarping should involve the Eulerian rather than the Lagrangian
displacement, and one can be computed from the other. Let us also note that for not too large strains
and rotations, ignoring the difference between Eulerian and Lagrangian displacements simply slows
down the convergence, but the final solution is not affected. In the present case, the choice was made
to use the Eulerian registration to achieve the convergence for engineering strains as large as 20%.
A convergence criterion has to be chosen as in the ART procedure. Nevertheless, the criterion based
on the functional value cannot be used in this case as the reconstruction is unperfect. A convergence
criterion based on the variation of the functional or a maximum number of iteration NDynART can be
set. The procedure is described in Algorithm 2.

Algorithm 2: Proposed motion-corrected algebraic reconstruction procedure, f ← DynART(p, u).

n ← 1 ; � Initialization

f (1) ← 0 ; � Initialization
Choose a permutation, π, over Nt acquisition times ;
for i ← 1 to NDynART do

for t ← 1 to Nt do

τ ← π(t) ;
f̃ (n)(x, τ) = f (n)(x + u(x, τ)) ; � warp

ρ(r, τ) ← p(r, τ)−Rθ(τ)[ f̃ (n)(x, τ)] ;

Δ f̃ (n+1)(x) = Bθ(τ)[ρ(r, τ)] ;

Δ̂ f
(n+1)

(x) = Δ f̃ (n+1)(x − u(x, τ)) ; � unwarp

f (n+1)(x) = f (n)(x) + Δ̂ f
(n+1)

(x) ;
Implement additional constraints on f (n+1) ( e.g., positivity) ;
n ← n + 1 ;

end

end
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As earlier mentioned, additional priors can be added in this procedure at the end of the inner
“for” loop. In the following, only a positivity constraint for f is added at each iteration.

3.2. Motion Identification

The full procedure is a staggered two-step process where alternatively the volume is reconstructed
from a frozen displacement, and the motion is identified from a frozen estimate of the microstructure.
The second step is described now.

At step l, the reconstructed volume, fl(x), although imperfect, is now considered as reliable.
The projected residual fields ρl(r, t) (computed at the end of the previous procedure when the volume
is no more updated) contains patterns that are the signature of an incomplete motion correction.
For the identification of the displacement field, the functional for a given f can be linearized around
the previously identified displacement field ul = ul−1 + δu

δu = Argmin
δv

∑
r,t

‖Rθ(t)[∇ f̃l(x, t)δv(x, t)]− ρl(r, t)‖2 (10)

For a better conditioning, the space and time dependencies of motion may be regularized,
either using “weak regularization”, with a penalty on spatial or temporal rapid variation of the
displacement field to be added to the above cost function, or reverting to “strong regularization”
by choosing a parametrization space composed of smooth functions of space and time. At this
regularization step, any additional information pertaining to the experiment ( e.g., synchronous
measurements from sensors of different modalities such as force, pressure or temperature
measurements, cardiac phase etc.) can be incorporated in the kinematic model through functional
dependencies on such parameters. Qualitative features may also be incorporated, for instance,
the sudden occurrence of a crack, may be accounted for by allowing a temporal discontinuity in
concerned degrees of freedom for the kinematics.

The chosen reduced basis is composed respectively of Nτ time functions, ϕi(t), and Ns vector
spatial shape functions Φj(x) such as

u(x, t) =
Nτ

∑
i=1

Ns

∑
j=1

αij ϕi(t)Φj(x) (11)

with αij the time and space amplitudes that weight the basis functions. Setting ϕi(0) = 0, the reference
state is at initial time or angle θ = 0, u(x, 0) = 0.

The minimization of the functional Γmotion-ART, Equation (6), with respect to the displacement
parameters δα is performed using Newton’s descent method. This procedure requires the computation
of the advected image gradient and Hessian of Γmotion-ART. They are built from the projected
sensitivities

Sij(r, t) =
∂Rθ(t) f̃ (x, t)

∂αij
= ϕi(t)Rθ(t)[Φj(x)∇ f̃ (x, t)] (12)

Numerically, the sensitivities are computed from finite differences. The Hessian matrix and
second member built from those sensitivities is

Hijkl = ∑
r,t

Sij(r, t)Skl(r, t) (13)

bij = ∑
r,t

ρ(r, t)Sij(r, t) (14)

thus the vector of displacement amplitude correction δα is the solution of the linear system

[H]δα = b (15)

156



Materials 2018, 11, 1395

from which the displacement is updated. This procedure is repeated until the projection residual is
no longer decreasing. Algorithm 3 summarizes the determination of the displacement field. In the
following test cases, a single iteration in this algorithm is performed before updating the volume.

Algorithm 3: Displacement identification procedure, u ← PDVC( fλ, p, u0).

u(x, t) ← u0(x, t) ; � Displacement initialization
ρold(r, t) ← p(r, t)−Rθ(t)[ fλ(x, t)] ; � Initialization

Progress ← 1 + ε ; � Initialization to force the first loop
while Progress > ε do

f̃ (x, t) ← fλ(x + u(x, t)) ; � Volume advection
ρ(r, t) ← p(r, t)−Rθ(t)[ f̃ (x, t)] ; � Projection residual

Progress ← ‖ρ(r, t)− ρold(r, t)‖;
for i ← 1 to Nt do

for j ← 1 to Ns do

χj(x, t) ← Rθ(t)[Φj(x)∇ f̃ (x, t)];
Sij(r, t) ← ϕi(t)χj(x, t) ; � Projected sensitivities

end

end

H ← ∑r,t S ⊗ S ; � Hessian
b ← ∑r,t ρS ; � Second member
δα ← H−1b;
u(x, t) ← u(x, t) + δαϕ(t)Φ(x) ; � Motion identification
ρold(r, t) ← ρ(r, t);

end

3.3. Multi-Scale Approach

If displacement magnitude is bounded by a length scale λ, one expects that the reconstruction is
fair at a scale larger than λ. Hence, if the original image is convoluted with a Gaussian of width λ,
it should well match its sinogram. One convenient property of the projection is that the projection of
the convoluted image is the convolution of the original projection with a Gaussian of the same width.
However, because of motion, this matching is not perfect but just fair. It means that one may estimate
a better match by treating the deformation as a slight perturbation.

More precisely, the recorded projections are convoluted by the Gaussian of width λ,

p̆λ(r, θ) = ∑
r′

Gλ(r′)p(r − r′, θ) (16)

where, Gλ(r) = 1/(2πλ2) exp(−|r|2/(2λ2)).
Using the progressively identified displacement field, a more accurate determination of f can

be achieved using the above described reconstruction. Because a large part of the displacement is
expected to be captured in u, the idea is to repeat the above procedure but with a smaller Gaussian
filter, namely cutting down λ by a factor of two. Thus at each iteration, the displacement correction
being smaller and smaller, convergence to the actual displacement field is expected. A convergence
criterion is chosen on the norm of the residual variation or on the norm of the displacement correction.

The summary of the complete procedure is described in Algorithm 4.
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Algorithm 4: Complete dynamic tomography procedure, ( f , u) ← DynTomo(p)

u(x, t) ← 0 ; � Displacement initialization
for i ← Nscale to 0 by −1 do

λ ← 2i;
Compute p̆λ ; � Gaussian filtering and downsampling
ρ ← p̆λ;
Residual ← 1 + ε ; � Initialization to force the first loop
while Residual > ε do

f (x) ← DynART( p̆λ, u) ; � Algorithm 2
u ← PDVC( f , p̆λ, u) ; � Algorithm 3
ρold ← ρ;
Compute ρ(r, t) ; � Projection residual
Residual ← ‖ρ − ρold‖;

end

end

4. Test Case

Two numerical test cases are proposed to validate the procedure. To build the input data,
two geometries are chosen, and two kinematics (one per case) deformed and projected at all considered
angle. The obtained projections are then corrupted by a white Gaussian noise (standard deviation of
1% of the gray level dynamic of the projections and are used as the virtual experimental inputs for
our procedure.

Both examples are carried out on 512 × 512 pixel images. The beam is parallel, and only
Nθ = 300 projections are acquired over a single 360° rotation.

• The first application corresponds to a moving Shepp-Logan phantom with large displacement
magnitude (up to 37 pixels) and large engineering strains (27%). Large strains are chosen here in
order to highlight the robustness of the proposed procedure as compared with previously studied
examples where strains were about 1% [40].

• The second test is performed on a checkerboard with smaller displacements but a more complex
time evolution composed of two separated modes: a steady drift superimposed to a high
frequency pulsating motion.

In both test cases, the displacement bases chosen for the inverse problem were similar to the
ones used for performing the direct problem, so that no additional model error (apart from noise)
is introduced. The space functions Φ(x) are composed of four C4 mesh elements (4-node square
elements with bilinear interpolations). The space basis Ns is hence composed of 18 degrees of freedom.

4.1. Shepp-Logan Phantom Case

In this test case, the Shepp-Logan phantom is used and deformed up to 27%. For this test case,
a single time evolution (linear drift in time) is applied. The imposed displacement field can be written

v(x, θ) = θ/Nθ · V(x) (17)

The nine nodal displacements are given in Table 1 in x and y directions.
The reference and deformed phantoms are shown Figure 1. The maximum displacement

amplitude is 37 pixels. The first reconstruction of the image (standard ART procedure),
presented Figure 2a is very blurry. Some parts of the phantom are split in two. The initial projected
residual fields are very high and stresses that the reconstruction is not properly performed.
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Table 1. Applied nodal displacements for V(x) in pixels, in x (left) and y (right).

y\x 66 256 446

446 15 0 4
256 19 −4 19
66 26 10 15

y\x 66 256 446

446 4 0 1
256 26 30 0
66 0 24 34

(a) (b)

Figure 1. (a) Reference image and the 9-node mesh the node of which are subjected to a random
displacement, assumed to be linear in time; (b) deformed phantom at final time Nθ .

(a) (b)

Figure 2. (a) Initial reconstruction with u(x, t) = 0; (b) initial projected residual fields ρ(r, t). Please
note that the color amplitude that is saturated in this image has been selected to be the same with the
corrected residuals shown further down (Figure 3).

Before using the proposed procedure, the multi-scale procedure presented Section 3.3 is applied
to the projections to willingly blur the reconstruction. After 60 iterations ( i.e., volume updates),
the displacement field has converged. The corrected reconstructed volume is presented Figure 3.
The edges are sharp and the gray level amplitudes are correct. The projected residual fields (true metric
of our procedure) is mostly composed of the white Gaussian noise meaning that the proposed
procedure has been successful.

The displacement error computed on the nodal values displays a standard deviation of 3.10 pixel.
This result validates the procedure.

As a last validation of the phantom reconstruction quality, the reconstruction is compared to the
reference volume f . It is shown in Figure 4 that the reconstructed shape and positioning is very good.
The final difference displays a “ghost” of the phantom that points out a small intensity error that does
not appear in the residual fields.
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(a) (b)

Figure 3. (a) Reconstructed image with the identified displacement field; (b) final projected residual
fields ρ(r, t).

(a) (b)

Figure 4. Difference between the reference volume and the (a) initial ( i.e., ART(p)) and (b) final ones
(i.e., DynTomo(p)).

4.2. Pulsating Checkerboard Case

This second test case is here based on a checkerboard composed of 8 × 8 squares of 35 × 35 pixels
each. This square shaped pattern is chosen to exhibit reconstruction errors very clearly since sharp and
straight boundaries are very easily detected, and hence the visual perception is a very severe test.

In this example, the imposed (supposed unknown) displacement field is composed of the sum of
two parts:

• A pulsating motion: Temporally, a shifted cosine function (1 − cos(...)) (obeying the constraint
of being null at time 0) evolution with a non-integer number of periods to avoid symmetry
(here 2.35 periods during the full-rotation scan). Spatially, the displacement field is a centered
dilatation/contraction;

• A linear drift in time for all nodes with random directions and amplitudes.

The applied displacement field can be written

u(x, θ) = (1 − cos(2.35 · 2π · θ/Nθ)) · V1(x) + θ/Nθ · V2(x) (18)

with the nodal values presented in Tables 2 and 3.
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Table 2. Applied nodal displacements for V1(x) in pixels, in x (left) and y (right).

y\x 50 256 462

462 28 0 −28
256 0 0 0
50 28 0 −28

y\x 50 256 462

462 −28 0 −28
256 0 0 0
50 28 0 28

Table 3. Applied nodal displacements for V2(x) in pixels, in x (left) and y (right).

y\x 50 256 462

462 -13 22 −17
256 −22 34 17
50 17 -30 22

y\x 50 256 462

462 17 −22 9
256 22 22 −17
50 −22 17 0

The nodal displacement vectors V1(x) and V2(x) are shown in Figure 5a. The reference image,
the deformed one at the end of the scan and the chosen C4 mesh are shown in Figure 5. The maximum
strain is about 25%.

(a) (b)

Figure 5. (a) Reference image (unknown) and applied nodal displacement field V1(x) in red and V2(x)
in light blue; (b) deformed checkerboard at time Nt.

Because of the large motion amplitude, the initial reconstruction ( i.e., obtained from a standard
ART procedure for which u(x, θ) = 0) is fuzzy and its quality is very poor as can be judged from
Figure 6a. The projection of this blurred volume is compared with the initial projection to generate the
initial projected residual fields ρ(r, t) (see Figure 6b).

(a) (b)

Figure 6. (a) Initial reconstruction with u(x, t) = 0; (b) initial projected residual fields ρ(r, t).
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After 60 iterations, ( i.e., 60 updates of the reconstruction) — performed in approximately 2 h—the
38 degrees of freedom that drive the displacement field (18 spatial times 2 temporal degrees of freedom)
have converged to a steady value. A small standard deviation of the displacement field error with
respect to the prescribed displacement of less than 1.2 pixel remains at the end. Considering the large
imposed motion amplitude, the estimated kinematics is deemed quite satisfactory.

The final reconstruction and projected residuals are shown in Figure 7. The reconstruction has
sharp edges and its constituting squares have been correctly reconstructed. Zooms in the initial and
corrected specimen are shown in Figure 8. The projected residual field, where all features of the
initial sinogram have been completely erased, and only white Gaussian noise remains, means that the
reconstruction has been quite successful.

(a) (b)

Figure 7. (a) Reconstructed image with the identified displacement field; (b) final projected residual
fields ρ(r, t).

(a) (b)
Figure 8. Zoom in the reconstructed volume (a) with a standard non-corrected volume and (b) with
the proposed procedure.

To correctly appreciate the quality of the achieved volume, a difference with the initial perfect
one is shown Figure 9. This difference highlights a perfect positioning of the reconstruction, and only
slight discrepancies of the gray level intensity on the bright squares are visible.

The full procedure (i.e., 60 complete iterations for 512 × 512 pixel images) is performed in
approximately 1 h. What takes time (and iterations) is the computation of the sensitivities that requires
the deformed volumes over the entire range of time. However, it is worth mentioning that the code
has not been optimized, since only a proof of concept was aimed at.
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(a) (b)

Figure 9. Difference between the initial and perfect image and (a) the initial reconstruction (i.e., ART(p))
and (b) the achieved volume (i.e., DynTomo(p)). A good positioning is reached at the end.

5. Discussion and Conclusions

An innovative algorithm is presented to perform simultaneously a dynamic reconstruction of a
moving sample with the identification of the full 2D space and time displacement field. The method
is derived from Algebraic Reconstruction Techniques coupled with Projection based Digital Volume
Correlation. The iterative algorithm is based on two steps:

• For a given displacement field, a dynamic algebraic reconstruction algorithm is proposed.
Each iteration of the procedure consists in comparing the acquired projection with the
projected warped volume (deformed with current displacement field). The projected residual is
backprojected, unwarped to match the reference space and added to the volume;

• For a given reference volume, a P-DVC analysis allows the displacement field to be identified.
The projection of the (unperfect) warped volume is compared with the acquired projections.
The residual can be read as motion using the computed sensitivity fields. An update of the
displacement field is then performed.

A multiscale procedure has been proposed as an essential ingredient to properly correct large
displacements. The acquired projections are first convoluted with a Gaussian kernel of large width
(low pass filter) to increase its correlation length and capture large corrections from the linearized
P-DVC functional. The Gaussian filter is then progressively reduced, following the residual norm
evolution, to identify finer details.

The post treatment procedure, that exploits the same data as a standard acquisition (same number
of projections and standard projection operator), has been tested with two challenging numerical
examples (with large displacements and strains). The first is a Shepp Logan phantom with large
displacement fields (up to 1/4 of the phantom length). The second is a checkerboard with a pulsating
motion in time. Both examples are corrupted by a white Gaussian noise that probes the robustness
with respect to the acquisition noise. The two applications show a nearly perfect identification of the
displacement field and dynamic reconstruction. Performed with a parallel projection algorithm for
simplicity, the exact same method can be applied with any projection model.

The proposed dynamic reconstruction algorithm has been devised as an extension of the ART
algorithms. It is convenient with those approaches to include in the process an a priori knowledge
of the scanned specimen (assumption on the gray levels, its variations, the number of phases,
its sizes, etc.). Many different regularization have been proposed in the literature that enable to
obtain high quality reconstructions, with less artifacts, from less projections or missing angles,
etc. Because those regularizations are independent of the current algorithms, it was chosen not
to implement them and focus on the proposed method performances without any ’additional help’.
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Nevertheless, they are fully compatible with the proposed approach and can be implemented in a
transparent fashion. When aiming to perform ultra-fast acquisitions with a few angles, they would
certainly be very precious to accelerate convergence, and improve reconstruction quality.

In the proposed examples, the optical flow was kept constant. Some applications may require to
include a gray level variation model. A perspective of this work could be the scan of in situ mechanical
test with high strains, the identified deformation could be used to correct for absorption evolution of
the material considering a constant beam intensity.

The proposed procedure shows performances that can be beneficial to numerous fields. The clear
reconstruction of the moving sample allows for qualitative and quantitative analyses:

• Combined with Digital Volume Correlation [50] between well reconstructed volumes;
• Combined with image segmentation for diagnosis from radiology;
• Combined with ultra-fast tomography acquisition as recently available from some synchrotron

beam-lines [6,51].

This is key for data assimilation [52] and model identification and validation in material
science [53] with CT-scan as already developed with MRI [54].
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Abstract: In this paper, we present a comprehensive 4D study of the early stage of plastic deformation
in a polycrystalline binary AlLi alloy. The entire microstructure is mapped with X-ray diffraction
contrast tomography, and a set of bulk grains is further studied via X-ray topotomography during
mechanical loading. The observed contrast is analyzed with respect to the slip system activation, and
the evolution of the orientation spread is measured as a function of applied strain. The experimental
observations are augmented by the mechanical response predicted by crystal plasticity finite element
simulations to analyze the onset of plasticity in detail. Simulation results show a general agreement
of the individual slip system activation during loading and that comparison with experiments at the
length scale of the grains may be used to fine tune the constitutive model parameters.
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Keywords: polycrystal plasticity; X-ray diffraction imaging; topotomography; in situ experiment;
finite element simulation; lattice curvature; rocking curve

1. Introduction

Determining microstructure-property relationships is an essential engineering problem and
is directly linked to our ability to observe both the microstructure and the deformation/failure
mechanisms concurrently. Electron back scattered diffraction (EBSD), which provides crystal
orientation maps with sub-micrometer spatial resolution, remains a key tool, but is limited to the
specimen surface [1]. To measure and interpret the strain field produced within individual grains,
digital image correlation can be used provided a small-enough speckle can be produced at the specimen
surface [2,3]. In this regard, subsequent analysis using numerical methods such as finite elements
has also proved to be a powerful tool to interpret experimental results [4–6], but ultimately remains
limited if the underlying material volume is not known [7]. In this paper, a new method combining
in situ mechanical testing, three-dimensional (3D) bulk X-ray inspections and the crystal plasticity
finite elements method (CPFEM) is used to study how plasticity proceeds in individual grains of a
polycrystalline sample.

In the last 10 years, one particular focus of the 3D imaging community has been on obtaining
reliable three-dimensional grain maps. Since most structural materials are polycrystalline and
the mechanical properties are determined by their internal microstructure, this is a critical issue.
For instance, considering slip transmission in crystal plasticity problems or small tortuous cracks
evolving in a 3D grain network, it is a recurring challenge to assess the bulk mechanisms from surface
observations only. Knowing how the different grains of the microstructure are arranged below the

Materials 2018, 11, 2018; doi:10.3390/ma11102018 www.mdpi.com/journal/materials167



Materials 2018, 11, 2018

surface is therefore essential. Therefore, there has been considerable effort to develop characterization
techniques at the meso-scale, which can image typically 1 mm3 of material with a spatial resolution in
the order of the micrometer.

Among 3D characterization, an important distinction exists between destructive and
non-destructive techniques. Serial sectioning relies on repeated 2D imaging (which may include
several modalities) of individual slices where a thin layer of material is removed between each
observation [8]. Considerable progress on that side has been made in the last decade, bringing high
quality measurements in 3D of grain sizes and orientations, but also detailed grain shapes and grain
boundary characteristics. The price to pay with serial sectioning remains, however, the destruction of
the sample. In parallel, accessing crystallographic information in the bulk of polycrystalline specimens
was subsequently achieved by using the high penetration power of hard X-rays and leveraging
diffraction contrast. This led to the development of a variety of 3D X-ray diffraction techniques (3DXRD;
see [9,10]) enabling the characterization of millimeter-sized specimens by tracking the diffraction of
each individual crystal within the material volume while rotating the specimen. Among them, the near
field variant called X-ray diffraction contrast tomography (DCT) uses an extended box beam to
illuminate the specimen and allows for simultaneous reconstruction of both the sample microstructure
visible in X-ray absorption contrast and the crystallographic grain microstructure as determined from
the diffraction signals with a single tomographic scan provided the grains have a limited orientation
spread [11–13]. The typical acquisition time is one hour on a high brilliance beam line such as ID11at
ESRF, which makes it the fastest non-destructive grain mapping technique.

Non-destructive imaging allows one to observe both the microstructure and the
deformation/failure mechanisms in situ (4D studies). However, resolving 3D grain shapes by near-field
diffraction imaging requires reducing the sample to detector distance to a few millimeters, which
has for a long time drastically limited mechanical 4D studies due to the space constraints. Recent
progresses with mechanical stress rigs solved this issue and opened new perspectives to study the
deformation and fracture of polycrystalline materials [14,15].

Another key challenge is to link 3D microstructure characterization tools with computational
models in order to predict engineering mechanical properties. This can be done using
synthetically-generated images, but it requires using sophisticated models to ensure that the
microstructure is representative, in particular of the tail distributions (critical when looking at
fracture processes) [16]. Another approach is to use as-measured 3D microstructures [17]. The major
advantage of this route is directly comparing experiment and mechanical simulation at the grain
scale. For mechanical problems, continuum crystal plasticity (either using the finite elements or the
spectral method to solve the equilibrium) has proved to be a powerful tool to interpret experimental
results obtained in the deformation of metallic polycrystals [4,18–20]. Large-scale 3D polycrystalline
simulations can be performed with sufficient local discretization to predict the transgranular plastic
strain fields. One of the issues of this type of models is the material parameters’ identification. This is
mostly due to the fact that identification is classically done by minimizing a cost function versus
macroscopic tests’ response, which makes the problem ill posed. Some recent attempts directly
used local strain measurements in the identification dataset in order to identify material model
parameters [21], but have remained limited to surface studies so far.

The mechanical behavior of polycrystalline alloys is especially important for structural materials.
A few key examples are Al alloys used for transports in general, Ti alloys used in aerospace where
specific strength and high performance is particularly needed or Ni base alloys when looking for very
high temperature performances. In this regard, advancing our understanding on the deformation of
such materials will lead to lighter, stronger and more reliable parts.

In this paper, we present a new 4D study, using a combination of X-ray diffraction contrast
tomography, topotomography and phase contrast tomography to study polycrystal plasticity in an
aluminum-lithium alloy. Experimental and simulation methods are detailed in Section 2. The main
experimental results are then presented in Section 3.1 for the observed slip system activation and
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Section 3.2 for the measured crystal lattice orientation. Simulation results and comparison with the
experiments are described in Section 3.3. In the Conclusion Section, the main results are summarized,
and some future directions of research are suggested.

2. Materials and Methods

2.1. Experimental Setup for Topotomography

A plate made of Al-Li 2.5% wt purchased from MaTeck was rolled to 45% reduction and
recrystallized 20 min at 530 ◦C to tune the grain size at 100 μm. This step ensured the number
of grains in the illuminated section was well below the DCT limit (typically a few thousands) and that
the initial state was as defect free as possible to study the onset of plasticity. The material was then
aged 4 h at 100 ◦C to form very small Al3Li precipitates with an expected size of 8 nm [22]. At this size,
the precipitates remain shearable by the dislocations, which will promote a planar and localized slip as
the main deformation mechanism. Small dog-bone tomographic tension specimens (0.5 mm × 0.5 mm
minimal cross-section) were cut using EDM in the middle of the plate for the experiment. A 8.5-mm
radius in the gauge length produces a small stress concentration and ensures that the first plastic
events will occur in the observed region.

The experiment was carried out at the material science beam line (ID11) at the ESRF. The X-ray
beam was produced by an in-vacuum undulator and collimated to a size of about 0.7 × 0.7 mm by
means of an X-ray transfocator [23]. The beam energy was set to 40 keV with a relative bandwidth
of 3 × 10−3. The diffractometer installed on ID11 has been designed for this particular variant of
diffraction imaging experiments, which requires the alignment of a scattering vector parallel to the
tomographic rotation axis [24,25]. The scattering vector G is defined as G = K − X with X the
incident wave vector and K the diffracted wave vector, both with a norm of 1/λ. Let us call (p, q, r)
the components of the scattering vector G s expressed in the sample coordinate system for a set of
(hkl) planes:

G s = g−1B

⎛⎜⎝h
k
l

⎞⎟⎠ =

⎛⎜⎝p
q
r

⎞⎟⎠ (1)

where g is the orientation matrix of the crystal and B accounts for the lattice geometry (for cubic
structures like aluminum, it reduces to the lattice parameter times the identity).

Following [26,27] and accounting for the four diffractometer rotation angles (Θ, ω, φ, χ), via the
four associated rotation matrices (T , Ω, Φ, X), the Bragg diffraction condition in 3D can be written as:

2 sin2(θBragg)

λ
= −

⎡⎢⎣TΩΦX

⎛⎜⎝p
q
r

⎞⎟⎠
⎤⎥⎦

1

(2)

where the rotation matrix X associated with the diffractometer angle χ should not be confused with
the incident wave vector X .

In a topotomographic experiment, the scattering vector is aligned with the rotation axis of the
tomographic rotation stage ω (see Figure 1a). Circles χ and φ are used to set G parallel to the
rotation axis ω (matrices X and Φ, respectively), while Θ is used to tilt the whole setup (including
the tomographic rotation axis) around Y by the Bragg angle θBragg (matrix T). For a known crystal
structure and orientation (i.e., B and g are known), it is straightforward to rework Equation (2) to
derive the two tilt rotation values (χ, φ):

χ = arctan
(
− p

r

)
(3)

φ = arctan
(

q
−p sin(χ) + r cos(χ)

)
(4)
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Equation (2) is then fulfilled for all possible values of ω. Note that in the DCT case, T, Φ and X
vanish, and the equation is only verified for 2 particular values, solutions of a quadratic equation in ω

known as the rotating crystal problem [26].

Figure 1. Schematics of the topotomographic alignment: (a) a scattering vector is put on the rotation
axis (ω), and the whole setup is tilted by the nominal value Θ = θBragg; (b) example of integrated
detector intensity to build the rocking curve.

It is important to understand clearly the difference between Θ and θBragg, as they differ in nature.
Θ is the value of the tilt applied by the base tilt motor, whereas θBragg is a material parameter associated
with a given dhkl spacing and wavelength λ: θBragg = arcsin λ/2d.

Now, in the ideal case of a perfect crystal and quasi-monochromatic plane wave illumination, the
entire grain would diffract for the position of the base tilt Θ = θBragg, and only a simple rotation around
ω would be needed to collect the topotomographic dataset (see Figure 1a). This is in practice never the
case, as the inner mosaicity of the grain and dispersion effects require rocking the base tilt (this is again
a rotating crystal problem, which is covered in more detail in Section 2.5). A topotomographic (TT)
dataset can therefore be seen as a collection of rocking curves and associated stacks of 3D projection
data and can be used in two different ways. First, integrated projection topographs corresponding
to projections of the entire crystal volume are obtained by summing the intensity over the base tilt
Θ. Inspection of these topographs (see Figure 1b) allows for direct identification of the presence of
crystalline defects such as slip bands. Second, the width of the rocking curve I = f (Θ) for a given ω

position is a measure of the lattice rotation around the base tilt axis (Y here; see Figure 1c).

2.2. Details of the In Situ Experiment

A small tomographic tension specimen was mounted in the Nanox stress rig, specifically designed
to be compatible with both DCT and topotomography acquisition geometries [15]; see Figure 2, left.
The machine has a very limited size and weight and, thanks to the load bearing quartz tube, allows 360◦

visibility in the DCT configuration with the detector as close as 3 mm to the rotation axis. Full visibility
is also achieved in the TT configuration with θBragg ≤ 10◦, with the detector as close as 10 mm from the
rotation axis, for the complete range of motion of the two inner diffractometer circles (±20◦ and ±15◦

for Φ and χ, respectively). For given values of θBragg, Φ and χ, it is possible to move the TT detector
even closer, but this has to be checked manually.

With the specimen inside the stress rig, it is possible to analyze the initial undeformed bulk
microstructure (positions, shapes and grain orientations) by a DCT scan. The DCT data are then
processed to extract all grain orientations and positions within the gauge length. Later on, the DCT
reconstruction is also used as input to perform 3D CPFEM calculations (see Section 2.3). For now,
these data are used to select a series of grains for further analysis using topotomography imaging during
mechanical loading. Here, the selection was based on the following criteria: (i) a low order reflection
must be accessible (note that the two circles Φ, χ used for the topotomographic alignment only have a
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limited range of motion); (ii) the grain must be located in the bulk of the specimen; (iii) all the selected
grains must form a small neighborhood. Grain Numbers 4, 10 and 18 (see Figure 3), located in the central
region of the specimen, fit these constraints and were selected for the present study to carry out a series
of topotomographic scans during a (interrupted) tensile test; see Figure 2, right.

Figure 2. Sequence of the in situ topotomography experiment: the initial microstructure is characterized
by DCT and analyzed after mounting the specimen into the Nanox device [15], then 23 complete
sequences, each comprising three topotomography and one phase contrast tomography scan, have
been recorded at increasing levels of load (the color code used in the tension curve is used later on to
plot results at a given load level).

At each of the 23 load steps, a phase contrast tomography of the gauge length (1.5 mm in height)
is also recorded and used to extract macroscopic strain information. The essential information (grain
orientation, aligned hkl reflection, Bragg angle, diffractometer angles) for each grain is reported in
Table 1. Grains 10 and 18 have a similar orientation, as seen in Figure 3c).
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Figure 3. Details on the 3-grain cluster (a) 3D visualization of the grains (b); XZ slice through the
3 grains; (c) inverse pole figure of the gauge length with the 3 grain orientations of interest highlighted;
(d) Θ integration range automatically determined at each loading step.

Table 1. Details of the 3 grains selected for TT imaging; the orientation convention is consistent
with [28]; and angle values are given in ◦.

Grain ID Orientation (Rodrigues) Aligned Reflection θBragg (Φ, χ) Values (◦)
4 [0.050, −0.305, 0.104] (202) 6.21 (0.52, −11.04)

10 [−0.028, −0.145, 0.062] (002) 4.39 (2.14, 16.63)
18 [−0.135, −0.272, −0.333] (202) 6.21 (−4.81, −12.88)

DCT scans were composed of 3600 equally-spaced projections over 360◦, recorded on a
high-resolution detector with a transparent luminescent screen optically coupled by a 10× microscope
objective to a 2048 × 2048 pixel ESRF Frelon camera, giving an effective pixel size of 1.4 μm. A 0.3-s
exposure time has been used, resulting in an acquisition time of about 40 min. The same camera was
used to record the PCT scans; the camera traveled back and forth along the X-axis from the DCT
position (about 5 mm behind the specimen) to the PCT position, about 105 mm downstream. A second
detector system with a 20× objective and an effective pixel size of 0.7 μm was used for topotomographic
scan acquisition. The angular range of the rocking curve scans was automatically adjusted after each
load increment in order to cover the entire width of the crystal reflection curve for any ω rotation
position of the sample. Moreover, the X-ray flux density was further increased by focusing the beam
on the area covered by the 3-grain cluster. A continuous motion acquisition procedure with a fixed
integration range of 0.1◦ and 0.5-s exposure time per image was used. Integration gaps caused by the
readout time of the CCD detector could be eliminated by operating the system in frame transfer mode.
In this mode, only half of the active area is available for image acquisition, whilst the other half is used
for temporary storage and readout of the previous frame. This procedure was repeated every 4◦, and a
complete topotomographic acquisition comprising 90 such rocking scans per grain typically lasted
from 10 min up to an hour as the Θ integration range increased during loading. In this experiment,
the integration range determination after each load step has been automated by acquiring a coarse TT
scan at two values of ω separated by 90◦, post-processing the intensity in the image and taking the
largest bounds of the two rocking curves, increased by a small amount not to miss any intensity. From
the beginning to the end of the experiment, the integration range has been multiplied by a factor of 10
(from 0.05◦ to 0.5◦; see Figure 3d).

2.3. Crystal Plasticity Finite Element Simulations

A finite strain crystal plasticity model, fully described in [29], is used here to compute the
mechanical response of the polycrystalline sample under tension. It is based on the multiplicative
decomposition F∼ =E∼P∼ of the deformation gradient, F∼, into an elastic part, E∼, and a plastic part, P∼.
The multiplicative decomposition is associated with the definition of an intermediate configuration for
which the elastic part of the deformation gradient is removed. The intermediate released configuration
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is uniquely determined up to a rigid body rotation, which is chosen such that the lattice orientation in
the intermediate configuration is the same as the initial one. Mandel called it the isoclinic intermediate
configuration [30]. As a result, lattice rotation and distortion during elastoplastic deformation are
contained in the elastic deformation part E∼. The transformation E∼ has a pure rotation part R∼

e and a
pure distortion part U∼

e, which can be obtained by the polar decomposition:

E∼ = R∼
eU∼

e (5)

Plastic deformation is the result of slip processes according to a collection of N slip systems, each
one characterized by the slip direction m s and the normal to the slip plane n s. Note that here, plastic
slip is the only deformation mechanism considered. This has been double checked up to 10% strain
by performing an in situ tensile test in a scanning electron microscope (not reported here for brevity).
In other cases, mechanical twinning or grain boundary sliding may need to be considered. In the
intermediate configuration, P∼ verifies:

Ṗ∼P∼
−1 =

N

∑
s=1

γ̇sm s ⊗ n s (6)

In order to analyze the microplastic behavior of the studied AlLi polycrystal, an elasto-visco-plastic
crystal plasticity model was selected. Numerical computations were performed using the Z-set
software (http://www.zset-software.com) (see [31]). The slip rate on a given slip system s depends,
via a phenomenological power law with two parameters K and n, on how much the resolved shear
stress τs exceeds the threshold τ0 + rs:

γ̇s =

〈 |τs| − τ0 − rs

K

〉n
sign(τs) (7)

Here, τ0 is the critical resolved shear stress, and rs, initially zero, increases with increasing plastic
strain and hardens the system s through a non-linear isotropic Voce hardening rule, as developed
in [32]:

rs = Q
N

∑
r=1

hsr(1 − exp(−bvs)) (8)

vs is the cumulative slip and hsr denotes the interaction matrix taking into account the relative influence
of slip systems on each other. It includes the self and latent hardening, and only indirect and estimated
quantitative information is available about the components of this matrix (see for instance [33,34]).
Q and b are 2 material parameters to be determined.

Monotonic tensile tests were performed on five different macroscopic samples, at three strain
rates, and a numerical optimization using Z-set implementation was performed to find a suitable
parameter set (τ0, Q, b), as presented in Table 2. The yield stress of the material exhibits an inverse
strain rate sensitivity, which prevented identifying the viscosity parameters K (not to be confused with
the norm of the diffraction vector K ) and n; instead, sensible values for aluminum alloys have been
used. Modeling this effect requires a more complex model, including dynamic strain aging as in [35].
For the interactions between dislocations, coefficients hrs from [36] have been used.

Table 2. Material parameters identified from the macroscopic tensile tests.

K (MPa1/n) n (-) τ0 (MPa) Q (MPa) b (-)

38 10 10 5.3 763

The experimental grain map is used as input to produce a high fidelity digital clone of the
specimen. The entire L = 1.57 mm zone, where 3 DCT scans were merged, was used to ensure the
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boundary condition application is far enough from the grains of interest to avoid any boundary layer
effect [37]. Details on how the mesh was produced can be found in [17]. The initial grain boundary
surface generated contains a very large number of triangles, and an iterative decimation approach
using an edge collapsing algorithm is applied. The surface mesh is filled with tetrahedra controlling
the mesh density as a function of the euclidean distance d from the three-grain cluster. This allowed
minimizing the computational cost while preserving a rich description of the mechanical fields in the
region of interest. The final mesh is composed of 341,687 linear tetrahedra with a gradient in element
size (the ratio between the maximum and minimum tetrahedron size is about 4000) visible in Figure 4.

Figure 4. Comparison between the DCT data (a) and the mesh generated (b); the colors denote the
grain numbers, which are consistent from the experiment to the simulation. Note the specimen shape
with a radius in the gauge length as mentioned in Section 2.

Dirichlet boundary conditions (uz = 0 on the lower face and uz = 15.7 microns on the upper
face for the final deformation step) were imposed to deform the specimen in tension up to 1% total
strain in 100 steps. Suitable boundary conditions have been set on the lower surface of the sample to
prevent any rigid body motion, and lateral surfaces were free of stress. The steps corresponding to the
experimentally-measured strain (for instance 0.32% total strain) can be used for comparison.

2.4. Lattice Rotations

The continuum mechanical approach used here makes it possible to distinguish between the
transformation of material and lattice directions. Material lines are made of material points that are
subjected to the motion field u. In contrast, lattice directions are not material insofar as they are
not necessarily made of the same material points (atoms) in the initial and current configurations
due to the passing of dislocations, but keep the same crystallographic meaning. According to the
concept of isoclinic configuration, lattice directions are unchanged from the initial to the intermediate
configuration. Dislocations passing through a material volume element do not distort nor rotate
the lattice, although material lines are sheared. According to the continuum theory of dislocations,
statistically-stored dislocations accumulating in the material volume element affect material hardening,
but do not change the element shape. Accordingly, an initial lattice direction d � is transformed into d
by means of the elastic deformation:

d = E∼ .d � (9)
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This important distinction allows one to precisely compute both the local rotation and distortion
of the crystal lattice, which will be further used to derive the 3D rocking curve of a grain from its
deformed state in the simulation (see Section 2.5).

2.5. Rocking Curves Simulations from CPFEM Data

As explained in Section 2.1, the rocking curve represents the intensity diffracted by the illuminated
grain at a given Θ angle. As soon as the crystal deforms, the exact Bragg condition is violated, and the
I(Θ) curve will widen. In crystal plasticity, geometrically necessary dislocations (GND) give rise to
gradients of crystal orientation, leading to local modification of the Bragg condition. The problem is
therefore to solve the 3D diffraction condition stated in Equation (2) for the angle Θ, with a locally
deformed crystal lattice. In Equation (2), the values of (p, q, r), as well as θBragg need to be updated
for the new lattice geometry. It is therefore possible to use the mechanical fields computed in each
element (namely E∼ and R∼

e) to evaluate locally the Bragg condition (for a given ω value) and to find
the corresponding Θ. Building the volume weighted histogram for all elements within the grain will
produce a simulated rocking curve (for this value of ω).

3. Results

3.1. Topography Results

X-ray topographs are 2D oblique projections of a crystal. At the onset of plasticity, slip system
activity may modify the local Bragg condition within the grain and produce orientation contrasts on
the detector. In this section, topographs over a full ω turn for three neighboring grains as a function of
the load are analyzed.

As we shall see, the perturbations of the crystal lattice are localized within the slip plane and
may only be visible at certain ω angles, called edge-on configuration, when the diffraction direction is
contained in the plane (i.e., the tilted slip plane normal n t is perpendicular to K ). Knowing the grain
orientation and the tilt geometry, it is straightforward to obtain the two edge-on ω angles for a given
slip plane by solving (here, we do not account for the base tilt, as both the left and right side of the
equation would be equally affected):

(Ω.n t).K = 0 with K =
1
λ

⎛⎜⎝cos(θBragg)

0
sin(θBragg)

⎞⎟⎠ (10)

This means solving [nt[0] cos(ω)− nt[1] sin(ω)] cos(θ) + nt[2] sin(θ) = 0. The two ω values, for a
given slip plane, are separated by close to 180◦, a value depending on θBragg.

Table 3 gathers the ω values for the two slip systems with the highest Schmid factor in the
3three grains calculated with Equation (10). These values will be used to show the topographs in
edge-on configuration where the contrast is expected to be maximal for a given slip plane. Note that
the values for the two observed slip planes (not to be confused with the two values (ω1, ω2) for a given
slip plane) are exactly separated by 180 degrees. For Grains 4 and 18, the aligned reflection is (202).
Rotating around this axis, the edge-on configurations for the slip planes with the two highest Schmid
factors (11̄1) and (111) are 180◦ apart (they share the [1̄01] zone axis, which is perpendicular to the
scattering vector). For Grain 10, the aligned reflection is (002); rotating around this axis, the edge-on
configurations for the (111) and (111̄) planes are also 180◦ apart (they share the [1̄10] zone axis, which
is perpendicular to the scattering vector).

The Schmid factor allows estimating the resolved shear stress and is here calculated in the single
crystal approximation. It should be noted that it cannot rigorously be applied to the polycrystal case
(this value neglects the effect of neighboring grains and any other heterogeneity), although it is very
often used to predict slip system activation. It is thus interesting to see in this case how well this
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indicator performs. In contrast to the estimation using the Schmid factor, the full field finite element
simulations performed in this work (see Section 3.3) take into account the interaction of individual
grains with their neighbors. This results in strongly non-homogeneous fields of plastic strain and lattice
rotation inside the grains. The advantage of the Schmid factor is clearly that it depends only on the
crystal orientation (and is thus easily computed on the fly during this type of diffraction experiment).
However, the material scientist doing an experiment may rely on a more detailed stress estimation,
either using a supplementary far field detector and track the motion of diffraction spots [19] or inferring
the stress tensor value from mean field or full field computations using the actual 3D microstructure,
as done in the present work.

Table 3. Edge-on ω values (in ◦) for the two slip systems with the highest Schmid factor in the 3 grains;
ω values in bold are used to show the topographs in edge-on configuration in Figure 5.

Grain ID (hkl) Schmid Factor (ω1, ω2)

4 (1-11) 0.476 (338.6, 176.3)
(111) 0.461 (158.6, 356.3)

10 (111) 0.490 (214.5, 40.8)
(1-11) 0.473 (304.5, 130.8)

18 (111) 0.488 (209.1, 46.8)
(1-11) 0.457 (29.1, 226.8)

Integrated topographs at the recorded ω closest to the edge-on values and for selected load levels
are shown in Figure 5. Contrast forming bands within the grains are clearly visible and appear first for
Grain 10, then Grain 18 and finally for Grain 4.

Figure 5. Topographs, integrated over Θ, in edge-on configuration for each grain of the cluster and
different load levels; videos of the complete ω set are available as Supplementary Material for Grain 4
in the initial and deformed states.

These sets of bands were parallel; most of the time, they extended through the whole grain,
and their number increased as the deformation increased. Going through the whole projection set
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for each grain shows that two sets of bands were visible at different ω values. For Grain 10, the
crystallographic configuration was such that both sets were visible at around 40◦. This is, to the
best of the author knowledge, the first in situ observation of bulk plasticity in a millimeter sized
polycrystalline specimen. From there, the orientation of the bands, their number and location within
the grain can be further studied.

Using the initial grain orientation and the tilt geometries for each aligned reflection, it is possible
to correlate the angle of those bands to specific crystallographic planes (see Figure 6). For this, a 3D
geometrical representation of the grain was built using the DCT reconstruction, and the relevant slip
planes had been added inside according to the measured grain orientation (the open source library
pymicro [38] was used to this end). The grain can be tilted in the topotomographic condition and
rotated to the given edge-on omega angle. Using a parallel projection mode and setting the view in the
diffracted beam direction K = (1, 0, tan(2θBragg)) produced the same conditions as when collecting
the topographs. All the observed bands had been identified without any ambiguity as projections
of the {111} planes; see Figure 6. In each case, the exact slip plane could be identified and further
related to the Schmid factor. This demonstrates that the onset of plasticity, from the first slip band to
the more advanced state where several slip systems are active, was indeed captured in situ during
this experiment.

Figure 6. Identification of the bands as slip plane traces visible in the edge-on geometrical configuration
in the topographs; here, the two observed active slip planes are shown for one of the two ω angles;
the active slip plane locations within the grains have been measured manually and displayed in 3D.
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For Grains 4 and 18, the two observed slip planes correspond to the two highest Schmid factors
(see Table 3), whereas for Grain 10, they correspond to the first and third highest Schmid factors.
The slip system corresponding to the second highest Schmid was not observed to be active in this grain.

Rocking curves are presented in Figure 7, for each grain at the strain levels and for the same ω

values as in Figure 5. All three grains exhibited a consistent behavior, with a narrow curve at the
beginning, which first shifted to the lower |θBragg| values due to elastic loading (increase of the dhkl
interplanar spacing) and then widened considerably when plasticity took place.

Figure 7. Evolution of the rocking curves for each grain of the cluster during in situ loading; the curve
colors (green, red, black, yellow) refer to the load levels in Figure 5, respectively (undeformed, 0.09%,
0.16% and 0.32%).

3.2. 3D Rocking Curves’ Results

As grains are aligned in a topotomographic sense, it is possible to measure rocking curves at
every ω position. This measure is therefore sensitive not only to the amount of curvature of a crystal,
but also to the orientation of this curvature in real space. To quantify the intragranular orientation
spread revealed by a rocking curve, we introduced the width of the rocking curve at 10% of the peak
of the normalized intensity, denoted as full width of the effective misorientation (FWEM). Although
the effective misorientation describes the change in Bragg condition due to both orientation and lattice
spacing variations, in practice, the orientation effect is largely predominant. Therefore, this value is a
direct (qualitative) measure of the orientation spread, around the axis defined by the base tilt.

The FWEM was measured every 4◦ (for each ω position) and is plotted at all different load levels
in Figure 8 to observe its evolution with increasing plasticity. An interesting dumbbell-shaped curve
was consistently obtained for the three grains. The curve widened in a preferential direction linked to
the active slip systems within the grain. One can observe that the FWEM was similar for Grains 4 and
18, which have the same combination of active slip systems. The orientation of the curves for Grain 10
was different and exhibited a clear reorientation of the preferential direction towards the end of the
loading sequence. This may be linked to changes in the relative activity of the dominant slip system(s)
during deformation, but would require further analysis.

The shape of the curve can be understood more clearly considering the idealized case of a
strain-free crystal bent by an amount ΔΘ by geometrically necessary dislocations. In the kinetic
approximation, this configuration would produce a figure made of two tangent circles giving a very
limited FWEM in the bending axis direction (almost no lattice rotation) and of exactly ΔΘ perpendicular
to it. The FWEM can be seen as the limit of the Bragg condition when rocking the base tilt Θ and can be
computed using the rotating crystal equation solving for Θ for a known ω (see Figure 8, bottom right).
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Figure 8. In situ FWEM as a function of ω, for each grain of the cluster (the color code matches the one
used for the tensile curve in Figure 2) and example of the FWEM in the case of a crystal ideally bent
around a single axis by 0.2◦ (bottom right).

3.3. Comparison with CPFEM Simulations

The first comparison is the slip activity computed with the numerical model (seen Section 2.3)
for each grain with the activity visible on the topographs for a particular ω position (see Section 3.1).
The CPFEM simulations give access to the active slip systems as opposed to the slip planes only,
which were identified experimentally on the topograph. The slip activity was captured by averaging
the amount of slip for a given slip system within the grain and can be compared to the qualitative
information obtained on the topographs (intensity of the contrast and number of bands).

Accumulated plasticity (all slip system contributions) within the bulk is shown in Figure 9a, and
the slip activity for each of the three grains is detailed in Figure 9b. For Grains 4 and 18, which have
close orientations and behave similarly, the model predicted double slip with systems (111)[0-11] and
(1-11)[011], in agreement with the experimentally observed slip planes, and no other slip activity. The
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situation is different in Grain 10, which also showed double slip experimentally, but with planes (111)
and (11-1), whereas the model predicts plastic activity on three planes (111), (1-11) and (11-1). It is
interesting to see that despite the general agreement, the details of the slip system activation are far
from perfect. The discrepancy may be attributed to the parameters of the constitutive laws, especially
regarding the interaction matrix coefficients hrs. These parameters were determined from macroscopic
tensile curves and from the literature. A detailed parametric study is necessary to analyze the impact
of these parameters values on the activation of slip systems in that grain. This can be seen as an
opportunity to use such experimental data collected at the length scale of the grains and in the bulk to
enrich identification datasets and solve the long-standing issue of crystal plasticity material parameter
identification [39].

Figure 9. Predicted plastic activity: (a) view of the interior of the specimen showing the accumulated
plasticity at the load level corresponding to the end of the experiment; (b) average plastic activity in the
three grains of the cluster; the most active slip system is represented with a solid line and the second
most active with a dashed line, while the grain color code is used.

Using the simulated mechanical fields within the grains, rocking curves can be simulated as
described in Section 2.5. The generated rocking curves for each grain of the cluster are plotted in
Figure 10, at ω = 165◦. The obtained behavior was consistent with the experimental observations.
The rocking curve first shifted to lower Θ values due to the increase of the interplanar distance during
loading. A very small amount of broadening due to the heterogeneous elastic strain field within
the grain was also observed. When plasticity sets in and slip systems start to be active, the curve
widening was more pronounced, and the shape changed, which can be related to the tendency to form
subgrain-like regions. This effect had been studied both theoretically and experimentally, for instance
by [40–42].
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(a)

(b)

Figure 10. (a) Simulated rocking curves for Grain 4 at ω = 165◦ at four different strain levels;
(b) comparison between experimental and simulated rocking curves at ε = 0.34 × 10−2.

Finally, a quantitative comparison between experimental FWEM and simulated FWEM is
presented in Figure 11. Simulated curves are plotted for an applied strain of ε33 = 0.0034,
and experimental surfaces are plotted for the last step of the topotomography experiment. Both curves
were in very good agreement for Grain 4 and Grain 18, for both shape and orientation. For Grain 10,
the surface had the right amplitude, but not the right direction. As explained previously, the direction
of the dumbbell-shaped curve was linked to the precise combination of active slip systems within
the grain, and the discrepancy between the predicted and observed slip systems was presumably the
cause of the mismatch in orientation for this case.

Figure 11. Comparison between experimentally simulated full width of the effective misorientation
(FWEM) at ε = 0.34 × 10−2 for the three investigated grains.

4. Conclusions

An in situ topotomographic experiment has been carried out at a synchrotron facility to collect a
very detailed 4D dataset to study the onset of plastic slip under tension in an aluminum lithium alloy.
Initial DCT imaging allowed measuring the initial microstructure and selecting a set of three grains in
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the bulk of the specimen for further investigations. Upon loading, incipient plasticity was observed
non-destructively in the form of band contrast in X-ray topographs, which were further related
geometrically to active slip planes in the bulk.

Information collected from rocking curves was presented in the form of polar plots illustrating
the anisotropy of mean lattice curvature. The polar plots have a characteristic dumbbell shape, which
can be attributed to lattice bending with respect to some specific axis, which could be determined in
the experiment for the three grains during deformation.

Crystal plasticity simulations were carried out to compare the prediction obtained with a classical
continuum model with our experimental observations. Essential features, such as slip system
activation and average misorientation per grain, are well captured by the model, although some
discrepancies remain for one grain. A major contribution of the work is the comparison of experimental
and simulated misorientation polar plots showing characteristic dumbbell shapes quantifying the
anisotropy of lattice curvature.

A striking feature of the presented experiment is the direct observation of inelastic deformation
mechanisms in the bulk (plastic slip, but also twinning or phase transformation are possible).
The detected slip system activity could be used in the material parameter identification procedure
instead of macroscopic tests only. This would require a specific treatment (for instance using
grain averaged quantities) since the full field calculation is costly and not well suited for an
optimization routine.

One of the limitations of the present work is that only one specimen could be tested in the given
beam-time. Building on this experiment and using the developed automation algorithms, future work
will target more specimens and more grains per specimen to obtain more statistics and study slip
transmission in more detail.

The adaptation of advanced reconstruction techniques [13] to this type of combined DCT and
topotomography acquisitions might allow one to retrieve finer details of the orientation fields and
their evolution at increasing levels of applied strain. This could be used to study more complex
inelastic mechanisms in metals or to extract more dependable constitutive parameters minimizing the
discrepancies between experimental observations and numerical simulations on the digital twins of
the tested specimen.

Supplementary Materials: The following are available online at www.mdpi.com/1996-1944/11/10/2018/s1:
Video S1: Full set of integrated topographs over 360 degrees (every 4◦) for Grain 4 in the undeformed state;
Video S2: Full set of integrated topographs over 360 degrees (every 4◦) for Grain 4 in the deformed state.
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The following abbreviations are used in this manuscript:

EDM Electro-discharge machining
DCT Diffraction contrast tomography
TT Topotomography
PCT Phase contrast tomography
CPFEM Crystal plasticity finite element method
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Abstract: A series of three-dimensional morphology changes of fine eutectic Si-particles during
heat treatment have been investigated in Self-modified and Sr-modified Al-10%Si cast alloys by
means of synchrotron radiation nanotomography utilizing a Fresnel zone plate and a Zernike phase
plate in this study. The coral-like shape particles observed in Sr-modified cast alloy fragmented at
branch and neck during heat treatment at 773 K. The fragmentation occurred up to 900 s. After that,
the fragmented particles grew and spheroidized by Ostwald ripening. On the other hand, rod-like
shaped eutectic Si-particles observed in self-modified cast alloy were larger in size compared with
the particle size in Sr-modified cast alloy. Separation of eutectic Si-particles in Self-modified cast alloy
occurred up to approximately 900 s, which was similar tendency to that in Sr-modified cast alloy.
However, it was found that the morphology change behavior was very complex in rod-like shape
Si-particles. The three-dimensional morphology changes of fine eutectic Si-particles in both cast alloys,
specifically fragmentation and spheroidizing, can be connected to changes in mechanical properties.

Keywords: particle morphology; heat treatment; aluminum cast alloy; mechanical properties;
Ostwald ripening; nanotomography; phase-contrast imaging

1. Introduction

Since the building of large synchrotron radiation facilities throughout the world in the latter
half of the twentieth century, the performance of synchrotron radiation tomography has gradually
improved up to the present day [1–3]. Currently, in the Japanese synchrotron radiation facilities,
SPring-8, three-dimensional non-distractive observation with a spatial resolution of 50–160 nm is
available constantly in the imaging beamline by using an X-ray focusing device of a Fresnel zone
plate [4–6]. Phase-contrast imaging techniques have been also developed for those samples for
which visualizations are difficult by X-ray absorption contrast (i.e., these densities are very close) [7].
Furthermore, improvement of the performance of X-ray 2D detector system has rapidly shortened
scanning time. Therefore, synchrotron radiation tomography can be used for various studies in
various fields.

The advantages of X-ray tomography are that three-dimensional morphologies are obtained,
and that the observation is non-destructive. In studies of structural materials, material behaviors
changing over time can be visualized, for instance, damage and fracture mechanisms [7–14], fatigue
and crack propagation phenomena [15–18] and so on. We can deeply understand various phenomena
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affected by microstructures from a series of observed images. In Al-Si cast alloys, it is well known that
eutectic Si-particle strongly affects mechanical properties. Many studies with regard to the morphology
and distribution of eutectic Si-particles have been conducted to date [19–21], because the spheroidizing
of Si-particles brings, in particular, ductility improvement by heat treatment. However, most of the
research had been performed on the basis of 2D observation by polishing of a heat-treated sample
after cross section cutting. Although three-dimensional evaluation also exists using Focus Ion Beam
tomography [22], unfortunately this method is destructive.

In the application of hypoeutectic Al–Si alloys for automobile parts which require sufficient
toughness, Si-particle refinement is applied by adding trace Sr to improve the mechanical
properties [23–25]. The addition of trace Sr prevents aluminum phosphide, AlP which become the
nuclei of coarse Si particles [26], and then changes the solidification process of hypoeutectic Al-Si
alloys [27]. Note that the origin of phosphorus is the impurity of Si. Si-particles modified by trace Sr
addition become very fine at less than 1 μm. A Sr-modified hypoeutectic Al-Si alloy demonstrates
excellent mechanical properties. Furthermore, with applying heat treatment to the alloy, its strength
and ductility can be controlled. The changes of Si-particles morphology during a heat treatment
are considered as follows; firstly, Si-particles with necking divide into parts by Plateau–Rayleigh
instability [28,29]. This separation is a change which decreases system energy quickly. Next, the
fragmented Si-particles grow into spherical shapes by diffusion-controlled Ostwald ripening to reduce
their surface energy.

By contrast, self-modification (self-refinement) of eutectic Si-particles is also possible by killing
an impurity element of P, which is contained in Si and forms AlP as the solidification nuclei
of Si. This P-free solidification process has been reproduced by phase-field model simulation
by Eiken [27]. The morphologies of eutectic Si-particles which are formed in the different
solidification processes—self-modification and Sr-modification—are different. Synchrotron radiation
nanotomography has revealed that the morphologies of Si-particles in self-modification and
Sr-modification are of a rod-like shape and coral-like shape, respectively, by casting self-modified
and Sr-modified samples and investigating practically [30]. Therefore, in this study, to clarify the
behavior of morphological changes during heat treatment and the effect of them on mechanical
properties, hypoeutectic Al-10%Si alloys were cast using two different solidification processes
(Self-modification and Sr-modification) that produce different morphology of eutectic Si-particles
(rod-like and coral-like). The changes of mechanical properties were investigated in the prepared
samples. The three-dimensional morphology changes of eutectic Si-particles during the heat treatment
process were observed in both alloys by using nanotomography with a Fresnel zone plate and a
Zernike phase plate.

2. Materials and Methods

Al-10%Si alloy was selected as the sample of this study. Two kinds of Al-10%Si alloy, self-modified
and a Sr-modified sample, were prepared by gravity casting. It is known that three-dimensional
morphology of eutectic Si-particles is different between the two alloys [30]. High purity Al (99.99%)
and high purity Si (99.9999%) were melted in a graphite crucible at 993 K in air atmosphere using
an electrical resistance furnace (Hamamatsu heat-tech, Hamatsu, Shizuoka, Japan). The molten
metal was degassed by hexachloroethane. After the degassing treatment, molten metal was cast
into a boat-shaped iron-mold heated at 473 K with a cavity size of 150 mm × 25 mm × 25 mm as a
self-modified sample. For the Sr-modified sample, the degassed molten metal was cast into the mold
soon after the 100 ppm Sr addition. The chemical compositions of cast alloy samples detected by
spark emission spectrometer (OBLF QSN750-II, Witten, Germany) are listed in Table 1. Hereafter, two
prepared cast alloys are named as Al-9.8%Si-3ppmP and Al-10.1%Si-4ppmP-108ppmSr on the basis
of the result of composition analysis. Photos of microstructures in Al-9.8%Si-3ppmP cast alloy and
Al-10.1%Si-4ppmP-108ppmSr cast alloy are shown in Figure 1. The microstructures of both alloys are
almost the same in the two-dimensional image. It is difficult to distinguish them.
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Table 1. Chemical composition of prepared cast alloys (wt.%).

Sample Si P Sr Cu Al

Self-modified alloy 9.8 0.0003 <0.00001 0.08 Bal.
Sr-modified alloy 10.1 0.0004 0.0108 0.07 Bal.

Specimens for nanotomography were cut from the cast ingot. Very small stick-shaped specimens
with a section size of 50 μm × 50 μm and length of about 8 mm were manufactured by hand polishing.
Five tensile specimens with 19.75 mm2 section × 30 mm length in a gauge part, which is a half size
of JIS No.13 B (JIS Z 2241), were prepared from a position of 2 mm above from the bottom of the cast
ingot, then the mechanical properties of the cast alloys were examined by a tensile testing machine
(SHIMADZU AG-100 kNX, Kyoto, Japan).

 
(a) 

 
(b) 

Figure 1. Optical micrographs; (a) Al-9.8%Si-3ppmP cast alloy and (b) Al-10.1%Si-4ppmP-108ppmSr
cast alloy.

Synchrotron radiation nanotomography was used for observation of three-dimensional
morphology change in eutectic Si-particles during heat treatment. The synchrotron radiation
experiment was performed at the undulator beam line of BL47XU in the Japanese synchrotron
radiation facility, SPring-8 (Hyōgo, Japan). A schematic illustration of the nanotomography set-up
in the experimental hutch is shown in Figure 2. X-ray energy of 8 keV, which was adjusted by a
silicon (111) double-crystal monochromator (SPring-8 Standard Monochromator, sKohzu Precision
Co.,Ltd, Kawasaki, Kanagawa, Japan), was selected for this observation. A Fresnel zone plate with an
outermost zone width of 50 nm was installed as an X-ray objective of an imaging X-ray microscope
(NTT-AT, Kawasaki, Kanagawa, Japan). A Zernike phase plate made from tantalum with a thickness of
0.96 μm was also installed at the back focal plane of the Fresnel zone plate. A two-dimensional image
detector system consisting of a Gd2O2S:Tb scintillator, an optical relay lens and a complementary
metal oxide semiconductor camera (Hamamatsu Photonics K.K., C11440-22C, Hamamatsu, Shizuoka,
Japan) was used. Since the difference in atomic number between them is only one, there is little X-ray
absorption contrast in the Al phase and Si phase as shown in Figure 3a. Therefore, Si-particles in the
inside of the aluminum matrix were visualized by phase contrast using a Zernike phase plate as shown
in Figure 3b. Exposure time of 250 ms was used and 1800 projections were captured during a 180◦

rotation, for tomography. Voxel size of (37.8 nm)3 was achieved in the reconstructed volume image in
the set-up of this study.
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Figure 2. The schematic illustration of set-up of nanotomography in the experimental hutch.

 
(a) 

 
(b) 

Figure 3. Slice images of nanotomography in Al-10.1%Si-4ppmP-108ppmSr cast alloy heat-treated at
773 K for 7.2 ks. The same slices are shown by (a) absorption contrast and (b) phase contrast. Field
of view and analyze-volume position are indicated by white dashed-line circle and box. Eutectic
Si-particles and precipitate Si-particles can be recognized as white objects in (b), though specimen
surface only can be seen in (a).

Experimental procedure for the synchrotron radiation nanotomography observation was simple.
The initial state of the sample, i.e., as-cast sample, was scanned. After the first tomography scan,
the sample was heat-treated by taking it in and out of a compact air atmosphere furnace maintained
at 773 K, and then was tomography scanned repeatedly at the same position at 450 s, 900 s, 1.8 ks,
3.6 ks, 7.2 ks and 14.4 ks. X-ray scanned data were reconstructed into a three-dimensional volume
image by a conventional filtered convolution back-projection algorithm. A three-dimensional median
filter (3 × 3 × 3) was applied to three-dimensional volume images reconstructed in order to reduce
artifacts and image noise. Si-particles observed in the volume images were binarized and segmented
with the thresholds value that were decided by comparing the obtained volume images to one another.
The result of Si-particles segmentation was checked by visual inspection. Then if wrong connections
existed among particles, such connections were carefully corrected one by one. Volume rendering
software (VG studio Max 2.0, Volume Graphics, Heidelberg, Germany; and Amira 4.0, Thermo Fisher
Scientific, Waltham, MA, USA) was used to visualize the three-dimensional morphology of Si-particles.
The analyzed region for the morphology changes of eutectic Si-particles was extracted from a lower
effect region of artifacts inside the sample. The analyzed regions were 56.7 μm × 28.4 μm × 27.2 μm
and 37.8 μm × 37.8 μm × 41.8 μm in Al-9.8%Si-3ppmP sample and Al-10.1%Si-4ppmP-108ppmSr,
respectively. Si-particles within the analyzed regions were segmented and labeled after binarization.
Then, volume and surface area were measured for each of the labeled Si-particles.
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3. Results

3.1. Mechanical Properties

The stress-strain curves of a tensile test in Al-9.8%Si-3ppmP cast alloy and Al-10.1%Si-4ppmP-
108ppmSr cast alloy are shown in Figure 4. The ultimate tensile strength decreases and elongation
to failure increases in both samples with increasing heat treatment time. Both samples show
almost a similar stress-strain relationship before and after heat treatment, though tensile strength in
Al-10.1%Si-4ppmP-108ppmSr cast alloy is slightly higher than that in Al-9.8%Si-3ppmP cast alloy.
In both alloys, heat treatment reduces yield stress and work hardening rate mildly. Elongations to
both alloys are almost the same with the same heat treatment time. Note that Vickers hardness in
Al-9.8%Si-3ppmP cast alloy and Al-10.1%Si-4ppmP-108ppmSr cast alloy were 58.5 HV and 59.6 HV,
respectively. There was no difference in the dendrite secondary arm spacing (DASII)—which was
approximately 37 μm—in both of the alloys. Changes in ultimate tensile strength and elongation
(average of 5 specimens) are shown in Figure 5. By heat treatment, ultimate tensile strength decreases
gradually and elongation increases in both alloys. The changes become particularly remarkable after
1.8 ks of heat treatment. With a short period of heat treatment, no differences are seen in either
alloys. However, when applying heat treatment for a longer time, the mechanical properties in
Al-10.1%Si-4ppmP-108ppmSr cast alloy become superior to that of Al-9.8%Si-3ppmP cast alloy.

 
(a) 

  
(b) 

Figure 4. Stress-strain curves of tensile test in (a) Al-9.8%Si-3ppmP cast alloy and (b) Al-10.1%Si-4ppmP-
108ppmSr cast alloy.

 

Figure 5. Changes in ultimate tensile strength and elongation during heat treatment at 773 K.
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3.2. Morphology Changes of Eutectic Si-Particles

Three-dimensional volume images of eutectic Si-particles in Al-9.8%Si-3ppmP cast alloy, which are
obtained by synchrotron radiation nanotomography, are shown in Figure 6. Interior Si-particles are
displayed removing the aluminum matrix in the top part of each figure. It can be confirmed that
synchrotron radiation nanotomography is high resolution because the figure indicates the changes in a
very small region with a size of 28.4 μm × 56.7 μm × 27.2 μm. In the as-cast state (heat treatment time,
t = 0 s) as shown in Figure 6a, most of the eutectic Si-particles are of a straight rod-like shape, and a
small plate-like shape is also seen partially. It is observed that the rod and plate-like Si-particles are
connecting. Particle growth is confirmed during heat treatment up to 14.4 ks as shown in Figure 6b–g.
The number of particles decrease gradually during particle growth. Although particle separation that
makes particles segment into a small size is also observed, most of the particles maintain a high aspect
ratio after 14.4 ks annealing.

 

Figure 6. Three-dimensional volume images of eutectic Si-particles in Al-9.8%Si-3ppmP cast alloy.
(a) As-cast, (b) heat-treated at 773 K for 450 s, (c) heat-treated at 773 K for 900 s, (d) heat-treated at
773 K for 1.8 ks, (e) heat-treated at 773 K for 3.6 ks, (f) heat-treated at 773 K for 7.2 ks, (g) heat-treated at
773 K for 14.4 ks.

Figure 7 shows a three-dimensional volume image of Al-10.1%Si-4ppmP-108ppmSr cast alloy.
In the as-cast state (Figure 7a), fine rod-like Si-particles are observed similar to Al-9.8%Si-3ppmP
cast alloy. However, the entire morphology of Si-particles in Sr-modified alloy are that of a coral-like
shape with multiple branches. Particle size is slightly finer than that in Al-9.8%Si-3ppmP cast alloy.
The Si-particles grow gradually with fragmentation during heat treatment, and spheroidize after
14.4 ks. In Al-10.1%Si-4ppmP-108ppmSr cast alloy, formation of Sr precipitations was confirmed
in primary α-Al dendrite during heat treatment. Three-dimensional volume images in (a) as-cast
and (b) after 7.2 ks heat-treated are shown in Figure 8. New Si-particles, which are not found in the
as-cast state, are observed in the outside region of eutectic phase in which Si-particles are gathering.
The presence of precipitate Si-particles is also confirmed in the slice image shown in Figure 3b. It can
be concluded that the particles are not Sr compounds but Si because the particles have disappeared in
the absorption images shown in Figure 3a.
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Figure 7. Three-dimensional volume images of eutectic Si-particles in Al-10.1%Si-4ppmP-108ppmSr
cast alloy. (a) As-cast, (b) heat-treated at 773 K for 450 s, (c) heat-treated at 773 K for 900 s,
(d) heat-treated at 773 K for 1.8 ks, (e) heat-treated at 773 K for 3.6 ks, (f) heat-treated at 773 K
for 7.2 ks, (g) heat-treated at 773 K for 14.4 ks.

 
(a) 

 
(b) 

Figure 8. Three-dimensional volume images in Al-10.1%Si-4ppmP-108ppmSr cast alloy; (a) as-cast and
(b) after 7.2 ks heat-treated. New Si-particle precipitate during heat treatment.

Figure 9 indicates changes in total Si-particle volume, number of Si-particles and average
Si-particle size (sphere-equivalent diameter) during heat treatment. These statistics were obtained from
the microstructures shown in Figures 6 and 7 by three-dimensional image processing analysis. The total
Si-particle volume in Al-10.1%Si-4ppmP-108ppmSr cast alloy is larger than that in Al-9.8%Si-3ppmP
cast alloy. Volume fraction of Si phase in Al-10%Si alloy should be approximately 11.4%. However,
the volume fractions were slightly small in the volumes analyzed and were 7.8% and 8.7% in
Al-9.8%Si-3ppmP cast alloy and Al-10.1%Si-4ppmP-108ppmSr cast alloy, respectively. This is due to
inhomogeneities of microstructure and the small field of view size in nanotomography. The amount
of Si content does not differ in both alloys. The total Si-particle volume in Al-9.8%Si-3ppmP
cast alloy looks to slightly decrease during heat treatment. This change is due to particles on
the edge of view. Total Si-particle volume is almost constant during heat treatment in both
alloys. In the as-cast, the number of Si-particles in Al-10.1%Si-4ppmP-108ppmSr cast alloy is
larger than that in Al-9.8%Si-3ppmP cast alloy. This is because total Si-particle volume is large
in Al-10.1%Si-4ppmP-108ppmSr cast alloy, and the particle size is small as observed in Figure 7.
The number of particles decreases in both alloys during heat treatment. In Al-9.8%Si-3ppmP cast
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alloy, fragmentation of Si-particles, which is observed in the early stage of heat treatment, causes an
increase of number of particles temporarily. As shown in Figure 8, Si-particles precipitate into α-Al
dendrites during heat treatment. However, the precipitation has no effect on the number of Si-particles,
because the number increase is small compared with the number decrease by particle growth.
In Al-9.8%Si-3ppmP cast alloy, average Si-particle size decreases, and then increases. This decrease at
the early stage is also due to fragmentation of Si-particles. In case of Al-10.1%Si-4ppmP-108ppmSr cast
alloy, a little increase of Si-particle size is found in the early stage of heat treatment, and then the size
increases rapidly in the later period of heat treatment.
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Figure 9. Changes in total Si-particle volume, number of Si-particle and average Si-particle size during
heat treatment. Initial total Si-particle volume was 3416.645 μm3 and 5217.278 μm3 in Al-9.8%Si-3ppmP
cast alloy and Al-10.1%Si-4ppmP-108ppmSr cast alloy, respectively. (a) total Si-particle volume,
(b) number of Si-particles and (c) average Si-particle size.

4. Discussion

Looking at Figure 9, the situations in which particles grow while keeping volume constant are
Ostwald ripening. According to classical particle growth theory, a growth of Ostwald ripening [31] is
formulated as

d3 − d0
3 = kt (1)

in a diffusion control situation. Here, d and d0 are the average particle diameter and initial average
particle diameter, k is constant and t is annealing time. The relationship between the cube of average
particle diameter and annealing time in this study is shown in Figure 10. The early stage of particle
growth in Al-9.8%Si-3ppmP cast alloy does not correspond to the growth manner expressed in
Equation (1). The Si-particles grow proportionally after 3.6 ks of heat treatment. The particle growth in
Al-10.1%Si-4ppmP-108ppmSr cast alloy almost obeys Equation (1) though a little difference is seen in
the early stage of growth. It is found that Si-particle growth in Al-10.1%Si-4ppmP-108ppmSr cast alloy
is faster than that in Al-9.8%Si-3ppmP cast alloy. A very small difference in particle growth rate had
been expected because the alloys were simple binary Al-Si system alloys though there was a difference
in 108ppm Sr content. However, a six-times difference is recognized in the comparison with the slopes
of fitting lines between both of the alloys in the later stage of growth.

By magnifying a three-dimensional volume image, morphology changes of Si-particles in
Al-9.8%Si-3ppmP cast alloy are shown in Figure 11. Actually, Si-particles distribute densely as
shown in Figure 11a. To understand the morphological changes of particles easily, an image removing
surrounding particles is Figure 11b. In the as-cast, the morphology of Si-particles is mildly complex,
possessing a fine rod-like shape, which is elongated along the solidification direction, and a partial
small plate-like shape, which is broader than the rod part. While heat treatment is progressing,
the Si-particles are divided into plural segments (Figure 11c,d). After that, fragmented particles
become gradually round and approach into a sphere-like shape that has the smallest surface area
(Particle A in Figure 11e). An elongated Particle B shown in Figure 11e gradually shortens in length,
and then becomes close to a sphere-like shape. An elongated Particle C seen in the center of the figures
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thickens in diameter during heat treatment. However, the tip position does not change so much after
1.8 ks of heat treatment and the small change is observed in particle shortening along longitudinal
direction. It is found that the morphology change is slightly different depending on the length of the
rod-like shaped particles.

 

Figure 10. The relationship between cube of average particle size and annealing time.

 

Figure 11. Magnification of three-dimensional volume image, illustrating morphology changes of
Si-particles in Al-9.8%Si-3ppmP cast alloy. (a) as-cast, (b) as-cast (one particle), (c) heat-treated at 773 K
for 450 s, (d) heat-treated at 773 K for 900 s. (e) heat-treated at 773 K for 1.8 ks. (f) heat-treated at 773 K
for 3.6 ks, (g) heat-treated at 773 K for 7.2 ks, (h) heat-treated at 773 K for 14.4 ks.

Figure 12 shows three-dimensional images viewing Figure 11 from the rear side. Particle D
fragmented at 900 s heat treatment seen in Figure 12c becomes a sphere-like shape in (d) 1.8 ks and
(f) 3.6 ks of heat treatment. The particle is merged with a U-shape particle growing behind its back.
The U-shape particle that absorbed Particle D probably will close a gap and be a sphere-shaped particle
if heat treatment continues furthermore. A protuberance indicated by the letter E in Figure 12d is
not cut off at the neck, shortens in length gradually and finally is absorbed by a plate-shape particle.
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The morphology change of Si-particles is very complex in Al-9.8%Si-3ppmP cast alloy. It was found
that the changes during heat treatment were not only just fragmentation and spheroidizing.

 

Figure 12. Three-dimensional images viewing Figure 11 from the back side. (a) as-cast (one particle),
(b) heat-treated at 773 K for 450 s, (c) heat-treated at 773 K for 900 ks, (d) heat-treated at 773 K for
1.8 ks, (e) heat-treated at 773 K for 3.6 ks, (f) heat-treated at 773 K for 7.2 ks, (g) heat-treated at 773 K for
14.4 ks.

Figure 13 shows magnified three-dimensional images of Si-particles in Al-10.1%Si-4ppmP-
108ppmSr cast alloy. Figure 13a shows the as-cast state displaying peripheral particles. One particle
is shown in Figure 13b by removing the peripheral particles. It can be confirmed that
Si-particles in Al-10.1%Si-4ppmP-108ppmSr cast alloy are coral-like complex shapes having numerous
branches. As well as Al-9.8%Si-3ppmP cast alloy, separation of Si-particles is found at branches
and necks surrounded by dashed lines shown in Figure 13c–e. Frequency of separation in
Al-10.1%Si-4ppmP-108ppmSr cast alloy is higher than that in Al-9.8%Si-3ppmP cast alloy because the
Si-particles in Al-10.1%Si-4ppmP-108ppmSr cast alloy possess many branches in as-cast. Si-particle
segmentations formed by separation thicken gradually. Then, the shape approaches a sphere-like
form, with a shortening the length of longitudinal direction. Separation also causes a long trunk of
Si-particles, as seen in the center of the figure. The trunk becomes segmented and grows to a sphere-like
shape. Such behaviors correspond to those that we had expected. However, the morphology change
was clearly different with the observed elongated particles in Al-9.8%Si-3ppmP cast alloy. Therefore,
the difference of growth rates in the two cast alloys would be brought about by the difference of
growth behavior at long elongated Si-particles. That is, the slow growth rate in Al-9.8%Si-3ppmP cast
alloy in heat treatment is due to less separation of long elongated rod-shape particles, which are the
main morphological features of eutectic Si-particles by the solidification of Al-9.8%Si-3ppmP cast alloy.
In addition, the solidification reaction is different in the two cast alloys as seen in the different eutectic
Si-particle morphology. Not only is the eutectic Si-particle size in Al-10.1%Si-4ppmP-108ppmSr cast
alloy smaller than that in Al-9.8%Si-3ppmP cast alloy, but the eutectic grain formed in the eutectic
reaction is also of a fine size in Al-10.1%Si-4ppmP-108ppmSr cast alloy. Therefore, the contribution of
grain boundary diffusion in addition to lattice diffusion could also be a factor.
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Figure 13. Magnified three-dimensional images of Si-particles in Al-10.1%Si-4ppmP-108ppmSr cast
alloy. (a) as-cast, (b) as-cast (one particle), (c) heat-treated at 773 K for 450 ks, (d) heat-treated at 773 K
for 900 ks, (e) heat-treated at 773 K for 1.8 ks, (f) heat-treated at 773 K for 3.6 ks, (g) heat-treated at
773 K for 7.2 ks, (h) heat-treated at 773 K for 14.4 ks.

As results of the detail three-dimensional observation of microstructural change through
Figures 11 and 13, it was observed that many Si-particles separate and isolate as small segments in the
early stage of heat treatment up to 900 s. Considering the relationship between microstructure and
mechanical property, it is found that the mechanical properties shown in Figure 5 also start to change
after 900 s heat treatment. The non-destructive observation in this study by means of synchrotron
radiation nanotomography supports the idea that the connectivity of the strengthening phase affects
strength and elongation as reported recently [32,33]. Further investigation and consideration for this
will be possible in image-based simulations that are constructed from three-dimensional volume
image tomography.

5. Conclusions

In this study, a series of three-dimensional morphology changes of fine eutectic Si-particles
during heat treatment have been investigated in Self-modified and Sr-modified Al-10%Si cast alloys
by means of synchrotron radiation nanotomography using a Fresnel zone plate and a Zernike phase
plate. The morphology of eutectic Si-particles was rod-like in shape in the self-modified sample
of Al-9.8%Si-3ppmP cast alloy. In the Sr-modified sample of Al-10.1%Si-4ppmP-108ppmSr cast
alloy, Si-particle was a coral-like shape in the as-cast. The coral-like shape particles observed in
Al-10.1%Si-4ppmP-108ppmSr cast alloy fragmented at branch and neck during heat treatment at
773 K. The fragmentation occurred up to 900 s. After that, the fragmented particles grew and
spheroidized by Ostwald ripening. The rate of Ostwald ripening in Al-10.1%Si-4ppmP-108ppmSr
cast alloy was faster than that in Al-9.8%Si-3ppmP cast alloy. On the other hand, rod-like shaped
eutectic Si-particles observed in Al-9.8%Si-3ppmP cast alloy were larger in size compared to the
particle size in Al-10.1%Si-4ppmP-108ppmSr cast alloy. In Al-9.8%Si-3ppmP cast alloy, separation
of eutectic Si-particles occurred up to approximately 900 s, which was similar tendency to that
in Al-10.1%Si-4ppmP-108ppmSr cast alloy. The frequency of separation was low due not to the
coral-like shape but the rod-like shape. Three-dimensional morphology changes of fine eutectic
Si-particles in both cast alloys, specifically fragmentation and spheroidizing, can be connected to
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changes in mechanical properties. In the rod-like shape of Si-particles obtained in a self-modified
sample of Al-9.8%Si-3ppmP cast alloy, however, it was found that the morphology change behavior
was very complex. By non-destructive continuous observation using nanotomography, it was revealed
that relatively long rod-shape particles grew slowly without separation. It is also observed that a
protuberance was absorbed into a small plate-shape part. Moreover, very complex behavior was
observed where a rod-shape particle separated at the neck, spheroidized and was then absorbed by a
neighboring larger particle.
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Abstract: With a novel Freeze Foaming method, it is possible to manufacture porous cellular
components whose structure and composition also enables them for application as artificial bones,
among others. To tune the foam properties to our needs, we have to understand the principles of
the foaming process and how the relevant process parameters and the foam’s structure are linked.
Using in situ analysis methods, like X-ray microcomputed tomography (μCT), the foam structure
and its development can be observed and correlated to its properties. For this purpose, a device
was designed at the Institute of Lightweight Engineering and Polymer Technology (ILK). Due to
varying suspension temperature and the rate of pressure decrease it was possible to analyze the
foam’s developmental stages for the first time. After successfully identifying the mechanism of foam
creation and cell structure formation, process routes for tailored foams can be developed in future.

Keywords: Freeze Foaming; in situ computed tomography; non-destructive testing; bioceramics

1. Introduction

The two conventional processes for manufacturing ceramic cellular foam structures are the replica,
as well as the space holder method [1,2]. These methods use organic scaffolds, which have to be burnt
out. A novel manufacturing route for ceramic foam structures, called Freeze Foaming, that avoids the
use of organic additives, has been developed by the Fraunhofer Institute for Ceramic Technologies and
Systems (IKTS) [3,4]. The cell structure of a sample manufactured using Freeze Foaming is defined by a
pressure-induced and pressure-controlled foaming process, followed by subsequent freeze drying, of a
ceramic suspension in a vacuum. There are two different foaming agents—as ambient pressure drops,
a reduced boiling point leads to the evaporation of water out of the aqueous suspension. The other one
is air that is introduced during the manufacturing of the suspension. While the pressure is reduced
(and the foam expands), the suspension’s temperature follows the line of equilibrium in the phase
diagram of water to the triple point. Since the pressure is reduced further, the temperature falls
beneath the equilibrium temperature in the triple point of our suspension, which causes our created
structure to be instantly frozen, and dries via sublimation. This freezing step can result in cryogenic
structures similar to typical freeze cast structures [5,6] and accounts for the microporosity of foamed
structures. Possible applications of foams and porous parts made using Freeze Foaming encompass a

Materials 2018, 11, 2478; doi:10.3390/ma11122478 www.mdpi.com/journal/materials199



Materials 2018, 11, 2478

wide spectrum, including biomedical uses, like artificial bones [7–9] as well as carrier materials for
catalytic converters [10], biosensors and drugs, or thermal [11] and acoustic insulators [12]. Freeze
Foaming enables the processing of biocompatible materials while offering the unique possibility of
creating foams exhibiting a multimodal pore-size distribution and interconnectivity. These factors offer
good conditions for the cultivation of organic cells. Previous work [3,4,7,13] has shown a particular
suitability for an application in artificial bones due to their special structural properties.

As the foaming is influenced by a complex interaction of several process and material parameters,
further research into the foam formation during Freeze Foaming is needed. A reproducible manufacturing
of tailored foams with a specified structure is not possible as of now. To adjust the properties according to
applications, and develop process and quality guidelines, it is important to further examine the influence
of relevant process parameters on the foam’s structure. With the presented work, the authors aim at
finding a solution to a tunable shaping method, which enables the manufacturing of highly controllable
pore structures to be used, e.g., as bone-mimicking scaffolds for an ever-older population [14].

To that end, an in situ μCT extension for an existing scanner was developed, which allows the
analysis of different steps of the very foaming process during the manufacturing. Conventionally,
examining changes in a sample using X-ray computed tomography is done by scanning before and
after a change in state or structure [15,16]. The conventional method does not enable observation of the
foam development of Freeze Foams. In material research focusing on damage and degradation analysis,
significant improvements were made in the last years, due to progressive in situ techniques [15,17,18].

In the investigations from [19], the sintering process of ceramics could be analyzed with the use
of CT. It was sufficient to analyze the process every 30 min to get a statement about the sintering
theories. Further investigations in the field of in situ analyses are described in [20]. In so-called in situ
X-ray nanotomography systems, pixel sizes of 100 nm are achieved in 20 s, with the use of a focus
size of 50 nm. The sintering stages of metals and ceramics were also analyzed. In the investigations
presented here for the analysis of the formation process of Freeze Foams, such a resolution is not
necessary. In the investigations from [21], the hydration of gypsum plaster setting was investigated
with in situ X-ray tomography. The scan duration was 200 s. However, the entire structure formation
of the Freeze Foaming process (i.e., foaming and freezing) takes only about 60 s. Therefore, a novel
CT setup had to be developed, firstly, in order to visualize the foaming process per se and, secondly,
to introduce measures making tomographic image acquisition possible. The process had to be designed
in such a way that it could be stopped at certain process steps and fixed for the CT imaging. This entire
experimental setup—a new controllable laboratory freeze dryer in a computer tomography scanner—is
one of the fundamental novelties of this work. In the first phase, a process-optimized testing device
was developed [22]. It is suitable for 2-dimensional examinations using X-ray radiography (for
real-time observation of the foaming progress), as well as three-dimensional scans to evaluate structural
phenomena. Using the now-reproducible manufacturing of a model suspension [23], detailed results
of in situ foam structure analysis are presented.

2. Materials and Methods

The ceramic suspensions used in this work are composed of water and dispersion agent (Dolapix
CE 64, Co. Zschimmer & Schwarz Mohsdorf GmbH & Co. KG, Burgstädt, Germany), added
hydroxyapatite powder (Sigma-Aldrich now Merck KGaA, Darmstadt, Germany; BET = 70.01 m2/g,
d50 = 2.64 μm), binder (polyvinyl alcohol), and rheological modifier (Tafigel PUR40, Co. Münzing
Chemie GmbH, Heilbronn, Germany) [23]. The choice of suspension and composition was derived
from preliminary tests on the basis of different suspensions which, after Freeze Foaming, resulted in
reproducible foam structures [23]. The detailed manufacturing process of the suspension is described
in [24]. For the investigations of this contribution and with regard to its possible influence on the
foaming process and structure formation, three ceramic suspensions with different temperatures were
used (5, 23, and 40 ◦C).
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An in situ device, to be used inside a v|tome|x L450 (General Electric, Cincinnati, OH, USA),
was developed during the first phase of research [22]. It allows the material to be subjected to
phenomenological analysis, and for detection and characterization of pores during the foaming
process. To examine developmental steps during the formation of the foam’s structure, the device
has to be leak-proof under vacuum (Figure 1). Using different foaming molds, the device can be
used for either X-ray radiography (2D) or gaining spatial information (μCT, 3D) about the foam’s
structure. The resolution was set to 22 μm/vx using an acceleration voltage of 100 kV, and a beam
current of 300 μA. To fix the foaming suspension for the time of the CT scan (720 projections with
250 ms exposure time each, 3 min total measurement time), the foaming is stopped using a pressure
control system with dedicated software, developed in-house, and an adjustable bypass. The pressure
is kept at a constant level for the duration of the CT, in order to stabilize the structure. The vacuum
chamber itself is rotationally symmetrical, and made of low-absorbing polymer to ensure optimal
image quality. The choice of polymethylmethacrylate (PMMA) for the chamber prevented stabilizing
the foam by means of externally freezing, as the material’s thermal conductivity is very low.

 
(a) (b) 

Figure 1. In situ μCT device: CAD model (a) and mounting situation (b).

In previous examinations [22], the pressure reduction rate’s influence on the foam structure—and
especially the orientation of pores—has been shown. Due to the concave nature of the bottom of the
mold, foaming led to a high number of samples exhibiting large pores near the bottom, which distorted
the results of the foam analysis. Therefore, a new mold with a flat bottom was designed (Figure 2).
Furthermore, water vapor emitted from the suspension decreased the pressure reduction rate in the
lower pressure range of 25 mbar and below (near equilibrium of water vapor at 20 ◦C). The reduced
pressure drop led to a higher amount of coalescence effects in the finished foam structure. To accelerate
the pressure reduction, a cold trap has been used. For this purpose, a cylinder made from aluminum,
with channels, was manufactured. It was cooled down with liquid nitrogen and placed on top of the
mold (Figure 2, right picture). The water vapor condenses on its surface, which significantly reduces
the time to fall below the triple point.
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Figure 2. Improvements to the experiment.

Besides the process analysis compression tests, in situ μCT scans under compressive load were
also conducted on the conducted foams. In situ compressive scans were performed using a Finetec
FCTS 160 IS (Garbsen, Germany) with an acceleration voltage of 50 kV and a beam current of 250 μA.
The resolution was around 11 μm/vx, and the exposure time 625 ms. Mechanical testing of prepared
cylindrical samples took place using an universal testing machine Zwick 1475 (Ulm, Germany).
A preload of 2 N and a traverse speed of 2 mm/min were chosen.

3. Results

3.1. Radiographical Evaluation of the Freeze Foaming Process

By acquiring two 2D pictures per second (500 ms exposure time) a real-time observation and
analysis of the foaming process is possible. Due to the superposition of structural phenomena, the
thickness of the sample was reduced to 5 mm for radiographically evaluations. To qualify the changes
between the steps, manual tracking is conducted by overlaying each picture with a grid, and following
the movement of distinct points in the sample. The resulting coordinates can be converted to changes
in actual values for the size or height of the foam, and can be correlated with the pressure at the
moment of picture acquisition. This method of evaluation was applied for three different sample
temperatures and a pressure reduction rate of 50 and 10 mbar/s, respectively. As an example, the
plotted results for 10 mbar/s are shown in Figure 3, as experiments at different pressure reduction
rates behave similarly.

Figure 3. Percentage growth as a function of pressure for 5, 23, and 40 ◦C, at 10 mbar/s.

Independent of the initial suspension temperature, foaming starts between 450 and 550 mbar.
However, the growth, as well as the pressure at which the foaming stops, are highly influenceable by
the initial temperature. A lower temperature leads to an inhibited foaming, which results in a lower
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overall growth. Even though the foaming process itself continues up to lower pressures, the lower
foaming rate cannot be compensated. For example, a suspension with a pressure reduction rate of
10 mbar/s and an initial temperature of 5 ◦C stops foaming at 15 mbar, while a 40 ◦C suspension
already stops at 35 mbar. Suspensions undergoing 50 mbar/s exhibit a very similar behavior. Looking
at foaming rates over pressure, the highest suspension temperature also results in the highest growth
rates values at higher pressures (Figure 4).

Figure 4. Foaming rate as a function of pressure for different temperatures at 10 mbar/s.

Samples with an initial temperature of 23 ◦C exhibit a lower maximum at lower pressures while
5 ◦C samples showed an almost constant foaming rate and, therefore, no identifiable maximum.

To evaluate and verify the findings from the radiographical evaluation, the results were compared
to data obtained from the freeze dryer at IKTS (Table 1) [24]. Apart from 5 ◦C suspensions, their
findings support the trend identified at the ILK. For suspensions with an initial temperature of 5 ◦C,
the IKTS identified a foaming rate maximum at pressures between 40 and 60 mbar. However, the freeze
dryer is equipped with an additional condenser, which is not available in the in situ device. It is not
possible, so far, to achieve the foaming rate maximum and finish the pressure-induced foaming process.

Table 1. Comparison of the pressures of beginning, end, and maximum of foaming at temperatures of
5, 23, and 40 ◦C by in situ μCTs (ILK) and by freeze dryer (IKTS) [24].

Suspension’s
Temperature (◦C)

Pressure at Beginning of
Foaming (mbar)

Pressure at Maximum
Foaming Rate (mbar)

Pressure at End of Foaming
(mbar)

Freeze Dryer In Situ μCT
Freeze
Dryer

In Situ μCT
Freeze
Dryer

In Situ μCT

5 500 450–550 40–60 n.d. 10 15
20 400 450–550 80 50–90 20 25
40 400 450–550 80–100 90–150 60 35

Through analysis of radiographic images, edge effects on the foaming process can be verified.
Figure 5 illustrates their impact on a 10 mbar/s sample at 23 ◦C. Both edges, as well as the center, were
manually tracked using the method described earlier, and the local growth rates were determined.
As expected, the edges exhibit a much slower growth when compared to the center. Possible reasons
include wall friction, as well as a drying of the suspension. This behavior is especially observable
in suspensions with an initial temperature of 40 ◦C, which also develops a compact layer on top of
the suspension.
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Figure 5. Edge effects on foaming at 23 ◦C (10 mbar/s).

3.2. CT Evaluation of the Freeze Foaming Process

To examine the developmental stages of foaming, μCT and the improved testing device is used
to create a virtual and reconstructed volume (VGStudio 2.0, Volume Graphics GmbH, Heidelberg,
Germany) of the foam’s structure. During the CT measurements, the sample is rotated 360◦, and
after an angle of 0.25◦, one image is taken. Those pictures can be reconstructed with the program
“Phoenix datos”, which is generating a 3D model. This model can be imported into “VGStudioMax 3.0”
(Volume Graphics GmbH). In this program, it is possible to perform various analyses, such as defect
analysis or foam structure analysis. A region of interest (ROI) is selected, and a surface determination
is performed automatically. A threshold value is determined to be able to separate material from
background. The porosity can be determined from this data.

In order to acquire sufficient CT data, given that Freeze Foaming is a fast process, the
exposure time is reduced from 500 to 250 ms. In addition, the number of images for the holding
steps is reduced from 1440 to 720. The following parameters were selected for the evaluation
of the foam structure: Threshold—80%, Accuracy—Fast; Direction of analysis—Right; Analysis
mode—Background; Features—Advanced cell properties.

The first step was a complete foaming at two pressure reduction rates (10 mbar/s and 50 mbar/s).
The results and their porosities are shown in Figure 6.

Figure 6. Cross-sections and porosities of completely foamed suspensions at two pressure reduction
rates and three temperatures.
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Increasing the pressure reduction rate from 10 to 50 mbar/s results in only a slight increase in
porosity (Figure 6, right). However, the orientation of the pores seems to be significantly influenced by
the pressure reduction rate. Suspensions foamed at 50 mbar/s exhibit vertically elongated pores, while
those foamed at 10 mbar/s are oriented more horizontally. Due to the higher reduction rate inflicted
on the process-induced air, the velocity of the inflating bubbles increases, thus forming vertical pores.
In both cases, this is especially visible for 23 ◦C samples. Samples with an initial temperature of 40 ◦C
show a decrease in porosity during foaming, due to their low viscosity, and the foam collapses before
freezing by reaching the triple point.

3.3. Stages of the Foaming Process

Given the results of radiographic imaging, five holding stages were identified for analyzing the
stages of the foaming progress (at 30, 40, 50, 70, and 100 mbar). The pressure reduction rate was
adjusted to 10 mbar/s. Cross-sections of those scans are shown in Figure 7 (5 ◦C) and Figure 8 (23 ◦C).
For each evaluation, three CT scans were executed to observe pores, and their development—the
suspension (1000 mbar), the holding stage at its target pressure, and the final foam structure (5 mbar).
Air bubbles that have been introduced into the mold during suspension filling have a large influence
on the foam structure. They grow even larger during foaming, and develop significantly larger pores.
Due to their high viscosity, this growth is inhibited in 5 ◦C tempered suspensions. Furthermore, the
maximum foaming rate takes place at lower pressures (40–60 mbar) [24]. As a large amount of water
evaporates, the pressure reduction rate drops, and the time to reach the target pressure of <5 mbar is
too long. This process-induced growth inhibition results in a significantly lower porosity. In general,
suspensions with an initial temperature of 5 ◦C exhibit a lower porosity after foaming, due to a higher
viscosity and a lower amount of escaping water vapor. On the other hand, suspensions with an initial
temperature of 40 ◦C exhibit a viscosity too low to be stable during the CT scan and, therefore, were
not monitored.

 

Figure 7. Holding stages (I: 100 mbar, II: 70 mbar, III: 50 mbar, IV: 40 mbar, V: 30 mbar) of a 23 ◦C
tempered suspension with a pressure reduction rate of 10 mbar/s ((a) suspension; (b) holding stage;
(c) foam).
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Figure 8. Holding stages (I: 100 mbar, II: 70 mbar, III: 50 mbar, IV: 40 mbar, V: 30 mbar) of a 5 ◦C
tempered suspension with a pressure reduction rate of 10 mbar/s ((a) suspension; (b) holding stage;
(c) foam).

Using the software VGStudioMax, which allows access to volume-based data, the pore size
distributions were determined for each holding stage. An exemplary distribution for a 23 ◦C sample is
depictured in Figure 9a. The growth starts slowly, accelerates to a maximum, and then slows down
again. The lowest variance in pore size distribution can be found at 50 mbar on a 23 ◦C sample, with
a relative curve width (b = d90/d10) of 36.2 (b100mbar = 53.1, b70mbar = 36.2, b40mbar = 153.5, b30mbar
= 160.9). When the pressure drops below 50 mbar, the pore size distribution becomes flatter and
wider, indicating a ripening process. Figure 9b shows the increasing porosity as a function of the
decreasing pressure for the three investigated temperatures. Due to their high viscosity, 40 ◦C foamed
samples could not be investigated with regard to holding stages and foam formation, because the foam
structures collapsed during the investigation.

(a) (b) 

Figure 9. Pore size distribution of a 23 ◦C sample (a) and porosity (b) at 5, 23, and 40 ◦C samples of
different holding stages; pressure reduction rate: 10 mbar/s.

3.4. Mechanical Properties

Due to the dependence of porosity and pore size distribution of Freeze Foamed samples on
process parameters, mechanical properties should vary as well. To evaluate their behavior under load,
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cylindrical sintered samples were manufactured and subjected to standardized compression tests.
Recorded tension–compression curves are depicted in Figure 10.

Figure 10. Compression tests on sintered samples (40 ◦C suspension; 5 ◦C suspension; devolatilized
23 ◦C suspension; 23 ◦C suspension).

The fracture behavior clearly exhibits a dependency on suspension temperature (5, 23, and
40 ◦C) and pretreatment (devolatilized and not devolatilized suspensions during the manufacturing
process). Samples with a narrow pore size distribution [24] (5 ◦C and 23 ◦C devolatilized [23]) possess
a pronounced maximum of force. On the other hand, specimens with a less uniform distribution of
pores [24] (40 ◦C and 23 ◦C not devolatilized) show a more constant force level, and only reach about
half the maximum force when compared to more homogeneous samples. Mechanical properties of
the samples manufactured using Freeze Foaming are strongly influenced by microporosities inside
the struts [23]. However, as the resolution of the CT scans were insufficient to examine their structure,
they could not be taken into account here.

Furthermore, in situ compression tests, at selected load levels, were conducted to examine failure
phenomenology (Figures 11–13).

 

Figure 11. Recorded force–travel curves of compression tests conducted on an in situ μCT; 5 ◦C.
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Figure 12. Recorded force-travel curves of compression tests conducted on an in situ μCT; 23 ◦C
not devolatilized.

 

Figure 13. Recorded force-travel curves of compression tests conducted on an in situ μCT; 40 ◦C.

For more inhomogeneous samples, material failure starts to occur between 25 N (40 ◦C) and 50 N
(23 ◦C) (Figures 12 and 13). The density of fractures constantly rises, with increasing deformation,
until a partial structure failure develops at relatively low load levels of 50 N (40 ◦C) and 110 N (23 ◦C
not devolatilized). On the other hand, more homogeneous foam structures show a maximum load
up to 200 N, even after the first signs of material failure (Figure 11). Detailed examinations show that
especially cracks on the surface lead to material failure. This is a sign of an uneven sample surface,
and results in a non-uniform load.

4. Conclusions

Biocompatible new materials will become increasingly important in the future. Ceramic structures
based on Freeze Foaming allow ecological manufacturing without a need for organic scaffolds.
Tailoring these ceramic foams to specific applications, a defined and reproducible adjustment of
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their structure and mechanical properties is necessary. However, the formation of the foam structure
during Freeze Foaming is not yet fully understood. Their manufacturing is influenced by a complex
interaction of different steps and material’s properties within the process.

Using a novel in situ μCT device, it was possible to examine the foaming process and the stages
of the foaming process. Due to an integrated pressure control system, the foaming could be stopped at
any applied pressure.

Radiographic imaging gathered information about the beginning, maximum, and end of foaming,
depending on the temperature of the suspension. Independent of the temperature, foaming starts
between 450 and 550 mbar. An earlier end of foaming was detected when increasing the suspension
temperature to 40 ◦C, due to a higher water vapor partial pressure and a lower viscosity. Suspensions
with an initial temperature of 5 ◦C did not exhibit a foaming maximum in our device, due to their
high viscosity.

To observe the pore formation during Freeze Foaming, μCT scans were performed using the
new μCT device. Virtual volumes of Freeze Foam scaffolds were created and analyzed. Foaming
was executed with varying pressure reduction rates. While the porosity changed only slightly
with varying pressure reduction rates, the pores were oriented differently. During foaming, 40 ◦C
tempered suspensions collapsed before reaching the triple point, due to their low viscosity. On the
other hand, the growth of 5 ◦C suspensions were inhibited by their high viscosity. As a result of
radiographic examinations, five pressure values were identified as holding stages of interest. Those
stages revealed a large influence of air bubbles introduced during mold filling on the final foam
structure. Independent of the initial temperature of the suspension, there is a continuous rise in
porosity during the foaming process, in general, while the variance of pore size increases. Furthermore,
the results of compression testing of sintered samples show a distinct force maximum for 5 ◦C and
23 ◦C tempered and devolatilized Freeze Foams. On the other hand, samples with a less homogeneous
structure (40 ◦C and 23 ◦C not devolatilized) exhibit a force plateau and a maximum force about half
that of samples.

Approaches for the defined production of Freeze Foams have been achieved. However, the
complexity of the Freeze Foaming process requires more experiments and evaluation, in order to truly
control the pore structure and, thus, make them more suitable for larger industries and applications.
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Abstract: In this paper, two concrete mixtures of plain concrete (PC) and steel fiber-reinforced
high-performance concrete (SFRC) have been scanned in order to analyze the variation of the pore
morphology during the first curing week. Six cylinders of 45.2-mm diameter 50-mm height were
performed. All of the specimens were kept in a curing room at 20 ◦C and 100% humidity. A computed
tomography (CT) scan was used to observe the internal voids of the mixtures, and the data were
analyzed using digital image processing (DIP) software, which identified and isolated each individual
void in addition to extracting all of their geometrical parameters. The results revealed that the SFRC
specimens showed a greater porosity than the PC ones. Moreover, the porosity increased over time in
the case of SFRC, while it remained almost constant in the case of PC. The porosity increased with the
depth in all cases, and the lowest porosity was observed in the upper layer of the specimens, which is
the one that was in contact with the air. The analysis of the results showed that the fibers provided
additional stiffness to the cement paste, which was especially noticeable during this first curing week,
resulting in an increasing of the volume of the voids and the pore size, as well as a reduction in the
shape factor of the voids, among other effects.

Keywords: pore morphology; voids; fiber-reinforced concrete; CT scan technology; DIP software

1. Introduction

Concrete is a porous material in nature. The content of pores is very wide between different
concrete mixtures. In most cases, the concrete elements show an inevitable porosity, which is
what remains inside concrete mixtures after being vibrated to eliminate all the entrained air (using,
for example, surface or needle vibrators, etc.). In other cases, the concrete mixture is specially designed
to include a certain porosity level, depending on particular needs.

Porosity has a strong influence on the behavior of fresh concrete, because it modifies the rheology
of the mixture [1–3]. Moreover, porosity modifies the mechanical properties and the durability
of hardened concrete. Among other effects, porosity has a relevant impact on permeability [4–7],
the behavior under freeze-thaw cycles [8,9], the behavior under fire [10], and the behavior under
fatigue loading [11–13].

The porosity of concrete must not necessarily be a problem. In fact, in some cases, porosity
is a sought property. For example, an increase in porosity leads to an increase in the flowability
of concrete, which is a needed requisite for pumpable concretes [14]. Pervious concrete is a good
example of how porosity is a sought-after property. In this case, concrete pavement is designed with
an extremely high volume of pores, in order to assure that roads remain dry when it is raining, even
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during extreme downpour, increasing the safety of the road [4,6]. This same idea can be used for
ultralight concretes [15].

Another situation where air voids are useful is in the case of concrete elements subjected to
freeze–thaw cycles [8,9]. Under these cycles, porosity improves the resistance of the concrete. In fact,
concrete elements placed in regions with extreme freeze–thaw cycles events must be designed with a
minimum threshold of porosity.

On the other hand, there has been an increasing use of fiber-reinforced concrete. It is a very
suggestive solution because of the reduction of the labor cost, especially if it is combined with
self-compacting concrete. In most cases, fibers are used to improve the mechanical behavior of
concrete: they reduce cracking [16–18], improve the fatigue life [19–22], increase the tension strength
capacity of concrete [23,24], improve the behavior under freeze–thaw cycles [25,26], and extend the
fatigue life [27,28].

A different case involved the use of plastic fibers to improve the behavior of concrete under
fire [29,30]. In this case, the strategy is that plastic fibers melt under a relatively low temperature,
which is significantly below the temperature that fire typically starts to result in spalling in conventional
concrete, and thus the internal overpressure caused by water vapor is dissipated.

However, in all the research works mentioned above, it has been implicitly assumed that fibers do
not modify the concrete matrix, i.e., the microstructure of concrete matrix and, in particular, the pore
morphology (voids content, pore size distribution, shape of the voids, etc.) is not affected by the
presence of fibers.

The voids inside concrete can be classified into micropores (size less than 1 μm), mesopores (size
between 1–10 mm), and macropores (size greater than 10 mm) [31]. Several methods can be found in
the literature to analyze the pore structure. The traditional ones are nitrogen absorption and mercury
intrusion porosimetry (MIP) [32,33]. These methods show two main limitations. First, they can only
provide the pore size distribution, but not the pore distribution, shape, etc. Second, these techniques
can only provide information about open porosity, and not about closed porosity.

Currently, the use of computed tomography (CT) scan technology is being used to analyze,
in general, the microstructure of concrete and, in particular, the pore structure. Most of the research
conducted has focused on fiber-reinforced concrete, and hence fiber orientation [12,34,35]. However,
in the last years, there has been a growing interest in the internal pore structure, and several works
have been published in this area [4,36–43].

Using CT scan technology, it is possible to visualize all the pores of the concrete samples, and not
only the open porosity, but also the closed porosity. CT scan technology provides a lot of useful
information of each individual void, such as the position, volume, length, etc. With this information,
it is possible to determine several geometrical parameters, such as the shape factor, among others.
Moreover, it is possible to obtain several correlations, such as the spatial distribution, among others.

In addition, when the scanning process is carried out daily during the first curing week of
the specimens, it is possible to analyze the evolution of all the geometrical parameters of the voids
over time.

This information can be used as a basis to establish the correlation between the porosity of the
concrete and its macroscopic response.

The CT scan technology is a powerful tool; to date, no other technology can provide this
information about the internal microstructure of concrete.

In this paper, the CT scan is used in order to detect the voids inside two different concrete mixtures:
plain and fiber-reinforced concrete, and also to study the evolution of the voids over time, during the
first curing week. In both cases, the concrete paste is the same, and the only difference is the presence
of steel fibers. Using post-processing routines especially developed by the authors, it is possible to
analyze the pore morphology in both cases: porosity, pore size distribution, pore shape, etc., and its
variations with time during the early ages of concrete. The results show that plain and fiber-reinforced
concrete mixtures have initial differences in pore morphology, and they also exhibit a different variation
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with time. The final result is that both concretes have very different pore morphology at the end of
the studied time. The results also reveal the two mechanisms behind the differences between the final
pore morphology of plain and steel fiber-reinforced concrete.

This paper is structured as follows: the experimental procedure is presented in Section 2,
the results of the tests are described and discussed in Section 3, and finally the conclusions are
found in Section 4.

2. Experimental Program

In this section, the materials, the manufacturing procedure, and the scanning procedure
are described.

2.1. Materials

A total of six cylinders that were 45.2 mm in diameter 50 mm in height were manufactured.
Three of them were of plain high-performance concrete (PC), and the rest were steel fiber-reinforced
high-performance concrete (SFRC). The mixing proportions by weight, in both cases, were:
1:2.00:0.015:0.31:0.035 (cement:fine aggregate:nanosilica:water:superplasticizer). The fiber-reinforced
concrete was reinforced with 7.8 kg/m3 of steel fibers Dramix OL 8/.16 (BEKAERT, Kortrijk, Belgium),
which means that concrete had a fiber volume fraction of 0.1%. Fibers were 8 mm in length and
0.16 mm in diameter (aspect ratio 50). According to the technical information provided by the supplier,
their tensile strength was 3000 MPa, and their modulus of elasticity was 200 GPa. The nanosilica
used was MasterRoc MS 685 (BASF, Ludwigshafen am Rhein, Germany). The superplasticizer used
was Glenium 52 (BASF, Ludwigshafen am Rhein, Germany). Siliceous aggregate was used, with a
nominal maximum aggregate size of 4 mm. Portland cement with a high initial strength of CEM I
52.5 R was used.

Additionally, two prisms that were 40 × 40 × 160 mm were manufactured; one per mixture. A
total of three cubes with 40-mm edges were obtained from each prism, and they were tested under
compression in order to characterize the compression strength (according to EN 196-1:2016). The
concrete compressive strength fc’ was 68.9 MPa with a standard deviation of 1.9 MPa.

2.2. Specimen Manufacturing Process

The six cylinders above mentioned were cast in the same number of Polyvinyl chloride (PVC)
molds with a 45.2-mm inner diameter, 50-mm outer diameter, and 50-mm height. At the bottom of
each pipe, a PVC disc with a 60-mm diameter and 3-mm thickness was welded, in order to ensure a
watertight joint (Figure 1). The concrete was built using a cement mortar mixer, and the manufacturing
process followed the standard EN 196-1:2016 [44]. The molds were filled in two parts using a small
aluminum scoop to form the specimens without applying vibration. However, some small punches
were applied on the side of the molds, once it was filled with mortar, to help the mortar expel the
entrapped air. The upper surface was smoothed with a trowel. Once all of the specimens were cast,
they were kept in a moisture curing room, where they remained at 20 ◦C and 100% humidity.
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Figure 1. Mold and specimen.

2.3. Scanning Process

During the first week, a total of five scans were performed of each specimen, belonging to the
following ages: one day, two days, three days, four days, and seven days. The CT scan used was a
GE Phoenix v|tome|x device (General Electric, Boston, MA, USA), belonging to the ‘Centro Nacional
de Investigación sobre la Evolución Humana (CENIEH)’, in Burgos, Spain. It was equipped with
a tube of 300 kV/500 W. This facility emits a cone ray, which is received by an array of detectors.
Thereby, the scanning process is fast, and highly accurate scans are produced of equal resolution in
the X, Y, and Z axes. The rotation step around the Z-axis was 0.5◦, so 720 shots were carried out on
each specimen. The CT scan has a post-processing software that provides flat pictures of 2048 × 2048
pixels. Thus, for a section of 45.2-mm diameter, the equipment provides a horizontal resolution of
25 × 25 μm2. The vertical distance between the cutting planes was fixed at 25 μm, so the CT scan
produced 2000 pictures per specimen, such as the ones shown in Figures 2 and 3. The software assigns
a grey level to each voxel (volumetric pixel), varying from zero to 255, where zero means black, and
255 means white, depending on the current density of the matter. Light grey voxels correspond to
more dense points and dark grey voxels correspond to less dense points, i.e., pores. The final result of
the CT scan is a matrix including X, Y, and Z coordinates of the voxel center of gravity and a number,
from zero to 255, regarding the density. The total number of voxels in a specimen is approximately
4.3 × 109. The average time of scanning is around 1 h for each specimen, including the post-processing
process. A more detailed explanation of the CT scan technology and the scanning process can be found
in [40–45].

     

Figure 2. Slices belonging to plain concrete at different ages.

     

Figure 3. Slices belonging to steel fiber-reinforced concrete at different ages.

214



Materials 2019, 12, 975

Next, the digital image processing (DIP) software AVIZO (FEI Visualization Sciences Group,
Hillsboro, OR, USA) was used to identify and isolate each individual void inside the specimen. First,
the software identified the voxels belonging to voids, which are the ones showing a grey color below
a threshold. In this case, once the histogram of grey distribution was studied, a threshold of 65 was
considered (Figure 4).

  

Figure 4. Histograms of grey scale.

Histograms revealed that the images have a great amount of dark-grey voxels. Most of them
belonged to the empty space placed outside the mold. So, the next step was to delete all the voxels
placed outside the inner face of the mold, because they did not belong to the concrete specimen.
Moreover, the histograms of Figure 4 are not valid to obtain the percentage of voids in the specimen.

Then, all the voxels in contact were merged, since they belong to the same void. The software
identified and isolated the different voids. The final result of the scanning was a dot matrix containing
the Cartesian coordinates X, Y, and Z of the center of gravity of each individual void. Figures 5 and 6
shows the view of one specimen of each mixture along the timeline.

Figure 5. Three-dimensional (3D) views of the voids belonging to plain concrete at different ages.
Age increases from left to right.

Figure 6. 3D views of the voids belonging to steel fiber-reinforced concrete at different ages.
Age increases from left to right.

Moreover, in the case of SFRC, the fiber distribution and orientation were obtained (Figure 7).
In this case, the fibers did not move over time.
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Figure 7. 3D view of the fibers belonging to steel fiber-reinforced concrete.

It can be noticed that a relevant part of the big pores was placed in the region that came in contact
with the mold. This is because of the following: first, the concrete showed a wall effect, which led to a
greater percentage of the smaller components of the cement paste (filler, cement, and water) in the
lateral border. Second, the shrinkage of concrete resulted in a gap between the concrete specimen and
molds. This space is initially filled with water and later with air, which can initially be understood as
voids, although they cannot be considered ‘conventional’ voids.

In order to prevent the distortion on the results that can be caused by the voids located in the
lateral border of the cylinders, because of the reasons mentioned above, this lateral area was discarded.
In particular, the whole cylinder was not studied; instead, only the inner portion of the cylinder was
studied, i.e., a cylinder with a diameter that was 90% of the real diameter of the cylinder, i.e., 40.7 mm
and 90% of the whole height, i.e., 50 mm (Figure 8).

Figure 8. Portion of the concrete to be studied.

In this work, voids with less than three voxels in the largest direction (i.e., 75-μm length,
approximately) have been discarded because they are too small, and the CT scan does not provide
enough sharpness to clearly identify them. Additionally, pores larger than 10 mm in the largest
direction have been discarded, since they are non-representative pores. The results shown in this paper
are the average values of the three specimens.

3. Results and Discussion

Using the naked eye, it is not possible to detect significant differences between the specimens
and mixtures, nor the evolution of the specimens with time. Instead, digital image processing (DIP)
software needs to be used in combination with homemade routines to deeply analyze the data and
extract relevant information. Next, this in-depth analysis is shown, and some interesting conclusions
are exposed. The values that are presented correspond to the average of the three specimens belonging
to the same mixture.
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3.1. Total Volume of Voids and Porosity

The first studied parameter is the total volume of the voids and the porosity; this last parameter is
defined as the ratio between the volume of voids and the volume of the specimen.

Figure 9 shows the variation of the porosity with the age of concrete in the different mixtures.

 

Figure 9. Variation of the porosity with the age of concrete.

Figure 9 shows some interesting conclusions. The first and most striking conclusion is that the
porosity is greater in steel fiber-reinforced concrete (SFRC) than in plain concrete (PC). It is concluded
that the fibers provoke an increase of the content of entrained air. It is known that the addition of
steel fibers to the concrete mixture results in a modification of the properties of fresh concrete, which
includes its viscosity, consistency, and porosity, among other properties. To avoid this, usually the
concrete mix is corrected a bit in order to mitigate these effects. However, the aim of this work is to
analyze how the addition of fibers modifies the evolution of porosity over time, during the first curing
week, in the same concrete matrix.

The mixture used in this research is very fluid and, in both cases, a low porosity is observed.
This result agrees with the ones obtained in other research, where it is demonstrated that fibers
reduce the flowability of the mixture [46,47], hindering the removal of entrained air, and leading to a
greater porosity.

Regarding the variation of porosity with time, it can be noticed that SFRC specimens show an
increase of the porosity along a seven-day timeline. This is a damped process, since the variation is
more intense during the first days, and it decreases with time. In the case of PC, the porosity shows a
slight decrease over time.

The porosity of concrete is a dynamic phenomenon and two opposite forces are acting on it. First,
the curing process is a water-consuming process. At the beginning of this process, most of the voids are
full of water, and the CT scan does not recognize them as voids, since they are not air voids. Over time,
because of the hydration process, water is reacting with cement grains to create hydration products.
Progressively, water is being consumed and the space is occupied by the air, creating internal voids.
The consequence is a progressive increase of the porosity in concrete.
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Second, the air entrained inside the pores tends to move up and leave the concrete specimen.
In addition, this space tends to be occupied by the cement paste when a collapse of the voids occurs.
This second phenomenon implies a progressive decrease of the porosity in concrete. From the
macroscopic point of view, this phenomenon is called plastic settlement or initial plastic shrinkage.

The SFRC showed a concrete matrix more consistent than that of the PC because of the presence
of fiber. Consequently, in the case of SFRC, the first phenomenon prevails over the second one, so the
final result is an overall progressive increase of the concrete’s porosity. On the contrary, in the case
of PC, both phenomena are balanced, and the final result is that the porosity shows a very slight
variation [48].

3.2. Variation of the Total Porosity along the Depth

Using the Z coordinate of the center of gravity of each void, it is possible to know the variation of
the porosity along the depth. Figures 10 and 11 show the variation of the porosity along the depth
with the age of concrete in both mixtures. In all cases, the depth is shown in relative terms, i.e., varying
from zero to one, where zero belongs to the exposed surface of the specimens, and one belongs to the
other end of the specimens.

Figures 10 and 11 show some interesting results. First, it can be noticed that a progressive increase
of the porosity with the depth was observed in all cases. This is especially clear in the case of SFRC,
but this tendency is not so clear in the case of PC. However, in both cases, the lowest porosity was
observed in the first two-tenths of the specimens.

Second, SFRC showed a progressive increase of the porosity with time for all the depths, except
for the 10% upper depth, where a slight decrease was observed. In the case of PC, a weak tendency of
the porosity with time was observed; if anything, a slight decrease was also observed with time.

 
Figure 10. Variation of the porosity in steel fiber-reinforced high-performance concrete (SFRC)
according to the depth and age.
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Figure 11. Variation of the porosity in plain concrete (PC) according to the depth and age.

Using the data of the porosity with time, the best fitting line was obtained at each depth, and its
slope was extracted. This represents the average value of the porosity variation speed during the first
seven days. Figure 12 shows the variation of this parameter along the depth for both mixtures.

 

Figure 12. Variation of the porosity variation speed along the depth.

Figure 12 reveals that SFRC specimens showed a progressive increase of the porosity with time
for almost all of the depths, except for the upper tenth, where a slight decrease was observed. In the
case of PC, a slight decrease was observed for almost all the depths.
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Again, the two different mechanisms regarding the void generation can be used to explain the
behavior shown in Figure 12. Inside the specimen, when it is not close to the exposed surface, the loss
of water is mainly due to hydration. In this case, the progressive reduction of free water, and in
consequence, the progressive appearance of voids is strongly related to the creation of the cement
matrix. In the case of SFRC, fibers provide extra stiffness to the cement matrix, which prevent the
collapse of the voids. On the contrary, the cement matrix of PC specimens is less stiff, and the collapse
of the voids happens more easily.

On the other side, close to the exposed surface, the loss of water is mainly due to evaporation,
and the risk of a collapsing void increases. In this case, since the specimens are kept in a moisture
curing room, the evaporation is almost null, and in consequence, this phenomenon can be observed
only really close to the exposed surface.

In the case of SFRC, the average porosity variation speed is approximately 0.02%/day. On the
contrary, in the case of PC, the average porosity variation speed is approximately −0.01%/day.

In all cases, the specimens show a slight different behavior around their middle height, i.e., at a
relative depth of approximately 0.5. This is because the molds were filled in twice, and a horizontal
joint appeared.

3.3. Porosity and Porosimetric Curves

Using the DIP software, it is possible to know the exact geometry of each void. At this point, it is
interesting to obtain the volume of each void and its length, which is defined as the maximum distance
between two voxels belonging to the same void.

Using this information, it is possible to obtain the pore volume curves and the porosimetric curves.
A pore volume curve is defined as the graph correlating the length of the void and the total pore
volume of the voids with a length equal to or less than this one. On the other hand, the porosimetric
curve is defined as the graph correlating the length of the void and the relative pore volume of the
voids with a length equal to or less than this one.

Figures 13 and 14 show the pore volume curves of the mixtures at the different ages. On the other
side, Figures 15 and 16 show the porosimetric curves of the mixtures at the different ages. In all cases,
the maximum length is limited to 10 mm, since larger voids are residual.

 

Figure 13. Pore volume curves of SFRC.
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Figure 14. Pore volume curves of PC.

 

Figure 15. Porosimetric curves of SFRC.
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Figure 16. Porosimetric curves of PC.

Figures 13 and 14 reveal that, in general, the pore volume curves show small variations with the
age of concrete. In the case of SFRC, the curves belonging to the first days are placed below the ones
belonging to the last days, being, in general, homothetic. This means that a progressive increase of the
pore volume occurs with time, and it happens for all of the pore sizes.

In the case of PC, the curves belonging to the first days are placed over the ones belonging to
the last days, being, in general, homothetic again. This means that a progressive decrease of the pore
volume occurs with time, and it also happens for all of the pore sizes.

Figure 15 shows that, in general, the porosimetric curves belonging to the first days are placed
over the ones belonging to the last days. This means that SFRC tends to increase the pore size with time.

In the case of PC (Figure 16), this tendency is not so clear. This means that PC tends to keep the
pore size constant with time.

An interesting parameter that can be obtained through the porosimetric curves is the nominal
maximum pore size (NMPS), which can be defined, similarly to the well-known nominal maximum
aggregate size (NMAS), as the pore length corresponding to a cumulative pore volume of 90%. This is a
representative value of the pore size distribution, since the remaining 10% of the pore volume belongs
to an extremely low number of individual pores (less than 0.05% of the pores, on average). Figure 17
show the variation of the NMPS in both mixtures with time.

Figure 17 reveals that the NMPS is greater in SFRC than in PC at all ages. This means that SFRC
not only shows a greater pore volume (as can be observed in Figure 9), but also that the pores are
bigger. In the case of SFRC, there is a progressive increase of the NMPS, which agrees with there being
a progressive increase of the pore size with the age of concrete (Figure 15). On the contrary, in the
case of PC, the curve shows a horizontal tendency, which means that there is not a variation (neither
increase nor decrease) of the NMPS.

222



Materials 2019, 12, 975

 

Figure 17. Variation of the nominal maximum pore size (NMPS) with the age.

Both the pore volume curves (Figures 13 and 14) and porosimetric curves (Figures 15 and 16)
reveal that, in the case of SFRC, the curves shows an initial part substantially straight up to a pore
length of approximately 3 mm. This means that below a 3-mm pore length, there is a substantially
uniform volume distribution. Beyond this critical pore length, the slope of the curves decreases
drastically, becoming horizontal very quickly. The PC curves show a similar behavior, although the
critical pore length can be established at 1 mm.

SFRC shows porosimetric curves flatter than the ones belonging to PC. This can be explained in
terms of the stiffness of the cement matrix. In the case of SFRC, fibers provide additional stiffness to
the cement paste, and they prevent the voids from collapsing. The greater the void, the greater the
instability of the concrete. As a consequence, SFRC is able to withstand a greater percentage of larger
voids than PC.

3.4. Variation of the Porosity and Porosimetric Curves along the Depth

Voids are not uniformly distributed along the depth. The distance to the exposed surface, where
the loss of water occurs, has a strong influence on the pore size distribution. Next, the porosimetric
curves of all the days at the different depths are shown (Figures 18 and 19).

In the case of SFRC (Figure 18), it can be observed that in the first two tenths of the depth, there is
an intense variation of the porosity with the age of concrete. This is because of the water interchange
with the environment (mainly evaporation). This activity starts to decrease beyond day four, showing
almost identical graphs beyond this day.

Something similar can be observed at the middle height of the specimens. This is because the
molds were filled in two parts, creating a small horizontal joint in this area.
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Figure 18. Porosimetric curves of SFRC at different ages and depths.
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Figure 19. Porosimetric curves of PC at different ages and depths.

Similarly to what happens in Figure 15, in the case of SFRC, all the curves are substantially bilinear.
The first part is approximately a straight line with a big slope up to a critical pore length. Beyond
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this value, the slope of the curve decreases drastically. In all cases, lines belonging to the first part
of the curve show a similar slope. However, the critical pore length varies with the depth, from 2 to
3 mm. This means that the percentage of greater pores decreases with the depth. It can be explained in
terms of the hydrostatic pressure of fresh concrete, which increases with the depth. There is an inverse
relation between the hydrostatic pressure of fresh concrete and the maximum stable void volume.
Voids smaller than this critical volume are stable, but voids greater than that tend to collapse, becoming
several smaller voids.

In the case of PC, a relevant temporary variation around the middle height of the specimens is
observed. However, this phenomenon is not observed in the upper tenths. Except for the first day
(where voids are full of free water and they are not detected by a CT scan), the tendency is toward a
progressive reduction of the greater pores.

In this case, almost all of the curves are substantially straight. The slope of the curve is significantly
greater than that in the case of SFRC, which is directly related to the viscosity and stiffness of the
cement paste [46,47]. In this case, the lower stiffness of the cement paste of the PC causes the large
pores to be much more unstable than in the case of SFRC, and they tend to collapse, becoming several
smaller voids.

3.5. Shape Factor of the Voids

As explained before, the data provided by the CT scan and the DIP software lead us to know the
volume and the length of each void. Using these two data, it is possible to obtain the shape factor of
each pore, which is defined as the quotient between the volume of the void and the volume of the
sphere circumscribed to the void, as shown in Equation (1) [49]:

SF =
Vp

1
6 ·π·Lp3

(1)

where Vp is the pore volume and Lp is the pore length.
Figures 20 and 21 show the histograms of the shape factor of the different mixtures.

 

Figure 20. Histogram of the shape factor of SFRC.
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Figure 21. Histogram of the shape factor of PC.

Figures 20 and 21 reveal interesting results. First, it can be observed that in both cases, the voids
are far from the spheres since in all of the cases, the shape factor is far from one.

SFRC shows smaller shape factors than PC, showing a mode value between 0.10–0.15, as well as
more than 90% of the voids showing a shape factor below 0.30.

PC shows slightly greater shape factors, with a mode value between 0.15–0.25, as well as more
than 90% of the voids showing a shape factor below 0.40.

Pores are the less stiff components of the cement paste, and they tend to occupy the space that
is not occupied by the rest of the components of the cement paste. These ‘free’ spaces do not show
spherical shapes; instead, they are flaky or elongated. In the case of SFRC, these spaces become even
more elongated because of the fibers. Again, fibers modify the pore morphology.

The shape factor shows relevant variations along the depth. Figures 22 and 23 show the histograms
of the shape factor at different ages of concrete and at different depths for both SFRC and PC.

  

Figure 22. Cont.
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Figure 22. Histograms of the shape factors of SFRC at different depths and ages.

  

  

Figure 23. Cont.
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Figure 23. Histograms of the shape factors of PC at different depths and ages.

Figures 22 and 23 reveal that in general, the shape of the histograms remains constant with the
age of the concrete, which demonstrates that the shape of the voids does not vary with time.

However, a substantial variation of the shape of the histograms at different depths is observed.
When the depth increases, the histograms moves toward the right. This phenomenon can be observed
on all the days, although it is more intense at the earliest ages. This is because the increase of the
hydrostatic pressure of the fresh concrete promotes more spherical voids, which are more stable under
higher hydrostatic pressure values.

This variation cannot be clearly shown in the case of PC because of the collapse of the voids due
to the lower stiffness of the cement paste, which redraws the shape of the voids. This can be clearly
observed on day four, when a substantial increase of the elongated voids was observed.

4. Conclusions

This paper analyzed the internal pore morphology of two different mixtures through the use of CT
scan technology. Both of them had the same matrix (same type and amount of cement, fine aggregate,
nanosilica, water, and superplasticizer); the only difference was that one mixture, which was called
SFRC, included steel fibers by 0.1% volume, while the other mixture, which was called PC, did not
include fibers. The pore morphology was measured during the first week (when most of the curing
process occurs) at five different ages, i.e., one day, two days, three days, four days, and seven days.

All of the specimens were kept in a curing room at 20 ◦C and 100% humidity. The information
provided by the CT scan was post-processed using DIP software. Each individual void was identified
and isolated, and its main parameters were extracted, which were the X, Y, and Z coordinates of the
center of gravity, the volume, and the length, respectively.

Some worthy and interesting results are summarized below:

• The SFRC specimens showed greater porosity than the PC ones. This difference can be observed
on all the studied days. Moreover, the porosity increased with the age of the concrete in the case
of SFRC, while the porosity remained almost constant in the case of PC.

• Regarding the spatial distribution of the porosity, a progressive increase of the porosity with the
depth was observed in all of the cases. This was especially clear in the case of SFRC, but this
tendency was not so clear in the case of PC. However, in both cases, the lowest porosity was
observed in the first two tenths of the specimens.

• The stiffness of the cement paste was behind most of the observed behaviors. Fibers provided
additional stiffness to the cement paste, which allowed it to retain porosity. In the case of PC,
where there are no fibers, the stiffness of the fresh concrete paste was small and the voids,
especially the big ones, tended to collapse and the air tended to leave the concrete.

• Water loss happens more quickly when it is closer to the exposed surface. Not all of it is used
to create cement paste, because some of it evaporates. The consequence is that when concrete is
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closer to the exposed surface, less stiffness and a smaller amount of voids are retained. Even in
the case of SFRC, fibers do not provide the extra stiffness in an efficient way.

• The porosimetric curves showed two different stages. The first one belonged to the smaller sizes,
from zero to a critical length, where the curves showed a straight line. Beyond this critical length,
the slope of the curves decreased drastically. In the case of SFRC, the critical length could be
defined as 3 mm, while in the case of PC, the critical length was 1 mm. This behavior could be
observed along the depth, although the value of the critical length varied slightly with the depth,
especially in the case of SFRC.

• The critical length is, again, strongly related to the stiffness of the fresh cement paste and its
capacity to create voids. In the case of SFRC, the extra stiffness provided by the fibers allowed
the concrete to retain larger pores up to 3 mm in length. Beyond this value, the pores became
more unstable and tended to collapse. In the case of PC, cement paste is less stiff, and the capacity
to retain pores is reduced; voids beyond 1 mm in length seem to be difficult to retain, and tend
to collapse.

• The fibers changed the concrete porosity through two mechanisms. The first one was to trap air
during the concreting process and also increase the viscosity of the mixture, which complicated
the expelling of the trapped air during the concreting. The second was to provide an extra stiffness
to avoid the collapse of the voids due to water loss.

• The histograms of shape factors showed that the voids were far from spheres, i.e., they were more
flaky or elongated. SFRC showed a shape factor smaller than the one shown by PC, which was
due to the presence of fibers. In this case, the variation of the shape factor with the age of concrete
was insignificant. On the contrary, the shape factor increased with the depth.

The modification of the pore morphology caused by the fiber can potentially affect the macroscopic
response of hardened concrete, especially in those properties more directly related to porosity, such as
frost resistance, fire resistance, creep, shrinkage, and fatigue, among others.
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Abstract: Lithium-based rechargeable batteries such as lithium-ion (Li-ion), lithium-sulfur (Li-S),
and lithium-air (Li-air) cells typically consist of heterogenous porous electrodes. In recent years,
there has been growing interest in the use of in-situ and operando micro-CT to capture their physical
and chemical states in 3D. The development of in-situ electrochemical cells along with recent
improvements in radiation sources have expanded the capabilities of micro-CT as a technique for
longitudinal studies on operating mechanisms and degradation. In this paper, we present an overview
of the capabilities of the current state of technology and demonstrate novel tomography cell designs
we have developed to push the envelope of spatial and temporal resolution while maintaining good
electrochemical performance. A bespoke PEEK in-situ cell was developed, which enabled imaging at
a voxel resolution of ca. 230 nm and permitted the identification of sub-micron features within battery
electrodes. To further improve the temporal resolution, future work will explore the use of iterative
reconstruction algorithms, which require fewer angular projections for a comparable reconstruction.

Keywords: X-ray tomography; electrochemical cell design; batteries

1. Introduction

Energy storage devices have an increasingly significant role to play in all economic sectors with the
de-carbonization of the global economy necessary to meet climate change goals. Rechargeable batteries
are one of the key enabling technologies driving the shift to renewable energy with lithium-ion (Li-ion)
battery technology becoming the mainstay of applications requiring high energy density such as
portable electronics and electric vehicles (EVs). The Li-ion battery has been described as a rocking-chair
battery where Li ions are intercalated into a transition metal oxide (TMO) or graphite host, respectively,
during discharge and charge processes [1]. Beyond Li-ion technology, other lithium-based rechargeable
batteries have been proposed including lithium sulfur (Li-S) and lithium air (Li-air) conversion-type
chemistries. These offer theoretical capacities up to an order of magnitude higher and significantly
higher energy densities compared to incumbent Li-ion cells [2]. However, their commercialization has
been hindered by various design and engineering challenges imposed by mechanistic complexities.

While many competing cell chemistries—involving numerous redox pairs—exist in different
stages of development, the basic architecture of the electrodes within most electrochemical devices
involve some form of heterogeneous porous media on which electrochemical reactions occur.
The microstructure of porous electrode materials often has a profound effect on the performance
and lifetime of a cell [3]. Factors such as tortuosity and porosity of the electrodes influence the
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effective diffusivity of ions within the electrode and with the bulk of the electrolyte, contributing to cell
impedance. The electrical conductivity of an electrode is also dependent on its microstructure in terms
of the contact area between the different solid phases and is particularly important for cell chemistries
involving electronically insulating active material. Heterogeneities within battery electrodes are known
to contribute extensively to cell degradation since these induce local variations in current density and
the state of charge.

Advances in synchrotron and laboratory-based radiation sources have led to X-ray based
techniques such as X-ray absorption spectroscopy (XAS) [4], X-ray diffraction (XRD) [5], transmission
X-ray microscopy (TXM) [6], and X-ray computed tomography (XCT) [7,8] becoming widely adopted to
investigate the mechanisms behind the operation and degradation of electrochemical devices including
lithium-based batteries. These complementary techniques span multiple time-scales and length-scales
and provide information about the electronic states (XAS), crystalline states (XRD), and microstructures
(TXM) of materials. Many beam and detector configurations exist, and this work will primarily be
concerned with micro X-ray computed tomography (micro-CT) under full field illumination from an
X-ray beam.

Due to the inherently heterogenous structures and processes occurring within batteries, there
is a strong motivation to capture the physical and chemical states of their electrodes in 3D. Based
on work on other porous media systems, ex-situ X-ray tomography has become widely adopted for
the 3D characterization of battery electrodes to extract microstructural metrics indicative of battery
performance including electrode tortuosity, porosity, pore, and particle size distributions [3,9–11].

In addition to these metrics, various authors conducted post mortem micro-CT and nano-CT
studies to understand the factors contributing to electrode degradation. Furthermore, post Li-ion
technologies typically involve conversion-type chemistries with liquid state or alloying reactions
where significant changes typically occur (e.g., large volume change during lithiation of Si anodes) [12].
In these systems, tomographic measurements are of even greater interest in improving the mechanistic
understanding of these inherently three-dimensional processes.

The development of in-situ electrochemical cells along with recent improvements in radiation
sources have expanded the capabilities of micro-CT as a technique for longitudinal studies: the ability
to track the same spatial volume of electrode as a function of some variable effectively eliminates
variability inherent in ex-situ studies [13–15]. However, considerable challenges exist in the
optimization of in-situ cell designs to achieve spatial and temporal resolutions compatible with
the phenomena of interest. In this case, we aim to present an overview of the capabilities of the
current state of technology and demonstrate novel tomography cell designs we have developed to
push the envelope of spatial and temporal resolution whilst maintaining fidelity to the electrochemical
performance of larger format cells.

2. Results and Discussion

The suitability of an in-situ electrochemical cell design for X-ray characterization is largely
dependent on size, geometry, and materials used in its construction. Within the scope of lab-based
research environments, cells used for pure electrochemical characterization of battery materials take
the form of coin, pouch, and cylindrical geometries. X-ray transparent materials (i.e., polyimide) have
been introduced to coin and pouch cells by numerous authors for in-situ and operando spectroscopic
or imaging applications [16–18] in attempts to reduce the interference of ancillary components in the
X-ray beam path. However, in the quest for a finer resolution, highly specialized cell designs are
essential to achieve an acceptable signal-to-noise ratio within reasonable acquisition times because
of limitations such as flux and detector sensitivity in imaging systems. While operando cell designs
often come at the expense of electrochemical performance, the wealth of information obtained from
these advanced characterization techniques vastly outweighs the higher cell impedances and lower
achievable capacities. Acquisition times are even more important for tomography, which requires
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the collection of adequate projections at sufficiently fine angular increments to reconstruct. Some
parameters that need to be optimized will be discussed in a later section.

The ideal sample for tomographic reconstruction is one that fits fully within the detector field
of view (FOV) through all radiographic projections: samples larger than the FOV such as coin and
pouch cells will result in the truncation of sinogram data. The horizontal resolution of charged-coupled
device (CCD) or flat panel detectors do not typically extend beyond 2048 pixels (equivalent to a FOV of
ca. 2 mm at 1 μm pixel size) and it is desirable to fit as much of the cell within the FOV to mitigate out
of field artefacts present in interior tomographies. Cylindrical Swagelok-type cell designs [14] ensure
attenuation lengths that are uniform on average for all projections as well as a weakly attenuating cell
body and are highly desirable for in-situ characterization. A comparison of the properties of common
materials used in the construction of Swagelok-type cells is presented in Table 1.

Table 1. Comparison of common materials used in construction of Swagelok-type cells.

Material Moisture Impermeability Li-ion Electrolyte Compatibility Reactivity with Li X-ray Transparency and Compatibility

Stainless Steel Excellent Some grades are compatible Non-reactive Poor

Aluminium Excellent May be corroded by electrolyte Alloys with Li Good

Beryllium Excellent May be corroded by electrolyte Non-reactive Excellent

Polyimide
(Uncoated) Poor Compatible Non-reactive Excellent

PFA Good Compatible
Reacts with

metallic Li to form
elemental carbon

Transparent but susceptible to radiation
damage

PTFE Good Compatible
Reacts with

metallic Li to form
elemental carbon

Transparent but susceptible to radiation
damage

PEEK Good Compatible Non-reactive Good

2.1. Optimization of Tomography Parameters

Imaging parameters for in-situ tomography acquisition are highly dependent on both the sample
and instrument configuration and have to be optimized to produce the best possible image and
resolution within a reasonable acquisition time. For lab-based instruments, a critical constraint imposed
on the design of in-situ cells is sample size since this dictates the exposure time. For high-resolution
micro-studies, this is typically approximately ca. 1 min per radiographic projection because of
the limited brilliance of lab-based X-ray sources. The variables that have to be considered are
discussed below.

2.2. X-ray Beam Energy and Its Effect on Intensity and Transmission

When X-rays interact with a sample, the intensity of the incident beam is attenuated by the sample
and the ratio of the transmitted, I, to the incident beam intensities, I0, is known as transmission, T,
and is defined by the equation below.

T =
I
I0

(1)

For a monochromatic beam of known energy, transmission is related to the linear attenuation
coefficient, μ, and thickness of a material, t, by the exponential relation known as the Beer-Lambert law.

T = exp(−ut) (2)

The linear attenuation coefficient, μ, is a function of the density of the material ρ, total cross-section
per atom, σtot, and the atomic mass of the element of interest, Ar, displayed in Equation (3), which is
defined by Hubbell [19].

μ

ρ
= σtot

NA
Ar

(3)
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where the total cross-section per atom, σtot, accounts for each contribution from the principal
photon interactions with the material [20] and NA is the Avogadro constant. Thus, the linear
attenuation coefficient, corresponding to material composition and density, can be reconstructed
in three-dimensional space with the appropriate inversion algorithm such as the inverse Radon
transform. In practice, this is complicated by the use of polychromatic radiation produced by most lab
X-ray sources and, in the absence of calibration with a phantom of known composition, micro-CT is
most often used to inspect the microstructure within a material with some a priori knowledge of the
composition of the sample.

In lab X-ray sources, the intensity and spectrum of the X-ray beam can be controlled by adjusting
the X-ray tube voltage and current (i.e., source energy) and by changing the target material. Elements
such as Cr, Co, Cu, Mo, Ag, and W are commonly used X-ray targets which each have their own
characteristic spectra. In addition to the characteristic emissions of the X-ray target, a broad spectrum
of X-rays is emitted via Bremsstrahlung radiation, up to a peak photon energy equivalent to the X-ray
tube voltage and a polychromatic beam is produced. While an increase in the X-ray tube voltage
and/or current will result in an increase in both incident and transmitted intensities, transmission
(i.e., the ratio between incident and transmitted intensities) is not a function of tube current and
increases only with tube voltage.

Barring discontinuities in the attenuation coefficients of elements at photon energies close to
their specific absorption edges, an increase in mean photon energy will result in an increase in
transmission as more photons reach the detector without interacting with the sample. Transmission is
a critical variable that influences image quality and Reiter et al. have found that, for an ideal detector,
ca. 14% transmission results in the most optimal signal-to-noise ratio [21]. In a multi-component
system containing phases of very different attenuation coefficients, a compromise has to be made
when selecting the beam energy. This is particularly acute when imaging battery electrodes since
transmission varies greatly between the highly attenuating active material particles (consisting of
transition metal oxides for Li-ion positive electrodes) and the weakly attenuating carbon and binder
phase, which was discussed previously [22].

Another important acquisition parameter is the exposure time per projection since sufficient
detector counts are necessary to form a low noise image depending on the dynamic range of the
detector. Detector counts are proportional to the transmitted intensity integrated over the exposure time
through the image formed on the scintillator. Exposure time is largely independent from transmission
and has to be optimized by taking into account two opposing variables: adequate signal-to-noise ratios
(long exposure) and minimized blurring induced by sample motion and thermal drift (short exposure).

To determine the optimal acquisition parameters for the PFA and PEEK cells, radiographs were
acquired from both cells containing NMC111 electrodes in a half-cell arrangement over a range of X-ray
source voltages. Line profiles were drawn across the electrode layer in the radiographs to obtain the
graphs presented in Figure 1. Manufacturer’s specifications for the ZEISS Xradia Versa 520 laboratory
micro-CT instrument used suggested at least 5000 counts and, as seen in Figure 1, this is unachievable
even at 120 kV. On the other hand, a factor of ca. 3 improvement in counts is observed with the PEEK
cell. Furthermore, transmission across the PEEK electrode at ca. 70 to 80 kV is optimal at around 14%,
which indicates that the resulting reconstruction will likely have a good signal-to-noise ratio.
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Figure 1. (a) Detector counts and (b) transmission as a function of source voltage for a 60 s exposure
time through an NMC111 electrode in the PFA and PEEK cell.

2.3. Number of Projections

The Nyquist-Shannon theorem can be applied to determine the angular resolution or an equivalent
number of projections, which is theoretically required for reconstruction. The theorem states that an
object has to be sampled with a frequency greater than twice the highest frequency of the features within
the object. For a comprehensive mathematical treatment of sampling conditions for various beam
geometries, the reader is directed to texts such as those by Natterer [23], Epstein [24], or Herman [25].
Zhao et al. suggested a general rule of thumb for cone beam CT where the number of projections, Nproj,
should be spaced to ensure the angular separation between each projection at the edge of the field of
view (FOV) is equivalent to the voxel size, bvox.

Nproj ≥ 2π

arctan(2bvox/FOV)
(4)

As described earlier, the sample diameter is likely to exceed the detector size for in-situ cells
and the theoretical number of projections becomes a function of the detector size: a 2K detector with
2048 pixels will require the acquisition of ca. 6400 projections. In reality, it is unlikely for the spatial
frequency of features within the sample to exceed the sampling frequency and fewer projections may
be acquired without compromising image quality [26].

2.4. Magnification and Resolution

There are two sources of magnification in a conventional laboratory micro-CT without X-ray
optics: geometric and optical magnification. Micro-focus sources with a small spot size produce a
divergent cone beam that provides geometric magnification. The image formed on the scintillator can
also be magnified through the use of objective lenses. On the detector, counts can be improved at the
expense of resolution by combining neighboring pixels in a process called binning.

The pixel size achieved after pixel binning and magnification must be capable of capturing the
phenomena of interest at a representative spatial resolution. For example, if the cell geometry and the
alignment of its components are to be observed, a lower magnification and a higher binning may be
appropriate while, for electrode-level phenomena and detailed microstructure, a higher magnification
and the lowest possible binning should be used.

2.5. Optimization of Battery Electrodes Used for In-Situ Cells

Most commercial Li-ion batteries utilize a ‘full-cell’ configuration consisting of a transition metal
oxide positive electrode paired with a graphite negative electrode [27] and containing porous networks
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where Li-ions can reversibly intercalate during charge and discharge processes. Commercially relevant
positive electrode materials include Lithium Cobalt Oxide (LiCoO2–LCO), Lithium Manganese Oxide
(LiMnO4–LMO), and Lithium Nickel Manganese Cobalt Oxide (LiNi0.33Mn0.33Co0.33O2, NMC111),
which is a potential complicating factor for in-situ cells due to the relatively dense and attenuating
nature of these materials.

The in-situ cells presented in this paper were mainly prepared in a ‘half-cell’ arrangement where
the electrode of interest is paired with a lithium metal negative electrode instead. This arrangement
is commonly used in materials research since the specific electrochemical performance and practical
voltage range of the electrodes of interest can be decoupled. Electrochemical parameters include the
voltage range and C-rate that a battery is subject to and are important factors that influence the rate of
degradation. A C-rate of 1C is equivalent to the current that will charge or discharge the entire capacity
of a battery in an hour and can be calculated from the specific capacity, active material loading, and
the mass or diameter of an electrode.

The electrodes, electrode arrangement, and cell environment have to be carefully optimized to
ensure performance comparable to larger format cells, which is a non-trivial task given the conflicting
need to minimize cell dimensions for micro-CT. Some factors that have to be considered include:
electrode alignment and distance between electrodes that determines the ionic resistance across the
electrolyte, compressive forces within the cell that controls the contact resistance between the electrode
current collectors and plungers, and dead volume within the cell that influences electrode wetting due
to gas evolution. Thus, the iterative approach, as presented in this work, was necessary to optimize
electrochemical performance.

2.6. Evolution of Cell Designs

In most cases, region of interest (ROI) tomographies are carried out since the sample size is
much larger than the detector size. Thus, grayscale data obtained in the reconstruction process does
not correspond directly with linear attenuation coefficients even though discontinuities are captured.
In this section, we explore the evolution of in-situ cell designs for electrochemical control.

2.6.1. In-Situ Coin Cell

The initial iteration of in-situ tomography cells we developed consisted of a modified coin cell
with a Kapton window, which is illustrated in Figure 2. In this geometry, angular projections were
acquired with a planar scan trajectory (i.e., with centre of rotation parallel to the current collector of
the electrode). The Kapton window provided an angular range of 147◦ through which the X-ray beam
could pass through unobstructed by the coin cell casing.

The X-ray transparent window significantly minimizes attenuation of the X-ray beam by the
stainless steel casing, which reduces imaging artefacts such as beam hardening observed in Figure 2d.
In-situ cells in this geometry were tested with both laboratory and synchrotron micro-CT instruments
and appear to yield better imaging results with the latter. With synchrotron micro-CT, local tomograms
with a voxel size of ca. 0.365 μm were obtained as opposed to larger voxel sizes (up to 2 μm) with
laboratory micro-CT. This is due to limitations in achievable geometric magnification caused by the
size of the in-situ cell. Whilst some reconstruction artefacts are to be expected due to the truncated
angular range of the projections, which is shown in Figure 2c, image quality obtained with synchrotron
micro-CT is remarkably comparable to ex-situ micro-CT scans of the same electrode material where
the full angular range was captured.

The main drawback experienced with the in-situ coin cell design was regarding the electrochemical
performance and stability shown in Figure 3. The cell was cycled in constant current-constant voltage
mode at a rate of C/20 and achievable capacity is comparable to standard coin cells for the first ca. 50 h
beyond which cell capacity rapidly deteriorates. As outlined in Table 1, moisture impermeability is
crucial for electrochemical performance and stability because Li-ion electrolytes are highly sensitive
to moisture. Although materials such as Kapton and Mylar have been used extensively as X-ray
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transparent materials, we hypothesize that the poor stability of the cell was due to moisture absorption
through the Kapton window. This was evident in white deposits that formed in the cell over time after
exposure to ambient conditions.

Figure 2. (a) Modified CR2032 coin cell rendering and (b) image of the Kapton window attached to
the cell. (c) Reconstructed slice of a LiMnO2 electrode acquired at a synchrotron facility and (d,e)
post-mortem CT scan of the entire cell showing its components.

Figure 3. Voltage profile of in-situ windowed coin cell cycled at C/20 in constant current-constant
voltage mode.

239



Materials 2018, 11, 2157

2.6.2. In-Situ Swagelok-Type PFA Cell

The electrochemical stability issues faced in the in-situ coin cell design resulted in the need
to develop a cell capable of extended cycling and yet remaining easy to assemble and suitable for
X-ray imaging. Inspired by larger Swagelok-type cells described by previous authors [28], we have
modified 1/8” PFA Swagelok straight unions to be used for in-situ X-ray characterization, which is
illustrated in Figure 4a. Consisting of stainless steel plungers on both sides in contact with the positive
and negative electrodes, the cell is mounted upright and imaged with a cylindrical scan trajectory.
By virtue of this design, the cell body in the beam path is thinned down and no highly attenuating
phases (such as stainless steel) enter the field of view of the entire cell stack during tomography, which
reduces undesirable artefacts significantly. Furthermore, the rotational symmetry of the cell ensures
compatibility with laboratory micro-CT where projections have to be acquired for the full 360◦ due to
the cone beam nature of the X-ray source [29].

 
Figure 4. (a) Rendering of the 1/8” PFA Swagelok in-situ cell. (b) Volume rendering of NMC and (c)
Li-S electrodes and the (d,e) their respective virtual slices.

Li-ion half-cells with NMC as a positive electrode were constructed in the PFA in-situ cell
and exhibited excellent electrochemical stability over numerous cycles, as presented in Figure 5,
with virtually no capacity degradation across 10 cycles and achieved an areal capacity of ca.
1.25 mAh cm−2.

While the PFA cell design exhibits excellent electrochemical stability, the diameter of the resulting
cell (ca. 10 mm) is relatively large and, therefore, more suited to synchrotron micro-CT where beam
brilliance is not a limiting factor. As shown in Figure 4e, where we have previously reported an in-situ
study of Li-S cells [13] with laboratory micro-CT, tomograms are relatively noisy. Acquisition times
in laboratory micro-CT may be about ca. 48 h at high magnifications since long exposure times are
required to achieve an adequate signal-to-noise ratio. Furthermore, polymers such as PFA and PTFE
are also known to degrade from exposure to radiation, which turns brittle as a function of the total
X-ray dose.
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Figure 5. Charge and discharge curves for the 1st, 2nd, and 10th cycles for the NMC cell.

2.6.3. In-Situ PEEK Cell

To improve radiation resistance and further reduce sample size to improve image quality and
acquisition times in laboratory micro-CT, a bespoke PEEK cell was developed. PEEK was selected since
it is compatible with common Li-ion electrolytes and is non-reactive with metallic lithium. The PEEK
cell has a comparable geometry to the PFA cell with a factor of 4 reduction in electrode diameter
from ca. 3.2 mm to ca. 0.8 mm. For comparison, the same NMC material was cycled in the PEEK
cell and the electrochemical performance, shown in Figure 6a, is similar to the PFA cell even though
some capacity loss occurs after 10 cycles. A Li-S cell was also constructed with the same PEEK cell
with electrochemical data presented in Figure 6a. Despite the marginally poorer electrochemical
performance and stability of the PEEK cell compared to the PFA cell due to the smaller electrode
diameter, this is a reasonable compromise considering the improvements in spatial and temporal
resolution achievable with this cell design.

The total attenuation due to the cell body and electrode is decreased with a reduction in
the diameter of the in-situ cell, which leads to shorter acquisition times in laboratory micro-CT.
Furthermore, it is desirable to minimize the source-sample and sample-detector distances in laboratory
micro-CT to reduce attenuation by air and the profile of the PEEK cell is highly suited to this. Relevant
information is shown in Figure 7a.

A tomogram of the Li-S PEEK cell was acquired at 40× magnification with a laboratory micro-CT
instrument and a virtual slice of the sulfur electrode is shown in Figure 7e along with the associated
volume rendering in Figure 7c. The volume rendering in Figure 7b shows the different layers present
within the cell with lithium metal on top, glass fibre separator in the middle and NMC electrode below,
which is sandwiched between two current collector plungers. In Figure 7c, the higher magnification
enables the electrode to be visualized in greater detail at the expense of FOV. Most significantly, a voxel
size of ca. 230 nm was achieved, which permits the identification of sub-micron features within the
electrode, as shown in Figure 7e, with an adequate signal-to-noise ratio and a relatively fast acquisition
time due mainly to the diminutive electrode size of the in-situ PEEK cell. In addition to the relatively
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featureless and X-ray transparent PEEK cell body, the smaller electrode diameter leads to a reduction
of complex geometries external to the field of view, and, in turn, fewer artefacts after reconstruction.
Furthermore, the radiation resistance of PEEK also expands the possibilities for long-term micro-CT
studies on battery degradation to be carried out in-situ. For instance, this includes the investigation of
particle cracking within Li-ion positive electrode materials after a large number of cycles.
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Figure 6. Electrochemical cycling data of (a) Li-ion half-cell with NMC positive electrode and (b) Li-S
cell with elemental sulfur electrode.

 

Figure 7. (a) Rendering of the 1/32” PEEK cell. (b) Volume rendering of NMC acquired at 20×
magnification and (c) Li-S electrodes acquired at 40× magnification and the (d,e) their respective
virtual slices.

2.7. Improvement in Image Quality and Electrochemical Performance through In-Situ Cell Optimization

Improvements in image quality over the iterations of in-situ cell design are demonstrated in
Figure 8 and, while these improvements cannot be quantified due to the combination of synchrotron
and laboratory CT used, in-situ studies that were once exclusive to synchrotron sources (Figure 8a) are
now within the realm of capability of laboratory micro-CT instruments. It is expected that the marked
improvement in image quality between the PFA cell shown in Figure 8b and PEEK cell in Figure 8c
will also translate to synchrotron studies due to the reduction of material external to the FOV. This is
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advantageous due to the limited availability and greater competition for synchrotron time compared
to the wider availability of lab-based instruments.

 
Figure 8. Improvement in image quality between (a) coin cell scan performed at a synchrotron facility
for an LMO electrode, (b) Swagelok-type PFA cell, and (c) PEEK cell scans performed with a laboratory
micro-CT instrument, Zeiss Xradia Versa 520 for an NMC electrode.

Improvements in image quality not only provide better statistics when analyzing electrode level
degradation but also enable higher quality segmentation with the possibility of identifying individual
particles. Image analysis techniques that were once largely within the domain of ex-situ electrode
scans can now be conducted on the same sample volume as a function of variables including SoC
and cycle number. Thus, parameters that can be quantified in-situ include active material loading,
active material distribution within the electrode, contact area between the solid phases, and pore
and particle size distributions. Furthermore, degradation phenomena occurring at the electrodes
can be investigated at various length scales, which improves the understanding of their influence on
electrochemical performance and lifetime.

The considerations presented throughout and summarized in Figure 9 indicate that reducing
the size of the cell is paramount to decreasing the total scan time while considerably improving both
spatial and temporal resolutions and image quality.

Figure 9. Comparison of the various iterations of cell designs.
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2.8. Other Avenues for Improvement and Future Work

In addition to the parameters considered here, other avenues for improvement include
maintaining constant compression within the cell and controlling the electrolyte volume during
initial cell filling. It has been reported extensively that cell compression [30] and insufficient electrolyte
can influence the electrochemical performance of a cell [31]. It is, therefore, desirable to establish a
method that allows constant contact pressure between the electrodes and the current collectors and
sufficient electrolyte volume. Future designs may look to incorporate spring loading into the cell
assembly and vacuum filling of electrolyte to further optimize the in-situ cell.

Another avenue for improvement may come during tomographic reconstruction since the widely
used filtered back-projection algorithm requires a high angular resolution for successful reconstruction.
Iterative reconstruction methods that employ intelligent algorithms to reduce the number of projections
required for an equivalent reconstruction may be beneficial in the study of electrochemical devices.
Many iterative reconstruction algorithms exist but they are typically based around the same method.
A forward projection of an estimate creates artificial data which is compared to the real raw data that is
collected from the sample. From this comparison, a correction term is computed that is back-projected
onto the estimate. These iterative reconstruction computations conclude after a certain number of
iterations or once the difference between the estimate and the raw data (known as the ‘update’)
converges to a sufficiently small value.

Iterative reconstruction methods based upon the improvement of either individual pixels, the
entire projection, or a subset are known as the Algebraic Reconstruction Technique (ART), the
Simultaneous Algebraic Reconstruction Technique (SART), or the Ordered Subset (OS) method,
respectively. All methods are additive in nature, based on the addition of the update onto the
current solution, and OS-based methods are typically the fastest even though they may be susceptible
to artefacts. Multiplicative methods also exist such as the Multiplicative Algebraic Reconstruction
Technique (MART).

The use of iterative reconstruction techniques may permit higher temporal resolution studies,
which are particularly of interest for studies involving highly dynamic mechanisms such as thermal
runaway [32] and rapid charging of batteries [33]. For more information on iterative reconstruction
techniques, the reader is directed to work by Beister et al. [34].

3. Conclusions

As research into novel cell chemistries has expanded over the past few decades, it is clearly
of great scientific interest to visualize the electrodes of electrochemical cells at all stages in their
developmental lifecycle to extract performance gains and maximize their capacity, power, and lifetime.
Through in-situ and operando X-ray tomography, electrode microstructures can be visualized in 3D
as a function of variables such as state of charge and cell age and conditions such as thermal abuse
or overcharging. We believe that in-situ and operando tomography will ultimately achieve a similar
impact to X-ray diffraction and spectroscopy in the design and engineering of new battery materials.

In addition to qualitative observations on electrode degradation, techniques such as digital
volume correlation can be used to track and quantify microstructure evolution chronologically within
the electrodes. With a better understanding of the fundamental processes occurring at the electrodes
and how cell conditions and configurations affect these processes, electrode materials can be optimized
to improve their lifetime and performance. The improvements in spatial and temporal resolutions
gained from the use of optimized cell designs for micro-CT far outweigh the impact on electrochemical
performance these designs may have.
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4. Methodology

4.1. Electrode Preparation

For the Li-ion cell electrodes, LiNi0.33Mn0.33Co0.33O2 (NCM111, MTI Corp., St. Louis, MO,
USA) or LiMn2O4 (LMO, MTI Corp.), conductive carbon black (Super C65, Imerys, Paris, France),
and polyvinylidenefluoride (PVDF) (Solef 5130, Solvay, Brussels, Belgium) in a 90:5:5 mass ratio
were homogenized with a planetary centrifugal mixer (ARE-250, Thinky Corporation, Tokyo, Japan)
using anyhdrous N-methyl-2pyrrolidinone (NMP, Sigma Aldrich, Saint Louis, MO, USA) as solvent.
The slurry was cast on a 15 μm thick aluminium foil (MTI Corp.) using a micrometre adjustable film
applicator set to a blade gap of 150 μm.

For the Li-S cell, elemental sulfur (325 mesh, Alfa Aesar, Haverhill, MA, USA), conductive carbon
black (Super C65, Timcal, Bodio, Switzerland), Ketjenblack (EC600-JD, Akzo Nobel, Amsterdam,
The Netherlands), and polyvinylidene fluoride binder (Solef 5130, Solvay) in a 75:12:3:10 mass ratio
were homogenized with a high shear laboratory mixer (L5M, Silverson, Buckinghamshire, UK) to form
an ink with 20% total solids content with anhydrous NMP as solvent. The ink was cast onto 15 μm
thick aluminium foil using a micrometre adjustable film applicator set to a blade gap of 400 μm.

The electrode sheets were initially dried on a hot plate at 80 ◦C and subsequently dried overnight
under vacuum at 120 ◦C (for Li-ion electrodes) or 60 ◦C (for S electrode). Additionally, 3.15 mm
and 0.77 mm disks were cut from the sheets by using a laser micro-machining instrument (A Series
Compact Micromachining System, Oxford Lasers Ltd., Didcot, UK).

4.2. Coin Cell with Kapton Window

CR2032-type coin cell (CR2032, MTI) were cleaned in isopropanol (≥99.5% purity) and dried
overnight under vacuum at 60 ◦C prior to use. A 16 mm wide × 3 mm high letterbox-shaped aperture
with a 6 mm diameter circular hole in the centre was drilled into the can, cap, and spacer components
of the coin cells. Rectangular strips (ca. 19 mm × 5.5 mm) of 50 μm thick adhesive Kapton tape were
applied on both the internal and external surfaces of the coin cell cap and can components to create
an X-ray transparent window. Epoxy adhesive (Araldite) was then applied over the edges of the
external Kapton strips to create a hermetic seal around both windows. The circular hole in the centre
of the coin cell was designed to aid in sample alignment during tomography scans and the letterbox
shaped portion of the X-ray window was designed to provide a sufficiently large angular range for
tomographic acquisition while maintaining the mechanical stability of the coin cell.

This window design meant that tomographic acquisition performed with the in-situ coin cells
were limited angle scans with the angular range dependent on the field of view. During coin cell
assembly, the X-ray windows on the cell casings and spacer components were carefully aligned in
order to avoid beam attenuation by the dense metal components, which ensures a clear ‘line-of-sight’
for the X-ray beam being transmitted through the electrode material. All coin cells were assembled
with the LMO electrode as a working electrode, glass fiber separator soaked in LiPF6-based electrolyte
and a metallic lithium counter electrode.

4.3. 1/8” PFA Swagelok

The 3.15 mm electrode disks were dried in a transferrable vacuum oven (Glass Oven B-585 Drying,
Buchi, Flawil, Switzerland) at 120 ◦C (NMC electrode) or 60 ◦C (S electrode) overnight and transferred
to an argon filled glovebox (MBraun, LABstar, Garching, Germany) where both O2 and H2O levels
were maintained below 0.5 ppm. Customized 1/8” PFA Swagelok unions (PFA-220-6, Swagelok,
Soren, OH, USA) were used as cell bodies and these were assembled using 1/8” 316L stainless steel
plungers as the current collector. Excess material was removed from the centre of the PFA union to
reduce the X-ray attenuation. Lithium metal punched to 1/8” was used as the counter electrode with
glass fiber punched to 4 mm (GF/D, Whatman, Maidstone District, UK) as a separator. For Li-ion
cells, 1.2 M lithium hexafluorophosphase (LiPF6) in ethylene carbonate and ethyl methyl carbonate
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(EC:EMC, 1:2 v/v, Soulbrain, Northville Township, MI, USA) was used as an electrolyte. For Li-S cells,
1 M lithium bis(trifluoromethane) sulfonimide (LiTFSI) in 1,3-dioxolane and 1,2-dimethoxyethane
(DOL:DME, 1:1 v/v) with 0.3 M lithium nitrate as an additive (Soulbrain, Northville Township, MI,
USA) was used as an electrolyte.

4.4. 1/32” PEEK Union

The 0.77 mm electrode disks were dried in a transferrable vacuum oven (Glass Oven B-585 Drying,
Buchi) at 120 ◦C (NMC electrode) or 60 ◦C (S electrode) overnight and transferred to an argon filled
glovebox (MBraun, LABstar, Garching, Germany) where both O2 and H2O levels were maintained
below 0.5 ppm. Bespoke 1/32” polyether ether ketone (PEEK) unions were used as cell bodies for the
miniature tomography cells with 316L stainless steel plungers as the current collector.

Lithium metal punched to 0.8 mm was used as the counter electrode with glass fiber punched to 1
mm (GF/D, Whatman) as a separator. For Li-ion cells, 1.2 M lithium hexafluorophosphate (LiPF6) in
ethylene carbonate and ethyl methyl carbonate (EC:EMC, 1:2 v/v, Soulbrain, Northville Township,
MI, USA) was used as an electrolyte. For Li-S cells, 1 M lithium bis(trifluoromethane) sulfonimide
(LiTFSI) in 1,3-dioxolane and 1,2-dimethoxyethane (DOL:DME, 1:1 v/v) with 0.3 M lithium nitrate as
an additive (Soulbrain, Northville Township, MI, USA) was used as an electrolyte.

4.5. Synchrotron Micro-CT Acquisition and Reconstruction

Synchrotron micro-CT was performed at the i13-2 beamline at Diamond Light Source (Harwell,
UK) in the absorption contrast imaging mode. A parallel beam was used for the interior tomography
of an LMO electrode sample assembled within the in-situ coin cell. The incident X-ray beam was
monochromatized to 16 keV by a water-cooled double crystal Si <111> monochromator. The sample
to detector distance was set to 25 mm and an average useful rotation range of 147◦ was achieved
through the Kapton window. Projection images were acquired when the sample was rotated through
angular steps of 0.1◦ about its long axis with a 6 s exposure time per projection. A 9.6 μm thick GGG:Eu
scintillator was coupled to a 10× objective lens and projections were captured with a 2000 × 2000 pixel
pco4000 CCD detector, which resulted in an effective pixel size of 0.365 μm.

4.6. Laboratory Micro-CT Acquisition and Reconstruction

X-ray micro-CT was performed on the PFA and PEEK in-situ cells with a lab-based micro-CT
instrument (Zeiss Xradia Versa 520, Carl Zeiss Inc., Oberkochen, Germany). The instrument consisted
of a polychromatic micro-focus sealed source set to an accelerating voltage of 80 kV on a tungsten
target at a maximum power of 7 W. The scintillator was coupled to either a 20× or 40× objective lens
and 2048 × 2048 pixel CCD detector with a pixel binning of 1, which results in a pixel size of ca. 460 nm
and a field of view of ca. 940 μm for the 20× objective and ca. 230 nm and a field of view of ca. 470 μm
for the 40× objective. There was no significant geometric magnification since the sample was set close
to the detector to reduce the effects of penumbral blurring arising from the cone beam nature of the
source. The sample was rotated through 360◦ with radiographs collected at discrete angular intervals
amounting to a total of 1601 projections. The radiographic projections were then reconstructed with
proprietary reconstruction software (Version 11.1.8043, XMReconstructor, Carl Zeiss Inc.) by using a
modified Feldkamp-David-Kress (FDK) algorithm for cone beam geometry.
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Abstract: We present non-destructive and non-invasive in operando X-ray tomographic investigations
of the charge and discharge behavior of rechargeable alkaline-manganese (RAM) batteries (Zn-MnO2

batteries). Changes in the three-dimensional structure of the zinc anode and the MnO2 cathode
material after several charge/discharge cycles were analyzed. Battery discharge leads to a decrease in
the zinc particle sizes, revealing a layer-by-layer dissolving behavior. During charging, the particles
grow again to almost their initial size and shape. After several cycles, the particles sizes slowly
decrease until most of the particles become smaller than the spatial resolution of the tomography.
Furthermore, the number of cracks in the MnO2 bulk continuously increases and the separator
changes its shape. The results are compared to the behavior of a conventional primary cell that was
also charged and discharged several times.

Keywords: alkaline manganese batteries; X-ray tomography; in operando; in situ; zinc powder

1. Introduction

The development of new energy storage materials and systems is currently one of the most
important challenges in materials research. Batteries play a crucial role in the future replacement
of conventional mobile or stationary energy sources based on fossil fuels. However, batteries with
high storage capacities and low weights are still by far too expensive. Furthermore, the general
shortage in various resources puts constraints on the development of many battery types. Therefore,
the development of cost-efficient production methods and use of easily accessible raw materials are
key issues in battery research.

Zinc is a widely available and inexpensive material, and it is a candidate for future use in
rechargeable batteries for mobile and stationary applications [1–7]. The well-known alkaline-manganese
battery is still one of the most common types in use [1]. Reasons include their low self-discharge and
environmental friendliness compared to other battery types. Such batteries are cheap to produce,
maintenance-free, and safe compared to lithium-based batteries. In addition, in the charged state
they provide a voltage of 1.5 V, which is higher than many other (e.g., nickel-metal hydride)
batteries. Their main disadvantage is that they are normally designed as primary cells, i.e., they
are not rechargeable.

Because of the many fundamental advantages of alkaline-manganese batteries, much effort
has been put into developing and optimizing primary cells and, even more important for future
applications, developing rechargeable alkaline-manganese batteries (RAM) [8–13]. Up to now, RAM
still suffer from an unreliable cyclic behavior. Some individual batteries can be recharged up to
500 times, while others last only a few cycles.
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In the past, various methods have been applied to study alkaline primary cells. For the
investigation of the zinc particles, electron microscopy and optical microscopy have been used [14–16].
Preparation of the samples is very difficult because the oxidation and corrosion of Zn, and the
carbonation of ZnO alter the structure of the material. Horn et al. have developed a dedicated
preparation technique [14]. However, all these measurement techniques do not allow for an in situ
study of the material inside the entire volume of the battery. Only the sectioned material is accessible.

Imaging techniques based on X-rays have been successfully used to study battery materials [17–29].
Since these techniques are non-destructive and non-invasive, they are especially suited for in situ or in
operando measurements [30–33]. X-ray tomography using both table-top and synchrotron radiation
sources was used to investigate alkaline primary cells and zinc-air batteries in three dimensions [34–37].
Moreover, neutron imaging has been used to investigate alkaline primary cells [34,38].

In this paper, structural changes in RAM cells were examined in situ and non-destructively by
X-ray tomography.

2. Experimental Set-Up and Data Processing

2.1. The Alkaline-Manganese Battery

2.1.1. Set-Up

The alkaline-manganese battery consists of a steel shell into which the hollow cylinder of
the cathode material—consisting of manganese dioxide and an electrolyte—was inserted by the
manufacturer. The anode was made of a mixture of zinc powder and an electrolyte, and it was injected
into the shell. Between the anode and the cathode, a separator is located. A metallic nail at the bottom
of the battery acts as the negative pole of the battery. It protrudes into the anode and acts as a charge
collector. Between the bottom and the cathode, a seal prevents leakage of the cell.

2.1.2. Chemical Processes in an Alkaline-Manganese Battery

During the initial discharge, a reduction reaction takes place at the cathode; see Equations (1) and
(2) [1]:

MnO2 + H2O + e− → MnOOH + OH− , (1)

3MnOOH2 + e− → Mn3O4 + OH− + H2O (2)

Due to the formation of MnOOH, the cathode expands in volume by about 17%. At the anode,
as given in Equation (3), zinc initially forms zincate. After the electrolyte is supersaturated with zincate,
the reaction product changes to zinc hydroxide, see Equation (4), which is then slowly dehydrated to
zinc oxide, see Equation (5):

Zn + 4OH− → [Zn(OH)4]
2− + 2e− (3)

Zn + 2OH− → Zn
(
OH)2 + 2e− (4)

Zn(OH)2 → ZnO + H2O (5)

The overall discharge redox reaction is shown in Equation (6) [1]:

2MnO2 + Zn + 2H2O → 2MnOOH + Zn(OH)2 (6)

For a small to medium discharge, the reaction in Equation (7) predominantly takes place in
alkaline-manganese batteries [8]:

3MnO2 + 2Zn → 2Mn3O4 + 2ZnO + Zn(OH)2 (7)
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2.1.3. Setup for Charge and Discharge of Alkaline-Manganese Batteries

The batteries were discharged with a VOLTCRAFT Multicharger VC 1506 that was connected to a
computer. The batteries were charged using the charger type ACP62 PowerSet AA. For measuring
the behavior of the charger, an oscilloscope was connected in parallel to a battery. To avoid damage,
the conventional primary cells were charged in a pulsed mode and not to above 1.72 V. RAM were
discharged to 0.9 V at currents of 100 mA, 200 mA, and 400 mA. The primary cell was discharged at
200 mA current.

2.1.4. X-ray Tomography System and Measurement Procedure

The setup consisted of a fixed Hamamatsu microfocus X-ray tube (L8121-3) with a stable spot size
of 7 μm and a Hamamatsu flat panel detector (C7942SK-05). The X-ray tube had an operational voltage
range of 40 kV to 150 kV, and the target spot had a diameter of 7 μm [39]. The detector comprised a
gadolinium oxysulfide (Gadox)-based scintillator on a 2316 × 2316 pixel detector array with a pixel
size of 50 μm. On a goniometer, a sample can be mounted and moved with 5 degrees of freedom.

To avoid image analysis on large zinc-free spaces, cells with a homogenous zinc distribution
inside the field of view were preferred. For that, multiple RAM and multiple primary cells were
radiographed. Batteries were discarded if air inclusions were visible. Eventually, one primary cell
and three RAM were selected. Before and after the first, second, third, fifth, 10th and if possible, 15th,
charging step a tomogram was recorded.

For tomography, a source–object distance of 58 mm, and a source–detector distance of 350 mm
were selected, which resulted in an effective pixel size of 8.3 μm, and thus a special resolution of
16.6 μm. The magnification chosen in this way was the largest that projected the entire image onto
the detector, and not just a part of it. To achieve maximum contrast and the best signal-to-noise
ratio, the X-ray tube was operated at 130 kV and 76 μA with a 0.5 mm copper filter. Furthermore,
an exposure time of 1.6 s for each of the in total 1500 projections over 360◦ was applied, resulting in a
total scanning time of 1.8 hr per tomogram. After image acquisition, the images were reconstructed
using the software ‘Octopus’ (version 8, XRE, Gent, Belgium).

2.2. Data Processing

For particle analysis, it is usually necessary to filter the data, because otherwise individual particles
touching each other would be counted as a single particle, or noise artefacts would be interpreted as
small particles. The choice of the filter thus had a strong impact on the significance of particle analysis.
The reconstructed 3D data were filtered with the Software ‘Fiji’ (version 1.52a) [40,41], and then
analyzed with the software ‘Avizo’ (version 8.1, Thermo Fisher Scientific, Waltham, MA, USA). Figure 1
demonstrates some of the main steps of the measurement and image analysis procedure schematically.

2.2.1. Median Filter

Median filtering consists of first sorting all voxels to be analyzed, and their neighbors with respect
to their grey values, and then lining them up in a list. The voxel to be analyzed then receives the
grey level located in the middle of this list (i.e., the median value of all voxels in the neighborhood).
With this method, noise is partially eliminated.
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Figure 1. Sketch illustrating the reconstruction and data preparation process. After capturing all 1500
radiographic projection images—one shown in (a)—a tomographic 3D data set is reconstructed in (b).
After binarization (c), the individual zinc particles are labelled (and, for example, color-coded as in (d)),
which allows for a shape analysis of each individual particle.

2.2.2. Threshold Filter/Binarization

The 3D data sets were binarized with a threshold filter [42]. If a voxel of the dataset belonged to a
zinc particle, the value 1 was assigned to it, whereas all other voxels received the value 0. After setting
a threshold, all voxels above this value were set to 1 and all others to 0. The choice of the threshold
value was crucial in this stage. The larger this threshold was chosen, the higher the X-ray absorption
of a voxel had to be, to qualify as belonging to a particle.

2.2.3. Erosion/Dilation

Eroding removes the edge/outer shell of a particle [42]. Mainly ‘noise dots’ (single voxels),
but also very small particles that result from the recording process—for example, intersecting streak
artefacts—and that do not belong to particles, disappear completely. Subsequent dilatation then adds
the missing edges to the particles, but not to the now missing noise dots. In this way, the particles
largely regain their previous volume, but the noise dots are removed. However, previously sharp
particle edges tend to be smoothened.

2.2.4. Watershed Transformation

To carry out a watershed transformation, a function is initially used to assign a distance from the
particle edge to each voxel of a particle. If one now interprets the equidistance lines as water level lines
after fictitious flooding with water, the volume is divided into several pools. If one fills them up with
virtual water, one first obtains several smaller lakes that are merged to a larger lake at a watershed.
Along this watershed, the particle is divided into two [42].

2.2.5. Location Retrieval

In order to follow the dissolution process of individual particles, it was necessary to retrieve the
location of the particles after each discharging or charging step. Therefore, a distinctive particle was
chosen for each battery in the corresponding data set. After each cycle, this particle was located to
ensure that the same areas were examined in the batteries. These particles were selected from areas
neither directly next to the nail, nor to the separator, as it has been suggested that in these regions that
a typical particle disintegration may occur.

In the image corresponding to the RAM discharged at 100 mA current for 10 cycles, it was
no longer possible to find the initially selected particle. However, by comparing a number of
other areas in this data set (around the initial particles) the original location of the particle was
successfully reconstructed.
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3. Experimental Results and Discussion

3.1. Properties of the Cells at Different Discharge Rates and Numbers of Cycles

Figure 2a shows measured capacities of the individual cells per discharge/charge cycle. The final
discharge voltage was 0.9 V. According to the manufacturer, the RAM should deliver up to 800 mAh,
while the primary cell should deliver up to 1220 mAh at a discharge current of 30 mA.

Figure 2. (a) Battery capacities remaining after a given number of discharge cycles, (b) discharge curves
of pristine rechargeable alkaline-manganese (RAM) batteries at different discharge currents, (c) total
volume of all segmented zinc particles and (d) discharge curves of a RAM battery (100 mA) during
different cycles.

It can be seen in Figure 2b that a higher discharge current results in a faster drop of voltage,
which is associated with a lower discharge capacity after the cycle, and an increased internal resistance.
The voltage also decreases with an increasing amount of cycles (Figure 2d). Of course discharging with
lower currents also takes longer, as shown in the discharge curves in Figure 2b for the three different
discharge currents applied in our work, namely 100 mA, 200 mA, and 400 mA.

Additionally a difference in the dissolving behavior of the zinc particles can be seen in Figure 2c.
While the zinc particles in the RAM cells dissolve continuously during cycling, the zinc particles in the
primary cell stopped dissolving after the third cycle.
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3.2. 3D Structural Analysis

Figure 3 shows tomographic cross sections through samples in different charging stages. The cross
sections of the fully charged and partially discharged batteries were always taken at the same locations
(Section 2.2.5). After a first discharge, many of the smaller zinc particles were dissolved in the
electrolyte (compare Figure 3, first and second column). Dissolution continuously progresses until
most of the zinc particles have been dissolved into small particles that form a homogeneous gel in the
electrolyte (i.e., particles are smaller than the spatial resolution of the tomography setup).

 

Figure 3. Tomographic cross sections showing three different cycle states for each of the four batteries
studied. (a) RAM battery discharged at a current of 100 mA, (b) 200 mA, (c) 400 mA, and (d) alkaline
manganese primary cell discharged at a current of 200 mA.

However, in the images describing the RAM cells (Figure 3a–c), larger particles, especially at the
outer ring area, still remained even after 10 cycles (see also Figure 4). Their size decreased, but their
inner core remained almost unchanged. This reveals a layer-by-layer dissolving behavior (see also
Figure 4). On the (outer) cathode side, the cylinder comprising the MnO2 and electrolyte slowly
swelled and moves inwards, while at the same time cracks formed. Especially in the primary cell,
the deformation resulted in the development of pointy structures in the separator region between the
electrodes. The gap between both electrodes that was filled by the separator became smaller.
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Figure 4. Overview over four selected particles in (a) RAM battery discharged with 100 mA, (b) 200 mA,
(c) 400 mA, and (d) primary alkaline-manganese cell discharged with 200 mA.

3.3. Dissolution of Individual Particles During Cycling

Cross sections through individual large particles occurring in each of the four tomographic
measurement series showed the shapes of the particles after several cycling steps (Figure 4). Due to
their size and good recognizability, even after several cycles, these particles were also used as “markers”
for the location adjustments made when recording the data for Figure 3, i.e., they were used to find
the same locations in the cell after different cycling steps. Obviously, the particles maintained their
shapes over several cycling steps. However, the particle size slowly decreased and an area around the
particles occurred that appeared fuzzy and in intermediate (grey) contrast, possibly containing small
zinc particles that were no longer resolved by our measurement technique.

3.4. Quantitative 3D Analysis

For a quantitative analysis of the zinc particles in the batteries, the air surrounding the battery,
the steel casing, and the manganese dioxide cathode were “cut off”, as shown in Figure 1c, so that the
respective image data contained only the anode material and the nail in the center. To this data set,
the threshold filter was applied, after which the particles were white, and particle-free areas were left
black. The same threshold was applied to all batteries and for all cycles. To reduce the noise in both
the white and black areas, a median-3D filter was applied to the data sets (Section 2.2.3). Using the
distinctive particles shown in Figure 4 as a starting point, the locations of 600 layers in each battery
tomogram were adjusted to the same position, and the resulting data sets were quantitatively analyzed.
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This procedure ensures that exactly the same volume range for all cycling states of the battery were
analyzed and any possible drift was eliminated After this, a watershed transformation was applied to
improve particle separation (Section 2.2.4) using the program ‘Avizo 7.0’. For the radius-dependent
analysis, each particle coordinate was converted from Cartesian to cylindrical coordinates, with the
nail as a center. It was taken into account that the nails stuck askew in the batteries. The graphs
in Figure 5 present the results of this particle size analysis. The particle diameter represents the
corresponding spherical diameter. Figure 5a,c show the results for the RAM cell discharged at either
100 mA or 400 mA, while Figure 5b,d show the corresponding results for the RAM cell and the primary
cell after discharging at 200 mA. Typical particle diameters range from 100 μm to 200 μm for both
battery cell types. In all four cases, a rapid drop in the overall particles volume was found after the
first discharge/charge cycle. This indicates that large zinc amounts were dissolved in the electrolyte,
and that many particles reached a size where they could no longer be resolved by tomography and
therefore did not contribute to the overall volume in the graphs shown. After each cycle, the volume
found in the analyzed (larger) particles decreases in accordance to the findings in Figure 3. The size
distributions of the particles remained almost unchanged.

Figure 5. Particle size distributions in RAMs discharged at (a) 100 mA, (b) 200 mA, and (c) 400 mA
and (d) primary cell discharged at 200 mA.

One might expect that all particles shrink continuously. However, Figure 3 demonstrates that
many particles dissolved quickly and “disappeared”, the smaller particles did so even faster than
the larger ones. On the other hand, many larger particles became smaller and/or broke up, and they
contributed to the amount of smaller particles while at the same time, several larger particles seemed
to be largely unaffected by the cycling process. Eventually, the remaining particles seemed to have a
size distribution that was very similar to the initial one, although many individual particles changed
their size.

256



Materials 2018, 11, 1486

Figures 4 and 5 reveal that particles dissolved more rapidly at lower than at higher discharge
currents. Especially, the first discharge had a large effect. From the second discharge, the dissolution
process was much slower and decreased continuously with increasing cycle numbers. During the
discharge, the edges of large particles, dissolved and a shell with a lower absorption coefficient was
formed around the particle. During charging, these clouds became smaller again. Very small particles
were completely dissolved. This process was more noticeable near the separator.

Furthermore, during charging some very small new particles are formed, indicating the
development of seeds for the growth of zinc crystals (see Supplementary Video 1).

3.5. Local Effects

The changes in particle sizes were not uniformly distributed over the entire cell. With progressing
cycling, increased particle migration was observed, the distance and direction of which depended
on the distance of the individual particle to the current collector nail. The particles in the RAM cell
appeared to drift away from the collector nail towards the separator. This was observed only in the
fifth cycle or later.

In the primary cell, in contrast, it seemed that starting from the first cycle, particles close to the
nail migrated towards the center, while particles located close to the separator moved outwards, thus
forming a ring with a lower particle density. The particle analyses of the pristine RAM cell and of the
RAM cell after the 10th cycle, both discharged at 200 mA, as displayed in Figure 6. Here, the data set
was divided into two annular disks (or in 3D hollow cylinders) of equal areas. The inner ring had a
radius of 0.70 mm to 2.20 mm and the outer ring was 2.20 mm to 3.03 mm. The graphs show that with
progressive cycling, the particles at a larger distance to the collector nail had less total volume and a
smaller average particle diameter compared to other particles in the cell. Particle migration seemed to
cause or at least contribute to a separation between the larger and smaller particles.

Figure 6. Size distributions of the zinc particles in the discharged RAM cell. (a) Pristine and (b) after
the 10th cycle (discharge current 200 mA).

3.6. Comparison Between the Primary Cell and the RAM

As can be seen in Figure 5, a much larger volume of zinc particles was present in the primary cell
(compare Figure 5d to Figure 5a–c). In addition, the maximum total volume per diameter class in the
primary cell was observed for particles with 0.15 mm ± 0.02 mm diameter, which was slightly smaller
compared to the 0.17 mm ± 0.02 mm for the RAM. Unlike the large particles in the RAM, the large
particles of the primary cell dissolved faster than the smaller particles, thus leading to a shift of the
average particle diameter upon cycling (Figure 5d).
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Direct comparison of slices taken from the RAM (Figure 7 bottom) and from the primary
cell (Figure 7 top) revealed the different design of the two battery types. The graph in Figure 2c,
representing the total volume of all particles, shows that the particle volumes declined sharply in both
types of batteries after the first cycle. In the alkaline primary battery, the particle volume remained
roughly constant in the ensuing cycles, whereas in the RAM it continued to decrease. This can be seen
as well in Figure 5.

 

Figure 7. Comparative cut of the primary cell (a) and the RAM battery (b). Both cells are shown in
their pristine state.

During the first discharge, the primary cell had the largest capacity (Figure 2a), which could be
explained by the amount of zinc used. After their first cycle, all batteries lost a large part of their
capacities. After 10 cycles, the capacities of the RAMs were still about 50% of their corresponding
original capacity, while the primary cell reached only about 25% of the initial level. Furthermore,
with an increasing number of cycles, the volume of the manganese dioxide cathode also increased,
and the anode as well as the separator was increasingly compressed. This did not happen uniformly,
but it created splinter-shaped structures that penetrated the separator. In the primary cell, this effect
was much more evident. After the 12th cycle, the primary cell was no longer rechargeable and it began
to leak.

After the failure of the primary alkaline battery, the tomogram exhibited some irregularities.
Figure 8 demonstrates that many manganese dioxide spikes formed that pierced the separator (red
circle). In addition, the manganese dioxide in the area around the separator was slightly brighter
(blue arrow). This can be explained by a damaged separator so that zinc-enriched electrolyte could
freely pass through to the cathode side. Therefore, the battery discharged itself and the manganese
dioxide layer continued to expand, the internal pressure increased, and the battery started to leak.
Presumably, in addition to the process of discharge, gas was formed, which may also have contributed
to the increasing pressure [43].
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Figure 8. Tomographic cross section of the primary cell after 12 cycles.

4. Conclusions

By X-ray tomography, we have analyzed structural and morphological changes in rechargeable
alkaline-manganese batteries, and in non-rechargeable primary cells, during repeated charge and
discharge. We applied three different discharging currents (100 mA, 200 mA, and 400 mA) to the RAM
cells. The size distributions of the zinc particles were calculated and compared (Figure 5). We found
that first the smaller zinc particles disappear and after about 10 cycles also the larger ones dissolve.
The degree and pace of dissolution differs between various locations in the cell. The zinc particles
dissolve layer by layer and become increasingly smaller.

The structural changes in the primary alkaline cell are different than in the RAM cell. After the first
discharge of the primary alkaline cell the overall zinc particle volume remains almost constant during
cycling. Furthermore we found that new zinc particles are formed after cycling (see Supplementary
Video 1). For the first few cycles, the primary alkaline battery performed well, and provided more
capacity than the RAM battery. The total failure of the primary cell came suddenly and unexpectedly
without any signs (see Figure 2a), may have been caused by separator penetration from one of the
needle-like structures formed at the electrodes.

We think that the analysis and the corresponding results presented here can significantly
contribute to the fundamental understanding and development of rechargeable alkaline batteries and
of zinc-based batteries in general. In the future, similar studies might be done on other zinc-based
systems such as zinc-air batteries, and they may contribute to the development not only of RAM cells
with increased durability, but also of rechargeable zinc-air batteries.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/11/9/1486/
s1, Video S1: Tomographic cross sections of the evolution of the RAM cell that was cycled with 200 mA.
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Abstract: Although X-rays generated from a laboratory-based tube cannot be compared with
synchrotron radiation in brilliance and monochromaticity, they are still viable and accessible in-house
for ex situ or interrupted in situ X-ray tomography. This review mainly demonstrates recent works
using laboratory X-ray tomography coupled with the measurements of properties or performance
testing under various conditions, such as thermal, stress, or electric fields. Evolvements of correlated
internal structures for some typical materials were uncovered. The damage features in a graded
metallic 3D mesh and a metallic glass under mechanical loading were revealed and investigated.
Micro-voids with thermal treatment and void healing phenomenon with electropulsing were clearly
demonstrated and quantitatively analyzed. The substance transfer around an electrode of a Li-S
battery and the protective performance of a Fe-based metallic glass coating on stainless steel were
monitored through electrochemical processes. It was shown that in situ studies of the laboratory
X-ray tomography were suitable for the investigation of structure change under controlled conditions
and environments. An extension of the research for in situ laboratory X-ray tomography can be
expected with supplementary novel techniques for internal strain, global 3D grain orientation, and a
fast tomography strategy.

Keywords: X-ray tomography; in situ; mechanics; corrosion; biomaterial; battery

1. Introduction

It is of common interest to understand the properties or performance of materials with their
underlying structures in the corresponding length scales from atomic to macro in materials research.
In practice, the structures of materials are examined by sampling before or after the measurements of
the properties or performance testing. Samples need to be cut and carefully prepared to fulfill various
analytical instruments by which the structural information can be obtained. Then, the researcher
explains or deduces the material properties from the data collected statically. Technical obstacles make
it difficult to understand the properties of the materials or the performances involved in changes in
internal structures during their measurement or testing in real conditions and living states.

Images, patterns, and spectroscopy are commonly employed to show the material’s structure
through morphology, crystallography, or chemistry. These techniques of microanalysis originate from
the reflection, diffraction, and interaction of materials with physical probes, such as light, lasers, X-rays,
electrons, neutrons, or ions, etc. By manipulating these probes on a micro and nano scale, microanalysis
can provide two-dimensional (2D) data of the material’s structure with spatial resolution in terms
of the interaction volume. Researchers are likely to use this individual cross-section of the material
structure to relate to the property of the bulk material. This works reasonably well for properties related
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to homogenous or uniformly distributed structure, for example, the elastic modulus of structural
materials. However, the structure of the sliced material may miss some critical information on local
or heterogeneous structural variation on which the property of the material relies. Crack growth
in composites and damage induced by void accumulation in plastic deformation are two obvious
cases [1]. Tomography is a state-of-the-art technique to complement the ordinary characterization of
the planar structure with the spatial structure in three dimensions (3D). With the increases in computer
power and software resources, it is now feasible to reconstruct a 3D digital volume of a sample with
an enormous amount of planar structural data. One can use either stacked tomography from sliced
structural data produced layer by layer or computed tomography (CT) from projections with the
rotation angles downstream to the probe beam transmission of the sample.

The stacked tomography by optical microscopy (OM) and scanning electron microscopy (SEM)
need a number of consecutive sections from a sample surface, called serial sections, which can be
performed by microtomy, ion milling, or consecutive polishing steps [2]. When accompanied with
a focused ion beam (FIB) or a plasma FIB [3], recently-developed SEM tomography can be made
more automatic while the data collection is interlaced with removing of material layer-by-layer on the
sample surface. Practically, the spatial resolution can be as high as 10 nm with FIB serial sectioning. So
far atom probe tomography (APT) is the most advanced technique producing a 3D volume composed
of atom species in stacked tomography [4]. In practice, the outmost atomic layer at the tip of a needle
shaped sample can be ionized and kicked off layer by layer in a pulsed high-voltage field. A flat panel
time-of-flight (TOF) detector continuously collects the atomic-layer signals in sequence, from which
the tip of the sample can be reconstructed [5,6]. However, the preparation of the needle sample with
tens of nanometers in diameter needs skillful thinning and sharpening techniques. These stacked
tomography techniques are inevitably destructive. In computed tomography, transmission electron
microscopy (TEM) combined with CT technique, 3D-TEM, can reconstruct in 3D the volume with a
resolution down to the nanometer range [7,8]. However, the sample has to be thinned down to tens of
nanometers for the penetration of the high-voltage accelerated electrons. X-ray tomography (XRT) is
another popular class in computed tomography. The obvious feature of XRT is that it is nondestructive.
The XRT technique is, nowadays, commonly employed for clinical diagnosis as X-rays can easily
penetrate biological tissues and bones. It can also be used for materials analysis through optional
higher energy X-rays suitable for the penetration of specified materials and sample thicknesses.

1.1. XRT and In Situ Experiment

The invention and development of XRT for materials research since the last century has been
reviewed in detail [9,10]. XRT has been widely used in the characterization of internal structures for
various materials. It covers traditional materials including polymers, ceramics, metals and alloys,
and also advanced materials with complex structures, such as composites [11–13], foams and cellular
structures [14–16], biomaterials [17–19], etc. The recent development of XRT techniques have been
reviewed comprehensively [20] and reach specified characterizations not only for internal damage [1],
but also grain orientation [21–24], chemical information [25], and even internal strain [26] with a global
3D view.

In addition to the ability to show the internal structure of a wide variety of materials in static states,
the capability of XRT to set test conditions facilitates two paralleled processes of both 3D imaging
of internal structures and measurement of properties in dynamic states. Their relationship can be
correlated more easily and directly. Pioneering works of the in situ XRT in materials science can be
traced back to the 1990s. Guvenilir et al. investigated the crack evolution in an aluminum–lithium
alloy employing XRT combined with in situ loading experiments [27]. Since then, the damage
inside materials induced by processing, cycling, or deformation have been investigated from 3D
viewpoint. Vivid 3D structures of materials and quantitative analysis of the temporal state provide
valuable insights as material properties rely on microstructure evolvement. Research works are
still very active and versatile in the experimental mechanics field. Deformation and fracture are
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still common interest for metals and alloys [28–42], foams and porous materials [11,14,43–46], and
composites [13,47–49]. XRT has also been considerably extended with other in situ measurements
including materials processing [50–55], materials interaction with specified conditions involving
extreme temperature [56,57], corrosion [58–60], electrochemical environments, as in batteries [61–63],
etc. The finite element (FE) method has also been employed to analyze the dynamic processes with
the change of applied fields based on 3D models from XRT [16,64–66]. Detailed reviews have also
been published on in situ XRT for materials science [20,67], which clearly shows the fast growth of
the technique in the past two decades. Such in situ experiments usually provide comprehensive 3D
quantitative data and related properties or the performance of materials.

1.2. Laboratory-Based and Synchrotron Radiation XRT

X-rays from either a laboratory-based (LB) tube or synchrotron radiation (SR) are available to
carry out XRT with in situ experiments. Due to the X-ray characteristics from different sources, the
instrumentation for a specified experiment has to be considered beforehand.

On one hand, X-ray source and imaging methods affect the quality of XRT for fine structures.
LB-XRT usually uses radiography or cone beam imaging using a micro-focus source, which is usually
a feature of a divergent and polychromatic X-ray source. The spatial resolution from a point source
combined with the geometric magnification has routinely reached the micrometer range. Tuning the
focus of the electron beam on a metallic thin film can produce an X-ray source with finer spot
size down to hundreds of nanometers range. Such nano CT systems are commercially available,
including the GE Nanotom and the Skyscan Ultra-High Resolution Nano-CT, with a resolution of
around 200~400 nm [10]. A nano CT system based on the SEM was also developed accordingly [68].
Another type of the LB-XRT approaching 50 nm in spatial resolution was produced by Xradia (now
merged into Zeiss). X-ray optics, such as condenser and Fresnel zone plates (FZP), were employed [69].
The other popular X-ray source is from synchrotron radiation due to magnetic field bending charged
particles with relativistic velocity. Brilliance of the third generation SR might be ten orders of
magnitude greater than that emitted from the LB X-ray tube [70]. The electromagnetic wave from
SR has a wide range of spectra, covering hard X-ray to micro waves. X-ray beams used for imaging
or computed tomography can be focused or parallel, polychromatic or monochromatic by tuning
optics like a mirror and monochromator on the beamline. Characteristics of higher brightness and
tunable wavelength bring significant improvement and possibility to X-ray imaging and computed
tomography. The resolution can be below 50 nm for full field imaging or tomography by using optics
like a Kirkpatrick-Baez (KB) focus mirror and FZP for the X-ray source in SR [20,71,72].

On the other hand, post processing of the collected XRT data is also relevant to the scanning
configuration. Before the reconstruction of the collected 3D imaging dataset, wobble and shift during
specimen rotation, as well as image registration, needed to be corrected first with post-processing
software. Due to the differences between the LB and SR X-ray source, it has to consider a suitable
reconstruction process. For LB XRT using a cone beam, a weighted back projection that considers the
cone shape of the X-ray beam must be used instead of the simple back projection processing used for a
parallel beam [10,73]. For this purpose, the filtered back projection (FBP) algorithm is generally used
for reconstruction in the cone beam tomographs. Monochromatic X-ray beams from SR can simplify
the tomographic reconstruction algorithm. The absorption of polychromatic X-ray is also an issue of
concern. As low energy X-rays are easily absorbed when incoherent X-rays pass through the materials,
polychromatic X-rays from the LB source gives rise to the effect of beam hardening [73,74]. This means
an uneven transmission from the edge and internal regions of the sample due to the broad X-ray
energy range. The penetration of higher-energy X-rays is more at the edge than the interior, so the rim
looks brighter than the center of the sample, which is an artifact on the reconstructed 3D images. This
artifact is generally corrected in a commercial laboratory tomography system with bundling hardware
and software for optimization and correction.
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1.3. Timing for XRT

For LB cone beam system, one absorption contrast XRT needs to take a series of projections
with a full 360 degrees of sample rotation. Hundreds or thousands of images with a specified
voxel size according to the resolution requirements are recorded within a durable time, in which
the sample structure is expected to be unchanged. Therefore, 3D imaging data collection by XRT is
time consuming. The typical acquisition time is approximately in hours to obtain a 3D volume of
1024 × 1024 × 1024 voxels with a pixel size down to 1 μm for a LB XRT. A brighter X-ray source is
more effective in resolving features with very small differences of absorptivity with a better relative
signal to noise ratio (SNR). For comparison of cone beam system on the third SR, new optics and
detectors used facilitated the spatial resolution reaching below 100 nm and the acquisition time in
minutes to obtain a volume of 1024 × 1024 × 1024 voxels. There is no technical problem to combine
XRT with an in situ experiment. However, the temporal resolution of XRT must be in the same
time scale so that the structure does not change when the specified condition is applied with the
measurement of property or performance testing. A higher contrast images are more easily acquired
when using a brighter source. It can easily infer that the XRT by the SR source is much faster than that
by the LB source in terms of the imaging speed with a proper contrast. Increase exposure time helps to
improve the contrast of the imaging.

In addition to XRT with absorption contrast, which related to local density variation of the
interior of materials, the chemical components of internal structure can be revealed by XRT with
different approaches. Based on X-ray absorption near edge spectroscopy (XANES), a specific element
or a chemical state can be distinguished by a full field imaging near its absorption edge. With the
complementation of XRT, it is also feasible to show the elemental distribution not only in a 2D imaging
but also in a volume of materials [75]. The 3D XANES microscopy was used to study electrochemical
reduction and re-oxidation of the NiO electrode at a voxel size down to 30 nm × 30 nm × 30 nm in
a FOV of 15 μm × 15 μm × 15 μm. The XANES XRT at one energy out of 13 distinct energy points
spent about 1.4 h [76]. Due to the polychromatic X-ray source of the LB tube, alternative approaches
for an elemental contrast tomography were developed. Dual-energy CT systems can differentiate
component in materials by X-ray absorption contrast at low and high tube energies. However, extra
data processing steps and calibration are required. Instead of changing tube energy, Ross-pair filters
can also be utilized to produce tunable X-rays with defined energy bandwidths [77]. In terms of
the K-edge energy of Rh, a combination of two filter pairs of Nb/Mo and Pd/Ag was selected for
the LB XRT to identify the Rh in the Al foam. The exposure time of 15 seconds for one projection
is acceptable for the LB-XRT. The other approach by employing a hyperspectral detector has much
more potential applications for 3D chemical imaging. Every pixel of the newly developed detector is
able to detect individual photons and extract quantitative hard X-ray spectra [78], and obtain higher
spectral statistics with optimized retrieval method [79]. Such spectroscopy LB-XRT shows advantages
of discrimination of the chemical components with different X-ray energies [80]. It was demonstrated
in the characterization of the metallic catalyst in a porous structure and in the identification of the
inclusion phases in an ore sample [81]. Another advantage of the spectroscope LB-XRT is that only one
scan is needed to acquire chemical information in a 3D volume, and the scanning time is similar to
normal LB-XRT.

1.4. Effective Factors of LB-XRT

The brightness of the X-ray sources is not the only factor for in situ XRT. The quality of the
imaged projections also relies on the penetration of the X-rays through the material by considering the
absorption for a proper sample thickness. In principle, hard X-rays can transmit most materials with
the energy spectrum from keV to a hundred keV. However, limitations exist for in situ experiments
with the LB or SR-XRT, especially for the samples with high density such as ferrous metals and alloys,
copper alloys and refractory alloys, etc. To image millimeter sized samples of such kinds of materials,
the X-ray energy needs to be more than a hundred keV. In addition to the attenuation coefficient of
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materials at different X-ray energy, resolution and the full pixels of the detector also constrain the
choice of sample size. 50 μm is estimated to be the largest dimension for a full view of the detector
with 1000–2000 pixels at the resolution of 50 nm [82]. When the available sample thickness is reduced
down to hundreds or tens of micrometers, however, the in situ experiment is difficult due to sample
preparation and manipulation.

To acquire magnified image with a resolution in micrometers, X-ray microscopy with cone beam
projection is available for LB-XRT by using a focused point X-ray source and geometric magnification
(GM). To further enlarge the image, optical magnification (OM) of visible light converted by a
scintillator was feasible in the Xradia XRT systems [83]. In a SEM, cone beam X-ray can also be
generated from finely focused electrons on a thin foil target. The X-ray source size can be limited by
smaller interaction volume between the electrons and the thinner target, and produce the XRT with a
resolution better than 100 nm [84,85]. Higher resolution in tens of nanometers are routinely available
by employing X-ray objective lens as FZP to magnify full field imaging for both LB and SR-XRT.
Associated with the focus of a line emission X-ray source, hard X-rays with energy at 8 keV can resolve
30 nm lines of a gold spoke pattern by using SR X-ray imaging [86] and 50 nm thick Cu tracks on a Si
substrate by using LB X-ray imaging [87]. However, it takes minutes for a single projection and days
for a 3D tomography with such LB systems. Table 1 shows the capability of full-field imaging and
the characteristics of XRT on some typical SR beamlines and LR facilities. A comprehensive review
summarized and compared these arts on X-ray nanotomography [82]. The key limitation of LB-XRT is
the brightness of the available X-ray source. Recently, increment of nearly two orders of magnitude in
brightness is demonstrated by using a liquid metal target in LB X-ray source. This emerging technique
can load more power on the target with better heat dissipation and without melting anymore [88]. It is
expected to enhance the capability of LB-XRT for faster tomography with higher resolution.

Table 1. Typical SR beamlines and LB facilities for X-ray nano tomography with full field view.

Source Facility
Beamline/

Model
Energy

keV
Flux
phs/s

Res.
nm

Ref. XRT

SR

ESRF ID11 18–140 ~1014 100 [89] Monochromatic/Pink
Tunable energy
Minutes Tomo.

Time-lapse Tomo.
Absorption contrast

Phase contrast

APS 34 ID-C 5–15 5 × 109 100 [90]

Spring-8 BL29XUL 4.4–37.8 6 × 1013 50 [91]

SSRF B13W1 8–72.5 3 × 1010 100 [92]

LB *

MXIF Gatan XuM 9.7 200 Web. Polychromatic/Monochromatic
Hours Tomo.

Interrupted Tomo.
Absorption contrast

Phase contrast

IMR Xradia Versa 500 30–160 5 × 108 700 Spec.

IMR Xradia 810 Ultra 8 50 Spec.

* Data from the website (Web.) and the specifications (Spec.) measured with the facility.

One also needs to take the X-ray absorption differences of the material components into
consideration. On one hand, large absorption differences may result in the over exposure due to high
density phases. Suitable energy selection for the SR-XRT can be utilized to resolve small concentrations
of the specified element in 3D volume. Dual or more energies of the SR X-ray can be used to increase
sensitivity to tell the features in different phases. With the help of the sharp variation at the elemental
absorption edge, the enhanced contrast provides information on the chemical difference. On the
other hand, if the X-ray attenuation of different phases is similar, the absorption contrast is difficult
to tell any significant differences of the phases in the grey level. The techniques of X-ray phase
contrast imaging (PCI) can be applied to emphasize the appearance of the refraction at the phase
interfaces. Coherent X-ray beams from SR can resolve the phase information in a straightforward
approach with several mature techniques such as interferometry, propagation, edge-illumination, and
grating-analyzer, etc. The propagation method of the PCI is much more easily and commonly applied
to SR-XRT. Phase ring [87,93,94] and increment of propagation distance [80] are usually employed for
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phase contrast imaging for LB-XRT with a polychromatic cone-beam based on absorption contrast.
The methods for the reconstruction of phase contrast tomography have two classes, phase retrieval
and direct methods. The phase retrieval is to derive the refractive part of the X-ray through a sample
and produce differential phase contrast imaging [95]. The direct method directly obtain the refractive
index from the in-line plane intensity without intermediate step of phase retrieval [96]. The filtered
back projection (FBP) algorithm is also commonly used for the reconstruction of such phase contrast
images, by which reconstruction is processed in one step. Alternatively, an iterative algorithm can
produce good reconstruction by using fewer and noisy images. A fast 3D reconstruction strategy was
recently developed to perform reconstruction in 3D rather than slice-by-slice [97].

The unique characteristics of synchrotron radiation X-rays play a very important role in the
advancement of in situ XRT for materials research. Environmental fixtures can be settled in the SR
imaging beamline, and are employed to simulate a similar condition under service circumstances
including mechanical, thermal, electrical, and electrochemical environments. Most recently, SR-XRT is
able to monitor dynamic processes at high temperature. Powder sintering or liquid droplet nucleation
can be recorded in 3D in real time [71]. One XRT with a voxel size about 100 nm3 could be completed
within 20 s. The temporal and spatial resolution of high speed SR-XRT has opened new windows for
in situ experiments to investigate the dynamic evolution of the structures in a nanoscale range.

Although there are many advantages of SR-XRT, access to the facilities is limited by the
availabilities of scheduled beam time. LB-XRT systems will help to fulfill the growth in usage for
specified applications with in situ experiments. LB-XRT is currently undergoing fast development
and growth with various applications. Some companies produce commercial LB-XRT systems with
continuous improvement for conventional X-ray sources and optics. Routinely, available spatial
resolutions have fallen into the sub-micrometer and even nanometer range. For in situ experiments,
the add-on accessories can be self-made in terms of the specified object for loading, heating, charging,
and so on.

1.5. Studied Cases with In Situ XRT

Most in situ experiments investigate the performance of materials, whether in a modality of a
time-lapse or an interrupted in situ, can be carried out with LB-XRT and SR-XRT [98,99]. Heating and
cooling apparatus were used for the materials processing studies. The in situ XRT clearly exhibited
the evolution of solid/liquid mixtures and dendritic growth, and can produce real digital structures
for the simulation of phase-field methods. The dendritic coarsening was mimicked in 3D view, and
the speed of the interface movement could be calculated [100]. The deformation response of highly
porous materials during loading was studied by in situ XRT [15,16]. The evolution of the cellular
microstructure was characterized quantitatively, and the deformation mechanisms deduced by finite
element simulation with the meshed model from the XRT. Damage in materials due to loading or
fatigue has also been a favorable subject for in situ XRT studies [5]. The mechanisms of damage
formation such as cavitation, fracture, micro-cracking, fatigue cracking, and stress corrosion cracking
are proposed from a 3D viewpoint. Failure parameters of fracture and damage have been extracted and
examined with the quantitative analysis of tomography images. The internal deformation of different
types of materials during loading and heating were quantified and analyzed with the implementation
of self-designed loading and heating equipment for the XRT [67]. SR-XRT is favorable for these in situ
experiments with its advantages in brightness, monochrome, or energy options, and even space for the
accessories of the in situ instrumentation. However, in situ LB-XRT experiments need to consider more
limitations, e.g., the contrast from the polychromatic source, and the spaces for the sample coupled
with the process and the condition control for a static and stable state during XRT acquisition.

The following review will focus on our recent works with LB-XRT exploring the mechanical,
physical, chemical properties, and the correlated response of microstructures with the change of
environments including mechanical loading, heat treatment, electrical treatment, corrosion, and
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electrochemical reactions for some typical materials. In addition, the latest advancements of in situ
experiments with nano scale LB-XRT from the work of Patterson et al. will also be introduced [31].

2. Experimental Method

All XRT works were carried out on our LB system, an Xradia Versa XRM-500 system (Carl Zeiss
X-ray Microscopy Inc., Pleasanton, California, United States). This cone beam system was operated
with the voltage in a range of 50–160 keV. The generated point X-ray source utilized Bremsstrahlung
continuum spectrum. Transmitted X-ray through the sample with the geometric magnified projections
traveled down to detector. The X-ray was then converted to visible light by a scintillator. The image
signal magnified by optical lens was recorded by a 2000 × 2000 CCD camera (Andor Technology
Ltd., Belfast, Northern Ireland, UK). The absorption contrast was imaging for the internal structure
investigation in terms of the density difference from compositions, phases, or defects like voids, cracks,
etc. Generally, 1600~2000 projections with a 360◦ rotation were taken for one 3D volume with a pixel
size in the range of 0.5~40 μm. All of the datasets were performed a correction of beam hardening and
then reconstructed by the bundled software kit with the FBP algorithm. Reconstructed 3D tomography
data were visualized and processed with Avizo software (V7.1, Visualization Sciences Group, Bordeaux,
France). through which segmentation and quantitative analysis can provide clear and solid information
of the internal structure as the concern of the investigated properties. The thickness of the samples
used in the following cases was carefully determined with the consideration of the attenuation of the
investigated materials and checked by real XRT prior to subsequent in situ study. The properties and
performances varied case by case. The experimental details are briefly described in each case. One can
find more information in the referred literature of the specified cases.

3. LB-XRT Examples

In this section, several typical examples were selected and introduced to show what role in
situ LB-XRT can play in the understanding of the correlation of materials property and performance
with internal structures evolvement. The focus was the new insights obtained from in situ LB-XRT
compared to the traditional characterization techniques. These examples covered some developing
advanced materials such as additive manufacturing titanium alloys, zirconium-based bulk metallic
glasses, third-generation single-crystal nickel-based superalloy, iron-based amorphous coatings, and
new degradable biomaterials, and their key properties and performance under service environments
including mechanical loading, high temperature, corrosion, electrochemical conditions, etc.

3.1. Mechanical Loading

Metallic cellular structures have potential applications in the human body if porous architecture,
improved fatigue properties, and high energy absorption capability can be simultaneously satisfied.
However, homogeneous cellular structures always own mutually opposing properties between porous
architecture and mechanical strength. The topological design of the porous material may solve this
problem. Zhao et al. illustrated that functionally graded Ti-6Al-4V interconnected meshes fabricated
through additive manufacturing not only manifested high fatigue strength, but also integrated low
density and high energy absorption, which could not be achieved by the ordinary uniform meshes [101].
Considering the coarse surface roughness of the mesh struts and requirements to see failure evolution,
two kinds of in situ XRT experiments were used to elucidate the basic principles responsible for the
unique mechanical behavior of the graded meshes.

The first in situ experiment was a uniaxial compression test on the specimens with a dimension
of 15 × 30 × 30 mm3 at a displacement rate of 1 × 10−3 mm/s [101]. The loading direction was
perpendicular to the graded direction. The test was stopped at 1000 N, and the specimen was scanned
using XRT. Then, the specimen was continually loaded to 2000 N. Such an interruption scanning was
adopted at 1000 N, 2000 N, and 3000 N, respectively, in Figure 1a. The digital volume correlations (DVC)
technique running on Davis platform offered by LaVision (LaVision GmbH, Göttingen, Germany) was
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used to analyze the displacement and strain field of the graded meshes based on the XRT results [101].
The color in Figure 1c–e represents the glyph vector magnitude in ParaView software. The 2D XRT
slices in Figure 1f–h were used to track the sites of cracks generated at 1000 N, 2000 N, and 3000 N,
respectively. The results indicated that the G1 mesh endured a process of the highest stress (Figure 1b),
the highest strain (Figure 1c), cracks formed (Figure 1g), and the modulus decreased. Then, the G2
mesh successively exhibited a similar process followed by the G3 mesh. Under compressive load,
such a non-uniform deformation behavior in the entire meshes originated from the graded mechanical
properties of the G1, G2, and G3 meshes. The G1 part had the highest modulus and strength, so
it could support the highest stress. Once cracks nucleated in the G1 part, the redistribution of the
stress occurred. While many studies captured the outer or surface deformation features of graded
meshes during compression test by a camera or scanning electron microscopy [102,103], the results
here showed the interior deformation characteristics of graded meshes during compression by in
situ XRT. This internal information gave new insights into how the substructure of graded meshes
deformed and the crack nucleated in microscale while the entire sample was under elastic deformation
in macroscale.

 

Figure 1. (a) Force-extension result acquired from in situ compression, (b) stress-strain behaviors of
individual uniform meshes, (f–h) 2D slices showing the site of cracks marked in red circles, and (c–e)
displacement vector fields of the graded structures corresponding to three interruptions during in
situ compression. From the displacement maps, a phenomenon of the transition of the maximum
deformation sites could be observed [101].

The second in situ experiment was a high cycle compressive fatigue test on the specimens with a
dimension of 2 × 6 × 10 mm at a stress ratio, R, of 0.1 and a frequency of 10 Hz [101]. The loading
direction was also perpendicular to the graded direction. The strain-cycle curves (ε-N) of the graded
cellular structures in Figure 2 could be divided into three stages according to the slope of the curves in
Figure 2a. In situ XRT was employed to find the sites of the cracks during cyclic compressive fatigue
deformation in Figure 2b. In stage I, the cracks first formed in the G1 part. In stage II, the old cracks in
the G1 part propagated at a slow speed while new cracks were detected in both the G1 and G2 parts.
In stage III, additional new cracks were detected in the G3 mesh when the fatigue cycles achieved the
sudden increase strain zone. The behavior of nucleation and propagation showed that the cracks were
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prone to initiate in the G1, G2, and G3 parts than near the transition zone, even though the distribution
of the stress at the transition zone was not continuous. The progressive initiation of the cracks in
the order of G1, G2, and G3 made a big difference from the crack behavior of the uniform meshes
where the cracks propagated quickly until the whole mesh sample fractured once the cracks initiated.
It was implied that the graded meshes with continuous stress redistribution could retard the abrupt
collapse during fatigue, which might also be the origin of the unique cyclic ratcheting rate for the
graded meshes in Figure 2. It should be noted that the theoretical analyses also showed that the fatigue
behavior of the graded meshes was mainly determined by the stress distribution in the constituent
meshes during cyclic compressive fatigue deformation [101]. Such a stress distribution phenomenon
for graded meshes was the origin of the combination of low density, high fatigue strength, and high
energy absorption, which could not be simultaneously achieved according to the reported metallic
cellular structures with uniform density [104–106].

 

Figure 2. (a) strain-cycle curves of the graded mesh, (b) XRT images of the graded meshes which are
corresponding to the arrow points shown in (a). 2D slices A, B, C, and D are located at the G3, G2, and
G1 part is shown specifically sitting in the volume rendering of the sample. The numbers 0, 1, 2, 3, and
4 are in accordance with the 5 arrow point, respectively. The colored dash cycles in (b) indicate the
sites of the cracks observed at each arrow point [101].

The above two experiments displayed the internal deformation and fracture behavior of graded
meshes under different loading mode. One was loaded at a constant displacement rate; the other was
loaded and unloaded under compression cyclic mode with a stress smaller than 3.6 MPa. These in
situ XRT results would enrich and deepen the understanding of the relationship between topological
designs of graded structure and different properties.
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For metallic glass (MG), how the shear band (SB) cracks if there is no negative pressure is still an
open question. To answer this question, three uniaxial compression tests at a strain rate of 10−4 s−1

using the same sample with dimensions of 2 × 2 × 4 mm for the ductile Zr65Fe5Al10Cu20 (at %) MG
was conducted [107]. After the first compression, the specimen was taken away to be scanned using
XRT. Then, the specimen performed the second compression, followed by the second XRT scanning
and the third compression and XRT scanning. XRT was used to reveal the evolution behavior of the
interior SB cracks during in situ compression in Figure 3. To our knowledge, this XRT work was the
pioneering study of 3D imaging on internal shear-banding cracks and their evolution. Several key
findings were obtained from the longitudinal 2D slices and 3D extracted cracks. A phenomenon
of discontinuous nucleation, linkage, and propagation of the crack, as well as shrinkage or closure
was seen along the major SB. The long-narrow-thin 3D crack with a thickness of 16–27 μm can be
regarded as the affected zone of shear-banding, which was much larger than the initial SB (~10 nm).
Some unique features such as non-coplanar behavior and the largest crack with a curved plane were
also captured. These in situ XRT results accompanied by SEM results verified that SB cracking may be
traced back to one or a combination of the three sources including the excess free volume [108–110],
shearing of non-planar SB [111,112], and SB interaction. The reported experiments in the literatures
usually obtained limited SB cracking results from either fracture surface morphology or polished
sections [111,113,114]. This in situ XRT results contributed new findings on how SB evolves into crack
under compression loading mode.

 
Figure 3. Shear band cracking behavior in an in situ compression test. The compression, SEM, and XRT
results in the rows after the first stop (a–e), after the second stop (f–j), and after the third stop (k–o),
respectively [107].

Generally, most materials will have a more brittle behavior at low temperatures when compared
with a high temperature. Surprisingly, when a relatively brittle Ti32.8Zr30.2Ni5.3Cu9Be22.7 (at %) MG
was tested under compression at a strain rate of 10−4 s−1 using the sample with dimensions of
2 × 2 × 4 mm, both the plasticity and the yield strength were improved while the apparent softening
rate decreased with the decrease of the temperature from room temperature to 173 K as shown in
Figure 4 [115]. The XRT was used to extract the 3D internal cracks to understand the shear band
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cracking behavior of the MG. Two samples deformed at 198 K and 173 K unloaded at different periods
of compressive deformation showed interesting XRT images in Figure 4. Scattered and small cracks
were found in the shear band plane for the sample with a 68 μm shear offset tested at 198 K, while long
and large cracks were observed for the sample with a 701 μm shear offset tested at 173 K. This illustrated
that the testing temperature accompanied by the amount of shear plastic deformation influenced the
crack evolution. In addition, a split crack was detected in the sample at 173 K in Figure 4c2–d2, which
may have originated from the local bending moment. The 2D slices and 3D XRT images also showed
many uncracked areas which carried the load during the test. These uncracked areas would decrease,
while total stress reduced when the plastic deformation increased accordingly. As a consequence, the
apparent softening behavior occurred. Within several samples instead of one of the same samples,
these XRT results clearly demonstrated that the apparent softening was more likely to come from SB
cracking rather than the commonly accepted view of SB dilation.

 

Figure 4. Typical engineering stress–strain curves under compression at temperatures from
298 K to 173 K showing the influence of testing temperature on the stress-strain behavior of
Ti32.8Zr30.2Ni5.3Cu9Be22.7 metallic glass and the XRT results corresponding to the samples at 198 K
(a1–d1) and 173 K (a2–d2). (a1–a2) the global 3D volume renderings of the samples. (b1–b2) 2D slice or
cross-section showing the internal cracks well located in the shear band plane. (c1–c2) and (d1–d2) 3D
extracted internal cracks observed from different perspectives. The XRT volume renderings together
with the 3D internal cracks show the temperature effect on the deformation of the MG sample [115].

273



Materials 2018, 11, 1795

3.2. Heat Treatment

The high-temperature capabilities make single-crystal (SX) nickel-based superalloys one of the
material choices in turbine blades. Key properties such as the fatigue and creep properties of SX
superalloys are critically affected by micro-pores. Micro-pores are associated with solidification and
heat treatment. In the final stage of solidification, the liquid metal contracts, and gas solubility sharply
decreases. The pores formed in this process are called S-pores. The solution heat treatment time and
temperature can also generate micro-pores named H-pores. Although many studies have reported the
growth of micro-pores at high temperatures [116,117], the S-pores and H-pores in these studies were
treated as the same micro-pores. How the S-pore and H-pore evolve and their respective fundamental
mechanisms are still unsolved issues [118].

In situ XRT was performed on the same sample with dimensions of 10 mm in length and
1 mm × 1 mm in cross-section to characterize the S-pores and H-pores and quantitatively study the
evolution behavior of each pore during solution heat treatment at 1603 K for 1, 4, 7, 12, and 20 h,
respectively. The samples were first scanned using XRT, then sealed in vacuum tubes and exposed at
1603 K for 1 h for the solution heat treatment. After that, the samples were taken out to be re-scanned
using XRT. This process was repeated several times with the only difference of the solution heat
treatment was time, by substituting 4, 7, 12, and 20 h for one hour [118]. The XRT volume renderings
of the micro-pores in the same sample showed the characteristics during the solution heat treatment in
Figure 5. It is quite interesting to observe that new H-pores (indicated by the arrows) formed and grew
during the solution heat treatment. For the S-pores, the volume fraction gradually decreased at 1603 K
at 1 and 4 h, then increased at 7, 12, and 20 h. For the H-pores, the volume fraction increased during the
entire solution process. Considering that the cross-diffusion of elements was imbalanced, a vacancy
would form and diffuse during heat treatment. Such vacancy behavior was believed to be related to the
evolution of both S-pores and H-pores. The micro-pores may have a maximum volume fraction during
the solution heat treatment according to the experimental results [116] and theoretical study [119].
Such a maximum was not observed in the present solution heat treatment at 1603 K for less than 20 h.
If the solution heat treatment time was further increased, the maximum would eventually occur.

Figure 5. Cont.
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Figure 5. XRT volume renderings of micro-pores in a same sample with a heat treatment at 1603 K for
(a) 0 h, (b) 1 h, (c) 4 h, (d) 7 h, (e) 12 h, and (f) 20 h. The equivalent diameter (μm) of the S-pores is also
given [118].

3.3. Electropulsing Treatment

Twinning-induced plasticity (TWIP) steel, as a future candidate for the aerospace industry, greatly
combines high tensile strength and uniform elongation by means of the high strain-hardening capacity.
If TWIP steels are subjected to plastic deformation, the initiation of micro-voids could undermine
the strain-hardening capability and result in premature failure. Improving the mechanical properties
is expected by eliminating the micro voids using electropulsing treatment (EPT) [120]. Figure 6a–c
shows an interesting phenomenon where EPT could recover the strength and plasticity, but annealing
treatment had no such ability. The evidence on the sample surface as shown in Figure 6d–g proved that
the voids could indeed be healing as well as that the inclusions could be eliminated by EPT. This led to
the increase of the strain-hardening capability and resulted in the recovery of strength and plasticity of
the TWIP steels samples when compared with those annealed counterparts. One may doubt that the
void healing effect may be a pseudomorph on the sample surface due to the quasi in situ processing.

To clarify the internal structure change, in situ XRT was used to verify the healing effect of EPT.
A specimen with dimensions of 1.8 × 1.8 × 50 mm was scanned using XRT before EPT. Then, the
specimen was electropulse treated using self-made equipment with a capacitor bank discharge circuit
with the discharge voltage of 250 V and current pulse duration of 400 ns at room temperature. After
EPT, the specimen was re-scanned using XRT to detect the evolution of the macro voids and cracks.

Figure 6h,i show the XRT images of a long 3D crack composed of several short cracks in a strained
TWIP steel specimen before and after EPT, respectively. The overall length of the crack decreased from
about 400 μm before EPT to 300 μm after EPT. In addition, a macro-void at the bottom in Figure 6h,i
became much smaller after EPT when compared with that before EPT. Therefore, the XRT results
proved that macro voids in the interior of the material could indeed be healed by EPT in the TWIP
steel. The healing effect of EPT may originate from two aspects: one is the elevated temperature near
the crack, and the other is the thermal compressive stress around the crack [121]. The material near the
crack may be molten or expand, while that far away from the crack remains solid or did not expand so
much [122]. Thus, the melted material may endure compression and be gradually compressed into the
crack [123]. Thus, the cracks could be healed after cooling. This healing process may also be used to
explain the healing of the macro voids by EPT. This damage-healing method could be expanded to
heal the damage in those engineering alloys under cyclic deformation and prolong their service life.
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Figure 6. (a–c) tensile results, (d–g) SEM images, and (h–i) XRT volume renderings of a crack for
Fe–22Mn–0.9C TWIP steel specimens. These results show the healing effect with EPT, which is superior
to the annealing technique [120].

3.4. Protective Coating from Corrosion

Thermal sprayed coatings have been widely used in industry to protect the surfaces of metals
and alloys against corrosion and wear. The corrosion resistance of the coatings is related to the coating
porosity, which can be categorized as through-porosity and non-through porosity on the basis of its
behavior in the corrosion of the coated materials. According to the potentiodynamic polarization
curves of the Fe49.7Cr18Mn1.9Mo7.4W1.6B15.2C3.8Si2.4 amorphous coating with different thicknesses, the
anodic current density increased when the coating thickness decreased from 700 μm to 60 μm when
the potential was higher than 0.3 VSCE [124]. This phenomenon was inferred to be related with the
through-porosity, which could lead to direct paths between the substrate and corrosive environment.
The electrolyte easily penetrated the substrate from through-porosity, and caused the substrate to
dissolve once the potential was above the pitting potential of the substrate. However, direct evidence
was needed to confirm the substrate corrosion beneath the coating.

In situ XRT technique was used to observe the substrate corrosion evolution beneath the coating
before and after electrochemical measurements. The initial specimen with a coating thickness of 150 μm
and coating surface of 1 mm × 1 mm was scanned using XRT, and then taken out to be dynamically
polarized in the anodic direction at a rate of 0.333 mV/s and interrupted at 0.7 VSCE for the following
XRT measurement. To clearly demonstrate substrate corrosion, a further potentiostatic polarization test
was performed on the specimen at 0.7 VSCE for 10,000 s, and then scanned by XRT. All XRT scanning
was configured with the same parameters.

The 3D XRT volume renderings are given in Figure 7a–g for the same coated sample acquired
before and after the potentiodynamic polarization test and subsequent potentiostatic polarization.
A preferential site in the substrate for corrosion at the interface between the coating and substrate was
found and tracked. A large corrosion pit was verified at the last stage. Focusing the view on the coating
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surface, we could see that the corrosion products accumulated and piled, which may be attributed to
the continuous flow of corrosion products from the through-porosity (Figure 7h). This evidence helps
confirm that the abrupt variation of the anodic current of a thinner coating at the potentials above
0.3 VSCE originated from the through-porosity. Compared with non-through porosity, through-porosity
could cause increased detriment to the coated material [125,126]. Until this work, direct evidence of
substrate corrosion beneath the coating was captured. If the presence and the role of through-porosity
is known, the critical coating thickness can be estimated, which is beneficial for the development of
advanced metallic coatings for corrosion resistance.

 

Figure 7. (a–g) 3D XRT images showing the substrate corrosion evolution beneath the coating during
three stages, and (h) coating surface morphology showing the accumulation of corrosion products [124].

Magnesium-based biodegradable implants can be used in the fields of orthopedics because of their
safe degradation behavior and no need to remove after bone healing. The application limitation mainly
focuses on the initial rapid degradation, which will lead to hydrogen bubbling and loss of mechanical
support, and then, decrease the bone growth. Surface modification may solve this potential issue for
future applications. Han et al. [89] fabricated an Mg–1.5 wt % Sr alloy with Sr–Ca–P containing a
micro-arc oxidation (MAO) coating to evaluate the role of the coating on the degradation behavior of
the implants.

Since in vitro degradation measurements including mass loss, hydrogen evolution, and
electrochemical behavior cannot draw complete maps for the in vivo status, 3D XRT with a pixel
size of 25.94 μm was applied to visualize the in vivo degradation amount of the distal femora of
rabbit at the implantation periods of eight weeks post-surgery. The dimensions of the rods for the
MAO-coated Mg–Sr alloy and the control Mg–Sr alloy without coating were Φ 1.5 mm × 20 mm.

Figure 8 displays the 2D slices and volume renderings of the remaining Mg–Sr alloy with and
without Sr–Ca-P coating implants as well as the surrounding bone tissue in the rabbit distal femur.
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For the Mg–Sr alloy, pitting corrosion occurred around the entire rod after eight weeks, and only
the central area remained in the original state. In comparison, uniform corrosion was observed on
the Mg–Sr alloy with MAO coating except for some pitting areas. The lower part of the rod still
maintained its integrity while the upper part in the proximal site showed severe degradation. Similar
phenomena were also reported by Gu et al. [127]. After the calculations according to the uncorroded
parts using the quantitative XRT results, the Mg–Sr alloy with MAO coating showed a degradation
speed of 0.75 mm/year while the speed of the Mg–Sr alloy without coating was about 1.3 mm/year.
These results manifested that the MAO coating can play a role as a corrosion barrier [128] and help to
keep the integrity of the Mg–Sr alloy in vivo [129].

Figure 8. 2D slices and 3D volume renderings of (a,b) Mg–Sr alloy and (c,d) Mg–Sr alloy with Sr–CaP
coating visualized in vivo using the XRT technique after implantation of 8 weeks in rabbit femur [129].

3.5. Electrochemical Reaction

The Li-S battery is regarded as an excellent potential candidate for high capacity energy storage
devices [130,131]. The limitations of advanced high energy density Li-S batteries in real use mainly
focus on two factors: low sulfur loading and low sulfur content when the electrode is only considered.
This problem impedes the commercial application of Li-S batteries. In the common sense of the
community of Li-S batteries, it is hard to simultaneously increase the electrochemical performance and
sulfur loading. Therefore, it is still an unresolved key issue on how to increase the sulfur loading and
sulfur content without the sacrifice of the electrochemical performance. Design cathodes with a 3D
structure may be a solution to this problem [132–134].

3D graphene foam electrodes were subtly designed to achieve high sulfur loading for high energy
density Li-S batteries. The highest sulfur loading was about 10.1 mg cm−2. During the XRT tests, two
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samples were used. One sample of 3D graphene foam electrodes before cycling was cut into pieces
and scanned using XRT. The other sample was assembled into 2025-type stainless steel coin cells.
After 1000 cycles, the graphene foam electrodes were taken out to perform XRT scanning at different
length scales.

Before cycling, we could visualize the 3D structure of graphene foam using the XRT technique
with a pixel size of 0.68 μm in Figure 9a,b. It was quite easy to distinguish the sulfur particles from the
carbon black and graphene. The sulfur particles were located at the network of the 3D graphene foam.
The areal capacity of the electrode with the highest sulfur loading could achieve 13.4 mA h cm−2.
Such an excellent value of the electrochemical performance was superior to the published results for
the Li-S electrodes. After 1000 cycles, there was still a large amount of sulfur in the active material
layer in the electrode. Both the shape and size of the sulfur greatly changed in Figure 9c,d. The pixel
size of 0.68 μm was not enough to provide clear details of the sulfur, so an Xradia 800 ultra was used
for ultra-high spatial resolution. Figure 9e,f present the XRT results with a pixel size of 64 nm. It can
be clearly seen that the size of the large sulfur with a needle-like shape was in a range of 150 nm
to 20 μm while the size of small sulfur is less than 150 nm. All the sulfur distributed on the outer
surface of the slurry. This work displayed the sulfur morphology and distribution change before
cycling and after 1000 cycles. Such a 3D XRT characterization on the electrodes of Li-S batteries
after 1000 cycles has never been done before. Researchers have been more prone to capture the
changes during different stages of one cycle using the 2D synchrotron XRT method [135] or have
investigated the sulfur degradation behavior during the initial 10 cycles using X-ray phase contrast
tomography [136]. Nevertheless, the above results proved that the design of a 3D graphene foam
based flexible electrode can satisfy the demand for the Li-S battery with high energy density, high
power density, and long cyclic life to some extent.

 

Figure 9. 3D XRT volume renderings and 2D slices of the 3D grapheme foam electrodes with 10.1 mg
cm–2 sulfur loading: (a,b) original state; (c–f) after 1000 charge/discharge cycles; (a–d) the pixel size is
about 0.7 μm; and (e,f) the pixel size is about 64 nm.
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3.6. Nano XRT In Situ Experiment

Most works of in situ LB-XRT under mechanical loading, heating, or harsh environment have
a limited resolution at the micrometer scale. Recently, the spatial resolution of the in situ LB-XRT
has been greatly improved. It was claimed that the initiation and propagation of the crack could
be accurately probed at the scale of 200 nm [31]. This progress was achieved by using an in situ
mechanical stage where a load arm was driven by a piezo motor. This stage had been integrated into
the nano X-ray tomography systems. Three operating modes including nanoindentation, compression,
and tension were supported on this assembly. Data could be recorded in a quasistatic, interrupted in
situ manner while one 3D tomographic data acquisition needed several hours.

The crack growth in the dentin of elephant tusk under nanoindentation was investigated.
It provided insights into anisotropic fracture behavior and crack-shielding mechanisms. In this
in situ experiment, a cone indenter with a tip radius of 1 μm and tip angle of 90◦ was used to initiate
and propagate cracks on a cone shape dentin sample with the height of 1 mm and top surface diameter
of 50 μm. The load was applied incrementally and held in a manner of displacement control at different
stages (Figure 10a–c). Zernike phase contrast mode was used with 721 projections. Each projection
was exposed for 60 s with 64 nm pixel size. Figure 10a–c present continuous crack propagation as
the indentation was increased. Further information was obtained from the 3D segmented image
(Figure 10e). The extension of the crack was mainly in a radial direction from the indenter, which
seemed to be a crack path with low energy. A deflecting crack path could also be deduced from the
cracks growing in other directions. Therefore, cracking and bridging seem to be the main fracture
toughening mechanisms of tubules for the tusk. This example demonstrated that enhanced insight on
material performance was no longer limited in synchrotron-based X-ray tomography, and could be
explored through lab-based X-ray nano-tomography.

Figure 10. (a–c) 2D slices showing crack evolution corresponding to the different stages of indenter
loading. (d) The force-displacement curve during the nano-indentation test. (e) 3D volume rendering
of an extracted crack at the loading point (b) on the force-displacement curve showing the relationship
of the crack with selected dentin tubules [31].
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4. Conclusions and Perspective

With high brilliance and monochromatic X-rays, the advantages of the SR-XRT boosted the in
situ experiments for the investigation of the temporal evolution of the 3D structure coupled with the
measurements of the properties. The researchers now are devoted to develop 3D tomography system
with the temporal resolution stepped into seconds, the voxel size down to a few tens of nanometers,
or even the combination. Meanwhile, the brightness of the X-ray tube in the laboratory constrains
the advancement towards real-time in situ XRT. However, LB-XRT is also viable and easily accessible
for specified research interests covering a controllable condition or environment where the structure
studied can be stable and imaged by 3D tomography statically. As in the cases we showed in this
review, LB-XRT is feasible for some common properties or performances of materials to correlate with
their 3D structures. It can focus on, but is not limited to, research fields such as crack or damage
growth during loading or electric stressing, structure and void evolution with thermal processing,
composition change or transport in controllable chemical or electrochemical environment, etc.

Recently, the diffraction contrast tomography (DCT) solution was developed for laboratory-based
Xradia Versa 520 system. Crystallographic information of the individual grains from polycrystalline
samples can be identified and demonstrated in 3D space with colorful marks for different
orientations [137–139]. The DCT developed in the past decade have been based on synchrotron
monochromatic X-rays. It is now available in laboratories as a routine tool for non-destructive 3D grain
mapping. As a complementary to the XRT in-house from absorption or phase contrast tomography, it
is possible to carry out characterization and also study of the mechanisms of damage, deformation,
and growth related to grains, rather than the sole phase or morphology structures.

Expanded application fields for LB-XRT need to be explored by a coordination of novel
technologies. One of them nowadays attracts fast growing interest. The 3D digital volume from
a real structure can be meshed and simulated by the Finite Elements tool kit to see the local strain
distribution with the corresponding structure variation in the applied field. Another technique is the
so-called digital volume correlation (DVC), which can be performed to measure the local displacement
inside the bulk and reveal the strain field in a 3D global manner [35,140–143]. The combination of
these novel techniques will play a critical role in investigating materials with heterogeneous structures
such as various composites, architecture materials made by additive manufacturing, biomaterials with
hierarchical structures, etc. To understand the mechanism of the initiation and extension of cracks
or damage in such materials and improve the resistivity with structure tuning might be fascinating
research for the LB-XCT to be used.

According to the present modality of LB-XRT, the limited brightness of the X-ray source is
an obstacle that is difficult to cross for the real time 3D characterization of structure for dynamic
processes in a few minutes or seconds. Instead of the hardware improvement, the optimization
of data redundancy in the tomography by software development can be another route for fast
tomography. This new strategy takes only effective information or compresses information with little
loss. In practical operation, a new approach named the projection-based digital volume correlation
(P-DVC) was proposed to make accurate reconstructions with fewer projections [144,145]. A fast
tomography of a tensile test on a cast iron sample with radiography and LB-XRT realized 127 loading
steps in a total time of 10–15 min, a time saving of at least two orders of magnitude. This emerging
method shows a very bright future for fast tomography in-house with time resolution in seconds.
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