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Preface to ”Application of Renewable Energy in

Production and Supply Chain Management”

The use of energy increases day by day with the increasing use of advanced technologies.

Advanced technologies require more energy to run systems in addition to consuming basic traditional

energies. As traditional energy resources are also currently the most heavily used energy resource

for human beings, human civilization is facing an energy crisis due to the random use of energy

by advanced machines. The issue is that the human civilization cannot survive without energy.

Recent research has attempted to find ways to maximize the use of renewable energy with minimal

use of traditional energy. In the industry, the production sector uses the maximum possible energy

throughout the entire process of production and transportation. This book examines how advanced

machines consume renewable energies in carrying out their various purposes by providing a glimpse

into the recent research efforts that investigate the use of energy in the field of production, inventory,

and supply chain management.

Readers can explore the different ways in which energy is utilized in the areas of production,

inventory, and supply chains. They can experience how much energy is required for a particular item

and the involved energy cost. This collection of articles provides new ideas and strategies for the use

of different energies and their impact on the economy, society, and environment, and broadly deal

with either production or supply chain management.

Thanks to all the contributors to the Special Issue “Application of Renewable Energy in

Production and Supply Chain Management” of the SCIE indexed journal Energies. All of the ideas,

results, and methods described in your research articles contribute to enriching the literature on

energy.

Biswajit Sarkar

Special Issue Editor
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Effect of Energy and Failure Rate in a Multi-Item
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Abstract: To form a smart production system, the effect of energy and machines’ failure rate plays
an important role. The main issue is to make a smart production system for complex products
that the system may produce several defective items during a long-run production process with an
unusual amount of energy consumption. The aim of the model is to obtain the optimum amount
of smart lot, the production rate, and the failure rate under the effect of energy. This study contains
a multi-item economic imperfect production lot size energy model considering a failure rate as a
system design variable under a budget and a space constraint. The model assumes an inspection cost
to ensure product’s quality under perfect energy consumption. Failure rate and smart production rate
dependent development cost under energy consumption are considered, i.e., lower values of failure
rate give higher values of development cost and vice versa under the effect of proper utilization of
energy. The manufacturing system moves from in-control state to out-of-control state at a random
time. The theory of nonlinear optimization (Kuhn–Tucker method) is employed to solve the model.
There is a lemma to obtain the global optimal solution for the model. Two numerical examples,
graphical representations, and sensitivity analysis of key parameters are given to illustrate the model.

Keywords: energy; multi-item smart production; system reliability; failure rate; variable
development cost

1. Introduction

During a long-run production, a common phenomenon is the production of defective items even
though the production is considered under a smart manufacturing system under the consideration of
proper energy consumption. The rate of production of defective items may be of two types: constant
defective rate and random defective rate. In constant defective rate, the total number of defective items
are fixed, whereas in random defective rate, the number of defective items varies based on several
conditions of the production system. In reality, both defective rates are available constant defective
rate (see for reference [1]) and random defective rate [2]. Until now, no author considered random
defective rate for multi-item smart production under energy consideration with budget and space
constraints. Though the major contribution is the concept of failure rate of a smart production system
under energy consideration being introduced with the random time movement from in-control state
to out-of-control state. The failure rate is defined as the total number of failures divided by total
number of working hours. The failure rate of a smart production system is considered as a system
reliability indicator because a lower failure rate indicates more reliable systems and a higher failure
rate indicates less reliable systems. Therefore, the proposed model gives a new direction of random
defective rate with an indication of system reliability for multi-item smart production and energy
consumption with budget and space constraints. Usually, for any long-run production system, it may
contain production of both perfect and imperfect products. The imperfect products can either be

Energies 2018, 11, 2958; doi:10.3390/en11112958 www.mdpi.com/journal/energies1
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discarded or can be reworked to make them perfect. This imperfection occurs when the system moves
to out-of-control state, which is due to the factors such as machine breakdown, program inaccuracy,
machine operator’s inefficiency, and defective raw material supply. Several researchers have proposed
inventory and production models with imperfect production systems. Kim and Hog [3] extended
the Rossenblat and Lee [4] model within imperfect production systems by considering deteriorating
production processes to obtain optimal production run length. They introduced the concept of system
movement to out-of-control state from in-control state and producing defective items with three different
deteriorating processes: constant, linearly increasing and exponentially increasing. Giri and Dohi [5]
considered a random time of machine failure in an imperfect production system, where machine
failure time and preventive time are random variables assuming stochastic machine breakdown and
repair. They considered a net present value (NPV) approach for exact financial implications of the lot
sizing to develop the EMQ model.

Sana et al. [6] extended the concept of an imperfect production system to introduce a new research
dimension by considering a reduced selling-price for imperfect products. Reworking of the imperfect
production items to make them as good as perfect quality items was introduced by Chiu et al. [7] and
they proposed a model in which a portion of imperfect quality items is discarded, while the other
portion is reworked by spending some costs. They optimized the finite production rate considering
scrap production, reworking, and stochastic machine breakdown. The main research gap in this
literature up to now is that no author utilized the concept of energy consumption and corresponding
cost within any smart production system. González et al. [8] developed a model on turbomachinery
components which are using for grinding flank tools. Egea et al. [9] implemented a short-cut method
to measure the available energy in a required load capacity of a forging machine. They estimated the
total energy during the friction of two screws.

Sarkar [10] developed an inventory model for retailers with a stock-depended demand and
delay-in-payments considering that the replenished items are not all perfect presuming that the
production system is imperfect and the inventory is replenished at a finite rate. An important
managerial insight was added by Sarkar [11] by introducing a time dependent rate of product
deterioration in an inventory system, where an inventory replenishment rate is finite and the
customer is offered quantity discounts to attract a large order size in order to maximize the profit.
Production of imperfect items depends upon the system reliability. The greater the investment in
system development to increase its reliability, the lesser the production of imperfect items will be.
System reliability-dependent imperfect production was discussed by Sarkar [12] for an inflationary
economic manufacturing quantity (EMQ) system, where demand depends upon the product price and
advertisement. Chakraborty and Giri [13] modeled an imperfect production system, where system
shifts to out-of-control state during preventive maintenance and, during the state, some imperfect items
are produced, which are inspected and reworked at the end of the production run. They also assumed
that some of the reworked items cannot be repaired.

An economic production quantity model with random defective rate of imperfect items’
production was investigated by Sarkar et al. [14] with rework process and planned backorders.
They considered three different distribution density functions to calculate the rate of defective items
and compared the results. Sarkar and Saren [15] studied deteriorating/imperfect production process,
which randomly moves to an out-of-control state. They suggested that lot inspection policy should be
adopted rather than full inspection policy to reduce the inventory costs. They also considered state
of quality inspectors, who may falsely choose imperfect items as perfect and vice versa, which are
designated as Type 1 and Type 2 errors. They also considered warranty policy over fixed time periods.

Pasandideh et al. [16] developed an inventory model for a multi-item single-machine lot size
system with imperfect items’ production. Those imperfect items are further classified on the basis of
their failure severity for reworking and scrap. They considered that product shortages are backlogged,
in order to make it more realistic. Purohit et al. [17] conducted a comprehensive detailed analysis of a lot
size problem, an inventory control system for non-stationary stochastic demand considering constraints
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of carbon emissions and cycle service level using carbon cap-and-trade regulatory mechanism.
They generalized the study on effects of emission parameters and properties of product as well
as the performance on supply chain. Due to involvement of labor in production and considering their
influence on production of defective items, it is considered important to invest in personnel training
according to the adopted system. Sana [18] investigated with production of defective items and
developed an economic production lot size model with the environment of production system when it
moves to out-of-control state. Cárdenas-Barrón et al. [19] studies on optimal inventory with corrections
and complements. Tiwari et al. [20,21] developed two models on deteriorating and partial backlogging.

Limited storage capacity for the inventory warehouse is now becoming a critical issue due to
increasing costs of the storage facilities. This constraint is being considered by many researchers in
situations where bulk production is being done. Huang et al. [22] developed an inventory model and
investigated the optimal retailer’s lot sizing policy under partially permissible delay-in-payments and
space constraints. They considered extra cost payment for rental warehouse, when the capacity of the
existing warehouse is full. Pasandideh and Niaki [23] developed a nonlinear integer programming
model to solve an inventory model considering multi-items with space limitations. They found the
optimal solution of the model within the available warehouse space by adding a space constraint.
Hafshejani et al. [24] solved a multi-stage inventory model with a nonlinear cost function and
space constraint through a genetic algorithm. Mahapatra et al. [25] introduced an inventory model
with demand and reliability dependent unit production cost under limited space availability. They
supposed that available space is limited with fuzzy variable and solved the storage space goal using
an intuitionistic fuzzy optimization technique.

The manufacturers have a limited budget and resources based on a periodic budget plan. Hence,
consideration of budget constraints into the model is more realistic. Some researchers already analyzed
budget constrained situations. For example, Mohan et al. [26] developed an optimal replenishment
policy for multi-item ordering under conditions of permissible delay-in-payments, a budget constraint,
and permissible partial-payment at a penalty. Hou and Lin [27] calculated the optimal lot size and
optimal capital investment in setup costs with a limited capital budget to minimize the expected
total annual cost and to reduce the yield variability for random yield. Taleizadeh et al. [28] studied
a multi-item production system considering imperfect items and reworking thereof. They included
a service level and a budget constraint within the model and calculated the global minimum.
Cárdenas-Barrón et al. [29] studied a production-inventory model in a just-in-time (JIT) system
constrained with a maximum available budget and proposed a simple alternative heuristic algorithm
to solve the model. Du et al. [30] and Todde et al. [31] developed models on energy analysis and
energy consumption. Tomić and Schneider [32] explained the method of how energy can be recovered
from waste by a closed-loop. Haraldsson and Johansson [33] studied on measures of different types
of energy efficiency during production. Xu et al. [34] discussed the production of bio-fuel oil from
pyrolysis products of plants. This model is extended in the direction of energy. See Table 1 for the
contribution of the different authors.

Table 1. Research contribution by several authors.

Author(s) System Reliability Development Cost Energy Defective Rate Constraint Type Item Type

Rosenblatt and Lee [4] NA NA NA Constant NA Single
Giri and Dohi [5] NA NA NA Random NA Single

Sana et al. [6] NA NA NA Random NA Single
Sarkar [12] Variable Variable NA Random NA Single

Sarkar and Saren [16] NA NA NA Random NA Single
Sana [18] Variable Variable NA Random NA Single

Taleizadeh et al. [28] NA NA NA Constant Budget Multiple
Cárdenas-Barrón et al. [29] NA NA NA NA Budget Multiple

This paper Variable Variable Considered Random Budget & Space Multiple

NA indicates that is not applicable for that paper.
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2. Problem Definition, Notation, and Assumptions

In this section, problem definition, notation and assumptions are given.

2.1. Problem Definition

A multi-item smart production system under an amount of energy consumption is considered
with random defective items. At random time τi, the system moves to out-of-control state from in-control
state and produce defective items. The random time τi follows an exponential distribution (see,
for instance, Sana [2]). To make the system more reliable under an appropriate consumption of energy,
the development cost and unit production cost are assumed variable with respect to the failure rate of
the system. The unit production cost also depends on the variable smart production rate. An inspection
is considered to obtain the defective items as the system moves to out-of-control state. The defective
items are reworked and transferred as perfect quality. The aim is to obtain maximum profit for a
multi-item smart production system under the proper energy consumption by considering system
failure rate and random defective rate (see Figure 1).

The following notation and assumptions are used to develop the model.

Figure 1. Process flow for multi-product production system

2.2. Assumptions

The following assumptions are considered to develop this model:

1. The model consists of a multi-item smart production system with variable production rate under
the perfect consumption of energy and it is greater than the demand (D) such that there is
no shortage.

2. The effect of energy is considered for the whole production system with an exact amount of
energy consumption. The amount of energy consumption for holding inventory, inspection,
rework, development, and tool/die cost is considered.

3. During long-run production, at any random time τi, the smart production system moves from
in-control state to out-of-control state. The shifting time τi from in-control state to out-of-control state
and the smart production rate follows a relation within them, where τi follows an exponential
distribution by considering the failure rate η, which is a system design variable. If failure rate
decreases, the system will be more reliable and, with the failure rate increasing, the system will
be less reliable (see, for instance, Sarkar [12]).

4. To increase the system reliability, the unit smart production cost is assumed as a sum of
development cost, material cost and tool/die cost, where the development cost of products
depends on the failure rate (see, for instance, Sana [2]) and amount of energy consumption.

5. The model assumes multi-item smart production and there is a possibility of a space problem
along with problem of total budget. The study considers space and budget constraints to solve

4
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these types of issues such that the model becomes more realistic (see for instance [28,29]) under
the efficient energy consumption.

6. In this model, although it is considered that the system will move to out-of-control state from
in-control state after a certain time τi, production disruption is not considered here (see for instance
Sarkar and Saren [15]).

7. The smart production system under energy consideration is considered for completely finished
products. Work-in-process is not considered here.

8. Lead time is assumed as negligible.

3. Mathematical Model

This study contains a production-inventory model with a multi-item under energy consideration.
The smart production continues from ti = 0 to ti = t1i for multi-item with a finite rate, where ti =

Qi/Pi. The inventory piles up within the interval [0, t1i] and depletes within the interval [t1i, T] with
demand Di. The model considers that, after a random time τi, the system moves from in-control
state to out-of-control state and produces imperfect products. See Figure 2 for the description of the
production system.

The governing differential equation of the on-hand inventory is given by

dI1i(ti)

dti
= Pi − Di, 0 ≤ ti ≤ t1i,

with initial condition I1i(0) = 0, i = 1, 2, ..., n.
(1)

dI2i(ti)

dti
= − Di, t1i ≤ ti ≤ T,

with initial condition I2i(T) = 0, i = 1, 2, ..., n.
(2)

The present state of inventories are given by

I1i(ti) = (Pi − Di)ti, 0 ≤ ti ≤ t1i, i = 1, 2, ..., n, (3)

I2i(ti) = Di(T − ti), t1i ≤ ti ≤ T, i = 1, 2, ..., n. (4)

Figure 2. Economic production quantity model for multi-product systems.

The model now considers the following costs to calculate the profit of the smart production system.

5
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3.1. Setup Cost (SC)

Setup cost plays a very important role for multi-item smart production systems as each item
contains a different setup system with different energy consumption. Thus, the model assumes that
the setup cost for ith item is considered as Csi per setup with Csi

′
as energy consumption cost per setup.

Therefore, the average setup cost per unit cycle is

SC =
n

∑
i=1

(Csi + C
′
si)

Di
Qi

.

3.2. Holding Cost (HC)

To calculate the holding cost for a smart multi-item production system, the average inventory for
ith item has to calculate and, by taking summation over i = 1 to n, one can obtain the total inventory
over the cycle length of the smart production system. Therefore, the total inventory divided by the
cycle length of the production cycle gives the average inventory and per unit holding cost multiplied
by the average inventory gives the average holding cost per cycle.

Hence, for calculating the total inventory, one has

Inventory =
n

∑
i=1

[∫ t1i

0
I1i(ti)dti +

∫ T

t1i

I2i(ti)dti

]

=
n

∑
i=1

[∫ t1i

0
(Pi − Di)tidti +

∫ T

t1i

Di(T − ti)dti

]
.

As energy consumption is calculated with the appropriate costs, the holding cost for average
inventory per unit time under the presence of cost for energy consumption is

HC =
n

∑
i=1

(Chi + C
′
hi)Di

2Qi

[∫ t1i

0
(Pi − Di)tidti +

∫ T

t1i

{
(Pi − Di)

Qi
P i

− Diti

}
dti

]

=
n

∑
i=1

(Chi + C
′
hi)Qi

2

(
1 − Di

Pi

)
.

3.3. Inspection Cost (IC)

During a long-run process, the smart production system may move to out-of-control state, thus
an inspection of each product is necessary. By inspection, the industry can assure the good quality of
products, which generally maintain the brand image of the industry. If inspection cost per unit is Ci
and C′

i is the cost per unit for energy consumed due to inspection, then the inspection cost per unit
cycle under energy consideration is

IC =
n

∑
i=1

(Ci + C
′
i)Qi × Di

Qi

=
n

∑
i=1

(Ci + C
′
i)Di .

3.4. Rework Cost (RC)

After inspection of each product, those items, detected as defective, are considered for reworking
to make them as if they are perfect. To calculate the rework cost, the number of defective items and the
rate of defective items production are needed.

6
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The rate of defective items g(ti, τi, Pi) is considered (see, for instance, [2]) as

g(ti, τi, Pi) = αPβ
i (ti − τi)

γ, where β ≥ 0, γ ≥ 0 and ti ≥ τi. (5)

There is a quality level of smart production defined by the management system of the smart
production industry, below which a product will not remain qualitative. The items that do not
qualify the requirements of quality are imperfect items and cannot be forwarded to customers before
reworking. The production system produces defective from random time τi till time t1i, which is the
time for maximum inventory.

There is no imperfect items within the interval [0, τi] and all imperfect items produce within
[τi, t1i]. Thus, number of imperfect items within the interval [τi, t1i] is

N = Pi

∫ t1i

τi

αPβ
i (ti − τi)

γdt

=

(
α

γ + 1

)
Pβ+1

i (t1i − τi)
γ+1.

(6)

Therefore, the number of imperfect items within the full cycle is

N =

{
0, if τi ≥ t1i,(

α
γ+1

)
Pβ+1

i (t1i − τi)
γ+1, if τi ≤ t1i,

where the random time τi follows the exponential distribution.
The distribution function of τi within the out-of-control state is considered as

G(τi) = 1 − e−ητi , (7)

where η is the failure rate, known as system design variable. The lower value of η indicates a higher
value of system reliability. Now, to ensure the distribution function, it can be found easily

∫ ∞

0
dG(τi) = 1.

Generally, the rate of defective items’ production cannot be determined. However, on the basis of
previous data, an expected number of defective items’ production can be calculated. We are adding
those expected number of produced defective items to calculate the cost of imperfect products. Thus,
the density function for the random time τi has to consider for calculation of the expected number of
defective items within a full cycle. Hence, the expected number of imperfect items for the full cycle is

E(N) =
n

∑
i=1

(
α

γ + 1

)
Pβ+1

i

∫ t1i

0
(t1i − τi)

γ+1dG(τi)

=
n

∑
i=1

ηPβ+1
i

(
α

γ + 1

)
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
, as t1i =

Qi
Pi

.
(8)

To change the status of defective products, the rework cost along with the cost for energy
consumption during reworking is used to make them perfect as new. The rework cost per unit
cycle (RC) is

RC =
n

∑
i=1

(Ri + R
′
i)

Di
Qi

E(N).

7
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3.5. Development Cost (DC)

To make the system more reliable, the failure rate, which in turn indicates the system reliability,
is considered within the development cost of products. The labor cost and energy resource cost are
included within it. Thus, the development cost per unit time is considered as

C1(η) = M + Xer ηmax−η
η−ηmin . (9)

3.6. Unit Production Cost (UPC)

Unit production cost is considered as the sum of raw material cost per product, development cost
per product and tool/die cost. The unit production is directly proportional to the material cost as the
increasing raw material cost indicates the increasing value of the unit production cost. It is also directly
proportional to development cost and tool/die cost, as increasing the value of these costs results in
more unit production cost. Unit production cost per unit time is assumed as

Cp(η, Pi) =
n

∑
i=1

[
Cm +

C1(η)

Pi
+ α1Pδ

i

]
, (10)

where Cm is the material cost per unit item, whose quality helps to make the system more reliable.
C1(η) is the development cost which depends on failure rate η. With the increasing percentage of
failure rate, the development cost increases, which indicates more reliable system as η, the failure rate,
indicates the system reliability, and, when it decreases, development cost decreases. αPδ

i (δ > 0) is the
tool/die cost.

3.7. Expected Total Profit (ETP)

The expected total profit per unit cycle is ETP (Qi, Pi, η) = Revenue−HC−SC−IC−RC

ETP(Qi, Pi, η) =
n

∑
i=1

[
Di(Wi − Cp)− (Chi + C

′
hi)Qi

2

(
1 − Di

Pi

)
− (Csi + C

′
si)

Di
Qi

− (Ci + C
′
i)Di − (Ri + R

′
i)

(
Diα

Qi(γ + 1)

)
Pβ+1

i ηe
−ηQi

Pi ψ

(
η,

Qi
Pi

) ]
,

(11)

as t2i =
(Pi−Di)Qi

Pi Di
,
(

see Appendix A for the value of ψ
(

η, Qi
Pi

))
.

3.8. Constraints

In any business system, investment is not unlimited. With the available capital, a manufacturer
can buy the plausible combinations of materials and services to satisfy the demand of its customer.
Similarly, in an imperfect production system, only a specific percentage of budget can be allocated
for inspection and reworking of imperfect items. There is a certain quality level, below which the
threshold of the allocated budget is crossed and that imperfect item will not be reworked. This model
considers a budget constraint and the managers define a specific quality level/threshold quality level
to separate the imperfect products, which can be reworked or not chosen for reworking. Like budget,
space is also a constraint in any type of production system. Excess inventory and space are used and
trigger additional costs and thus the aims to eliminate excess space and inventory. For an imperfect
production system, a limited space is allocated to store and rework the imperfect production.

8
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Thus, considering budget and space constrains, the profit equation becomes

ETP(Qi, Pi, η) =
n

∑
i=1

[
Di(Wi − Cp)− (Chi + C

′
hi)Qi

2

(
1 − Di

Pi

)
− (Csi + C

′
si)

Di
Qi

− (Ci + C
′
i)Di − (Ri + R

′
i)

(
Diα

Qi(γ + 1)

)
Pβ+1

i ηe
−ηQi

Pi ψ

(
η,

Qi
Pi

) ]
,

subject to
n

∑
i=1

ξiQi ≤ A,

n

∑
i=1

φiQi ≤ B,

(12)

where the first term indicates revenues, the second term gives the holding cost and energy consumption
cost due to holding products, the third term provides a setup cost and energy consumption of setup
cost, the fourth term indicates inspection cost and energy utilization cost for inspection, the fifth cost
is for reworking and the use of energy cost for reworking, and the next two terms are for space and
budget constraints.

To obtain the maximum profit with respect to the optimum production quantity, production rate,
and failure rate, the model has to solve with the best solution approach, which is described in the
next section.

4. Solution Methodology

The profit function is highly nonlinear and it contains inequality constraints. Thus, the
Kuhn–Tucker method is the best approach to solve this model.

Therefore, using the Kuhn–Tucker condition, the solution can be obtained as follows:
Lagrange equation of the above profit function is given by

L(Qi, Pi, η, λ1, λ2) =
n

∑
i=1

[
Di(Wi − Cp)− (Chi + C

′
hi)Qi

2

(
1 − Di

Pi

)
− (Csi + C

′
si)

Di
Qi

− (Ci + C
′
i)Di −

ηζ1Pβ+1
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
+ λ1(ξiQi − A)

+ λ2(φiQi − B)
]
,

where λ1 and λ2 are Lagrange multiplier and ζ1 = αRi Di
γ+1 .

From the necessary condition of optimization of the Kuhn–Tucker method, one can obtain

∂L
∂Qi

= − (Chi + C
′
hi)

2

(
1 − Di

Pi

)
+

(Csi + C
′
si)Di

Q2
i

+
ηζ1Pβ+1

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

+
η2ζ1Pβ

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Qi
+ λ1ξi + λ2φi ≥ 0,

(13)

∂L
∂Pi

=
DiC1(η)

P2
i

− Di(α1 + α
′
1)δPδ−1

i − (Chi + C
′
hi)DiQi

2P2
i

− ηζ1(β + 1)Pβ
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

− η2ζ1

P2
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Pi
≥ 0,

(14)

9
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∂L
∂η

=
Di Nr(ηmax − ηmin)

Pi(η − ηmin)2 e
r(ηmax−η)

η−ηmin − ζ1Pβ+1
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

+
ηζ1Pβ

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂η
≥ 0.

(15)

From the Kuhn–Tucker condition, one can write

(Csi + C
′
si)Di

Q2
i

+
ηζ1Pβ+1

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− (Chi + C

′
hi)

2

(
1 − Di

Pi

)

+
η2ζ1Pβ

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Qi
+ λ1ξi + λ2φi = 0,

(16)

DiC1(η)

P2
i

− Di(α1 + α
′
1)δPδ−1

i − (Chi + C
′
hi)DiQi

2P2
i

− ηζ1(β + 1)Pβ
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

− η2ζ1

P2
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Pi
= 0,

(17)

Di Nr(ηmax − ηmin)

Pi(η − ηmin)2 e
r(ηmax−η)

η−ηmin − ζ1Pβ+1
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

+
ηζ1Pβ

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂η
= 0.

(18)

To show the global optimality of the profit function, the sufficient condition from the Kuhn–Tucker
condition must be satisfied. To obtain the global optimal solution, a lemma is established as follows:

Lemma 1. (i) If ζ2 > 0, ζ2ζ3 − (ζ5)
2 < 0, (ζ2ζ3ζ4 − ζ2ζ2

7 − ζ2
5ζ4 + 2ζ5ζ6ζ7 − ζ2

6ζ3) > 0 or (ii) ζ2 < 0,
ζ2ζ3 − (ζ5)

2 > 0, (ζ2ζ3ζ4 − ζ2ζ2
7 − ζ2

5ζ4 + 2ζ5ζ6ζ7 − ζ2
6ζ3) < 0 then L(Qi, Pi, η, λ1, λ2) at (Q∗

i , P∗
i , η∗)

will be maximum, when

− (Chi+C
′
hi)

2

(
1 − Di

Pi

)
+

(Csi+C
′
si)Di

(Q∗
i )

2 +
ηζ1Pβ+1

i
Q∗

i
e
−ηQ∗

i
Pi ψ

(
η, Q∗

i
Pi

)
+

η2ζ1Pβ
i

Q∗
i

e
−ηQ∗

i
Pi ψ

(
η, Q∗

i
Pi

)
− ηζ1Pβ+1

i
Q∗

i
e
−ηQ∗

i
Pi

∂ψ
∂Q∗

i
+ λ1ξi + λ2φi = 0, −(Chi+C

′
hi)DiQi

2(P∗
i )

2 − ηζ1(β+1)(P∗
i )

β

Qi
e
−ηQi

P∗i ψ
(

η, Qi
P∗

i

)
− η2ζ1

(P∗
i )

2 e
−ηQi

P∗i ψ
(

η, Qi
P∗

i

)
− ηζ1(P∗

i )
β+1

Qi
e
−ηQi

P∗i ∂ψ
∂P∗

i
= 0, and − ζ1Pβ+1

i
Qi

e
−η∗Qi

Pi ψ
(

η∗, Qi
Pi

)
+

η∗ζ1Pβ
i

Qi
e
−η∗Qi

Pi ψ
(

η∗, Qi
Pi

)
− η∗ζ1Pβ+1

i
Qi

e
−η∗Qi

Pi
∂ψ
∂η∗ = 0.

Proof. To find the sufficient condition of the global optimality, taking 2nd order derivatives of
Equations (13)–(15) with respect to Qi, Pi, and η, it becomes

∂2L
∂Qi

2 = − 2(Csi + C
′
si)Di

Q3
i

− 2ηζ1Pβ+1
i

Q3
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− 2η2ζ1Pβ

i
Q2

i
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

+
2ηζ1Pβ+1

i
Q2

i
e
−ηQi

Pi
∂ψ

∂Qi
− η3ζ1Pβ−1

i
Qi

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
+

2η2ζ1Pβ
i

Qi
e
−ηQi

Pi
∂ψ

∂Qi

− ηζ1Pβ+1
i

Qi
e
−ηQi

Pi
∂2ψ

∂Q2
i

= ζ2 (say),

10
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∂2L
∂Pi

2 =
2(Chi + C

′
hi)Di

P3
i

− ηζ1β(β + 1)Pβ−1
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− η2ζ1(β + 1)Pβ+2

i e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

− 2η2ζ1

P3
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− η3ζ1Qi

P4
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− η2ζ1

P2
i

e
−ηQi

Pi
∂ψ

∂Pi

− ηζ1(β + 1)Pβ
i

Qi
e
−ηQi

Pi
∂ψ

∂Pi
− η2ζ1Pβ−1

i e
−ηQi

Pi
∂ψ

∂Pi
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂2ψ

∂P2
i

= ζ3 (say),

and
∂2L
∂η2 = 2ζPβ

i e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− 2

ζ1Pβ+1
i

Qi
e
−ηQi

Pi
∂ψ

∂η
− ηζ1Pβ−1

i Qie
−ηQi

Pi ψ

(
η,

Qi
Pi

)

+ 2ηζ1Pβ
i e

−ηQi
Pi

∂ψ

∂η
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂2ψ

∂η2

= ζ4 (say).

Now, taking derivatives of Equation (13) with respect to Pi and η, one can obtain

∂2L
∂Qi∂Pi

= − (Chi + C
′
hi)Di

2P2
i

+
ηζ1(β + 1)Pβ

i
Q2

i
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
+

η2ζ1(β + 1)Pβ−1
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)

− ηζ1(β + 1)Pβ
i e

−ηQi
Pi

∂ψ

∂Qi
+

η3ζ1

P3
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− η2ζ1

P2
i

e
−ηQi

Pi
∂ψ

∂Qi
+

ηζ1Pβ+1
i

Q2
i

e
−ηQi

Pi
∂ψ

∂Pi

+
η2ζ1Pβ

i
Qi

e
−ηQi

Pi
∂ψ

∂Pi
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂2ψ

∂Qi∂Pi

= ζ5 (say)

and

∂2L
∂Qi∂η

= − ζ1Pβ+1
i

Q2
i

e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
+

ηζ1Pβ
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Qi

− ηζ1Pβ−1
i e

−ηQi
Pi ψ

(
η,

Qi
Pi

)
+ ζ1Pβ

i e
−ηQi

Pi
∂ψ

∂Qi
+

ηζ1Pβ+1
i

Q2
i

e
−ηQi

Pi
∂ψ

∂η
+

η2ζ1Pβ
i

Qi
e
−ηQi

Pi
∂ψ

∂η

− ηζ1Pβ+1
i

Qi
e
−ηQi

Pi
∂2ψ

∂Qi∂η

= ζ6 (say).

Now, taking a derivative of Equation (14) with respect to η, one has

∂2L
∂Pi∂η

= − ζ1(β + 1)Pβ
i

Qi
e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ηζ1Pβ−1

i e
−ηQi

Pi ψ

(
η,

Qi
Pi

)
− ζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂ψ

∂Pi

+ ηζ1βPβ−1
i e

−ηQi
Pi ψ

(
η,

Qi
Pi

)
+ η2ζ1QiP

β−2
i e

−ηQi
Pi ψ

(
η,

Qi
Pi

)
+ ηζ1Pβ

i e
−ηQi

Pi
∂ψ

∂Pi

− ηζ1(β + 1)Pβ
i

Qi
e
−ηQi

Pi
∂ψ

∂η
− η2ζ1Pβ−1

i Qie
−ηQi

Pi
∂ψ

∂η
− ηζ1Pβ+1

i
Qi

e
−ηQi

Pi
∂2ψ

∂Pi∂η

= ζ7 (say).
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To show the global maximum, the principle minors must be alternative in sign. Thus,
the conditions are made like this way: either (i) satisfies or (ii) satisfies; then, the profit function
contains a global maximum at the optimum value of the decision variables.

The model is tested through numerical experiments and the global optimality is tested at the
optimal points.

5. Numerical Experiment

This section consists of numerical examples and sensitivity of the model.

5.1. Numerical Examples

There are two examples in this section.

5.2. Example 1

The following parametric values are taken from [2] as in Table 2. The model considers for the
Example 1 with two items. Figures 3–8 indicate the variation in development cost with failure rate,
variation in expected total profit per unit time with other cost key parameters, expected total profit
versus lot size of two products, expected total profit versus production rate of two products, expected
total profit versus lot size of first product and failure rate, and expected total profit versus production
rate of 1st product and failure rate, respectively.

Figure 3. Variation in development cost C1(η) with varying system failure rate (η).
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Figure 4. Variation in expected total profit per unit time (ETP) with variation in system parameters
(selling price of first product w1, selling price of second product w2, inspection cost of first product
C1, inspection cost of second product C2, holding of first product Ch1

, holding of second product
Ch2 , setup cost of first product Cs1 , setup cost of second product Cs2 , rework cost of first product R1,
rework cost of second product R2, material cost Cm, and fixed cost M).

Figure 5. Expected total profit (ETP) versus lot size of two products (Q1, Q2).
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Figure 6. Expected total profit (ETP) versus production rate of two products (P1, P2).

Figure 7. Expected total profit (ETP) versus lot size of first product Q1 and failure rate η.
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Figure 8. Expected total profit (ETP) versus production rate P1 of 1st product and failure rate η.

Table 2. The optimal values of Example 1.

i Di units Wi $/unit Ci $/unit Chi $/unit/year Csi $/setup Ri $/unit ξi sq. feet/unit φi $/unit

1 300 300 2.7 1.8 920 95 5 10
2 310 350 1.8 2.1 1000 102 4 12

i C
′
si

$/setup C
′
hi

$/unit/year C
′
i $/unit R

′
i $/unit

1 80 0.2 0.3 5
2 100 0.4 0.2 8

M $/unit Cm $/unit X $ A sq.feet B $ r α β γ δ

200 100 30 10, 000 15, 000 0.90 0.05 0.25 2 0.70

The results of Example 1 are given in Table 3.

Table 3. The optimal values of Example 1.

ETP∗ $/year Q∗
1 units Q∗

2 units P∗
1 unit/year P∗

2 unit/year η∗

131, 219 371.64 341.91 349.05 297.99 0.43

5.3. Example 2

For Example 2, the model considers three items. The following parametric values are taken from
Sana (2010b) as in Table 4. The model considers for Example 2 with three items.

15



Energies 2018, 11, 2958

Table 4. Input parameters for i = 3.

i Di units Wi $/unit Ci $/unit Chi $/unit/year Csi $/setup Ri $/unit ξi sq. feet/unit φi $/unit

1 300 300 2.7 1.8 920 95 5 10
2 310 350 1.8 2.1 1000 102 4 12
3 330 400 3.6 2.5 1050 120 6 14

i C
′
si

$/setup C
′
hi

$/unit/year C
′
i $/unit R

′
i $/unit

1 80 0.2 0.3 5
2 100 0.4 0.2 8
3 150 0.5 0.4 10

M $/unit Cm $/unit X $ A sq.feet B $ r α β γ δ

200 100 30 10, 000 15, 000 0.90 0.05 0.25 2 0.70

The results of Example 2 are given in Table 5.

Table 5. The optimal values of Example 2.

ETP∗ $/year Q∗
1 units Q∗

2 units Q∗
3 units P∗

1 unit/year P∗
2 unit/year P∗

3 unit/year η∗

226, 158 372.69 372.39 372.19 349.11 347.19 355.16 0.43

5.4. Sensitivity Analysis

The sensitivity analysis of key parameters are considered and major findings can be concluded
from the sensitivity analysis Table 6.

Table 6. Sensitivity analysis of key parameters.

Parameters Changes (in %) ETP (%) Parameters Changes (in %) ETP (%)

−50% −34.29 −50% +0.36
−25% −17.15 −25% +0.16

W1 +25% +17.15 Cs1 +25% −0.15
+50% +34.29 +50% −0.28

−50% −41.34 −50% +0.40
−25% −20.67 −25% +0.19

W2 +25% +20.67 Cs2 +25% −0.17
+50% +41.34 +50% −0.32

−50% +0.34 −50% +0.14
−25% +0.17 −25% +0.06

C1 +25% −0.17 R1 +25% −0.04
+50% −0.34 +50% −0.08

−50% +0.24 −50% +0.16
−25% +0.12 −25% +0.07

C2 +25% −0.12 R2 +25% −0.05
+50% −0.24 +50% −0.09

−50% +0.03 −50% +0.14
−25% +0.01 −25% +0.07

Ch1 +25% −0.007 M +25% −0.07
+50% −0.01 +50% −0.13

−50% +0.03 −50% +23.24
−25% +0.01 −25% +11.62

Ch2 +25% −0.006 Cm +25% −11.62
+50% −0.006 +50% −23.24
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Table 6 is showing the effect of changes by certain percentage (−50%, −25%, +25%, +50%) of the
key parameters and selling-price on the optimal values of total expected profit.

The following are some inferences from obtained results:

1. The higher the selling-price, the higher the optimal value of the profit and vice versa. It is
generally true that, keeping all costs the same, and an increase in selling-price increases the profit.
However, in specific cases, where demand depends upon the selling-price, there could be an
optimal point beyond which, if selling-price is increased, the demand and hence profit could
decrease. As demand is not price-dependent in the considered model, profit can thus be increased
by increasing product selling-price.

2. On the other hand, the increase in inspection cost decreases the optimal value of the profit. Some
industries do not consider inspection as a value added process to the final product, thus the
investment in inspection does not give value apparently. Investing more for inspection results in
losing profit. Likewise, reworking cost is another such type of cost that is considered non-value
added to the final product because the investment is being done again to make the product
saleable. Reworking cost also affects the profit in the same way as the inspection cost does.

3. Observing the data in Table 6, it can be concluded generally that variation in holding cost has a
less significant effect on the optimal profit of the system. However, if it is the reverse, but there
is very little variation in the profit. The results are justified because holding cost is very small
as compared to other costs for this model as products are not holding for a long-time. Similarly,
variation in setup cost has a nominal effect on optimality of profit.

4. Variation in material cost varies the optimal value of total profit significantly as it is obvious
from Table 6. In a production system, the major costs are incurred by material and production.
Working on these areas, it can reduce the total cost to a considerable amount and hence it can
increase the profit.

5. Effect of fixed cost changes are the reverse for the optimal value of the total expected profit,
whereas the effect is very nominal.

6. It can be summarized that the optimal profit value is highly sensitive to the selling-price
and material cost, while there are nominal changes in optimal profit for the changes in other
parameters. From a managerial point of view, concerned with the total amount of profit, the
optimal selling-price and material cost are the most important factors to control its optimal value.

5.5. Managerial Insights

Some recommendations are given for the industry as follows:

1. The major insight for the industry manager is that they have smart production systems without
having the information about the benefit of energy consumption calculation. Basically, for a smart
production system, a portion of the total amount of labor is replaced by some smart machines as
results, the consumption of energy increases. However, no research has considered the multi-item
smart production with energy consumption and random failure rate yet. Thus, the result of this
study would support the smart industry manager for obtaining more profit.

2. As the study is considered for a smart production system, the random breakdown time is still
considered. Thus, the smart industry manager can easily calculate the due date for any delivery
based on the available data for the random breakdown time. They might get support if they have
any issues for budget and space.

3. The smart managers always obtain the profit at the optimum values of the decision variables.
They can obtain the information easily about the cost for the energy sector how much energy can
be used for which sector. They can decide on the amount of optimized energy consumption level
or not. If they found that the energy cost is getting high, they can consider the replacement of this
energy consumption with any other renewable energy. This can benefit for the random defective
rate information during long-run smart production systems.
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6. Conclusions

This study extended a basic production model with some realistic assumptions explained here.

• The inspection cost for multi-stage smart production systems with smart machines under energy
consumption is not negligible.

• The development cost is not constant for any multi-stage smart production system. This study
considered that the development cost was dependent on the labor cost, energy resource cost and
the failure rate of the smart production system.

• A multi-item smart production system without budget and space constraints is almost impossible.
Thus, this model considered a space and a budget constraint to match with reality.

• The energy consideration in multi-item smart production systems had not yet been considered
by authors. This study introduced the consideration of energy in a smart production systems
under budget and space constraints for the first time.

It was considered that system reliability depends upon system failure rate and the system
reliability was considered as a system design variable. The greater the investment, the more reliable
the the system would be. Investment for the system reliability was done for production costs that
are composed of development costs, material costs and tool/die costs. Production of defective items
was dependent upon the state of systems, when it was moved from in-control state to out-of-control
state and the movement time was supposed as random, which followed an exponential distribution,
and an expected number of defective items was calculated during the production cycle under energy
consideration. The mathematical model for expected total profit was formulated and solved using the
Kuhn–Tucker method considering system constraints. To show the practical implications of the model,
numerical examples have been solved to compute the optimal value of the objective function and that
of decision variables. Finally, sensitivity analysis was presented to study the effect of different system
parameters on the optimal value of decision variables and that of objective function. The industry
manager obtained the benefit of having information of the energy consumption from all workstations
of multi-item smart production systems. They obtained the expected schedule of due dates as they
had the information about random defective rates even though smart machines were used. The main
limitation of the model is that the demand is known as constant, which may be random or uncertain
based on the real-life situation. The smart production system is considered, but autonomation policy
is not adopted under the effect of energy. The labor cost is incorporated, but the quality of labor i.e.,
skilled, semi-skilled, or unskilled is not considered. Those are the main limitations in the direction of
energy, which can be considered for further study of this research model. The model can be extended
by considering the concept of [15] as imperfect inspection and non-inspected products with warranty.
The preventive and corrective maintenance can be another major extension of the model considering
planned backorder. This model can be extended further (see, for reference, [1]).
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Nomenclature

Decision variables

Qi lot size of ith product, i = 1, 2, ..., n, (units)
Pi production rate for ith product, i = 1, 2, ..., n, (unit/year)
η failure rate, indicates system reliability, known as system design variable
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Random variables

τi random time of system moves from in-control state to out-of-control state
for ith item, i = 1, 2, ..., n

Parameters

C1(η) development cost per unit item ($/unit)
Cp production cost per unit item ($/item)
Di demand for ith product, i = 1, 2, ..., n, (units)
Chi holding cost of the ith product per unit per unit time,

i = 1, 2, ..., n, ($/unit/unit time)
Csi setup cost of ith product per setup, i = 1, 2, ..., n, ($/setup)
Ci inspection cost per item ($/item)
T length of production cycle (year)
t1i time required for maximum inventory, i = 1, 2, ..., n, (year)
Cm material cost per unit item ($/unit)
Ri rework cost of ith item, i = 1, 2, ..., n, ($/ defective item)
N number of defective items in a production cycle
M fixed labor and energy costs, independent of reliability η ($/item)
ηmax maximum value of system failure rate
ηmin minimum value of system failure rate
E(N) expected number of defective items per unit production cycle
ETP total expected profit per unit time ($/year)
Wi selling-price of the ith product, i = 1, 2, ..., n, ($/unit)
X fixed cost for resources ($)
φi budget consumed on unit item of product i, i = 1, 2, ..., n, ($/unit)
ξi space occupied of a unit item of product i, i = 1, 2, ..., n, (square feet/item)
A maximum space available for storing (square feet)
B maximum budget available ($)

Abbreviations

The following abbreviations are used in this manuscript:

NPV Net present value
EMQ Economic manufacturing quantity
JIT Just-in-time
ETP Expected total profit
UPC Unit production cost
DC Development cost
RC Rework cost
IC Inspection cost
HC Holding cost
SC Setup cost
NA Not applicable

Appendix A
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Abstract: This article develops a sustainable electricity supply chain mathematical model that
assumes linear price-dependent customer demands where the price is a decision variable under
setup cost and carbon emission. The sustainable electrical supply chain system contained: (a)
power generation; (b) transmission substations; (c) distribution substations; and (d) customer.
The production rates depend on the demand rate, and demand for electricity by the customers is
dependent on the price of electricity where the electrical energy was generated and transmitted
through multiple substations to customers. Moreover, we considered that the capacities of
transmission rates, power generation, and distances in between two stations are associated with
the distribution costs and transmission cost. Here, we used the theory of inventory to develop a
new model and suggested a procedure to deduce an optimal solution for this model. Finally, a
numerical example and sensitivity analysis are employed to illustrate the present study and with
managerial insights.

Keywords: sustainable electrical energy supply chain; inventory; price-dependent demand;
transmission and distribution costs; carbon-emission

1. Introduction

1.1. Background of the Research

Generally, a supply chain inventory model defines the retailer-customer relationship. Setup cost
plays a crucial role in today’s supply chain inventory management system for shipment of items on
time. The setup procedure is not evaluated as a fixed/known constraint, but needs to be considered at
a time of minimizing waste, satisfying deadlines, productivity, and elaborating resource utilization.
To minimize the total cost investment, the manufacturer needs to reduce setup costs. In a supply
chain inventory system, the capacity of electrical energy has the same process for determining the
order quantity and total profit. In an electrical supply chain inventory system, electricity generated in
a power generation plant will be transmitted through a transmission line and distribution substation
to the customers whose demand is influenced by the price of electricity in order to maximize the profit.

The consumption of electricity energy has rapidly increased. The total electricity consumption
worldwide in 2015 was greater than in 1980. Electricity consumption for industrial, commercial,
residential and transportation sectors has been enhanced since 2015. This is due to increasing climate
changes upon home electricity use at a rate of more than 100 million kWh/day, due to the need
for air-conditioning (mainly in summer time) in homes. The electricity price may have influenced
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the demand for electricity. The price of electricity is set to reduce the demand. Generally, the price
is usually the maximum for commercial customers and the residential sector because of the cost
to distribute electricity supply to them. Furthermore, an increase of global greenhouse gas carbon
emissions (GGCE) in all countries of world is farther than ever from reaching the goals of the Paris
Agreement, according to the new United Nations report, released in 2018, prior to a meeting of officials
and environmental experts from all around of the world in Katowice, Poland, for climate negotiations.
A few years ago at the environmental negotiations in Paris all countries agreed to bring down GGCE
sufficient to maintain global warming below 2 degrees Celsius, and under 1.5 degrees. A report from
the UN’s top climate panel published earlier this decrease found that an additional 0.5 degrees of
warming would have forceful and unfortunate effects on the environment, allowing for more empirical
support for those countries pressing for more challenging targets during the negotiations at COP24.
But to maintain temperature increases under 1.5 degrees, global carbon emissions are required to peak
by 2020. In between 2014 to 2016, global carbon emissions stayed comparatively flat, and negotiators
hope that the decade long trend of increasing carbon emissions is about to reverse. But after few
years of stagnation, global carbon emissions grew again in 2017, reaching a record 53.4 gigatons of
carbon emission equivalent. To meet the 1.5-degree mark, the world requires to jointly bring emissions
down in the next 12 years. Therefore, governments all over the world should implement cap-and
trade regulations policies to keep the emissions low. For reducing carbon emissions, production
companies can monitor and enhance the emission performance of their products during their life-cycle
stages. The carbon-emission assessment provides a possible mechanism to serve companies with
some emission reduction. During the production process, the manufacturer should formulate a low
carbon system.

1.2. Research Questions, Motivation and Contribution of the Model

In the literature review section (Section 1.3) it can be clearly seen that some works seek to
determine sustainable electrical supply chain inventory models and no research tries to determine
a sustainable electrical supply chain inventory model with setup cost reduction and CO2 emissions.
Our research questions this model: (1) what is the electrical power distribution factor’s effect on the
distribution substation, and the electrical power transmission factor’s impact on the transmission
substation and electrical power generation factor; (2) how much is the ordering quantity?; (3) what is
customer’s average electricity consumption time?; and (3) what is the retailer’s selling price? To answer
these questions in this study, we developed and solved a sustainable electricity supply chain inventory
model with setup cost reduction and CO2 emissions while considering environmental parameters.
The aim of this study is to examine the effect of price-dependent demand on the sustainable electrical
supply chain inventory system under setup cost reduction and carbon emissions. The energy is
transmitted via distribution networks to customers whose demand is determined by the price of
electricity in order to find an optimal solution. The contributions of this paper are presented in Table 1.

1.3. Literature Review

Several research papers highlighted various integrated inventory models with various key
parameters. Yang [1] deduced an inventory model considering lead time and crashing cost. Hoque [2]
studied an integrated inventory model considering a normal distribution lead time, setup time, batch
time and the cost of transportation. Sarkar et al. [3] deduced an inventory model by adding an
imperfect production concept. A non-defective product adopts a binomial distribution function and
demand adopts a mixture of the normal distribution function in their model. Mishra [4] formulated a
production-inventory model with price dependent demand where the production depends on the rate
of demand. Multiple buyers and a single-vendor model apply in a food inventory system studied by
Fauza et al. [5]. Denizel et al. [6] formulated a lot size inventory model with setup costs decreased by
various amounts depending upon the raw-materials and discussed the shortest path problem. Diaby [7]
demonstrated a complete model to reduce setup cost and time with determining cut setup time and
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minimizing the total cost. Nyea et al. [8] studied several inventory models for optimal investment of
setup cost reduction or optimal setup times; and also discussed the queuing model to estimate work in
the process level in their models. Later, Freimer et al. [9] demonstrated improvement in quality and
setup cost reduction of the process in their model. Huang et al. [10] assumed setup cost policy reduction
by an added investment cost. Sarkar and Moon [11] deduced a model by putting the policy of reorder
point, quality improvement and lead time by considering that backorder rate has a great impact under
a production process and is imperfect. Sarkar et al. [12] studied the concept of setup cost-reduction
policy under quality improvement. Sarkar et al. [13] studied an effect of setup cost-reduction process
in a two-echelon supply chain inventory model under deterioration and using the technique of quality
improvement. Sarkar et al. [14] developed an integrated inventory model for a setup cost-reduction
policy, carbon-emission policy and used the technique of the Stackelberg game approach to find
the total cost. Little research has been done on a supply chain electrical energy inventory model.
Banbury [15] was the first researcher to developed an electricity supply chain model. Thereafter,
(Schneider et al. [16], Schneider et al. [17]) first developed this using a very simple inventory policy to
find the electrical supply chain policy. Later, Taylor et al. [18] studied capacity and price competition
in an electricity market by using a two-stage game theory model. Wu et al. [19] studied a new model to
examine the formal generation with sporadic supply. Ouedraogo [20] formulated an electricity supply
chain with demand in an African power system. Wangsa and Wee [21] studied an electrical supply
chain inventory policy assuming the blackout cost. Recently, interesting research by Wangsa et al. [22]
assumed a sustainable supply chain inventory model and the effect of price-dependent demand.

Table 1. Other authors contribution to this theme.

Author
Inventory

Model
Electrical Supply

Chain System
Setup Cost
Reduction

Carbon
Emission

Yang [1] � × × ×
Hoque [2] � × × ×

Sarkar et al. [3] � × × ×
Fauza et al. [5] � × × ×

Denizel et al. [6] × × � ×
Diaby [7] × × � ×

Nyea et al. [8] × × � ×
Freimer et al. [9] × × � ×
Huang et al. [10] � × � ×

Sarkar and Moon [11] × × � ×
Sarkar et al. [12] × × � ×
Sarkar et al. [14] � × � �

Banbury [15] × � × ×
Schneider et al. [16] � � × ×
Schneider et al. [17] � � × ×

Taylor et al. [18] × � × ×
Wu et al. [19] × � × ×

Ouedraogo [20] × � × ×
Wangsa and Wee [21] � � × ×

Wangsa et al. [22] � � × ×
Hammami et al. [23] � × × �

Tang et al. [24] × × × �
Tang et al. [25] × × × �

Ouyang et al. [26] � × × ×
This paper � � � �

Finally, in this study we investigate many research articles involving supply chain inventory
model-related carbon emissions, setup cost reduction and electricity energy. Research paper related to
the above are the following: Hammami et al. [23] developed a multi-echelon supply chain model with
reducing carbon emission, several manufacturing facilities, different outside suppliers, and distinct
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distribution centers. Tang et al. [24] studied a carbon-emission policy with minimal frequency of
shipments for a periodic inventory review system. Thereafter, Tang et al. [25] developed a sustainable
supply chain network for consumers, and environmental manners are added by inventory, routing,
and location.

1.4. Methodology

In this section, we consider a sustainable electricity supply chain power system with
price-dependent demand electricity demand. In reality, it is shown that determining the capacity of a
sustainable electrical supply chain system has the same methodology as finding the order quantity q
in the supply chain inventory system. The supply chain inventory system involves a vendor–buyer
coordination and freight forwarding. The buyer sells items to the customers and orders items from the
vendor. The vendor produces the items and sends in batch to the buyer. The buyer will then sell the
items to the customers. But in sustainable electrical supply chain system case, the electricity generated
from a power generation will be transmitted through a transmission line and distribution substation
to the customers whose demands are influenced by the price of electricity where the electricity is
continuously supplied to consumers without any interruptions. The electricity demand is considered
as D(p) kWh/year. The power generation produces the electricity in a batch size of qTζηρ kWh where
ζ (positive integer) is the distribution factor’s effect on the distribution substation, η (positive integer)
is the transmission factor’s impact on the transmission substation and ρ (positive integer) is a power
generation factor. The finite power supply rate is P = λD(p) kWh/year, [λ > 1] and a setup cost.
The electricity energy of qTζη kWh is supplied by the power generator to the transmission substation,
then qTζ kWh of electricity is supplied to the distribution substation and E = qT kWh of electricity is
consumed by the customers. Hence, to maximize the profit of a sustainable electrical supply chain
system, we consider the sales revenue, production cost, setup cost reduction of the power generation,
ordering cost of customers and transmission/distribution costs of substations. The transmission and
distribution costs are functions of the power plant, the transmission substation and the distribution
substation with maximum capacities of in zx

p kWA, zx
t kWA, zx

d kWA, respectively. The comparison in
supply chain inventory system and sustainable electrical supply chain system are shown in Figure 1.

Figure 1. Supply chain inventory and sustainable electrical supply chain.

The rest of the paper is prepared as follows: in Section 2, the assumption and notation for model
formulation of the electrical supply chain inventory system are given; in Section 3, we describe the
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model formulation of the electrical supply chain inventory system. In Section 4, a numerical example
is presented for validation of this model. A discussion of the managerial implications is presented in
Section 5. Section 6 concludes the work by offering directions for future research work.

2. Assumptions and Notations

In this section, some notation can be used for development of the mathematical model (see
Section 3) using the following assumptions:

2.1. Assumptions

• An integrated inventory model is considered.
• A single-buyer for single-types of items are considered.
• Power supply blackouts are not considered.
• The finite power supply rate is greater than demand rate and power supply and demand relation

is P = λD(p), where λ > 1.
• Demand is a linear function of the selling price, which is a more realistic representation of the real

world than is the assumption that the demand is a fixed parameter. The linear demand function
is considered to be D(p) = a − bp (as shown in Mishra et al. [27]; Mishra et al. [28]) and the
electricity demand rate of the customers depends on selling price; where a > 0 is scaling factors,
b > 1 is the elasticity coefficient and satisfied the condition p < a

b .
• To reduce setup cost, investment cost I is considered. The expression of setup cost S(I) = v0e−τI ,

where v0(> 0) setup cost at the initial stage and τ(> 0) is a constant parameter. dS(I)/dI =

−τv0e−τ I , d2S(I)/dI2 = τ2v0e−τ I > 0, means that if the investment will be a higher value than
the setup cost it will be smaller value. Therefore, the investment function, setup cost for every
production run can be lower value. The investment I decisions will consequence on the setup
cost and the setup cost can be a major function of the production system. For example, see Sarkar
et al. (2016).

• The total power consumption is q in kW.
• E = qT kWh of electricity is consumed by the customers within a particular time T.
• qTζ kWh of electricity is supplied to the distribution substation; where ζ (positive integer) is the

distribution factor’s effect on the distribution substation.
• qTζη kWh is the electricity energy supplied by the power generator to the transmission substation;

where ζ (positive integer) is the distribution factor’s effect on the distribution substation and η

(positive integer) is the transmission factor’s impact on the transmission substation.
• qTζηρ kWh of power generation produces the electricity in a batch size; where ζ (positive

integer) is the distribution factor’s effect on the distribution substation,η (positive integer) is the
transmission factor’s impact on the transmission substation and ρ (positive integer) is a power
generation’s factor.

• Power generation, transmission and distribution are following functions; Maximum capacity
power generation plant is zx

p in kWA. Maximum capacity the transmission substation is zx
t in kWA.

Maximum capacity the distribution substation is zx
d in kWA.

• The relations of the maximum capacity of power generation, transmission substation and
distribution substation is zx

p > zx
t > zx

d .

• The total power generation process should include the transmission and distribution costs.

2.2. Notation

Notations are used in the model are shown in Table 2 as follows:
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Table 2. Notations.

Parameter/Decision
Variable/Function

Notations Descriptions Units

Parameter

A Ordering cost per order. $/unit/order
a Scaling factor. units
b Price elasticity coefficient. units
k Production cost. $/order/year
v0 Setup cost at the initial stage. $/setup
τ Known parameter of setup cost S(I). unit

r1
Annual percent of energy holding cost of the

transmission substation. $/unit/year

r2 Annual percent of energy holding cost of power generation. $/unit/year
Ω Power factor correction. kVA/kWh
c1 The per mile transmission and distribution rates. $/kVA/mile

m1
The per mile transportation network from power generation

to the transmission substation. miles

m2
The per mile transportation network from the transmission

substation to the distribution substation. miles

m3
The per mile transportation network from the distribution

substation to the customers. miles

zx
p Maximum capacity of power generation. kVA

zx
t Maximum capacity of transmission substation. kVA

zx
d Maximum capacity of distribution substation. kVA

β The power supply loss factor (0 ≤ β ≤ 1). units

Emission parameter

∧
r1

Per unit carbon emission of energy holding of the
transmission substation. ton/year

∧
r2

Per unit carbon emission of energy holding of
power generation. ton/year

∧
c1

Per unit carbon emission of transmission and carbon
emissions distribution rates. ton/kVA/mile

ξ
Carbon tax per unit (money units for each unit of carbon

emitted as tax) $/ton/year

Decision variable

I Investment cost for setup of power generation. $/setup

ζ
The electrical power distribution factor’s effect on the

distribution substation (positive integer). units

η
The electrical power transmission factor’s impact on the

transmission substation (positive integer). units

ρ The electrical power generation’s factor (positive integer). units

T Customer’s average electricity (positive integer). Consumption
in hour.

p Selling price of electricity (positive integer). $/kWh.
q The customer’s power kW

Function

Π Total profit. $/year
D(p) Demand of customer. kWh/year

zy
d Actual capacity of the distribution substation. KVA

zy
t Actual capacity of the transmission substation. KVA

zy
p Actual capacity of the power generation. KVA

3. Model Formulation

In this section, we explain how to find the total cost function with regard to customers, the
distribution and transmission substations, carbon emission cost, and the total profit function for power
generation. The total cost functions are given by the following components:

3.1. Ordering Cost

Ordering cost is defined as the customer’s total cost per unit time:

TCO =
AD(p)

qT
(1)
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3.2. Distribution Cost

The same methodology as (Wangsa et al. [22]) to determine the distribution cost is obtained from

the distribution substation. The cost of distribution for partial load G can be written as G =
c1zx

d
zy

d
.

The transmission function, increase in rate per kVA/mile when zy
d increases. The distribution cost per

kVA/mile is GZ = βG + (1 − β)c1, where 0 ≤ β ≤ 1 is the coefficient of the adjusted inverse function.

Therefore GZ = βc1

[
zx

d−zy
d

zy
d

]
+ c1. The estimated total cost for the distribution substation as a function

of demand, corrections factor and distance yields: GD =

[
βc1

[
zx

d−zy
d

zy
d

]
+ c1

]
D(p)m3Ω. The actual

power supply capacity is given by zy
d = qTζ Ω; therefore, the cost for distribution can be written as in

the following equation:

TCD =
D(p)βc1zx

dm3

qTζ
+ D(p)m3Ω(1 − β)c1 (2)

3.3. Carbon Emission Distribution Cost

The carbon emission distribution cost has one component. This carbon emission component is
related to total distribution rates. The component is summated and briefly represented by:

CED =
∧
c1

[
D(p)ξβzx

dm3

qTζ
+ D(p)ξm3Ω(1 − β)

]
(3)

3.4. Transmission Substation Cost

This total cost comprises of the energy holding cost and transmission cost. The cost of energy
holding at the transmission substation is presented by r1 pζηE

2 = r1 pζηqT
2 . The transmission cost can

be calculated as: Gt =
D(p)βc1zx

t m2
qTζη + D(p)m2Ω(1 − β)c1. Therefore, the total cost obtained at the

transmission substation is the sum of energy holding cost and transmission cost. Therefore, the total
transmission substations cost;

TCt =
r1 pζηqT

2
+

D(p)βc1zx
t m2

qTζη
+ D(p)m2Ω(1 − β)c1 (4)

3.5. Carbon Emission Transmission Substation Cost

The carbon emission transmission substation cost has three components. The first component is
related to total energy holding rates at the transmission substation, the second and third components
are related to the total transmission rates. These components are summated and briefly represented by

CEt =

∧
r1ξ pζηqT

2
+

D(p)βξ
∧
c1zx

t m2

qTζη
+ D(p)m2Ω(1 − β)ξ

∧
c1 (5)

3.6. Profit of Power Generation

The total profit of power generation can be presented by:

ΠPG = SR − PC − SC − INVC − HC − TRC − CETR − CEPG (6)

Sales revenue
SR = D(p)p (7)

Production cost
PC = D(p)k (8)
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Power generation creates electrical energy in (qTζηρ) kWh in one production run. Therefore, the
setup cost for power generation can be found by using the equation below. Setup cost is:

SC =
D(p)v0e−τ I

qTζηρ
(9)

Total setup investment cost is:

INVC =
D(p)I
qTζηρ

(10)

Energy holding cost is:

HC = r2k

[
Eζηρ

(
Eζη

P + (ρ − 1)− E
D(p)

)
− ρ2[Eζη]2

2P

]
−
[

Eζη
D(p) (1 + 2 + 3 . . . . . . + (ρ − 1))E

]
Eζηρ
D(p)

HC can be written as rewritten as HC = r2k Eζη
2

[
ρ
(

1 − D(p)
P

)
− 1 + 2D(p)

P

]
.

Putting P = λD(p) in HC. Therefore, the holding cost for is

HC = r2k
qTζη

2λ
[ρ(λ − 1)− λ + 2] (11)

Transmission cost can be calculated as:

Gp =
D(p)βc1zx

pm1

qTζη
+ D(p)m1Ω(1 − β)c1 (12)

3.7. Total Carbon Emission of Transmission Cost

The carbon emission transmission cost has one component. This transmission emission component
is related to total transmission rates. The component is summated and briefly represented by:

CETR =
∧
c1

[
D(p)ξβzx

pm1

qTζη
+ D(p)ξm1Ω(1 − β)

]
(13)

3.8. Total Carbon Emission of Energy Holding Cost for Power Generation

The carbon emission energy holding cost has one component. The holding emission component
is related to total energy hold in a power generation plant. The component is summated and briefly
represented by:

CEPG =
∧
r2

[
k

qTξζη

2λ
[ρ(λ − 1)− λ + 2]

]
(14)

Therefore, the total profit for power generation ΠPG can be defined as:

ΠPG = D(p)(p − k)− D(p)v0e−τ I

qTζηρ − D(p)I
qTζηρ − (r2 +

∧
r2ξ)k qTζη

2λ [ρ(λ − 1)− λ + 2]

−
[

D(p)β(c1+
∧
c1ξ)zx

pm1
qTζη + D(p)m1Ω(1 − β)(c1 +

∧
c1ξ)

]
(15)
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Therefore, the total profit is:

Π = ΠPG − TCO − TCD − CED − TCt − CEt

= D(p)
[

p − k − (m1 + m2 + m3)Ω(1 − β)(c1 +
∧
c1ξ)

]
− D(p)

qTζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)zx

t m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

]
− qTζη

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

] (16)

Next, we analyze the consequence of I, ζ, η, ρ, T and p on ∏ fixed q by using the second order
partial derivatives of Equation (16) with respect to I, ζ, η, ρ, T and p:

∂Π
∂ζ = D(p)

qTζ2ηρ

[
β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)zx

t m2ρ + v0e−τI + I + β(c1 +
∧
c1ξ)zx

pm1

]
− qTη

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

] (17)

∂2Π
∂ζ2 = − 2D(p)

qTζ3ηρ

[
β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)zx

t m2ρ + v0e−τI + I + β(c1 +
∧
c1ξ)zx

pm1

]
< 0 (18)

∂Π
∂η = D(p)

qTζη2ρ

[
β(c1 +

∧
c1ξ)zx

t m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

]
− qTζ

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

] (19)

∂2Π
∂η2 = − 2D(p)

qTζη3ρ

[
β(c1 +

∧
c1ξ)zx

t m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

]
< 0 (20)

∂Π
∂ρ

=
D(p)

qTζηρ2

[
v0e−τ I + I + β(c1 +

∧
c1ξ)zx

pm1

]
− qTζη(r2 +

∧
r2ξ)k(λ − 1)
2λ

(21)

∂2Π
∂ρ2 = − 2D(p)

qTζηρ3

[
v0e−τ I + I + β(c1 +

∧
c1ξ)zx

pm1

]
< 0 (22)

∂Π
∂T = D(p)

qT2ζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)zx

t m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

]
− qζη

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

]
(23)

∂2Π
∂T2 = − 2D(p)

qT3ζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)

×zx
t m2ρ + v0e−τ I + I + β(c1 +

∧
c1ξ)zx

pm1

]
< 0 (24)

∂Π
∂p = a − bp − b

[
p − k + (β − 1)Ω(c1 +

∧
c1ξ)(m1 + m2 + m3)

]
− qTζη(r1+

∧
r1ξ)

2

+ b
qTζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 +
∧
c1ξ)zx

t m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

] (25)

and
∂Π
∂p

= −2b < 0 (26)

From Equations (18), (20), (22), (24) and (26) it can be concluded that, for any feasible solution of q
the total profit function ∏ (Equation (16) is a concave function of ζ, η, ρ, T and p.

Theorem 1. For the any positive integer (ζ, η, ρ, T, p), the required objective function ∏ (Equation (16) is
concave function of I and q. Therefore, the maximum value ∏ (Equation (16) is settled at the point I and q
which satisfies ∂ ∏

∂I = 0 and ∂ ∏
∂q = 0.
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Proof. To calculate the optimal solution for fixed-integers (ζ, η, ρ, T, p), used the partial derivatives
with respect to I and q, as shown in the following equations:

∂Π
∂I

= −D(p)
(
1 − τv0e−τ I)
qTζηρ

(27)

∂Π
∂q = D(Ap)

q2Tζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 + c2)zx
t m2ρ + v0e−τI + I + β(c1 +

∧
c1ξ)zx

pm1

]
− Tζη

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

] (28)

Now, set Equations (27) and (28) equal to zero and solve for I and q:

−D(p)
(
1 − τv0e−τ I)
qTζηρ

= 0⇒ I =
1
τ

log[τv0] (29)

Then:

D(Ap)
q2Tζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 + c2ξ)zx
t m2ρ + v0e−τ I + I + β(c1 +

∧
c1ξ)zx

pm1

]
− Tζη

2λ

[
λ(r1 +

∧
r1ξ)p + (r2 +

∧
r2ξ)k(ρ(λ − 1)− λ + 2)

]
= 0

⇒ q = 1
Tζη

√√√√√√√ 2λ

⎡
⎢⎣D(p)

⎡
⎢⎣ Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 + c2)

×zx
t m2ρ + v0e−τ I + I + β(c1 +

∧
c1ξ)zx

pm1

⎤
⎥⎦
⎤
⎥⎦

ρ
[
λ(r1+

∧
r1ξ)p+(r2+

∧
r2ξ)k(ρ(λ−1)−λ+2)

]
(30)

In order to prove the concavity of the required objective profit function ∏; can show that the
following conditions:

∂2Π
∂I2 = −D(p)

(
1 + τ2v0e−τ I)
qTζηρ

< 0 (31)

∂2Π
∂q2 = − 2D(p)

q3Tζηρ

[
Aζηρ + β(c1 +

∧
c1ξ)zx

dm3ηρ + β(c1 + c2)zx
t

×m2ρ + v0e−τ I + I + β(c1 +
∧
c1ξ)zx

pm1

]
< 0 (32)

∂Π
∂I∂q

=
∂Π

∂q∂I
=

D(p)
(
1 − e−τ Iτv0

)
q2Tζηρ

(33)

The Hessian matrix can be found as follows:

H =

⎡
⎣ ∂2Π

∂I2
∂2Π
∂I∂q

∂2Π
∂q∂I

∂2Π
∂q2

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎣

−D(p)(1+τ2v0e−τ I)
qTζηρ

D(p)(1−e−τ I τv0)
q2Tζηρ

D(p)(1−e−τI τv0)
q2Tζηρ

− 2D(p)
q3Tζηρ

⎡
⎢⎢⎣

Aζηρ + β(c1 +
∧
c1ξ)zx

dm3ηρ

+β(c1 + c2)zx
t m2ρ + v0e−τI

+I + β(c1 +
∧
c1ξ)zx

pm1

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎦.
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The determinant of |H| is followed:

|H| = − [D(p)]2

q4T2ζ2η2ρ2 +
2[D(p)]2e−τ I τv0

q4T2ζ2η2ρ2 + 2[D(p)]2e−τ I Iτ2v0
q4T2ζ2η2ρ2 + 2A[D(p)]2e−τ I τ2v0

q4T2ζηρ

+
[D(p)]2e−2τ I τ2v2

0
q4T2ζ2η2ρ2 +

2[D(p)]2e−τ I βτ2c1m3v0zx
d

q4T2ζ2ηρ
+

2[D(p)]2e−τ I βτ2 ∧
c1ξm3v0zx

d
q4T2ζ2ηρ

+
2[D(p)]2e−τ I βτ2c1m2v0zx

t
q4T2ζ2η2ρ

+
2[D(p)]2e−τ I βτ2 ∧

c1ξm2v0zx
t

q4T2ζ2η2ρ
+

2[D(p)]2e−τ I βτ2c1ξm1v0zx
p

q4T2ζ2η2ρ2

+
2[D(p)]2e−τ I βτ2 ∧

c1ξm1v0zx
p

q4T2ζ2η2ρ2

=

[D(p)]2

⎡
⎢⎢⎣τ2v2

0e−2τ I+2e−τ I τv0

⎡
⎢⎢⎣ 1 + τ I + Aτζηρ + τβ

∧
c1ξ
(

ηρm3zx
d + ρm2zx

t + m1zx
p

)
+τβ

∧
c1ξ
(

ηρm3zx
d + ρm2zx

t + m1zx
p

)
⎤
⎥⎥⎦−1

⎤
⎥⎥⎦

q4T2ζ2η2ρ2

=
[D(p)]2[τ2v2

0e−2τ I+2B−1]
q4T2ζ2η2ρ2 > 0

where B = e−τIτv0

⎡
⎣ 1 + τI + Aτζηρ + τβ

∧
c1ξ
(

ηρm3zx
d + ρm2zx

t + m1zx
p

)
+τβ

∧
c1ξ
(

ηρm3zx
d + ρm2zx

t + m1zx
p

)
⎤
⎦ > 1.

The behavior of the concavity for objective function ∏ with respect to our decision variables
ζ, η, ρ, T, p, I and q, the algorithm is similar to Wangsa et al. [22], and was developed to draw the
global maximum feasible solutions for I∗, ζ∗, η∗, ρ∗, T∗, p∗, q∗ and ∏∗. �

3.9. Algorithm

Step 1. First compute I from Equation (29).
Step 2. a. set ζ = 1.
b. set η = 1.
c. set ρ = 1.
d. set T = 1.
e. set p = 20.
Step 3. Compute the optimal q∗ by using Equation (30).
Step 4. After completed Step 3, compute the actual electrical power capacities.
a. Power generation
The actual capacity of the power generation zy

p = qTζηρ Ω.

If zy
p ≤ zx

p then find q =
zy

p
Tζηρ Ω and go to Step 5.

b. Transmission substation
The actual capacity of the transmission substation zy

t = qTζη Ω.

If zy
t ≤ zx

t then find q =
zy

t
Tζη Ω and go to Step 5.

c. Distribution substation
The actual capacity of the distribution substation zy

d = qTζ Ω.

If zy
t ≤ zx

t then find q =
zy

d
Tζ Ω and go to Step 5.

Step 5. Computed ∏ from Equation (16).
Step 6. Set ζ = 1 + 1 and repeated Step 3 to Step 5.
Step 7. If ∏(q∗ζ , ζ, ηζ , ρζ , Tζ , pζ) ≥ ∏(q∗ζ−1, ζ − 1, ηζ−1, ρζ−1, Tζ−1, pζ−1) then go to Step 8.
Otherwise go to Step 6.
Step 8. Set η = 1 + 1 and repeated Step 2b to Step 7.
Step 9. If ∏(q∗η , ζη

∗, η, ρη , Tη , pη) ≥ ∏(q∗η−1, ζη−1
∗, η − 1, ρη−1, Tη−1, pη−1) then go to Step 9.

Otherwise go to Step 8.
Step 10. Set ρ = 1 + 1 and repeated Step 2c to Step 9.
Step 11. If ∏(q∗ρ , ζρ

∗, ηρ
∗, ρ, Tρ, pρ) ≥ ∏(q∗ρ−1, ζρ−1

∗, ηρ−1, ρ − 1, Tη−1, pη−1) then go to Step 12.
Otherwise go to Step 10.
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Step 12. Set T = 1 + 1 and repeated Step 2d to Step 11.
Step 13. If ∏(q∗T , ζT

∗, ηT
∗, ρ∗T , T, pT) ≥ ∏(q∗T−1, ζT−1

∗, ηT−1
∗, ρ∗T−1, T − 1, pT−1) then go to Step 14.

Otherwise go to Step 12.
Step 14. Set p = 1 + 1 and repeated Step 2e to Step 13.
Step 15. If ∏(q∗p, ζp

∗, ηp
∗, ρ∗p, T∗

p , p) ≥ ∏(q∗p−1, ζp−1
∗, ηp−1

∗, ρ∗p−1, T∗
p−1, p − 1) then go to Step 16.

Otherwise go to Step 14.
Step 15. If ∏(q∗p, ζp

∗, ηp
∗, ρ∗p, T∗

p , p∗) ≥ ∏(q∗p−1, ζp−1
∗, ηp−1

∗, ρ∗p−1, T∗
p−1, p − 1) then find I∗,

ζ∗, η∗, ρ∗, T∗, p∗, q∗ and go to Step 16.
Step 16. Stop.

4. Numerical Example

In this section, used data to demonstrate the application of the model. This study considers the
sustainable electrical energy supply chain inventory system in the Taiwanese electrical production
industry to determine the optimal ordering quantity and total profit. The parameters in this section
are assumed from a previous published paper. The data values are:

4.1. Customer Data

Let a = 80 units, b = 2 units, A = $100/unit/order, r1 = $ 0.004/unit/year,
∧
r1 = 0.002 ton/year,

r2 = $ 0.002/unit/year,
∧
r2 = 0.003 ton/year, β = 0.01 unit, Ω = 1.2 kVA/kWh, v0 = $7/setup,

ξ = $ 1/ton/year and τ = 0.2 unit.

4.2. Transmission Substation, Distribution Substation and Power Generation Data

Let k = $4/kWh, λ = 2 units, c1 = $0.00011/kVA/mile, zx
p = 6 kVA, zx

t = 5 kVA, zx
d = 2 kVA,

m1 = 0.2 mile, m2 = 0.15 mile and m3 = 0.1 mile.
Based on input data, by using Algorithm and Mathematica 9.0, the optimal solutions (see Tables 3

and 4); ζ∗ = 2, η∗ = 1, ρ∗ = 1, T∗ = 1, p∗ = 22, D(p)∗ = 36, I∗ = 1.68236, q∗ = 183.875,
zy∗

p = 441.30, zy∗
t = 441.30, zy∗

d = 441.30 and Π∗ = 601.653. Furthermore, Figures 2 and 3 for graphical
representations of the total profit function is a concave with respect to feasible optimal values p∗ and
q∗.

Table 3. Details of the procedures for the solution.

Iteration ζ* η* ρ* T* p* D(p)* I* q* zy*
p zy*

t zy*
d Π*

1 1 1 1 1 20 40 1.68236 66.6182 79.94184 79.94184 79.94184 571.609
2 2 1 1 1 20 40 1.68236 185.451 445.0824 445.0824 445.0824 593.597
3 3 1 1 1 20 40 1.68236 338.854 1219.874 1219.874 1219.874 561.851
4 4 1 1 1 20 40 1.68236 520.277 2497.329 2497.329 2497.329 496.906
5 5 1 1 1 20 40 1.68236 725.913 4355.478 4355.478 4355.478 398.489
6 6 1 1 1 20 40 1.68236 953.188 6862.953 6862.953 6862.953 264.009
7 2 2 1 1 20 40 1.68236 520.277 2497.329 2497.329 1248.664 496.906
8 2 3 1 1 20 40 1.68236 953.188 6862.953 6862.953 2287.651 264.009
9 2 1 2 1 20 40 1.68236 381.779 1832.539 916.2696 916.2696 575.894

10 2 1 1 2 20 40 1.68236 370.901 1780.324 1780.324 1780.324 537.988
11 2 1 1 1 21 38 1.68236 184.879 443.7096 443.7096 443.7096 599.611
12 2 1 1 1 22 36 1.68236 183.875 441.3000 441.3000 441.3000 601.653←
13 2 1 1 1 23 34 1.68236 182.430 437.8320 437.8320 437.8320 599.736

* The local maximum solution; ← the optimal solution.
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Table 4. The results.

Decision Variables Values

Electrical power distribution factor 2 Times
Electrical power transmission factor 1 Times

Electrical power generation 1 Times
Customer’s average electricity consumption 1 Year

Retailer’s price of electricity $22/kWh.
Demand of customer 36 kWh/year

Electrical power consumption 183.875 kW
Investment for setup cost reduction $1.68236/ production run

Energy transmitted by power generation 8.55471 kWh
Energy transmitted by transmission substation 4.277 kWh
Energy transmitted by distribution substation 6.41593 kWh

Energy consumed by customer 183.875 kWh
Actual capacity of power generation 441.3000 kVA

Actual capacity of transmission substation 441.3000 kVA
Actual capacity of distribution substation 441.3000 kVA
Power supply rate to power generation 72 kWh/year

Figure 2. The contour of the objective function ∏∗ with respect to ζ = 2, η = 1, ρ = 1, I = 1.68236 and
T = 1.

From Table 3, we obtain the ρ = 1 batch. It is intended that the electricity produced by a power
generator is 8.55471 kWh. But not all the electricity energy (8.55471 kWh) induced is transmitted
at once, but in periods with 8.55471 kWh each. As the generator has a device to minimize the total
energy holding cost of the electricity, for each batch, the transmission substation obtains 4.277 kWh of
electricity; it then transmits in 2 batches to the distribution station at 6.41593 kWh each. This is done to
minimize the transmission cost and distribution cost. Based on those results, the total electrical power
consumption of customer 183.875 kW. The demand of customer is 36 kWh/year.
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Figure 3. Concavity of ∏∗ with respect to p and q at ζ = 2, η = 1, ρ = 1, I = 1.68236 and T = 1.

5. Discussion and Managerial Implication

In this section, we consider the effect of changes in the main parameters as well as summarize
the results of the sensitivity analysis, which shows (see Table 5) the impact of each of the parameters

which are a, b, k, λ, v0, τ, A,
∧
c1,

∧
r1,

∧
r2 and β, respectively, on the total profit.

Table 5. Sensitivity analysis of key parameters of the model.

Parameter Changes ζ* η* ρ* T* p* D*(p) q* I* zy*
p zy*

t zy*
d Π*

a

60 2 1 1 1 20 20 131.133 1.68236 314.719 314.719 314.719 287.189
70 2 1 1 1 20 30 160.605 1.68236 385.452 385.452 385.452 439.814
80 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
90 2 1 1 1 24 42 206.829 1.68236 496.389 496.389 496.389 787.868
100 2 1 1 1 27 46 228.775 1.68236 549.060 549.060 549.060 997.886

b

1.8 3 1 1 1 24 36.8 353.749 1.68236 1273.49 1273.49 1273.49 643.645
1.9 2 1 1 1 23 36.3 188.50 1.68236 452.400 452.400 452.400 641.897
2 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653

2.1 2 1 1 1 21 35.9 179.698 1.68236 431.275 431.275 431.275 565.211
2.2 2 1 1 1 20 36 175.934 1.68236 422.241 422.241 422.241 531.978

k

2 2 1 1 1 21 38 181.449 1.68236 435.477 435.477 435.477 676.583
3 2 1 1 1 22 36 182.249 1.68236 437.397 437.397 437.397 638.158
4 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
5 2 1 1 1 23 34 183.965 1.68236 441.516 441.516 441.516 565.209
6 2 1 1 1 23 34 185.486 1.68236 445.166 445.166 445.166 530.673

λ

1.8 2 1 1 1 22 36 220.455 1.68236 529.092 529.092 529.092 575.565
1.9 2 1 1 1 22 36 204.23 1.68236 490.152 490.152 490.152 590.137
2 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653

2.1 2 1 1 1 22 36 157.798 1.68236 378.715 378.715 378.715 609.451
2.2 2 1 1 1 22 36 122.397 1.68236 293.752 293.752 293.752 611.235
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Table 5. Cont.

Parameter Changes ζ* η* ρ* T* p* D*(p) q* I* zy*
p zy*

t zy*
d Π*

v0

5 2 1 1 1 22 36 183.81 1.53742 441.144 441.144 441.144 601.668
6 2 1 1 1 22 36 183.81 1.61042 441.144 441.144 441.144 601.600
7 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
8 2 1 1 1 22 36 183.906 1.75328 441.374 441.374 441.374 601.644
9 2 1 1 1 22 36 183.937 1.82322 441.448 441.448 441.448 601.636

τ

0.18 2 1 1 1 22 36 183.945 1.28395 441.468 441.468 441.468 601.635
0.19 2 1 1 1 22 36 183.911 1.50094 441.386 441.386 441.386 601.643
0.2 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653

0.21 2 1 1 1 22 36 183.837 1.83458 441.208 441.208 441.208 601.662
0.22 2 1 1 1 22 36 183.797 1.96265 441.112 441.112 441.112 601.672

A

80 2 1 1 1 22 36 165.126 1.68236 396.302 396.302 396.302 606.378
90 2 1 1 1 22 36 174.752 1.68236 419.404 419.404 419.404 603.952
100 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
110 2 1 1 1 22 36 192.566 1.68236 462.158 462.158 462.158 599.462
120 2 1 1 1 22 36 200.881 1.68236 482.114 482.114 482.114 597.366

∧
c1

0.00012 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
0.0002 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.651
0.0003 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.649
0.0004 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.647
0.0005 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.645

∧
r1

0.002 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
0.003 2 1 1 1 22 36 197.606 1.68236 474.254 474.254 474.254 596.761
0.004 2 1 1 1 22 36 210.443 1.68236 505.063 505.063 505.063 591.175
0.005 2 1 1 1 22 36 222.541 1.68236 534.099 534.099 534.099 584.989
0.006 2 1 1 1 22 36 234.014 1.68236 561.634 561.634 561.634 578.275

∧
r2

0.003 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.653
0.004 2 1 1 1 22 36 185.165 1.68236 444.396 444.396 444.396 601.240
0.005 2 1 1 1 22 36 186.447 1.68236 447.473 447.473 447.473 600.821
0.006 2 1 1 1 22 36 187.719 1.68236 450.526 450.526 450.526 600.395
0.007 2 1 1 1 22 36 188.983 1.68236 453.559 453.559 453.559 599.962

β

0.008 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.652
0.009 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.652
0.01 2 1 1 1 22 36 186.447 1.68236 441.300 441.300 441.300 601.652
0.011 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.652
0.012 2 1 1 1 22 36 183.875 1.68236 441.300 441.300 441.300 601.652

Based on the computational results (Table 5), the following managerial insights can be obtained:

5.1. Impact on Demand Parameters

An increase in the value of a results in an increase in demand, which forces the retailer to increase
the selling price p, fixed ζ, η, ρ, T, I, increases the actual capacity of the distribution, transmission,
power generation substation and the customer’s power consumption in order to increase the electrical
supply chain profit. On the other hand, an increase in the value of b could reduce the demand. So, the
retailer then reduces the selling price p, fixed η, ρ, T, I, reduces the actual capacity of the distribution,
transmission, power generation substation and the customer’s power consumption. In this case,
although the demand rate could be maintained on the higher side with the high value of b. Therefore,
the profit of the electrical supply chain system would be decreased.

5.2. Impact on Production Parameters

An increase in the value of λ results in an increase in production with fix at demand rates, which
forces the retailer to fix the selling price p, ζ, η, ρ, T, I, decreases the actual capacity of the distribution,
transmission, power generation substation and the customer’s power consumption in order to increase
the electrical supply chain profit. An increase in the value of k could reduce the demand. So, the
retailer then increases the selling price p with fixed ζ, η, ρ, T, I, and increases an actual capacity of
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the distribution, transmission, power generation substation and the customer’s power consumption.
In this case, although the demand rate could be maintained in the less with the high value of k,
customer’s power consumption is higher, and actual capacity higher. Therefore, the profit of the
electrical supply chain system is decreased.

5.3. Impact on Setup Cost Reduction Parameters

An increase in the value of v0 results in an increase in setup cost with fixed at demand rates, which
forces the retailer to fix the p, ζ, η, ρ, T, increases the actual capacity of the distribution, transmission,
power generation substation and the customer’s power consumption, increases the setup investment
cost, and decreases the electrical supply chain profit. In this case, the profit of the electrical supply
chain system decreased because all actual capacity and customer’s power consumption with fixed
selling price increase. On the other hand, an increase in the value of τ results in a decrease in setup cost
with a fix at demand rates, which forces the retailer to fix the p, ζ, η, ρ, T, decreases the actual capacity
of the distribution, transmission, power generation substation and the customer’s power consumption,
increases the setup investment cost and increases the electrical supply chain profit. In this case, the
profit of the electrical supply chain system is increased because the demand rate maintained in the
fixed with the high value of τ, customer’s power consumption is lower, and all actual capacities
are lower.

5.4. Impact on Ordering Cost

An increase in the value of A results in an increases the customer’s power consumption rate with
fixed demand rates; selling price increases the actual capacity of the distribution, transmission, and
power generation substation. This result indicates that profit of the electrical supply chain system
decreased because of higher of all actual capacity and customer’s power consumption rates with fixed
selling price.

5.5. Impact on Loss Factor

An increase in the value of all carbon emission parameters β, results in an no change of the
customer’s power consumption rate; demand rates; selling price, increases the actual capacity of the
distribution, transmission, and power generation substation. This result indicates that, total profit
can be unchanged because of all actual capacity and customer power consumption rates with fixed
selling price are unchanged when small changes of β. Therefore, small changes of loss factor result in
unchanged profit.

5.6. Impact on Carbon Emission Parameters

An increase in the value of all carbon emission parameters
∧
c1,

∧
r1 and

∧
r2 results in an increase

the customer’s power consumption rate with fixed demand rates; selling price increases the actual
capacity of the distribution, transmission, and power generation substation. This result indicates that
profit of the electrical supply chain system decreased because of higher actual capacity and customer
power consumption rates at a fixed selling price.

6. Conclusions and Future Research

In this paper, a sustainable electricity supply chain mathematical model that assumes linear
price-dependent customer demands where the price is a decision variable with reduction of setup
cost under carbon emission, is considered. This model has been developed based on the inventory
management theory, and examined how the all optimal decision variables and the total profits for
sustainable electrical supply chain are affected by key parameters. Based on our computational
results, it supplies managerial insights to the production system and marketing managers to help in
planning a successful and sustainable electrical energy supply chain. For a future study, researchers can
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extend the present model to include green technology investment under carbon emissions regulation.
Researchers can also study incorporating price discount strategies as well as the effect of green
technology investment under carbon emissions with a multi-transmission and distribution substation.
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Abstract: A smart production system is essential to produce complex products under the consumption
of efficient energy. The main ramification of controllable production rate, amount of production size,
and safety stocks is simultaneously optimized under proper utilization of energy within a smart
production system with a random breakdown of spare parts. Due to the random breakdown, a greater
amount of energy may be used. For this purpose, this study is concerned about the optimum safety
stock level under the exact amount of energy utilization. For random breakdown, there are three
cases as production inventory meets the demand without utilization of the safety stock, with using of
the safety stock, and consumed the total safety stock amount and facing shortages. After the random
breakdown time, the smart production system may move to an out-of-control state and may produce
defective items, where the production rate of defective items is a random variable, which follows
an exponential distribution. The total cost is highly nonlinear and cannot be solved by any classical
optimization technique. A mathematical optimization tool is utilized to test the model. Numerical
study proves that the effect of energy plays an important role for the smart manufacturing system
even though random breakdowns are there. it is found that the controllable production rate under
the effect of the optimum energy consumption really effects significantly in the minimization cost.
It saves cost regarding the corrective and preventive maintenance cost. The amount of safety stock
can have more support under the effect of optimum energy utilization. The energy can be replaced
by the solar energy.

Keywords: renewable energy; smart production system; random breakdown; safety stock;
controllable production rate

1. Introduction

Recently, the main development in the production sector is the inspection of smart manufacturing
within the production context. The effect of energy is another critical milestone for the smart
manufacturing system (see for reference Sarkar et al. [1]). Cárdenas-Barrón [2] introduced an optimum
production strategy for those products, which have special property like as fixed lifetime but that model
did not consider the machine breakdown during making the production policies. Thus, there was no
assumption for using the extra energies during machine breakdown and how to reduce those energies
by using renewable energy. This proposed model would like to consider this research gap within
the literature to obtain the minimum total cost for the smart production system. Talizadeh et al. [3]
introduced the outsourcing reworked strategy for defective products within a traditional production
system, but there is not a single assumption regarding energy reduction or uses of renewable energy.
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Energies 2019, 12, 2059

That research gap is also fulfilled by this proposed research. Wee et al. [4] introduced renewable energy
within the supply chain management for the performance, limitations for their uses, and further
improvement for different policies. But, there is no indication how to transfer non-renewable to
renewable energy within a smart production system. Therefore, this study introduces the strategy for
reduced energy consumption through renewable energy resources.

The main aim of this smart production is to make a controllable production for making more smart
products than the existing one and to reduce human labor’s efforts. But the main difference between
an additive manufacturing and a smart manufacturing is that the additive manufacturing prefers more
machinery controls than human labor, whereas the main theme of smart manufacturing systems is to
make a human-factor related complex controllable management such that human-machine interactions
can be used in the proper way to obtain the best complex products Kang et al. ([5]) through skilled
nature of labors. Kang et al. [5] proved that the human interaction system must be controlled by a smart
manufacturing system where the main performance of inspection is conducted by the three specified
labors like skilled, unskilled, and semi-skilled labors. But the main issue is that they did not consider
anything in the direction of energy. However, in any smart manufacturing system, the main base is
smart machines and human labors and the interactions between them. Within the smart production
system, there are two policies for breakdown case as no-resumption (NR) and abort/resume (AR).
NR means the production may start again after repair of defective machine provided all inventories
are utilized and AR means the production will start just after the repair of breakdown machine
with the condition that the existing inventory should deplete to a certain amount of safety stock.
Therefore, to maintain the breakdown of the system, the preventive and corrective maintenance are
used. Even though both the maintenance are used, the inventory can touch the zero level without facing
shortages, it may happen that inventory can go below the zero level but, it still lies in between zero
and safety stock level, or sometimes it may happen that the inventory may reach to the downside of
the safety stock and facing the shortages. Therefore, it can be understood that the safety stock plays an
important role, whose decision is generally taken by the management sector of the smart manufacturing
system. Porteus [6] first introduced the concept of improvement for the production system’s quality
and reduction of setup cost by using some investments. Khouja and Mehraj [7] first introduced
the controllable production rate, where the production rate is variable within a certain interval of
production capacity. They used that the unit production cost is dependent on a variable production rate.
This is the basic idea for the controllable production rate within a traditional production model, which
is the major turning of the smart production without having any consideration of energy consumption.
Chung and Hou [8] extended the basic production model Khouja and Mehraj [7] with shortages,
imperfect production, and the elapsed time duration of the process distribution without anything
related with energy. Giri and Dohi [9] first introduced the random breakdown within a production
context, where the production lot size is a decision variable and the failure rate is considered as
random exponential distribution. Avancini et al. [10] defined several matrices for energy evaluation
in any smart system. They explained how the intelligent network supports for energy efficiency but
there is a lack of specification any production system. Because, each production system is different
with each other for the purpose of energy consumption issue. They just described about the control,
communication, and display with the efficient energy. Chen and Lo [11] developed warranty policy
for defective products in an imperfect production system where shortages appear due to random
defective products. Even though the defective products are produced, there is no concept of the
optimum energy consumption. Nižetić et al. [12] introduced several smart technologies to manage
wastes through the efficient energies. They used sustainable resources to reduce the global energy but
it has lack of concept within the smart production system. Specifically, the effect of efficient energy
was not considered by any researcher yet. An economic production model for imperfect production
system was developed by Sarkar and Moon [13]. They considered defective products when the system
moves to out-of-control state from the in-control state. They did not consider any type of preventive
or corrective maintenance. They just considered a traditional production system with out-of-control
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movement without any concept of energy. A two-echelon supply chain management is explained with
probabilistic deterioriation in Sarkar [14]. The aim of the supply chain is to reduce the total cost but with
a traditional production system. Any energy consumption is not considered within the whole supply
chain model. For any smart production system, smart optimum energy and finally smart optimum
energy system are very much essential to make any grid system with the help of grid system, the
smart machine can be worked properly within several smart production systems, but Lund et al. [15]
described only the explanation of grid system without modelling any specific smart production system.
Generally, the smart manufacturing utilizes smart integrating intelligent manufacturing machines to
produce smart products. The process is totally controlled though automated machines Edgar and
Pistikopoulos [16]. Sana et al. [17] discussed that those defective products can be sold by reduced
price. However, none of the authors did consider energy consumption in any production context.
Louly and Dolgui [18] derived the optimum safety stock level in an assembly production system but
without any concept of energy. Jaber et al. [19] were the pioneer researcher about the incorporation the
entropy/heat effect in any inventory model but no energy effect. Sarkar et al. [20] explained the joint
effect of failure rate, safety stock, and production lot in a basic production mode under a corrective
maintenance and preventive maintenance. They proved that safety stock production model converges
always over the non-safety stock mode but without any concept of energy or heat effect. Sana [21]
developed a production model with machine breakdown under both types of maintenance where
the shifting mode for machine follows an exponential distribution. Sarkar et al. [22] developed a
closed-loop supply chain model with environmental issues. In this model remanufacturing of returned
products are considered. But, any energy issue were not take into consideration. A supply chain
model for complementary products was proposed by Sarkar et al. [23] without any energy effect,
but the variable production rate and time dependent holding costs are applied. A logistic model
was developed by Sarkar et al. [24], where the optimal cash flow for a smart production system is
described. In this model carbon foot print and carbon emission costs were considered witout any
energy consideration. Cárdenas-Barrón et al. [25] developed the benefit of multi-shipment in an
economic manufacturing model without having any concept of energy matter. Giotitsa et al. [26]
strives an appropriate approach for production of energy and its distribution. Tayyab and Sarkar [27]
were the pioneer about incorpration random backorder rate within a multi-stage production system.
Omair and Sarkar [28] introduced some sustainability issues within the production context without
having any concept of energy consideration. Kim and Sarkar [29] explained a multi-stage cleaner
production model, but they did not consider any idea about renewable energy effect within the
multi-stage production system. They consider production system moves to out-of-control state
even though they did not consider machine breakdown only, they just assumed the production
system moves out-of-control state from in-control state due to labor strickes and machine breakdown
without calculating breakdowns within inventory calculation. In this same direction, Moon et al. [30]
approached a continous review model with service level and variable lead time without any smart
production consideration. A two-echelon supply chain model with quality improvement and setup
cost reduction in a tradition production system was considered by Sarkar et al. [31], but production
rate is constant though it moves to out-of-control state. A supply chain model Kim and Sarkar [32] was
developed with stochastic lead time and transportation discount policy without any maintainence
policy. A study on setup cost reduction and quality improvement of manufacturing system was
proposed by Majumder et al. [33] within a traditional production system. For an imprfect production
system, lost sales reduction and quality improvement was taken account in fuzzy environment by
Soni et al. [34], but still they did not think about the smart production system. Sarkar et al. [35]
explained about a two-echelon supply chain model with setup time reduction and effect of safety
factor in a traditional system. An integrated inventory model was developed by Dey et al. [36] on
variable safety fctor and setup cost reduction. But for all of these models, maintainenece costs along
with the energy costs are not considered for any stage of the supply chain or the production. Sarkar
et al. [37] explained only out-of-control machines but did not consider the breakdown effects on the
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inventory of the production system. Biel and Glock [38] discussed an efficient way to use waste energy
within a two-stage controllable production system. Kim et al. [39] developed a cleaner multi-stage
production system with a random backorder rate without any sustainable issue or energy issue. Unver
and Kara [40] developed the efficiency of energy consumption within a traditional process with the
optimum energy consumption. They did not consider any maintenance or any controllable smart
production system. Kumar et al. [41] maintained the efficient balance level within a production system.
They calculated the amount of wastes in a downstream production system and they obtained several
strategies to reduce those wastes. Morato et al. [42] did the reverse way of energy issue. They calculated
the amount of energy during the production system for the agricultural products. Ahmed and
Sarkar [43] introduced sustainable framework and an energy issue for the case of biofuel production.
Darom et al. [44] developed two serial supply chain disruption recoveries with controlled safety-stock
and constant production rate. Assid et al. [45] introduced an unreliable hybrid manufacturing for
production and setup cost controlling. They used demand of new and remanufacturing products,
which are reworked but they did not mention the time of rework. [46] introduced an unique way
to decide the exact time of rework within a multi-stage single cycle and multi-stage multi-cycle
production system even though Sarkar [46] did not take into account of energy cost and any controllable
production system. Utilizing photovoltaic technology, the optimum amount of energy consumption
within a production buffer stock was developed by Caro-Ruiz et al. [47]. They proved that the
coordination is possible for production system with a energy factory with the optimum consumption.
Finally, one can obtain the idea about the automation policy in a smart production system, where
machinery systems are automatic and they are controlled by several automated system of energy
(Dincer and Ezzat [48], Dincer and Al-Zareer [49], Dincer and Rosen [50], Dincer and Rosen [51],
and Dincer and Bicer [52]). However, if the automated system is utilized in several research models
(Lu et al. [53], Kazemi et al. [54], Kulczek [55], Harris et al. [56], Bruni et al. [57], Dehning et al. [58],
and Nordborg et al. [59]), the optimum renewable energy under production maintenance is not
considered. The main research gap regarding maintenance is not considered as it was assumed
that smart production system always gives perfect smart products without any breakdown and
without any maintenance ( Khalil et al. [60], Keen et al. [61], Chen et al. [62], and Liang et al. [63]).

Still, there is a research gap in the direction of smart production direction with random breakdown
under the proper application of corrective and preventive maintenance where the main task is to
control used energy within the smart production system. This proposed model has solved this research
gap for this matter. The Table 1 shows the research gaps of the model.

Table 1. Research contribution by several authors.

Author(s) Energy Smart Production Breakdown Safety Production Maintenance
System Stock Rate

Sarkar et al. [1] Consumption Smart Random NA Variable NA
Kang et al. [2] NA Smart NA NA Constant NA

Porteus [3] NA Traditional NA NA Constant NA
Khouja and Mehraj [4] NA Traditional NA NA Variable NA

Giri and Dohi [6] NA Traditinal Random NA Constant CM and PM
Chenand Lo [7] NA Traditional NA NA Constant NA
Sana et al. [8] NA Traditional Random NA Constant CM and PM

Louly and Dolgui [9] NA Traditional NA Variable Constant CM and PM
Sarkar et al. [11] NA Traditional Random Variable Constant CM and PM

This paper Consumption Smart Random Variable Variable CM and PM

NA indicates that is not applicable for that paper. CM and PM stand for corrective and preventive maintenance,
respectively.
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2. Problem Definition, Notation, and Assumptions

In this section, problem definition, assumptions and notation are given.

2.1. Problem Definition

It is a smart production system, random breakdown and defective production exists under
controllable energy consumption and production rate, then how safety stock can be maintained
within the production with the minimum cost. The unit production cost is dependent on controllable
production rate and efficient amount of energy. Due to the random breakdown, the corrective and
preservative maintenance are considered. As random breakdown is an unusual event and similarly
amount of energy is used as extra amount of energy during corrective maintenance of smart machines.
There are several cases, where the existing inventory’s position is before safety stock or after safety
stock amount. The controllable production rate must vary within proper limit of production capacity
of the machines such that the optimum amount of energy can be used. Finally, the aim is to minimize
the optimum cost under the optimum production lot, safety stock and the production rate.

2.2. Assumptions

The following assumptions are considered to develop this model.

1. A smart production management is considered for single-type of products production under a
controllable production rate and the optimum energy consumption.

2. During a long-run production system, the random breakdown may occur. Based on it, the model
considers three cases as (i) the inventory just reaches to zero but no shortage appears (ii) the
inventory may exceed the zero axis level but less than the safety stock level (iii) the inventory
may cross the safety stock level and faces shortages.

3. Regular and emergency maintenance are considered under the effect of energy with two specified
probability distribution functions.

4. Random breakdown may be at a random time, which follows an exponential distribution.
5. The effect of energy is considered for all possible position with the optimum amount of

energy consumption.
6. Safety stock, production rate, and production quality are considered as decision variable where

production rate may vary within the range of [pmin, pmax]. The optimum value of production rate
must lie within the interval.

7. Shortages appear if the inventory crosses the safety stock level. If shortages appear, it is considered
fully backordered.

2.3. Notation

Table 2 represents the notation of this model.
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Table 2. Notation for parameters and variables.

Decision variables

P production rate (units/time)
Q production lot size (units)
Ms safety stock (units)

Random variable
ρ random variable of shifting from in-control-state to an out-of-control state

Parameters

D demand rate (units)
X non-negative random variable denoting time

FX (t) failure time-distribution of X with probability density function fX (t) =
d
dt

(FX(t))
A1 (S1) corrective(emergency) repair time distribution with probability density function a1

(S1) with finite mean
1

μ1
( > 0)

A2 (S2) preventive(regular) repair time distribution with probability density function a2

(S2) with finite mean
1

μ2
( > 0)

A0 setup cost per setup for the smart manufacturing system
A′

0 energy cost for setup the production system
CCRC corrective repair cost per unit time
C′

CRC energy cost for corrective maintenance per unit time
CPRC preventive repair cost per unit time
C′

PRC preventive maintenance energy cost per unit time
Chold holding cost per unit per unit time
C′

hold energy cost to hold all products per unit per unit time
Cshor shortage cost per unit product
Cre rework cost per unit of defective item
C′

re energy cost per unit to rework defective items
h(ρ) probability distribution function of the shift time distribution
β proportion of defective items produced in the out-of control state where 0 < β < 1
T cycle length of production-inventory system

3. Mathematical Model

A basic smart production is taken to produce a single-type of smart products. Even though, it is a
smart production system, the machine failure exists and defective products produced. During long-run,
the smart production system may move to out-of-control state from in-control state due to semi-skilled
laborer’s issues or machinery problems. The smart production begins to produce smart products at
time t = 0 with a controllable production rate ρ and continues until the time t1, when the inventory
touches the maximum holding if there does not exist any smart machine breakdown. But the random
breakdown occurs within this smart production system. Due to the random breakdown there are some
possibilities like the preventive or corrective maintenance’s time with efficient energy is less than or
greater than expected time. Thus, shortages may occur. The following cases under efficient time can be
founded as follows:

Case I: Inventory position due to preventive maintenance

If the preventive maintenance time under the efficient energy is less than or equal to
Q(P − D)

PD
,

then amount of inventory is (see Figure 1)

I1 =
∫ Q(P−D)/(PD)

0

[
(P − D)Q2

2PD
+

MsQ
D

]
dA1(S1). (1)
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Figure 1. Inventory when the preventive maintenance time interval is in
[

0,
Q(P − D)

PD

]
.

But, if the preventive maintenance time belongs to
[Q(P − D)

PD
,
(Ms +

Q(P − D)

P
)

D

]
, then the

inventory may reach lower than the safety stock level but still there is no shortage as the inventory
level is above the zero level, then the amount of inventory is (refer to Figure 2)

I2 =
∫ (Ms+Q(P−D)/P)/D

Q(P−D)/(PD)

[
(P − D)Q2

2PD
+

PMsS1

(P − D)
− P(S1D − (P − D)Q/P)2

2D(P − D)

]
dA1(S1). (2)

Finally, if the preventive maintenance time belongs to
[ (Ms +

Q(P − D)

P
)

D
, ∞
)

, then the shortage
arises due to the inventory level reaches below the zero level, then the total amount of inventory is
(see Figure 3)

I3 =
∫ ∞

(Ms+Q(P−D)/P)/D

[
(P − D)Q2

2PD
+

MsQ
P

+
PM2

s
2D(P − D)

)

]
dAs(S1), (3)

and the inventory due to shortage for the preventive maintenance is

I4 =
∫ ∞

(Ms+Q(P−D)/P)/D

[
S1 − (Ms + Q(P − D)/P)/D

]
dAs(S1). (4)

Figure 2. Inventory when the preventive maintenance time interval is in⎡
⎢⎣Q(P − D)

PD
,
(Ms +

Q(P − D)

P
)

D

⎤
⎥⎦.
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Figure 3. Inventory when preventive maintenance time interval

⎡
⎢⎣ (Ms +

Q(P − D)

P
)

D
, ∞

⎞
⎟⎠.

Now, the inventory related with corrected maintenance can be done in case II.

Case II: Inventory position due to the corrective maintenance

The corrective maintenance is conducted when there in any urgent mishap and to save the
production system, it is needed to maintenance with cost and more energy investment. Thus, one can
calculate the amount of inventory position based on random time t for corrective maintenance as at
random time t = ρ, the process moves to out-of-control state from in-control state. Similar of Case I,

there are three cases when the corrective maintenance time belongs to
[
0,

t(P − D)

D

]
, the inventory

position is within the general range of inventory above zero level, or the maintenance time belongs to[ t(P − D)

D
,
(Ms + t(P − D))

D

]
, the position of inventory should lie in between zero level and safety

stock level without having shortages, but if the time for maintenance belongs to
[ (Ms + t(P − D))

D
, ∞
)

,
then inventory level reaches below the safety stock level, with having shortages, then the inventory
positions, respectively are (see Figures 4–6)

I5 =
∫ t(P−D)/D

0

[
(P − D)

2D
Pt2 +

MsPt
D

]
dA2(S2), (5)

I6 =
∫ (Ms+t(P−D))/D

t(P−D)/D

[
(P − D)Pt2

2D
+

PMsS1

(P − D)
− P(S1D − (P − D)t)2

2D(P − D)

]
dA2(S2), (6)

I7 =
∫ ∞

(Ms+t(P−D))/D

[
(P − D)Pt2

2D
+

MsPt
D

+
PM2

s
2D(P − D)

]
dA2(S2), (7)

And

I8 =
∫ ∞

(Ms+t(P−D)/P)/D

[
S2 − (Ms + (P − D)t)/D

]
dA2(S2). (8)

Now, one can find the expected number of defective items as the production system at random
t = ρ moves to out-of-control state. Therefore, the expected number of defective items are

I9 = Pβ

[ ∫ Q/P

0

∫ t

0
(t − P)h(ρ)dPdFx(t) +

∫ Q/P

0

(Q
P
− ρ
)

h(ρ)dρdFX

(Q
P

)]
, (9)
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where h(ρ) is the probability distribution of the shifting of production system from in-control state to
out-of-control state and it is given by an exponential function as follows:

h(ρ) = ke−kρ, (10)

where
1
k

is the mean. Now other production distribution functions are given as follows:

F(X) = 1 − e−t, (11)

which gives

F(X) = e−t. (12)

Figure 4. Inventory when the corrective maintenance time interval is in
[

0,
t(P − D)

D

]
.

Figure 5. Inventory when the corrective maintenance time interval is in
[

t(P − D)

D
,
(Ms + t(P − D))

D

]
.

Figure 6. Inventory when the corrective maintenance time interval is in
[
(Ms + t(P − D))

D
, ∞
)

.
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The corrective and preventive repair time are given by

A1(S1) = 1 − e−μ1S1 , (13)

A2(S2) = 1 − e−μ2S2 . (14)

As it is a smart production system, thus the controllable unit production cost is considered and is
as follows:

CP =
A + A′

P
+ (γ + γ′)P, (15)

where A and γ are the scaling parameters related with production cost and A′ and γ′ are the scaling
parameters related with the energy cost for the production.

Now, the different types of costs can be calculated for the production system as follows:
As this is a smart production system, thus the setup cost acts a crucial role within the total cost

of the system. To install smart machine and to maintain its reliability, the huge amount of funding
support is needed. The management has to decide the whole production system will be with smart
machines or partial with smart machines. For this proposed study, the management considers fully
automated smart machines. Thus, they may not need any other continuous or discrete investments
to continue the production. As the smart machines are used, the optimum energy is utilized for the
production system. Thus, the initial setup is needed for any production system. For this purpose some
constant cost along with the energy cost which is used to setup (Set) the system are considered as

Set = A0 + A′
0. (16)

For two types of maintenance different costs are considered here. For corrective and preventive
both maintenance, energy cost is essential cost. Thus, the cost corrective and preventive maintenance
can be written respectively, as

Correct = (CCRC + C′
CRC)

[ ∫ Q/P

0

[ ∫ ∞

0
S2dAs(S2)dFX(t)

]]
, (17)

and

Cpreven = (CPRC + C′
PRC)

[ ∫ ∞

0
S1dAs(S1)dFX(Q/P)

]
. (18)

The total inventory for both corrective and preventive maintenance are already shown. Here
holding cost for all types of inventory is considered as same. To hold any inventory, its relevant energy
costs are also needed. Thus, the total holding cost and its energy cost can be written as

(Chold + C′
hold)

[ ∫ ∞

Q/P
(I1 + I2 + I3)dFX(t)

]
+ (Chold + C′

hold)

[ ∫ Q/P

0
(I5 + I6 + I7)dFX(t)

]
. (19)

Rework is allowed for defective items. The inventory for rework is I9. The rework cost and its
energy cost can be written as

(Cre + C′
re)I9. (20)

Therefore, the expected total cost is given by
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TC(Q, Ms, P) =
∫ ∞

0 E[Total cost o f a cycle|X = t]dFX(t)

= (A0 + A′
0) + (CCRC + C′

CRC)

[ ∫ Q/P
0

[ ∫ ∞
0 S2dAs(S2)dFX(t)

]]

+ (CPRC + C′
PRC)

[ ∫ ∞
0 S1dAs(S1)dFX(Q/P)

]
+ (CP + C′

P)

+ (Chold + C′
hold)

[ ∫ ∞
Q/P(I1 + I2 + I3)dFX(t)

]
+ (Chold + C′

hold)

[ ∫ Q/P
0 (I5 + I6 + I7)dFX(t)

]

+ DCshor

[ ∫ ∞
Q/P I4dFX(t) +

∫ Q/P
0 I8dFX(t)

]
+ (Cre + C′

re)I9,

(21)

and the production cycle time is given by

T(Q, Ms, P) =
∫ ∞

Q/P

[ ∫ Q(P−D)/PD
0

Q
D

dA1(S1) +
P

P − D
∫ (Ms+Q(P−D)/P)/D

Q(P−D)/PD S1dA1(S1)

+
∫ ∞
(Ms+Q(P−D)/P)/D

(Q
P
+ S1 +

Ms

P − D

)
dA1(S1)

]
dFX(t)

+
∫ Q/P

0

[ ∫ t(P−D)/D
0

Pt
D

dA2(S2) +
P

P − D
∫ (Ms+t(P−D))/D

t(P−D)/D S2dA2(S2)

+
∫ ∞
(Ms+t(P−D))/D

(
t + S2 +

Ms

(P − D)

)
dA2(S2)

]
dFX(t).

(22)

Finally, using the renewal reward theorem, the expected average total cost per cycle is given by

ETC(Q, Ms, P) = limt−→∞
E[Total cost on (0, t)]

t
=

TC(Q, Ms, P)
T(Q, Ms, P)

.
(23)

Equation (18) has to be optimized. This is a highly non-linear equation. Thus, it is solved with
numerical experiments. The next section gives results for it.

4. Numerical Experiment

This section consists of an illustrative numerical example, sensitivity analysis, and managerial
insights of the model.

4.1. Numerical Example

The revised data for numerical experiment is taken from Sarkar et al. [20] and provided in Table 3
as follows:

Table 3. Input parameters of the model.

D = 400 units A0 = $250 CCRC = $0.40/unit time CPRC = $3/unit time
Cre = $1.8/item β = 0.2 Chold = $0.09/unit/unit time Cshor = $15/item

μ1 = 2 μ2 = 10 γ = 0.018 C′
PRC = $2/unit time

A = 60 C′
CRC = $0.10 A′ = 5 C′

hold = $0.01/unit/unit time
k = 1.2 A′

0 = $50 C′
re = $0.2/item γ′ = 0.002

The optimal solutions of the numerical example can be written as P = 6108.89 units/time;
Q = 2202.34 units; Ms = 26.34 units; ETC = $343.63.
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4.2. Sensitivity Analysis

This subsection consists of the sensitivity analysis of the key parameters of the model.
From Table 4 the sensitivity analysis of key parameters can be described as follows:

(1) If the setup increased, the total cost of the smart production system increased. But wit the
increases of 50% setup cost, the total cost increased only 8.62%. Thus, one can conclude that the
setup cost was not effecting significantly the total cost of the production system. However as
it was a smart production system, there were several smart technology and smart machinery
systems and those were involved within this setup cost. Therefore, through the total cost only
increased 8.62% for a 50% increase in the setup cost, still, it was a valuable and significant cost for
any traditional or the smart production system.

(2) The defective cost was most sensitive within all costs of the smart production system. For negative
and positive charge of the defective cost, the total cost changed 19.46% and in both directions,
it was the same change. Thus, it can be concluded that the value of the rework cost follows
an equilibrium position, which was the main theme for steady state of any production system.
As this cost effects more, the automation policy can be used where the defective productions
are inspected by a machine not by a human labor. Thus, the probability of defective products
reduced and along with the defective cost and corresponding rework cost was reduced.

(3) The cost of corrective and preventive maintenance were much less sensitive with the total cost
compared to the other costs. As the breakdown was random, thus the preventive and corrective
maintenance should be least sensitive among all cost parameters. The main reason behind it is
that the production system is a smart production system. Thus, the probability of breakdown is
very less. Therefore, these costs were less sensitive. If there was a breakdown then the importance
of corrective maintenance increased, but still the effect of the breakdown was not more than
the regular breakdown event as the production rate was controllable and before moving to
out-of-control, the management reduced the production rate. Thus, the amount of loss was
much less. But, still the corrective maintenance played an important role on that time. Thus,
if a breakdown occurs, then the setup cost, defective cost, corrective maintenance cost, holding
cost, and shortage cost will increase significantly, whereas the preventive maintenance cost will
be reduced in the next cycle more as the huge corrective maintenance is already used during
maintenance.

(4) The holding cost of the smart production is very much sensitive with the total cost of the system.
For negative change of the holding cost, the total cost is changed more than the positive change of
it. Therefore, it can be concluded that the holding cost does not follow the equilibrium positions
like the rework cost. However, the industry should try to reduce the holding cost for maintaining
the minimum cost of the system. For the long term strategy to reduce holding cost, several
policies should be adopted by the management such that it can reduce the total cost again.

(5) As it is a smart manufacturing system and due to the random breakdown pattern, any time the
inventory level can go below the safety stock level. Therefore, the shortage cost is almost equally
sensitive like other costs. Just like the holding cost, the shortage cost is also the most sensitive in
the negative change than the positive change of the total cost.
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Table 4. Sensitivity analysis for expected total cost.

Parameters
Changes Changes

Parameters
Changes Changes

(in %) of ETC (in %) (in %) of ETC (in %)

−50 −10.66 −50 −0.0024
−25 −4.97 −25 −0.0012

A0 +25 +4.49 CCRC +25 +0.0012
+50 +8.62 +50 +0.0024

−50 −19.46 −50 −17.08
−25 −9.73 −25 −7.78

Cre +25 +9.73 Chold +25 +6.74
+50 +19.46 +50 +12.68

−50 −0.0109 −50 −3.99
−25 −0.0055 −25 −1.66

CPRC +25 +0.0055 Cshor +25 +1.29
+50 +0.0109 +50 +2.35

4.3. Managerial Insights

This study reveals a strong recommendation how the industry will manage the situation of the
breakdown within the framework of smart production system, where generally breakdown is not
expected. However, the management can decide the optimum production rate easily, based on the
situation of huge or less products necessity. They can increase or decrease the production rate based on
system movement from in-control to out-of-control movement. For that case, the chances of defective
item production will be reduced.

A smart production system was considered for smart products. The effectiveness of energy should
be taken care as major tasks are done by smart machines. Thus, the management can get the proper
amount of safety stock of products with the optimum energy level. As this was a smart system, thus
the rate of breakdown generally less than the traditional production system. Therefore, the wastage of
energy can be reduced easily due to less number of breakdown. The management should take care
about the corrective and preventive maintenance always.

As this is a smart production system with all smart machines, it is always needed more skilled
labors than unskilled labors. The skilled labors will get benefits as their workloads will be reduced.
Therefore, all of production and maintenance staff will be happy to accommodate this type of
production system.

5. Conclusions

The study was conducted to obtain the optimum controllable production rate, the amount of the
production quality and finally the amount of safety stock during the random machine breakdown under
optimum energy consumption within the framework of smart production management. The total
cost was minimized under the optimum energy consumption for both maintenance, corrective and
preventive under the random breakdown. The variable production rate was varied within the interval
of minimum and maximum range of production rate. Due to random breakdown the amount of
energy was used in high rate but due to controllable production it was optimized. For a controllable
production rate, the optimum safety stock is needed from the management as demand rate is constant
and holding cost is comparatively low. But, due to high shortage cost, the management aimed to fulfill
the demand by the optimum production quantity immediately. Thus, the controllable production
rate was the best fit strategy for any smart production system. The main finding of this model was
with respect to the optimum energy, the safety stock, production quantity, and production rate were
optimized to obtain the minimum total cost. Sarkar et al. [1], Talizadeh et al. [3], and Sana et al. [17]
considered only fixed traditional production system for complex products. But in reality, the complex
products or smart technological products are easy to produce in a smart production system with a
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controllable production rate and proper safety stock under the optimum energy. This study fulfilled
this specific research gap. Sarkar et al. [20] explained the similar breakdown in a traditional production
system but this model extended that in a smart production system with the effect of controllable
production rate and smart energy. Finally, the proposed model obtained the optimum cost at the
optimum values of the decision variables. The main limitation of the model, the setup cost, is constant
even though the random breakdowns are there. Therefore, the model can be extended with variable
setup cost of the model under the similar conditions. The model can be further extended for multi-stage
smart production system with random breakdowns.
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evolution in smart grids: A review. J. Clean. Prod. 2019, 217, 702–715. [CrossRef]

11. Chen, C.K.; Lo, C.C. Optimal production run length for products sold with warranty in an imperfect
production system with allowable shortages. Math. Comput. Model. 2006, 44, 319–331. [CrossRef]
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Abstract: The perishability of blood platelets complicates the management of their supply chain.
This paper studies the impact of energy consumption and carbon emissions of transportation activities
in a blood platelet supply chain. Energy consumption and carbon emissions vary significantly,
and the effective location-allocation of blood facilities is a key strategy for the optimal use of energy.
The total cost of the supply chain for perishable products is minimized when energy consumption is
optimized. The proposed model is too complex to be solved with existing methodologies; therefore,
mathematical tools are used to solve it. A numerical experiment is carried out to validate the proposed
model, and graphical representations are presented for better visualization of the study’s outcomes.
The results of the numerical studies confirm that the selected locations of blood facilities are optimal
for the maximization of energy efficiency and minimization of the total cost.

Keywords: energy; healthcare supply chain management; platelets; perishability factor;
location-allocation

1. Introduction

The operational management of any healthcare sector is becoming one of the most widely explored
research fields. There has been an increasing demand for more systematic and efficient planning in
order to meet the high standards of the healthcare sector. Platelets, a blood component with a high
perishability rate, are considered to be a life-saving and valuable resource, and many patients’ lives
are dependent on their availability. Platelets are needed daily in almost every hospital as a life-saving
measure for patients suffering from serious diseases and conditions, such as cancer, low platelet levels,
bone marrow transplants, etc. Platelets can be collected from a donor by two different methods.
The first is the traditional technique in which whole blood is drawn, and platelets must then be
separated from other blood components within five hours of the donation. The second method is the
“apheresis method”. This technique not only saves time but also allows the other blood components to
be returned to the donor’s body immediately after isolating and collecting the platelets. Compared
with the traditional technique, this method can be costly, but it is more efficient and can produce 6–10
times the number of platelets. Therefore, fewer donors are needed to produce the same number of
platelets as the traditional method. Using the “apheresis method” can reduce the time interval between
donations: donating whole blood is allowed every 56 days, while donors whose platelets are extracted
using the “apheresis method” are eligible to donate platelets every seven days. In platelet supply
chain management, the first step is to transfer donor platelets from blood facilities to a blood center.
The latter not only tests, processes, stores, and distributes platelets to their demand points but also
serves as a potential site for platelet donation. Blood platelets collected from different blood facilities
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must be transported to a blood center for the required tests before they are delivered to hospitals.
Figure 1 shows the flow of the supply chain network of blood platelets.

Figure 1. Platelet supply chain network with the effect of energy consumption.

A major challenge that complicates the supply chain management of platelets is their high
perishability compared with other blood components. It has been proved that the lifespan of blood
platelets ranges from five to seven days (Michael [1]); thus, their inventory must be managed efficiently.
The limited shelf life of platelets is the reason that donors are always needed. The importance of
platelet donation can be illustrated by the fact that one platelet donation can save the lives of three
adults or 12 children, while 4–6 whole blood units can save only one patient (according to the NHSBT).

The objective of this paper is to develop a healthcare supply chain model that minimizes the total
cost and energy consumption of the network by determining the optimal locations of mobile and fixed
blood facilities to fulfill the demand of the demand points. The remainder of the paper is arranged
as follows. Section 2 provides a brief literature review of the prior research pertinent to sustainable
supply chain networks and problems encountered in the design of a blood supply chain network.
Section 3 includes the problem definition and model formulation. In Section 4, a solution methodology
is discussed, and numerical experiments are presented. Finally, conclusions and future research of the
proposed model are given in Section 5.

2. Literature Review

Recently, the development of mathematical models to optimize the supply chain of blood
platelets has drawn the attention of many researchers, and the number of studies in this field has
increased significantly.

2.1. Healthcare Supply Chain Management

One of the main reviews with a focus on supply chain management in healthcare is the work
of Nahmias [2]. This paper was the first to examine the relevant literature on the challenges faced
when determining suitable ordering policies for both fixed-life perishable inventory and inventory
characterized by continuous exponential decay. However, the review did not address the supply chain
for blood and its components. Sha et al. [3] proposed an emergency blood supply scheduling model
that primarily provides decision-making support for emergency blood supply without considering
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the effect of energy consumption. Jabbarzadeh et al. [4] specified a robust model of network design
with a cost objective function of blood supply during and after disasters. Issues related to energy
consumption were not studied in their paper. Using a real case study, Katsaliaki et al. [5] considered
a game-based decision-making approach for delivering perishable products from donors to patients
using the UK blood supply chain, but energy consumption and its related issues were not considered.

Duan and Liao [6] implemented a blood supply chain simulation-optimization framework with
the objective of minimizing the outdate rate of blood, but they did not incorporate the effects of energy
consumption. Arvan et al. [7] formulated a model for optimizing the blood supply chain network.
They took several products and deterministic parameters into account and used the CPLEX solver
to solve the model by using GAMS. Giannakis and Papadopoulos [8] addressed the operational
perspective to achieve a sustainable supply chain by considering the risk management process,
although energy-related concepts were not investigated. Osorio et al. [9] considered an integrated
simulation-optimization model to take into account uncertain supply and demand, blood group
rate, duration of validity constraints, and blood supply chain collection and production methods.
Zahiri et al. [10] focused on the development of a healthcare supply chain network that accounts for
blood group compatibility but excludes the effect of energy.

Ramezanian et al. [11] applied a mixed-integer linear model to the design of a blood supply
chain network. They assumed that different social factors, such as distance, advertisement cost,
and experience, affect the process of the decisions made by donors. The energy consumption factor
was not included among the considered factors. Paydar et al. [12] provided a robust optimization
model to design a bi-objective multi-period blood supply chain network for implementation during
a disaster. They incorporated three echelons, namely, supply, processing, and delivery. The concept
of energy consumption was not included in this study. Najafi et al. [13] looked at the uncertainty of
blood demand and supply and the possibility of blood transshipment, but they did not consider the
perishability factor or the effect of energy. Ensafian et al. [14] considered a platelet supply chain in
which the demand is age-differentiated by the type of patient. Considering the apheresis method and
the traditional method of platelet production, two mixed-integer programming models based on First
In First Out and Last In First Out policies were developed.

Hosseinifard and Abbasi [15] focused on the design of a two-echelon blood supply chain with
inventory centralization in the second echelon. They showed that centralizing hospital inventory
is a key factor that can improve the sustainability and resilience of the blood supply chain, but the
concept of energy consumption was neglected. Samani et al. [16] proposed a blood supply chain
for disaster relief using a multi-objective mixed-integer linear programming model, which did not
include the influence of energy consumption. Eskandari et al. [17] formulated a possible optimization
model for a sustainable blood supply chain with multi-period and multi-objective data to address the
uncertain conditions that exist during and after a disaster. The concept of energy consumption was not
included in this study, and the perishability factor was not a part of the developed model. A two-stage
stochastic programming problem for red blood cells was introduced by Hamdan and Diabat [18].
It simultaneously accounted for production, inventory, and location decisions, but the effect of energy
consumption was not considered. Furthermore, healthcare supply chain management was not studied.
The main optimization model of this paper is formulated on the basis of the mathematical formulation
of Eskandari et al. [17], who designed a possibilistic model for multi-objective and multi-period
sustainable blood supply chain in the presence of uncertainty due to unforeseeable conditions during
and after a disaster.

2.2. Sustainable Energy-Efficient Supply Chain Management (SEESCM)

Beamon [19] studied the opportunities and challenges, such as energy availability and
environmental protection, that might face the supply chain in the future, as well as their effects
on the management, design, and integration of the supply chain. The author studied the supply
chain from a general perspective without specifying the type of supply chain. Rentizelas et al. [20]
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addressed the logistics of biomass, which is a renewable energy source, and the storage problem
in a multi-biomass supply chain. In this paper, the authors focused only on the biomass supply
chain. Halldórsson and Kovács [21] designed logistics solutions to the issue of climate change to
determine a sustainable supply chain while accounting for energy efficiency. However, the supply
chain of a perishable product for healthcare was not discussed in this paper. Gold and Seuring [22]
conducted a literature review of logistics issues and supply chains in bioenergy production. Healthcare
supply chain management was not considered in this review. Although Pan et al. [23] reviewed some
implementation strategies of a waste-to-energy (WTE) supply chain in a circular economic system,
they did not study the healthcare supply chain management of perishable products.

Luthra et al. [24] used Analytical Hierarchy Process to evaluate the obstacles that may be
faced when adopting sustainable production and energy consumption in a supply chain. However,
they did not include healthcare supply chain management in this study. Hong et al. [25] conducted
a multi-regional structural analysis of the consumption of energy in a construction supply chain.
They focused only on the impact of energy consumption in the construction industry in China and
did not consider any healthcare issues. Marzband et al. [26] evaluated energy management systems
in real-time for smart hybrid home microgrids but did not assess the supply chain of perishable
products in the healthcare sector. Aziziankohan et al. [27] investigated the impact of queuing theory
on the reduction of waiting times, the optimization of energy consumption in a green supply chain,
and the decrease in pollution. Issues related to healthcare were not explored. Centobelli et al. [28]
conducted a review of energy efficiency and environmental sustainability in the context of supply
chain management to identify research gaps and research trends; however, healthcare supply chain
management was not mentioned.

Singh et al. [29] investigated the performance of a food supply chain and its dependence on the
performance of the participants to achieve an energy-efficient and sustainable supply chain; the topic
of healthcare supply chain management was not studied. Sarkar et al. [30] evaluated the effect of
energy and the failure rate in a multi-product smart production system. However, healthcare supply
chain management of perishable products was not explored. Sarkar et al. [31] worked on developing
a multi-objective optimization model. Their objectives were to minimize total costs, carbon emissions,
and the cost of energy consumption, although they did not include issues related to healthcare
supply chain management. Marchi et al. [32] formulated a two-stage model while considering the
opportunity to invest in new energy-efficient solutions with better performance and better financial
conditions, and members of the supply chain exerted an important influence. Healthcare supply
chain management was not a part of this study. Fontes et al. [33] identified the latest dynamic system
contributions and trends in a renewable energy supply chain without studying the healthcare supply
chain of perishable products.

2.3. Green Supply Chain Management

Zhu et al. [34] presented a study on green supply chain management in the automobile industry
of China but did not cover the healthcare sector. Srivastava [35] reviewed the literature on green
supply chain management; however, the healthcare sector was not addressed, and the effect of energy
was not introduced. Yeh and Chuang [36] developed an optimum model for the selection of green
partners. The study had four metrics: cost, time, product quality, and appraisal score. The effect of
energy was not considered in this study, and the healthcare sector was not examined. Hua et al. [37]
investigated possible methods for managing carbon footprints in inventory with a carbon emissions
technique. Kumar et al. [38] focused on green supply chain practices that could be adopted by electrical
and electronics manufacturing industries. The authors specified the field of application of the study.
The optimum consumption of energy was not considered, and the healthcare sector was not studied.

Pan et al. [39] provided an optimization model to reduce greenhouse gas emissions from
freight transport. Neither the effect of energy nor healthcare supply chain management were
applied. Bazan et al. [40] introduced two models of greenhouse gas emissions from production
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and transportation activities. They included energy consumption and examined different decisions
but did not study any healthcare-related issues. Ahmed et al. [41] focused on the effect of carbon
emissions in a sustainable second-generation supply chain of biofuel with a cost minimization objective.
However, the effect of energy consumption was not included, nor was the healthcare supply chain
management of perishable product studied.

2.4. Traditional Supply Chain Management with a Single Objective

Sarkar [42] developed a model of product inventory for a deteriorating product in a two-echelon
supply chain in which he assumed only probabilistic deterioration with multiple distributions,
but he did not consider healthcare or energy issues. In another study, Sarkar et al. [43] developed
a mathematical model with the aim of reducing the total cost of the supply chain while considering the
variable costs of transportation and carbon emissions due to multiple shipments. Energy consumption
was not considered in the model, and healthcare supply chain management of perishable product was
not studied. Habib and Sarkar [44] designed a location-allocation model composed of a two-phase
framework for sustainable debris management during disasters given an uncertain environment.
The concepts of healthcare and energy consumption were not considered in the study. Sarkar et al. [45]
developed an integrated inventory model that was based on variable transportation costs to maintain
a single-setup multi-delivery policy for the reduction of transportation costs. However, healthcare and
energy consumption were not investigated.

Feng et al. [46] studied an integrated inventory model consisting of a single supplier and several
buyers with shared warehouse capacity via transshipment. They did not consider healthcare or energy
issues in this study. Sarkar et al. [47] analyzed multi-level delay-in-payment, variable transportation
costs, and variable carbon emission costs in order to minimize the total costs of a sustainable supply
chain under a policy of single-setup multi-delivery without mentioning specific products. The effects
of energy consumption and healthcare supply chain management were not included in the study.
Shi et al. [48] incorporated the development of a supply chain with demand uncertainty in different
power structures to investigate the effect of sustainable investment on profit and emissions. Energy
and healthcare issues were not addressed.

Iqbal et al. [49] analyzed two types of supply chains. The objective was to minimize total cost per
unit time in the network. In the first supply chain, the products of both systems were deteriorated;
in the second one, the products of the first supply chain were deteriorated. Neither the impact of energy
consumption nor healthcare issues were studied. Mishra et al. [50] provided a mathematical model
for a sustainable electricity supply chain with the assumption of linear price-dependent customer
demands. In the proposed model, price was a decision variable for carbon emissions and setup costs,
but energy consumption was not a studied factor. They did not consider healthcare supply chain
management in their research.

From reviewing the literature, a research gap is apparent. The following main research
contributions are presented to close some of these gaps in the study of blood supply chain network
design. The presented paper contributes in two different ways. First, the proposed model includes
various characteristics that were not considered in previous research on blood platelet supply chain
management. This paper presents the design of a comprehensive blood supply chain model in
which (1) the limited shelf life of blood platelets is considered, (2) the distance between nodes in
the network is determined in order to maintain efficient energy consumption and reduce carbon
emissions during transportation activities, and (3) decision-making related to the determination of
the optimal facility location-allocation is included, with the aim of minimizing the total cost of the
supply chain. Furthermore, the presented model includes other aspects that have been rarely examined
by studies on the blood supply chain; these topics include methods of collecting blood platelets in
mobile blood facilities and the blood diffusion process between the blood center and demand points,
with multi-delivery mapping a considered factor.
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• Not Applicable (NA) means that the concept was not studied in the specified paper;
• Applicable means that the concept was covered by the specified paper.

Table 1 illustrates the novelty of the presented research. The listed studies were found by using
the following keywords: supply chain management and optimum energy, blood collection, platelets,
location, and perishability. Each research paper presented in the above literature review was studied
while considering these keywords. The investigation of each research paper aimed to verify whether
each concept was applicable or not applicable to identify gaps in the literature. To the best of the
authors’ knowledge, no research has combined the five concepts in one paper.

Table 1. Contributions of different authors.

Authors
SCM and the

Optimum Energy (OE)
Blood

Collection
Platelets Location Perishability

Nahmias [2] SCM NA NA NA Applicable
Sha et al. [3] SCM NA NA NA NA

Sarkar et al. [42] SCM NA NA NA Applicable
Jabbarzadeh et al. [4] SCM Applicable NA NA NA

Katsaliaki et al. [5] SCM Applicable NA NA Applicable
Duan and Liao [6] SCM Applicable NA NA NA

Bazan et al. [40] SCM NA NA NA NA
Arvan et al. [7] SCM Applicable NA NA NA
Hong et al. [25] SCM NA NA NA NA

Habib and Sarkar [44] SCM NA NA Allocated NA
Zahiri et al. [10] SCM Applicable NA Allocated Applicable

Ramezanian et al. [11] SCM Applicable NA NA NA
Paydar et al. [12] SCM Applicable NA NA Applicable
Osorio et al. [9] SCM Applicable NA Allocated Applicable
Najafi et al. [13] SCM Applicable NA NA NA

Ensafian et al. [14] SCM Applicable Applicable NA Applicable
Ahmed et al. [41] SCM NA NA Allocated NA
Sarkar et al. [30] SCM NA NA NA NA

Hosseinifard and Abbasi [15] SCM Applicable NA NA NA
Singh et al. [29] SCM NA NA NA NA

Samani et al. [16] SCM Applicable NA NA NA
Eskandari et al. [17] SCM Applicable Applicable NA NA

Hamdan and Diabat [18] SCM Applicable NA Allocated NA
Mishra et al. [50] SCM NA NA NA NA
Iqbal et al. [49] SCM NA NA NA Applicable

Proposed model SCM & OE Applicable Applicable Allocated Applicable

3. Problem Definition, Notation, and Assumptions

This section defines the problem and provides the notation and assumptions of the
proposed model.

3.1. Problem Definition

The supply chain under study consists of fixed blood facilities, mobile blood facilities, blood
centers, and demand points (hospitals). Depending on the working hours of the employees and the
daily demand for platelets, the location of mobile blood facilities varies from one period to another.
Platelets can be donated at a mobile blood facility (MBF), a fixed blood facility (FBF), or even at
a blood center. The platelets collected in mobile blood facilities are delivered by the mobile facility
itself to the designated blood center in the region once the daily demand is met or the employees’
working hours end. Efficient location-allocation of mobile blood facilities that considers the distance
between candidate locations and the blood center can have a significant positive effect on energy
consumption and can thus lead to cost reduction. On the other hand, the location of fixed blood
facilities is an important decision that must be made carefully in order to guarantee the sustainability
of the healthcare supply chain and ensure that transportation activities between fixed blood facilities
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and the blood center are carried out with consideration given to energy consumption. Blood platelets
collected in a fixed blood facility are transported to the assigned blood center by specific vehicles
with optimal energy consumption and known capacities. These vehicles must return to their starting
point after completing their mission to prepare for the next mission. The platelets received by the
blood center are subjected to several tests for a maximum of two days to verify that the blood is free
from diseases. The blood is then classified according to its age, followed by storage and preparation
for distribution to demand points. Blood centers then have to meet the demands of each hospital by
assigning one energy-efficient vehicle to each route to visit one or more demand points in each trip
during the planning period t. By the end of the planning period t, these vehicles must return to their
starting points (the blood center). A method used to draw platelets is the “apheresis method”, which is
able to produce more platelets than the traditional method; thus, fewer donors are needed to produce
the daily demand for platelets.

The proposed model for platelet supply chain management that incorporates the effect of energy,
therefore, aims to minimize the overall cost of the supply chain. The notation in the model’s formulation
consists of indices, decision variables, and parameters and is given in Appendix A. The assumptions
of this problem are specified in Section 3.3. The flow diagram of healthcare supply chain management
with optimal consumption of energy is given in Figure 2.

Figure 2. Flow diagram of healthcare supply chain management with optimal energy consumption.

3.2. Notation

The notation used in this paper is provided in Appendix A.

3.3. Assumptions

To structure the proposed model, the following assumptions were made to specify boundaries in
the formulation of the model.

• The effect of energy is considered with optimal energy consumption in a healthcare supply
chain [51] for blood platelets.

• Each hospital H can be served by one energy-efficient vehicle V, and each vehicle has to return
to the blood center at location j after completing its mission [52]. Each vehicle V is assigned to
one or more hospitals [53]. The transportation of platelets must maintain the optimal energy
level [54].
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• The demand Dmhit that occurs in one working shift must be fully covered within the same shift
in one trip to maintain energy efficiency [55]. In addition, the maximum demand of one hospital
per day is assumed to be 30 units or less [56].

• The speed of each vehicle is considered to be fixed [57]. Thus, energy consumption is maintained,
and each vehicle starts and ends its trip at the starting point [58]. The distances between the nodes
of the supply chain are known, and the number, locations, and capacities of the MBF, FBF, blood
center, and delivery vehicles for optimal energy consumption are known [59].

• Only blood platelets are considered in this study, and their lifetime L is known and limited [60].
The age a of the platelet units is known (less than three days: young; more than three days:
old) [61]. Only a mobile blood facility is able to move from one site to another in the next planning
period t, and its movement to another site depends on the working hours of the employees and
whether the required quantity is achieved [62].

• The transportation costs, including carbon emissions and energy consumption [63],
are proportional to the distance traveled.

• Blood wastage refers to the rate of lost blood α during the testing process. Thus, wastage costs are
incurred. The expired quantity of blood (Qut and Qpt in blood centers and fixed blood facilities,
respectively) imposes extra costs. It is assumed that the volume of 1 unit of blood platelets is fixed
and equal to 180 mL.

4. Model Formulation

The main objective of the proposed mathematical model is to minimize the total cost of the blood
platelet supply chain by incorporating the effect of the energy expended by delivery activities between
network nodes. Minimizing the total cost of a supply chain is always a central focus. The main objective
of the proposed model is an economic objective in which the total cost of the supply chain is minimized,
and the optimal locations of mobile blood facilities and fixed blood facilities are determined.

4.1. Transportation Costs Due to the Effect of Energy

Minimizing transportation costs can lower the total cost of the supply chain by a considerable
amount. Transportation costs are considered to have a significant role in supply chain management.
The overall transportation cost determines the costs related to the transportation activities between
nodes in the network.

Transportation costs from a fixed blood facility to a blood center with optimal energy consumption

The fixed transportation costs due to the effect of energy consumption per km with the optimal
consumption of energy is multiplied by the distance between the fixed blood facility and the blood
center Tc dkj to determine the total fixed costs. The total carbon emission costs are determined by
multiplying the cost of CO2 per km by the total distance between the fixed blood facility and the blood
center CEc dkj. Thus, the following expression is determined:

TrcBC
FBF =

K

∑
k=1

J

∑
j=1

T

∑
t=1

[(Tc + CEc) dkj] Uvcvt (1)

Transportation costs from a mobile blood facility to a blood center with efficient energy consumption

To determine the transportation costs required during the delivery of blood platelets collected
from the location of a mobile blood facility to the blood center, the fixed transportation costs due to
the effect of energy per km are multiplied by the total distance between two nodes in the network
(Tc din jt). The carbon emission cost is obtained by multiplying the total distance by the cost of CO2 per
km, i.e., (CEc din jt). Thus, the below expression is obtained:
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TrcBC
MBF =

I

∑
in=1

J

∑
j=1

T

∑
t=1

[(Tc + CEc) din jt] Mcmin jt (2)

Transportation costs due to energy efficiency from a blood center to hospital

The fixed transportation costs per km with optimal consumption of energy are multiplied by the
total distance between the blood center and the hospitals (Tc djhit), and the total carbon emission costs
are determined by multiplying the carbon emission cost per km and the total distance covered during
the delivery process (CEc djhit). By the implied summation, the total transportation costs are calculated
by the following expression:

TrcBC
H =

J

∑
j=1

H

∑
hi=1

T

∑
t=1

[(Tc + CEc) djhit] Uvcvt (3)

Moving costs of a mobile blood facility

A mobile blood facility can change its location in each planning period. To determine the
moving costs of a mobile blood facility, the fixed transportation costs per km with optimal energy
consumption are multiplied by the total distance that a mobile blood facility covers when moving
from one location to another during planning periods (Tc din−1in

). The carbon emitted by the mobile
blood facility is calculated by multiplying the carbon emission cost per km by the distance (CEc din−1in

);
thus, the following summation is formulated:

TrcMBF =
I

∑
in=1

T

∑
t=1

[(Tc + CEc) din−1in
] Gin−1int (4)

4.2. Inventory Holding Costs

Inventory holding costs are the costs associated with storing the blood platelets that remain
undistributed. These costs represent one component of the total inventory costs, along with shortage
costs and ordering costs.

Inventory holding costs at a blood center

Holding costs are incurred to keep platelets in the blood center’s inventory. The holding costs
of blood units in the blood center are based on the inventory level. Thus, the unit holding cost at
a blood center is multiplied by the inventory level of blood platelets in the blood center. Consequently,
the inventory holding costs at the blood center are calculated by the expression below:

IHCBC =
J

∑
j=1

A

∑
a=1

T

∑
t=1

hcajt ILajt (5)

Inventory holding costs at a fixed blood facility

Similar to inventory holding costs at the blood center, fixed blood facilities have inventory costs
that are obtained by the following expression:

IHCFBF =
K

∑
k=1

A

∑
a=1

T

∑
t=1

hcakt ILakt (6)
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4.3. Shortage Costs

The shortage cost is calculated by multiplying the cost of one unit of shortage in blood with age
a by the quantity of the shortage in blood during the planning period t. Thus, the following expression
is obtained.

Shc =
A

∑
a=1

J

∑
j=1

T

∑
t=1

π Qsajt (7)

4.4. Wastage Costs

The wastage cost represents the quantity of blood consumed during the testing process. This cost
is calculated by first summing the quantity of the blood delivered from the blood facilities to the
blood center and the quantity of blood platelets collected at the blood center (Qin jt + Qkjt + Qjt);
then, this sum is multiplied by the production costs for one unit of blood platelets at the blood center.
Thus, the following expression is obtained:

Wc =
J

∑
j=1

T

∑
t=1

(Qin jt + Qkjt + Qjt) α pcjt (8)

4.5. Perishable Blood Costs

Because blood platelets are perishable products, after a certain time, they cannot be used to save
lives and will be deteriorated. Thus, the costs related to outdated blood platelets are regarded as
perishability costs. Blood platelets can be stored in the inventory of either the blood center or the fixed
blood facility. Therefore, perishability costs apply to both locations.

Perishable blood costs at a blood center

The costs of expired blood are obtained by multiplying the cost of one expired blood unit Cu by
the total quantity of expired blood units β ILajt, where β is the perishability rate at the blood center.
Thus, the following expression is obtained:

PcBC =
J

∑
j=1

A

∑
a=1

T

∑
t=1

Cu β ILajt (9)

Perishable blood costs at a fixed blood facility

The costs of outdated blood are obtained by multiplying the cost of one expired blood unit with
the total quantity of expired blood units λ ILakt, where λ is the perishability rate at a fixed blood facility.
Thus, the following equation is used:

PcFBF =
K

∑
k=1

A

∑
a=1

T

∑
t=1

Uc λ ILakt (10)

4.6. Operational Costs

Operating costs are the expenses related to the operation of each blood facility and blood center
in order to produce and collect blood platelets. Thus, operational costs at mobile blood facilities,
fixed blood facilities, and blood centers are calculated using the expressions defined below.

Operational costs at a mobile blood facility

Blood platelets are drawn using the apheresis method, so the costs of producing platelets at
a mobile blood facility are obtained by multiplying the quantity collected Qin jt by the unit operational
cost at the mobile blood facility in one period. Thus, the following expression is obtained:

66



Energies 2019, 12, 2789

OcMBF =
T

∑
t=1

I

∑
in=1

J

∑
j=1

APHcint Qin jt (11)

Operational costs at a fixed blood facility

The operational costs of producing blood platelets through the apheresis method at a fixed blood
facility are obtained by the below expression, in which Qkjt is the quantity of platelets collected using
the apheresis method at the fixed blood facility during the planning period t, and APHckt is the unit
operational cost at the fixed blood facility in period t.

OcFBF =
T

∑
t=1

K

∑
k=1

J

∑
j=1

APHckt Qkt (12)

Operational costs at a blood center

Operational costs refer to the costs of producing platelets through the apheresis method at a blood
center, and they are calculated by multiplying the quantity of platelets by the unit operational cost at
the blood center. The operational costs at the blood center are calculated by the expression below:

OcBC =
J

∑
j=1

T

∑
t=1

APHcjt Qjt (13)

Production costs at a blood center

The collected blood platelets must undergo several tests in the blood center for a period of
two days to confirm that the platelets are disease-free before being transferred to the patient’s body.
Thus, the production costs are calculated by multiplying the unit operational cost at the blood center
by the quantity of blood platelets collected from donors at mobile and permanent blood facilities
and the blood center in planning period t, where pqjt = (Qin jt + Qkjt + Qjt) (1 − α). Thus, the below
expression is applied:

PrCBC =
J

∑
j=1

T

∑
t=1

pcjt pqjt (14)

4.7. Establishment Costs

Establishment costs or setup costs are the costs related to establishing fixed blood facilities at
candidate locations and setting up mobile blood facilities to collect blood platelets from different sites.
These costs also include the setup costs of the delivery vehicles needed to distribute the blood platelets
between nodes in the supply chain.

Fixed costs of opening a fixed blood facility

The costs of establishing a fixed blood facility are obtained by multiplying the costs of
establishment EFkc f

by the binary variable Wkc f
, which is equal to 1 if a fixed blood facility is opened

at location k and 0 otherwise. The summation of the establishment costs is represented below.

ECFBF =
K

∑
k=1

C

∑
c f =1

EFkc f
Wkc f

(15)
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Fixed costs of setting up a mobile blood facility

The costs of establishing a mobile blood facility are obtained by multiplying the costs of
establishment EMincm by the binary variable Xincm , which is equal to 1 if a mobile blood facility is
opened at location in and 0 otherwise. The summation of the establishment costs is represented below.

ECMBF =
I

∑
in=1

C

∑
cm=1

EMincm Xincm (16)

Fixed costs of setting up delivery vehicles

To deliver the blood, vehicles with specific equipment must be available, and the costs of setting
up such vehicles are calculated as shown in the expression below, i.e., by multiplying the costs of
setting up the delivery vehicles by a binary variable that is equal to 1 if a vehicle with capacity cv is set
up and 0 otherwise.

SCV =
C

∑
cv=1

T

∑
t=1

VCcv Uvcvt (17)

4.8. Constraints

The constraints of the designed model are presented in this subsection.
The first constraint is that only one blood center of size cb is open at location j. Yjcb is a binary

variable that is equal to 1 if a blood center with capacity cb is established at site j.

C

∑
cb=1

Yjcb ≤ 1, ∀ j (18)

Constraint (19) states that one fixed blood facility can be established at location k with capacity c f .

C

∑
c f =1

Wkc f
≤ 1, ∀ k (19)

Constraints (20) and (21) stipulate that each blood facility, whether mobile or fixed, is assigned to
one blood center.

I

∑
in=1

Mcmin jt ≤ 1, ∀ j, t (20)

J

∑
j=1

Fkjt ≤ 1, ∀ k, t (21)

Constraint (22) indicates that only one mobile blood facility can move from location in−1 to
location in in each period t.

I

∑
in=1

Gin−1int ≤ 1, ∀ t (22)

Constraint (23) ensures that a mobile facility cannot move to a location where a mobile blood
facility has already been located.

I

∑
in=1

Gin−1int ≤
I

∑
in=1

Gin−1in ,t−1, ∀ t (23)
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Constraints (24) and (25) state that the collected blood from each mobile and fixed blood facility
should be appropriate given their maximum capacities cm and c f , respectively.

I

∑
in=1

Qin jt ≤ cm Xincm , ∀ j, t (24)

K

∑
k=1

Qkjt ≤ c f Wkc f
, ∀ j, t (25)

Constraint (26) specifies that the blood collected in each mobile and fixed blood facility for delivery
to the blood center should not exceed the maximum capacity cb of the blood center.

I

∑
in=1

Qin jt +
K

∑
k=1

Qkjt ≤ cb Yjcb , ∀ j, t (26)

Constraint (27) indicates that the amount of wasted blood should be included when determining
the amount of blood produced in the blood center at site j.

J

∑
j=1

pqjt = (
I

∑
in=1

J

∑
j=1

Qin jt +
K

∑
k=1

J

∑
j=1

Qkjt +
J

∑
j=1

Qjt) (1 − α), ∀ t (27)

Constraint (28) ensures that hospitals can be allocated to blood centers only if a blood center
is open.

Hhi jt ≤ Yjcb , ∀ j, t (28)

Constraint (29) stipulates that each hospital can be assigned to only one blood center.

H

∑
hi=1

J

∑
j=1

Hhi jt ≤ 1, ∀ t (29)

Constraint (30) shows that shortage is allowed but should not exceed the maximum shortage
permitted for blood with age a in blood center j during planning period t.

Qsajt ≤ Qsmax
ajt ∀ a, j, t (30)

Constraint (31) addresses the number of blood centers that can be assigned to hospitals; specifically,
one blood center can be assigned to more than one hospital.

J

∑
j=1

Bjhit ≥ 1, ∀ hi, t (31)

Constraints (32) and (33) state that no blood facility can be assigned to a closed blood center.

Mcmin jt ≤ Yjcb , ∀ in, j, cb, t (32)

Fkjt ≤ Yjcb , ∀ k, j, cb, t (33)

Constraint (34) indicates that the total produced quantity of blood platelets in period t must fulfill
the total demand in period t.

H

∑
hi=1

Dmhit ≤
J

∑
j=1

pqjt, ∀ t (34)
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Constraint (35) specifies that the demand of hospital hi must be fulfilled by a single vehicle.

V

∑
v=1

yhiv = 1 ∀ hi (35)

Constraint (36) ensures that the demand of the blood center can cover the demand of all the
demand points in time period t.

J

∑
j=1

Dmjt ≥
H

∑
hi=1

Dmhit ∀ t (36)

Constraint (37) states that the blood platelets collected from all facilities can cover the demand of
the blood center in time period t.

I

∑
in=1

J

∑
j=1

Qin jt +
K

∑
k=1

J

∑
j=1

Qkjt ≥
J

∑
j=1

Dmjt ∀ t (37)

Constraints (38)–(40) demonstrate the relation between the inventory level, the perishability rate,
the wastage rate, and the total quantity of collected blood platelets.

Qpt = λ ILakt (38)

Qut = β ILajt (39)

Qwt = α (Qin jt + Qkjt + Qjt) (40)

Constraint (41) is a maximization function that restricts the costs of outdated platelets to be equal
to the number of platelet units in the inventory at L minus the amount of consumption in that period.
The FIFO policy is applied to minimize the perishability rate. This constraint is valid for every period
beyond the lifespan of the unit.

Qut = max{0, ILaj,t−L −
H

∑
hi=1

Qjhit Qut−L} ∀ hi ∈ H, t ∈ T : t ≥ L + 1, a ∈ A (41)

Constraints (42) and (43) calculate the blood platelet inventory level constraints at the fixed blood
facilities and blood centers, respectively.

ILajt = ILaj,t−1 − Qwt − Qut + pqjt −
J

∑
j=1

H

∑
hi=1

T

∑
t=1

Qjhit ∀ j ∈ J, t ∈ T, a ∈ A (42)

ILakt = ILak,t−1 − Qpt + Qkt −
K

∑
k=1

J

∑
j=1

T

∑
t=1

Qkjt ∀ k ∈ K, t ∈ T, a ∈ A (43)

Constraints (44) and (45) specify that the inventory level of a blood center and fixed blood facilities
should not exceed their maximum capacities cb and c f , respectively.

ILajt ≤ cb, ∀j, t (44)

ILakt ≤ c f , ∀k, t (45)

Constraints (46) and (47) represent the binary and non-negativity restrictions on the decision variables.

Wkc f
, Xincm , Yjcb , Mcmin jt, Fkjt, Hhi jt, Gin−1int, Uvcvt ∈ 0, 1∀in ∈ I, k ∈ K, c f , cm, cb, cv ∈ C, j ∈ J,

t ∈ T, hi ∈ H
(46)
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Qkjt, Qin jt, Qkt, Qjt, Ucmt, Qjhit, ILajt, ILakt, Qsajt, Qsmax
ajt , Qwt, Qut, pqjt ≥ 0 ∀ in ∈ I, k ∈ K,

j ∈ J, t ∈ T, cv, cm, cb, c f ∈ C, v ∈ V, a ∈ A, hi ∈ H
(47)

4.9. Objective Function

The mathematical model was developed with the objective of reducing the total cost of healthcare
supply chain management by optimizing the energy consumption, which includes the minimization
of transportation costs, holding costs, wastage costs, expired blood costs, and establishment costs of
blood facilities and blood centers. Thus, the following expression is obtained.

Min Z1 =
K

∑
k=1

J

∑
j=1

T

∑
t=1

[(Tc + CEc) dkj] Uvcvt+

I

∑
in=1

J

∑
j=1

T

∑
t=1

[(Tc + CEc) din jt] Mcmin jt+

J

∑
j=1

H

∑
hi=1

T

∑
t=1

[(Tc + CEc) djhit] Uvcvt +
I

∑
in=1

T

∑
t=1

[(Tc + CEc) din−1in
] Gin−1int+

J

∑
j=1

A

∑
a=1

T

∑
t=1

hcajt ILajt +
J

∑
j=1

A

∑
a=1

T

∑
t=1

hcakt ILakt +
A

∑
a=1

J

∑
j=1

T

∑
t=1

π Qsajt+

J

∑
j=1

T

∑
t=1

(Qin jt + Qkjt + Qjt) α pcjt +
J

∑
j=1

A

∑
a=1

T

∑
t=1

Cu β ILajt +
K

∑
k=1

A

∑
a=1

T

∑
t=1

Uc λ ILakt+

T

∑
t=1

I

∑
in=1

J

∑
j=1

APHcint Qin jt +
T

∑
t=1

K

∑
k=1

APHckt Qkt +
J

∑
j=1

T

∑
t=1

APHcjt Qjt+

J

∑
j=1

T

∑
t=1

pcjt pqjt +
K

∑
k=1

C

∑
c f =1

EFkc f
Wkc f

+
I

∑
in=1

C

∑
cm=1

EMincm Xincm +
C

∑
cv=1

T

∑
t=1

VCcv Uvcvt

(48)

4.10. Solution Methodology

To solve this model, an approach that can manage a large number of variables is required,
and using classical approaches and methodologies is a time-consuming task. Thus, several
mathematical techniques were deployed to obtain the optimal solution of the objective function
and thus minimize the total costs by focusing on the optimum location-allocation of the blood facilities.
To solve the proposed model quickly, the Lingo solver and the Facility Location Problem solver were
used to generate the data and obtain the optimal results. Numerical experiments were conducted,
and the results are reported in the following section.

4.11. Numerical Experiments

To validate the proposed model, the case of the city of Ansan, South Korea, was studied. In this
scenario, two mobile blood facilities (MBF1 and MBF2), two fixed blood facilities (FBF1 and FBF2),
one blood center (BC), seven hospitals, and five delivery vehicles were considered, as presented
in Table 2.

Table 2. Size of the problem.

MBF FBF BC Hospitals Vehicles

2 2 1 7 5
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The model was run on Lingo version 17.0 on an Intel(R) Core(TM) i7-3770 CPU@3.40 GHz
3.40 GHz with a 64-bit operating system and 8 GB of RAM. The determination of candidate locations
that can be visited by an MBF during a planning period is a strategic decision that should be made
carefully in order to meet the daily demand of blood platelets. Thus, to ensure optimal distribution,
location-allocation of the mobile blood facilities was assessed according to the population of each region,
the location of hospitals, and historical data. The locations are defined by geographic coordinates
(longitude and latitude). The FLP solver with Bing Maps was used to calculate the actual distances
between candidate locations in the network and determine the optimal location for each mobile and
fixed blood facility. For MBFs, each candidate location can be visited only once. Specifying the optimal
locations at which to establish a blood facility is a critical decision and includes the consideration of
many conditions, such as the population of each region, the location of hospitals, and the history of
donation in each region. Table 3 shows the candidate locations of the blood facilities (MBFs and FBFs)
and the fixed locations of the blood center and hospitals in the city of Ansan, South Korea.

Table 3. Candidate locations of blood facilities and the fixed locations of the blood center and hospitals
in Ansan, South Korea.

Candidate Locations of the Blood Facilities (MBFs and FBFs).

ID Location Address Latitude (x) Longitude (y) Demand

1 L1 Sangnok-gu, Ansan, South Korea 37.30 126.84 MBF/FBF
2 L2 Sa-dong, Ansan, South Korea 37.29 126.85 MBF/FBF
3 L3 Seonbu-dong, Ansan, South Korea 37.33 126.80 MBF/FBF
4 L4 Choji-dong, Ansan, South Korea 37.32 126.80 MBF/FBF
5 L5 Wongok-dong, Ansan, South Korea 37.32 126.79 MBF/FBF
6 L6 Singil-dong, Ansan, South Korea 37.33 126.76 MBF/FBF
7 L7 Wolpi-dong, Ansan, South Korea 37.33 126.84 MBF/FBF
8 L8 Gojan-dong, Ansan, South Korea 37.32 126.81 MBF/FBF
9 L9 Bono-dong, Ansan, South Korea 37.28 126.86 MBF/FBF
10 L10 Wonsi-dong, Ansan, South Korea 37.30 126.79 FBF
11 L11 Mongnae-dong, Ansan, South Korea 37.30 126.77 FBF
12 L12 Wa-dong, Ansan, South Korea 37.34 126.82 FBF
13 L13 Hosu-dong, Ansan, South Korea 37.32 126.77 FBF
14 L14 Seongpo-dong, Ansan, South Korea 37.32 126.84 FBF

Location of the blood center in Ansan, South Korea.

ID Location Address Latitude (x) Longitude (y)

15 L15 Ansan blood center, Ansan, South Korea 37.31 126.87
Locations of the hospitals at Ansan, South Korea

ID Location Address Latitude (x) Longitude (y)

1 H1 Danwon Hospital, Choji-dong, Ansan, South Korea 37.32 126.80

2 H2
Korea University Ansan Hospital, 69 516 Gojan-dong,

Danwon-gu, Ansan-si, Gyeonggi-do, South Korea 37.32 126.81

3 H3 Duson Hospital, Seonbu-dong, Ansan-si, South Korea 37.33 126.80

4 H4
Sarang Hospital, 69 Yesulgwangjang-ro, Seongpo-dong,

Sangnok-gu, Ansan-si,Gyeonggi-do, South Korea 37.32 126.84

5 H5
Hansarang Hospital, 345 Gwangdeok 1 (il)-ro, I-dong,

Sangnok-gu, Ansan-si, Gyeonggi-do, South Korea 37.30 126.84

6 H6
Anshan 21st Century Hospital, 50 Bohwa-ro, Gojan 1 (il)-dong,

Danwon-gu, Ansan-si, Gyeonggi-do, South Korea 37.33 126.83

7 H7
Ansan Hospital, Korea Labor Welfare Corporation, 95 Il-dong,

Sangnok-gu, Ansan-si, Gyeonggi-do, South Korea 37.30 126.86

A map is presented in Figure 3 to visualize the candidate locations of the mobile blood facilities
and the fixed blood facilities, as well as the fixed location of the blood center.
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Figure 3. Candidate locations of mobile and fixed blood facilities.

Analyses were carried out to determine the optimal locations of the fixed blood facilities, and the
results indicate that locations 1 and 5 are the best sites for establishing fixed blood facilities as shown
by Figure 4.

Figure 4. Optimal locations of the fixed blood facilities.

Table 4 presents details of the FBF1 and FBF2 locations and their distances from the blood center.
The optimum locations of the fixed blood facilities (FBF1 and FBF2) prove to be location 1 and location
5. Consequently, no mobile blood facilities are allowed to visit these locations because the maximum
capacity of each candidate location is one facility, either fixed or mobile. Since the locations of the two
fixed blood facilities are determined, mobile blood facilities cannot be assigned to these locations.
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Table 4. Candidate and optimal locations of the fixed blood facilities.

Facilities
Candidate
Locations

Optimal
Location

Distance Between
BC and FBF (km)

Location 1
Location 2
Location 7
Location 9

FBF1

Location 14

Location 1 5.5

Location 5
Location 3
Location 4
Location 6
Location 8

Location 10
Location 11
Location 12

FBF2

Location 13

Location 5 9.3

The results of analyses reveal that the optimal location for the first mobile blood facility (MBF1) is
location 3. In the next planning period, MBF1 can move from location 3 to locations 4, 6, 7, and 8, in that
order. An MBF does not have to visit all candidate locations if the required quantity of platelets is met
or if the working hours of the employees are over. Once the required quantity of blood platelets is
collected, a mobile blood facility can deliver the collected blood platelets directly to the assigned blood
center. Table 5 represents the details related to the allocation of the first mobile blood facility, MBF1.

Table 5. The optimal location and navigation path of MBF1.

MBF1
Optimal
Location

Address
Candidate
Locations

Possible
Visited Locations

1 Location 3 Seonbu-dong, Ansan, South Korea 9 6

No. Path Distance (km) Demand
Transportation

Costs ($)

1 BC to Location 3 9.4 1 5.64
2 Location 3 to Location 4 1.5 1 0.88
3 Location 4 to Location 6 5 1 3
5 Location 6 to Location 7 9.1 1 5.47
6 Location 7 to Location 8 3.2 1 1.91
7 Location 8 to BC 7 - 4.2

The optimal location of the second mobile blood facility (MBF2) is determined to be location 2.
MBF2 can move from location 2 to location 9 in the next planning period. Similar to MBF1, if the
needed quantity of platelets is collected or if the working hours of the employees are over, MBF2
moves to the designated blood center to deliver the collected platelets. Table 6 represents the details
related to the allocation of the second mobile blood facility, MBF2.

Table 6. The optimal location and navigation path of MBF2.

MBF2
Optimal
Location

Address
Candidate
Locations

Possible
Visited Locations

1 Location 2 Sa-dong, Ansan, South Korea 9 3

No. Path Distance (km) Demand
Transportation

Costs ($)

1 BC to Location 2 5 1 3
2 Location 2 to Location 9 2.4 1 1.44
4 Location 9 to BC 3.5 - 2.1
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The optimal locations and navigation paths of the mobile blood facilities (MBF1 and MBF2) are
presented in Figure 5.

Figure 5. Optimal locations of mobile blood facilities 1 and 2.

In the proposed problem, seven hospitals must be served each day to fulfill their daily demand
for blood platelets. The results show that three different routes can be considered to guarantee efficient
supply chain management while ensuring optimal energy consumption. In the first route (R1), three
hospitals (h1, h2, and h3) must be served by one vehicle. Two hospitals need to be visited in the second
route (R2), and two hospitals are also served in the third route (R3). The locations of the hospitals are
fixed, and the calculated distances between all nodes of the routes are reported in Table 7.
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Table 7. The total distance of each route.

Route Path Locations Distance (km) Total Distance (km)

R1

BC to h1
h1 to h2
h2 to h3
h3 to BC

L15 to L7
L7 to L5
L5 to L4
L4 to L15

2.4
4

2.6
5.8

14.8

R2
BC to h1
h1 to h2
h2 to BC

L15 to L6
L6 to L2
L2 to L15

5.9
1.6
6.4

13.9

R3
BC to h1
h1 to h2
h2 to BC

L15 to L1
L1 to L3
L3 to L15

7.6
4.5
7.2

19.3

The optimum shipping routes represent the best balance between costs and energy consumption.
The shipping routes determined to be optimal are presented in Figure 6.

Figure 6. Optimal routes between hospitals and the blood center.

The values of the parameters used in the test problems are presented in Table 8.
Numerical experiments were carried out for different delivery scenarios to validate the proposed

model. Ten scenarios were considered in this study to determine the best shipping route and the best
scenario with the most efficient results in terms of costs and energy consumption. Table 9 shows the
obtained results for the different tested scenarios.
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Table 8. Values of the parameters in the test problem (for references, see Khanghahi et al. [17],
Heidari et al. [64], Hamdan and Diabat [18], Arvan et al. [7], and Samani et al. [16]).

Parameters Values Parameters Values

cm [300, 400] APHcjt [1, 2]
c f [1000, 2000] EFkc f

[20,000, 40,000]
cb [3000, 8000] EMincm [15,000, 30,000]
cv [300, 400] VCcvt [10,000, 15,000]
Tc [0.5, 0.7] Qce [60, 150]
L [5, 7] d_{kj} [1, 20]

CEc 4 × 10−5 d_{i_njt} [1, 20]
hcajt [14 × 10−3, 18 × 10−3] d_{jh_it} [1, 60]
hcakt [14 × 10−3, 18 × 10−3] d_{i_{n-1}i_n} [0, 10]

α [0.01, 0.05] β [0.1, 0.2]
λ [0.1, 0.2] pcjt [0.5, 0.8]

Cu [0.015, 0.018] APHcint [1, 2]
Uc [0.01, 0.02] Dmjt [1, 210]

APHckt [1, 2] Dmhit [1, 30]

Table 9. Results of different delivery scenarios.

Facilities Scenario 1A Scenario 2A Scenario 3A Scenario 4A Scenario 5A

MBF1
BC to L3 to

BC
BC to L3 to

L4 to BC
BC to L3 to L4 to

L6 to BC
BC to L3 to L4

to L6 to L7 to BC
BC to L3 to L4

to L6 to L7 to L8 to BC
Scenario 1B Scenario 2B

MBF2 BC to L2 to BC BC to L2 to L9 to BC
FBF1 Scenario 1C: BC to L1 to BC
FBF2 Scenario 1D: BC to L5 to BC

Routes
R1: BC to L7’ to
L5’ to L4’ to BC

R2: BC to L6’ to
L2’ to BC

R2: BC to L1’ to
L3’ to BC

TEST

Scenarios Runs Path Total costs ($/cycle)

Scenario 1 Run 1
Scenario 1A + Scenario 1B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 145245.37

Scenario 2 Run 2
Scenario 2A + Scenario 1B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 144787.76

Scenario 3 Run 3
Scenario 3A + Scenario 1B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 145746.94

Scenario 4 Run 4
Scenario 4A + Scenario 1B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 146874.67

Scenario 5 Run 5
Scenario 5A + Scenario 1B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 147379.21

Scenario 6 Run 6
Scenario 1A + Scenario 2B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 145188.31

Scenario 7 * Run 7 *
Scenario 2A + Scenario 2B + Scenario 1C +

Scenario 1D + R1 +R2 +R3
144687.69 *

Scenario 8 Run 8
Scenario 3A + Scenario 2B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 145471.87

Scenario 9 Run 9
Scenario 4A + Scenario 2B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 146793.61

Scenario 10 Run 10
Scenario 5A + Scenario 2B + Scenario 1C +

Scenario 1D + R1 +R2 +R3 147196.15

* represents the indicator of the optimum values.

Scenario 7 represents the optimal solution to the proposed model, with total costs equal to $144,687.69.
The first mobile blood facility (MBF1) has to visit location 3 first, as it was concluded to be its optimal
location. Then, it moves to location 4, collects the required quantity of blood platelets to satisfy the daily
demand, and returns to the blood center, where the trip started, to deliver the collected quantity of blood
platelets. The second mobile blood facility (MBF2) starts at its optimal site of location 2, moves to location
9 in the next planning period, and then returns to the assigned blood center with the collected quantity of
blood platelets. The fixed blood facilities (FBF1 and FBF2) reside at their optimal locations, location 1 and
location 5, respectively. The blood platelets collected at FBF1 and FBF2 are transported to the blood center.
Donors can donate platelets in the blood center as well; thus, the blood center acts not only as a testing,
production, storage, and diffusion facility but also as a potential collection site of more blood platelets.
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The final quantity of blood platelets produced is determined by the summation of all collected platelets
while accounting for the wastage rate and the outdate rate of platelets in time period t. The demand
volume is delivered to demand points by three different routes. In the first route, three hospitals are
visited; in the second route, two hospitals are visited; and in the third route, two hospitals are served.
Thus, the optimum shipping route is given by scenario 7, which represents the best shipping route in
terms of efficient energy consumption and minimum costs.

5. Conclusions

This study was conducted to identify an optimal delivery approach by accounting for the effect
of optimal energy consumption using objective functions to reduce the total costs of the network.
The proposed strategy is demonstrated for the city of Ansan in South Korea. Energy efficiency plays
a key role in the strategy to reduce the costs of healthcare supply chain management. The total cost
was minimized with the optimal energy consumption, and an optimal transportation scheme for
blood platelet supply chain management was developed. A mathematical model was designed with
the objective of enhancing the efficiency of healthcare service. The decision-making related to the
location-allocation of blood facilities plays an important role in reducing the energy consumed by
transportation activities between all nodes in the network. Thus, the total cost was minimized to assure
the sustainability of the healthcare supply chain. As a result of the high perishability rate, platelets are
a life-saving product in constant demand, and managing the healthcare supply chain is both a major
priority and a complicated task. The proposed formulation ensures the optimal location-allocation
of mobile and fixed blood facilities. The model determines the optimal path to ensure the efficiency
of the supply chain, the reduction of energy consumption, and the efficient flow of blood platelets at
required quantities through the network. Further, an objective of the model is the minimization of the
total cost of the supply chain (establishment cost of FBFs, setup cost of MBFs and delivery vehicles,
production costs, operation costs, transportation costs due to the effect of energy, carbon emission costs,
perishability costs, holding costs, and wastage costs). The main output of this model, with respect to the
optimal energy, is optimized healthcare supply chain management with a minimized total cost. A set of
different scenarios were considered to determine the optimal solution and the best scheme to deliver
blood platelets. In addition, data from a real case study was applied to prove the validity of the proposed
model. To the best of the authors’ knowledge, this is the first study that combines the concept of energy
consumption and healthcare supply chain management .

Because of the complexity of the formulated problem, potential future research includes
developing efficient solution algorithms that can solve the problem within a reasonable time. The model
can be enhanced by adding more objective functions to be minimized or maximized to foster and boost
the efficiency of the healthcare supply chain. In future research, the outdating of blood platelet units
can be considered as a deterioration linear function or higher-order polynomial, which could allow the
model to give priority to younger units of platelets over the old units.
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MBF Mobile Blood Facility
FBF Fixed Blood Facility
BC Blood Cenetr
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Appendix A

Sets

I mobile blood facilities, in ∈ I
K fixed blood facilities, k ∈ K
J blood center, j ∈ J
H hospitals, hi ∈ H
V vehicles indexed by vi ∈ V
C capacities ci ∈ C
T planning periods, t ∈ T
R routes indexed by ri ∈ R with i = 1, · · · , n
A age of platelets, a ∈ A

Parameters

ci capacity with

i =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

v : vehicle

b : blood center

f : fixed blood facility

vm : mobile blood facility
Tc fixed transportation costs under efficient-energy consumption per km ($/km)
L lifetime of platelets (days)
CEc carbon emission costs ($/gr of CO2)
hcajt holding costs of the blood with age a in the blood center during the planning

period t ($/unit/unit time)
hcakt holding costs at fixed blood facilities during the planning period t ($/unit/unit time)
π penalty costs for shortage in blood age a at the blood center during the planning

period t ($/unit/unit time)
Cu unit cost of expired blood at a blood center ($/unit/unit time)
Uc cost of one expired blood unit at a fixed blood facility ($/unit/unit time)
pcjt unit production costs of platelets at blood center ($/unit)
APHcint operational cost of platelets at mobile blood facility ($/unit)
APHckt operating cost of platelets at fixed blood facility ($/unit)
APHcjt cost of operating the apheresis machine at blood center ($/unit)
EFkc f

establishment costs of a fixed blood facility ($/setup)
EMincm establishment costs of a mobile blood facility ($/setup)
VCcvt setup costs of delivery vehicle with capacity cv ($/setup)
Qce quantity of carbon emitted by the vehicle per km (gr of CO2 / km)
dkj distance between a fixed blood facility and blood center (km)
din jt total distance a mobile blood facility travel during the planning period t to collect the platelets (km)

and deliver them to the blood center (km)
djhit total distance a vehicle travel during the planning period t in order to diffuse the platelets to all the

demand points (km)
din−1in

distance between location in−1 and location in (km)
α wasted blood platelets rate at blood center during production process
β outdated blood platelets rate at blood center
λ expired blood platelets rate at a fixed blood facility
Dmhit quantity of demand of hospitals (unit/unit time)
Dmjt demand of blood center (unit/unit time)
M very large number
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Decision variables

Qkjt transported quantity of blood from a fixed blood facility to a blood center in period t (unit/unit time)
Qkt collected quantity of blood in a fixed blood facility in period t (unit/unit time)
Qin jt shipped quantity of blood from a mobile blood facility to a blood center (unit/unit time)
Qjt collected quantity of blood in a blood center in period t (unit/unit time)
Qjhit quantity of blood to be transported from the blood center to the demand points (unit/unit time)
Qsajt shortage quantity of blood age a at the blood center during the planning period t (unit/unit time)
Qsmax

ajt maximum quantity of shortage allowed (unit/unit time)

Qwt wasted quantity of blood (unit/unit time)
Qut expired quantity of blood at blood center (unit/unit time)
Qpt quantity of expired blood units at fixed blood facility (unit/unit time)
pqjt produced quantity of blood at the blood center during the planning period t (unit/unit time)
ILakt inventory level at a fixed blood facility during the planning period t (unit/unit time)
ILajt inventory level at a blood center during the period t (unit/unit time)

Binary variables

Uvcvt =

{
1 if a vehicle v with capacity cv is used during the time period t

0; otherwise

Wkc f
=

{
1 if a fixed blood center with capacity c f is established at location k

0; otherwise

Xincm =

{
1 if a mobile blood facility with capacity cm is established at location in
0; otherwise

Yjcb
=

{
1 if a blood center with capacity cb is open

0; otherwise

Mcmin jt =

{
1 if a mobile blood facility is assigned to a blood center during the planning period t

0; otherwise

Fkjt =

{
1 if a fixed blood facility is assigned to a blood center during the time period t

0; otherwise

Bjhit =

{
1 if a blood center is assigned to a hospital during the time period t

0; otherwise

Hhi jt =

{
1 if a hospital is assigned to a blood center during the planning period t

0; otherwise

Gin−1int =

⎧⎪⎪⎨
⎪⎪⎩

1 if a mobile blood facility is assigned to location in−1 in the planning period t − 1 and

moves to location in in the next planning period t

0; otherwise
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Abstract: Sustainable efficient energy is the key factor of any sustainable manufacturing system.
This study addresses a multi-item sustainable economic energy efficient reliable manufacturing
quantity (MSEEERMQ) model. The manufacturing system produces defective products during
long-runs, where those products may be reworked under the optimum effect of energy and carbon
footprint with some costs. As all products are not sold immediately, the holding cost increases based
on time. The management decides the system design variable to reduce energy consumption cost and
increase system reliability under some time-dependent holding costs, and the optimum energy such
that the maximum profit of the production model is obtained with a system reliability as a decision
variable. The inflation and time-value of money are considered to calculate the cost of the production
model under efficient energy. Using control theory, an Euler–Lagrange method is employed to obtain
the sustainable critical path, which gives the optimal solution of the model. There are two lemmas to
prove the global optimal solution of the model through the control theory. There is an illustrative
example to test the model. Under different conditions there are other two examples with graphical
representation and sensitivity analysis. Numerical studies reveal that maximum profit is obtained at
the optimal value of the decision variable.

Keywords: energy; sustainable manufacturing system; multi-item production; variable holding cost;
inflation; control theory

1. Introduction

In reality, optimization through control theory is a critical challenge for any researcher for any
production model under optimum energy. An economic energy efficient reliable manufacturing
quantity (EEERMQ) model is one of the challenging research areas (Cárdenas-Barrón et al. [1]). To make
a system reliable, the management system of any production industry sector under efficient energy
has to follow several steps towards the reliability of machinery systems and products. The sustainable
energy efficient economic reliable manufacturing quantity model (SEEERMQ) is the extended version
of the EEERMQ with the concept that the type of production quantity is always sustainable, i.e., for any
amount of order quantity from the buyer or retailer, the EEERMQ is almost similar in every production
system. Thus, to reach the optimum EEERMQ, the production system must be stable. It means that the
management needs 100% reliable products, which is achievable when the machinery system under
the optimum energy consumption works within their capacity. All labors work properly, support
of redundancy machines are available, no defective items are produced or if produced, all defective
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items are discarded from the system. To make reliable products, the industry has to choose one
option in between two possible options such as (i) invest more funds to make the system energy
efficient reliable or (ii) without investment, reduce the system failure rate under optimum energy
consumption. Sana [2] is the pioneer researcher in this field of study. He introduced the above
second condition, that without investment the failure rate can be reduced. He used the concept
of development cost of Mettas [3] but both of them did not think about efficient energy. Cao and
Schiniederjans [4] examined the cost of inventory and production cost in just-in-time production
systems but they considered constant production cost without any energy and carbon footprint
efficiency whereas the time-dependent variable production cost is more relevant for any sustainable
manufacturing system. Wang [5] developed a free-repair warranty policy for defective products
which come with an economic manufacturing system. Giri and Dohi [6] generated the basic economic
manufacturing model with a random breakdown and repair, where they considered that time for
repair corrective maintenance, and preventive maintenance was a random variable. They considered
a variable production rate, but none of them considered any concept of energy consumption or any
energy reduction policy. Sarkar et al. [7] extended the model of Giri and Dohi [6] with variable
safety stock but with constant production rate and perfect production system without any energy
and carbon footprint effect. Sarkar et al. [8] extended their own model with imperfect production
with constant production rate, but they did not consider any concept of sustainable energy issue.
Sarkar et al. [9] extended Sana’s [2] model with a stock-dependent demand pattern. They proved that
a stock-dependent demand pattern is the best when imperfect production is considered with constant
production rate but they did not think about the sustainability issue. Chiu et al. [10] obtained the best
replenishment policy of the economic manufacturing quantity model where defective products and
multiple shipments are considered. The production rate was considered in this case. They indicated
that just-in-time manufacturing systems can converge over basic economic manufacturing models
without any sustainable choice. Sarkar et al. [11] extended the basic economic manufacturing quantity
model with a time-dependent production rate, where inflation and time-value of money is considered
with constant holding cost. They found that holding cost is very sensitive to the EMQ model. That is
the reason for this proposed model to consider time-dependent holding cost. By introducing an
advertising cost, a selling-price-dependent demand and a variable holding cost, Sarkar [12] developed
an economic manufacturing quantity (EMQ) model with failure rate as a decision variable, but did
not think about efficient energy consumption. Sarkar et al. [13] extended the basic EMQ model
with time-dependent holding cost, variable demand and variable material cost, which depends on
failure rate i.e., less material cost indicates low standard material and high failure. Sarkar and
Saren [14] extended Wang’s [5] model with inspection errors and warranty costs, but they considered
a constant production rate. Omair et al. [15] explained a sustainable production system which can
give profits. Jaber et al. [16] first proved that the basic production model is more effective than a
just-in-time manufacturing system where entropy cost, specifically energy, effects and worker’s stress
are added. They proved that just-in-time manufacturing systems can produce more waste than the
basic manufacturing model if the shipment is more frequent. They considered this for both EMQ and
JIT models, which where effective to reduce holding inventory and others. Ahmed and Sarkar [17]
proved that a sustainable production system can be obtained if the production system can be made
under triple bottom line approach (like economic, environmental, and social) but they did not consider
any effect of energy. Tiwari et al. [18] discussed the sustainable inventory in a basic inventory model,
but no one till now has considered the production of multi-products with time-dependent production
rate under sustainable manufacturing systems. This model fulfils the gap of multi-product in a
SERMQ model where the holding costs are time-dependent and the model is solved using control
theory. Recently, Sarkar and Sarkar [19] developed a smart production system with the effect of energy,
but the main issue remains the same; using a traditional production system, how can an industry
can make a sustainable energy efficient production system? There are several studies (Kluczek [20]
and Harris et al. [21], Dehning et al. [22]) considering how smart production solved the issues of

86



Energies 2019, 12, 2857

efficient energy and all other issues like waste management (Khalil et al. [23], Nižetić et al. [24], Biel
and Glock [25]), but not all industries can adopt the smart production system. Therefore, how those
industries can solve their issues with efficient energy effects under the traditional manufacturing
system is addrssed in this study. Table 1 shows the comparison among different studies in this field
of study.

Table 1. Comparison between the contributions of different authors.

Author (s) Type of Product Energy Efficient (EE) Product Unit Production Energy
Model Type and Reliable (R) Category Cost

Mettas (2000) EPQ P&I R Single Variable NA
Cao and

Schiniederjans (2004) EPQ P NA Single Constant NA
Wang (2004) EPQ P&I NA Single Constant NA

Giri and Dohi (2005) EMQ P R Single Constant NA
Sana (2010) EMQ P&I R Single Variable NA

Sarkar et al. (2010) EMQ P R Single Variable NA
Chiu et al. (2011) EMQ P&I NA Single Constant NA

Sarkar (2012) EMQ P&I R Single Variable NA
Cárdenas-

Barrón et al. (2013)
Sarkar and

Saren (2016) EPQ P&I NA Single Constant NA
Jaber et al. (2017) SEPQ P NA Single Constant Energy

Omair et al. (2017) EPQ P NA Single Constant NA
Ahmed and

Sarkar (2018) SEPQ P NA Single Constant NA
Tiwari et al. (2018) EMQ P NA Single Constant NA

This Model MSEEEMQ P&I EE&R Multiple Variable Energy

P, I, and NA indicate perfect products, imperfect products, and not applicable, respectively.

From Table 1, it can be concluded that there is a big research gap in multi-item sustainable
economic energy efficient reliable manufacturing quantity models in the direction of the effect of
energy. There are several studies, but no one has considered the effect of energy. Many existing models
considered a constant unit production rate, but in reality it generally depends on the rate of production.
In this direction, almost all models developed for single products; this model includes some issues
that can contribute to obtain sustainable processes. This proposed research fulfills the research gap.

2. Problem Definition, Notation, and Assumptions

This section consists of problem definition, notation, and assumptions of the model.

2.1. Problem Definition

The aim of the model is to obtain the optimal design variable for a multi-item economic energy
efficient reliable manufacturing quantity model with maximum profit. The production system is
being made sustainable with the help of system reliability and efficient use of energy. A basic
manufacturing system is considered for this purpose. The effect of energy is considered within each
sector of the production system. As for long-time holding, the holding cost is never constant. Thus,
a time-dependent holding cost under the effect of inflation and time-value of money is considered
to calculate the profit. The defective products are produced with a random rate. Hence, excess
energy consumptions are there for reworking those defective products into perfect products. To make
a sustainable energy efficient production system, the carbon footprint is taken into consideration.
The demand pattern should be time-dependent and selling-price-dependent which can give more
profit than the unrealistic constant demand. The profit is maximized for the sustainable manufacturing
system with the help of the Euler–Lagrange theory under the use of optimal energy.
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2.2. Notation

The notation of this model is given in Table 2.

Table 2. Notation for index, variables and parameters.

Index

i number of products i = 1, 2, . . . , n

Decision variables
η failure rate of the manufacturing system of product i

Parameters

A development cost without the energy and carbon footprint cost ($/unit)
A

′
energy and carbon footprint cost for developing product ($/unit)

B cost related with system technology and reliability
Ci inspection cost without energy consumption cost of product i, ($/unit)
C

′
i energy and carbon footprint cost for inspection of product i, ($/unit)

Cdi
reworking cost of product i without the energy and carbon footprint cost ($/unit)

C
′
di

energy and carbon footprint cost for reworking of product i ($/unit)
Cpi manufacturing cost without energy and carbon footprint cost of product i ($/unit)
C

′
pi

energy and carbon footprint cost for manufacturing product i ($/unit)
C0i material cost of product i, ($/unit)
C

′
0i

material cost for energy of product i, ($/unit)
k scaling parameter of design variable
pi selling-price product i ($/unit)
pmax maximum value of selling price ($/unit)
pmin minimum value of selling price ($/unit)
Qi lot size of product i, (unit)
T length of production cycle (year)
τ inflation rate and time-value of money
α tool/die cost without energy and carbon footprint cost ($/unit)
ηmax maximum value of failure rate
ηmin minimum value of failure rate

Expressions

Chi
holding cost with energy effect of product i
($/unit/unit time), Chi

= (Ch1i
+ C

′
h1i
) + (Ch2i

+ C
′
h2i
)t

Di demand for product i, Di = aebt +
pmax − pi
pi − pmin

Si(t) time-dependent production rate under the optimum energy effect
for product i

Ω1 total profit under the effect of energy and carbon footprint per cycle ($/cycle)
Ω2 total profit under the effect of energy as well as carbon footprint, inflation,

and time-value of money ($/cycle)
Ω3 final total profit per cycle of the MSEEEMQ ($/cycle)

Those above mentioned notation is utilized for the proposed model.

2.3. Assumptions

The following assumptions are considered to develop this model.

1. This model considers a sustainable economic energy efficient reliable manufacturing quantity
model (SEEERMQ) for a multi-item in an imperfect production system.

2. During a long-run production process, the system moves to an out-of-control state from an in-control
state and it starts to produce some defective items. The production of defective items is a very
small percentage of production rate as the industry manager always maintains a reliable system.
For maintaining the brand image of a company, a whole-lot-inspection policy is utilized to sperate
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the defective items. The defective items are reworked under optimum energy consumption with
a fixed cost to make them as new (Sarkar [26], Sarkar et al. [27], San-Jośe et al. [28]).

3. For the reliable energy efficient production system, the management of the industry has two
choices; invest more funds to increase the system reliability under optimum energy or maintain
the whole system in such a way that the failure rate with the optimum energy can be reduced.
Therefore, the system design variable for η is defined as follows:

η =
Numbers of failures

Total number of working hours
, (1)

i.e., less number of failure indicates a more reliable system. The industry managers use this
opportunity to make the system reliable by reducing the failure rate of the production system to
make a sustainable EMQ (Sarkar [29], Shin et al. [30], Cárdenas-Barrón et al. [31]).

4. As this is a multi-item energy efficient production system, the holding cost is different for different
items depending on time linearly. The demand of a multi-item is assumed as time and selling-price
dependent (Manente et al. [32], Govindan et al. [33], Sarkar et al. [34]).

5. The development cost under optimum energy is considered as a function of a system design
variable and the corresponding unit production cost of the system under the optimum energy
consumption is dependent on the development cost, material cost, and tool/die cost. All costs are
related to optimum energy consumption (Sarkar et al. [35], Govindan et al. [36]).

6. The inflation and time-value of money are considered to obtain profits. The time horizon is
considered as finite and the initial inventory, as well as the final inventory, are zero at the initial
and final boundary points.

3. Optimization Problem Development

This section contains a mathematical model, solution of the optimization problem and verification
of the optimality conditions.

3.1. Mathematical Model

To make a multi-item sustainable economic energy efficient reliable manufacturing quantity
(MSEEERMQ) model, it is essential to make the manufacturing system sustainable and reliable under
efficient energy system. For making sustainable manufacturing system, it should pass through an
effective energy and a reduced carbon footprint environment, the optimum profit, and the best
social effect whereas for making a reliable manufacturing system, i the manufacturing system should
consistently produce quality items without any defective products. Hence, the combination of these
two systems gives a sustainable economic energy efficient reliable manufacturing system. Therefore,
the aim of the model is three-fold: make the manufacturing system energy efficient sustainable,
continue with system reliability, and obtain the optimum profit. For making a sustainable energy
efficient manufacturing system, a basic economic manufacturing quantity model is taken where the
manufacturing cost is dependent on system development cost under the energy and carbon footprint
consideration and production rate. The development cost (DC) under the efficient energy and carbon
footprint of the manufacturing system is as follows:

DC = A + A
′
+ Be

k(ηmax−η)
(η−ηmin) , (2)

where η is the system design variable, which is an indicator of system reliability. The development
cost is the summation of initial development cost, energy and carbon footprint cost, and reliability
related cost.

Using this development cost per product, the unit production cost (UPC) under the optimum
energy and carbon footprint can be found as the summation of material cost, energy and carbon
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footprint cost, development cost per product, and tool/die cost, where Si(t) is the time-dependent
production rate.

UPC = C0i + C
′
0i
+

A + A
′
+ Be

k(ηmax−η)
(η−ηmin)

Si(t)
+ αSi(t). (3)

Therefore, the total production cost (TPC) under the effective energy per cycle is given by

TPC =
∫ T

0
Si(t)UPCdt

=
∫ T

0

[
COi + C

′
0i
+

A + A
′
+ Be

k(ηmax−η)
(η−ηmin)

Si(t)
+ αSi(t)

]
Si(t)dt. (4)

Therefore, for the sustainable energy efficient manufacturing system, the governing differential
equation of inventory can be written as

dQi(t)
dt

= Si(t)− Di(t), (5)

where the rate of change of the production quantity is equal to the difference between time-dependent
production rate and time-dependent demand.

Therefore, the production rate Si(t) can be found from Equation (5) as

Si(t) =
dQi(t)

dt
+ Di(t). (6)

As the product is holding for a long time by using the optimum energy carbon footprint, it is
found from the old data, that the holding cost is linearly varying with time. The holding cost (HC)
under the efficient energy and carbon footprint of the manufacturing system is given as follows:

HC =
∫ T

0

[
Ch1i

+ C
′
h1i

+ Ch2i
t + C

′
h2i

t
]
Qidt, (7)

where Ch1i
is the constant holding cost per unit time and C′

h1i
is the constant energy and carbon

footprint cost due to holding cost; Ch2i
and C′

h2i
are similar cost but varies with time.

Due to maintaining the brand image of the manufacturing company, they arrange a full-lot
inspection policy for all lots of produced products under optimum energy. Therefore, the inspection
cost (IC) of the whole produced lot (Qi), under the optimal energy and carbon footprint utilized,
is given by

IC =
∫ T

0
(Ci + C

′
i)Qidt. (8)

To make more profit, from the previous data, it is found that the demand is dependent on time
and selling price both, that is, if the time is increased then the demand is increasing exponentially,
whereas if price is decreasing, then demand is increasing. Therefore, the demand is taken as

Di(t, pi) = aebt +
pmax − pi
pi − pmin

, (9)

where a and b are the scaling and shape parameters for exponentially time-dependent demand„
respectively. pi is the selling price with its maximum as pmax and minimum as pmin.

During the production system, the manufacturing system moves to an out-of-control state from
an in-control state and the defective items are produced in a rate ξeηt, where ξ is a scaling parameter.
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Hence, the total defective items during time t is ξeηtSi(t). The reworking cost (RC) of those defective
items with the minimum energy consumption and reduced carbon footprint is given by

RC =
∫ T

0
(Cdi

+ C
′
di
)ξeηtSi(t)dt, (10)

where the rework cost and energy as well as carbon footprint cost per product is Cdi
and C′

di
under the

time dependent production rate Si(t).
The profit of the whole MSEEERMQ under the effective energy and carbon footprint cost is

Ω1(η) =
∫ T

0

[⎛⎝pi −
⎛
⎝(C0i + C

′
0i
) +

(A + A
′
) + Be

k(ηmax−η)
(η−ηmin)

Si(t)
+ αSi(t)

⎞
⎠
⎞
⎠ Si(t)

−
(
(Ch1i

+ C
′
h1i
) + (Ch2i

+ C
′
h2i
)t
)

Qi − (Cdi
+ C

′
di
)eηtξSi(t)− (Ci + C

′
i)Qi

]
dt. (11)

The first term of the equation,
∫ T

0 piSi(t)dt, is the revenue of the MSEEERMQ system. The second

term,
∫ T

0

⎛
⎝(C0i + C

′
0i
) + (A + A

′
) + Be

k(ηmax−η)
(η−ηmin)

Si(t)
+ αSi(t)

⎞
⎠ Si(t)dt consists of material cost, development

cost, tool/die cost along with the corresponding energy and carbon footprint costs. The third term is the
constant and variable holding costs and its energy and carbon footprint costs.

∫ T
0 (Cdi

+ C
′
di
)eηtξSi(t)dt

is the reworking cost along with its energy and carbon footprint cost. The last term is the inspection
cost and its energy consumption cost.

Based on the previous data, it is found that the inflation rate and time-value of money are
most important effective function for every cost (see for reference Govindan et al. [37]). Therefore,
under inflation and time-value of money, the total profit can be calculated using Equations (6), (9)
and (11)

Ω2(η) = Revenue under inflation−material cost with energy and carbon footprint

cost under inflation−rework cost for defective product with energy

and carbon footprint cost under inflation

− tool/die cost with energy and carbon footprint cost under inflation

− holding cost with energy and carbon footprint cost under inflation

− inspection cost with energy and carbon footprint cost under inflation

− development cost with energy and carbon footprint cost under inflation

=
∫ T

0
e−τt

[(
Q̇i + aebt +

pmax − pi
pi − pmin

)(
pi − (C0i + C

′
0i
)

−(Cdi
+ C

′
di
)eηtξ

)
− α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)2

−Qi(Ch1i
+ Ch2i

t + Ci + C′
i)− A − Be

k(ηmax−η)
(η−ηmin)

]
dt

=
∫ T

0
F(Qi, Q̇i, t)dt, (12)
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where

F(Qi, Q̇i, t) = e−τt
[(

Q̇i + aebt +
pmax − pi
pi − pmin

)(
(pi + p

′
i)− (C0i + C

′
0i
)

−(Cdi
+ C

′
di
)eηtξ

)
− α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)2

−Qi(Ch1i
+ Ch2i

t + Ci + C′
i)− A − Be

k(ηmax−η)
(η−ηmin)

]
. (13)

To make the model sustainable, energy and carbon footprint cost are considered within the model.
Hence, the final profit of the multi-item sustainable economic energy efficient reliable manufacturing
quantity model under carbon footprint and energy consumption is given by

Ω3(η) =
∫ T

0
e−τt

[(
Q̇i + aebt +

pmax − pi
pi − pmin

)(
pi −

(
Coi + C

′
oi

)
−
(

Cdi
+ C

′
di

)
eηtξ
)

− α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)2
− Qi

(
Ch1i

+ C
′
h1i

+ Cn2i
t + C

′
h2i

t + Ci + C
′
i

)

− (A + A
′
)− Be

k(ηmax−η)
(η−ηmin)

]
dt. (14)

3.2. Solution for Optimization Problem

For the maximum profit, the simplified form of the profit can be written as

Ω3(η) = Y4 +

{
m1m2(η + τ

2α )

(η − τ)2 +
m2X4

τ(η − τ)

}
(e(η−τ)T − 1)− m2τN

n
(eηT − 1)

−
{

m2a(τ + b
2α )

(b − τ)(b − τ + η)
+

m2ab
b − τ + η

}
(e(b−τ+η)T − 1)

− m2
2(η + τ

2α )

(η − τ)(2η − τ)
(e(2η−τ)T − 1)− α

[
m2

2(η + τ
2α )

2

(η − τ)2(2η − τ)
(e(2η−τ)T − 1)

+
2m2m3(η + τ

2α )

(η − τ)
(b + η − τ)(e(b+η−τ)T − 1)− 2m2x4(η + τ

2α )

τ(η − τ)2 (e(η−τ)T − 1)

]

−m7m2(η + τ
2α )

η(η − τ)
(e(η−τ)T − 1)− m8m2(η + τ

2α )

η(η − τ)

{
Te(η−τ)T

η − τ

− 1
(η − τ)2 (e

(η−τ)T − 1)

}
+

Be
k(ηmax−η)

η−ηmax

τ
(e−τT − 1), (15)

(please see Appendix A for detailed calculations).
For using the necessary condition, differentiating the profit equation one can write

dΩ3(η)

dη
= F1(η) + F2(η) + F3(η) + F4(η) + F5g(η), (16)

(please see Appendix B for values of F1(η), F2(η), F3(η), F4(η) and F5g(η)).
The existence of the maximum value of the profit function under the effect of optimum energy

through a lemma.

Lemma 1. The profit of the whole multi-item sustainable economic energy efficient reliable manufacturing
quantity model has its maximum value during the time interval [0, T].
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Proof. To calculate the optimal path with optimum energy consumption and proper carbon footprint,
one can assume two curves Cg and Cl , where the profit of the whole multi-item sustainable economic
energy efficient reliable manufacturing quantity will be the maximum through the curve Cg and Cl is
any other curve. Now, as for Cg, the profit under carbon footprint and optimum energy is maximum,
thus, one can consider the curve Cg can be defined by

Qi(t) = Qiγ(t); t ∈ [0, T], (17)

and the curve Cl can be defined as

Qi(t) = Qil(t) = Qiγ(t) + lu(t); t ∈ [0, T], (18)

where u(t) is any differentiable function with respect to time t and l is very small quantity. Hence,
the profit of the whole multi-item sustainable economic energy efficient reliable manufacturing quantity
model under carbon footprint and optimum energy can be found by

Ω3(l) =
∫ T

0
vldt, where vl = v(Qiγ(t) + lu(t), Q̇iγ(t) + lu̇(t), t). (19)

From, the necessary condition of the classical optimization, it can be found that the rate of change
of profit under carbon footprint and optimum energy with respect to l is zero as follows:

dΩ3(l)
dl

∣∣∣∣
l=0

= 0. (20)

Therefore, from Equation (19), one can find that

dΩ3(l)
dl

=
∫ T

0

{
u(t)

∂vl
∂Qi

+ u̇(t)
∂vl

∂Q̇i

}
dt

=

[
u(t)

∂vl

∂Q̇i

]T

0
+
∫ T

0
u(t)

{
∂vl
∂Qi

− d
dt

( ∂vl

∂Q̇i

)}
dt

=
∫ T

0
u(t)

{
∂vl
∂Qi

− d
dt

( ∂vl

∂Q̇i

)}
dt. (21)

As Qi(t) is fixed at both end points during [0, T], hence the arbitrary function u(t) must be zero at

the end points. Hence, equating dΩ3(l)
dl

∣∣∣∣
l=0

= 0 gives

∂vl
∂Qi

− d
dt

( ∂vl

∂Q̇i

)
= 0. (22)

This Equation [22] represents the necessary conditions of the profit of the whole multi-item
sustainable economic energy efficient reliable manufacturing quantity model. Therefore, differentiating
dΩ3(l)

dl with respect to l, one can find

d2Ω3(l)
dl2 =

∫ T

0

{
u(t)2 ∂2vl

∂Qi
2 + 2u(t)u̇(t)

∂2vl

∂QiQ̇i
+ {u̇i}2 ∂2vl

∂Q̇i
2

}
dt. (23)
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Therefore, to calculate the optimal curve, differentiating v partially with respect to Qi(t) and
Q̇i(t), one can find

∂v
∂Qi

= e−τt
[
Ch1i

+ C′
h1i

+ Ch2i
+ C′

h2i
+ Ci + C′

i

]
, (24)

∂2v
∂Q2

i
= 0, (25)

∂v
∂Q̇i

= e−τt

[(
pi − C0i − C′

0i
− Cdi

eηtξ − C′
di

eηtξ
)

− 2α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)]
, (26)

∂2v

∂Q̇i
2 = −2αe−τt, (27)

∂2v
∂Qi∂Q̇i

= 0. (28)

Now, at the point l = 0, one can obtain

d2Ω3(l)
dl2

∣∣∣∣
l=0

=
∫ T

0

{
u(t)2 ∂2vl

∂Qi
2 + 2u(t)u̇(t)

∂2vl

∂QiQ̇i
+ {u̇i}2 ∂2vl

∂Q̇i
2

}
dt

=
∫ T

0
−2αe−τt{u̇i}2dt < 0. (29)

Hence, this proves sufficient conditions for the whole profit of multi-item sustainable economic
energy efficient reliable manufacturing quantity model under carbon footprint and optimum energy
has a global maximum value within the interval [0, T]. This completes the proof.

For obtaining the optimum curve, from Euler-Lagrange equation, one can write

d
dt

( ∂v
∂Q̇i

)
− ∂v

∂Qi
= 0 (30)

⇒ d
dt

[
e−τt

[(
pi − C0i − C′

0i
− Cdi

eηtξ − C′
di

eηtξ
)
− 2α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)] ]

− e−τt
[
Ch1i

+ C′
h1i

+ Ch2i
+ C′

h2i
+ Ci + C′

i

]
= 0

⇒ Q̈i − τQ̇i = X3 + X4, (31)

(the values of X3 and X4 are given in Appendix A).
By solving the Equation (31) it can be obtained

Qi(t) = Mi + Nieτt +
a
(

τ + b
2α

)
ebt

b(b − τ)
+

(Cdi
+ C

′
di
)ξeηt (η + τ

2α

)
η(η − τ)

− t
τ

X4. (32)
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Using Qi(0) = 0 and Qi(T) = 0, it can be obtained

Mi =
1

(1 − eτT)

[
TX4

τ
+

a
(

τ + b
2α

)
(eτT − ebT)

b(b − τ)
+

(Cdi
+ C

′
di
)ξ(eτT − eηT)

(
η + τ

2α

)
η(η − τ)

]
(33)

and Ni =
1

(eτT − 1)

[
TX4

τ
+

a
(

τ + b
2α

)
(1 − ebT)

b(b − τ)
+

(Cdi
+ C

′
di
)ξ(1 − eηT)

(
η + τ

2α

)
η(η − τ)

]
. (34)

Hence, the rate of changes of inventory and production rate can be found as

Q̇i(t) =
n

∑
i=1

⎡
⎣τNieτt +

a
(

τ + b
2α

)
ebt

(b − τ)
+

(Cdi
+ C

′
di
)ξeηt (η + τ

2α

)
(η − τ)

− X4

τ

⎤
⎦ (35)

and Ṡi(t) =
n

∑
i=1

Q̇(t) +
n

∑
i=1

Di

=
n

∑
i=1

⎡
⎣τNieτt +

a
(

τ + b
2α

)
ebt

(b − τ)
+

(Cdi
+ C

′
di
)ξeηt (η + τ

2α

)
(η − τ)

− X4

τ

+aebt +
pmax − pi
pi − pmin

]
. (36)

Hence, using Equation (36), the profit becomes

Ω3(η) =
n

∑
i=1

∫ T

0
e−τtX8dt − X7(1 − e−τT)

τ
. (37)

The verification of the global optimality under the optimum energy can be done by Lemma 2.

3.3. Verification of Optimality Condition

The verification of optimality is proved by Lemma 2.

Lemma 2. If the first order derivative of profit of multi-item sustainable economic energy efficient reliable
manufacturing quantity model is less than zero at η = ηmax then dΩ3(η)

dη must have a solution within

[ηmin, ηmax]; otherwise dΩ3(η)
dη = 0 may or may not have an optimum solution within [ηmin, ηmax].

The maximum value of the profit of multi-item sustainable economic energy efficient reliable manufacturing

quantity model exists if d2Ω3(η)
dη2 < 0 at the optimum value of η∗.

Proof. For calculation of the maximum profit of multi-item sustainable economic energy efficient
reliable manufacturing quantity model, differentiating Ω3(η) with respect to η two times.

Simplifying and differentiating with respect to η, one can have

dΩ3(η)

dη
=

k(1 − e−τt)

τ
Be

k(ηmax−η)
(η−ηmin)

(ηmax − ηmin)

(η − ηmin)
, (38)

which can be further differentiated with respect to η, it can be found

d2Ω3(η)

dη2 = − k(1 − e−τt)

τ
Be

k(ηmax−η)
(η−ηmin)

(ηmax − ηmin)

(η − ηmin)2

[
1 +

k(ηmax − η)

(η − ηmin)

]

< 0. (39)

95



Energies 2019, 12, 2857

As limη→ηmin
dΩ3(η)

dη → ∞, hence dΩ3(η)
dη must have at least one solution provided dΩ3(ηmax)

dη < 0

is satisfied; otherwise dΩ3(η)
dη = 0 may or may not have any optimum solution within [ηmin, ηmax].

As d2Ω3(η)
dη2 < 0, hence Ω3(η

∗) has the maximum value at η = η∗ within [ηmin, ηmax]. This completes
the proof.

4. Numerical Experiment

This section shows the numerical examples and sensitivity analysis of the key parameters of
the study.

4.1. Numerical Example

There are three numerical examples described below.

Example 1. For numerical experiment, the data is taken from an existing paper (Sana, [2]). For this experiment,
Mathematica 10 is utilized as an optimization tool, where the computer is Intel CORE i5, 4 GB RAM.
The illustrative example is given as follows:

A MSEEERMQ model is considered for a numerical study, where the demand pattern Di = 150e2t +
pmax−pi
pi−pmin

and cycle length (T) is 0.33 years. The management decides the maximum value of products as $350 per
product and the minimum value $10 per product, whereas the optimum prices are decided by the management as
$50 and $40 for two products, respectively. To hold these products for small timing in manufacturing house the
constant holding costs are as $0.8 and $1.2 per unit product per year and the variable holding costs are $1.5 and
$1.1 per unit product per year whereas the corresponding constant energy and carbon footprint costs are $0.2
and $0.3 per unit product per year as well as the variable energy consumption and carbon footprint costs are
$0.5 and $0.4 per unit product per year. To develop two products, the basic raw material costs (C01 and C02)
are $2.5 per unit and $3 per unit, respectively. The corresponding energy and carbon footprint costs to transfer
those raw material into the material before using in production system are (C′

01
and C′

02
) are $0.5 per unit and $1

per unit, respectively. The fixed development costs (A1 and A2) for two products are $4.5 and $5.5 per product„
respectively and the corresponding energy and carbon footprint cost is (A′

1 and A′
2) $0.5 for each product whereas

the tool/die cost (α) is $0.1 per unit. The scaling parameter for the design variable (k) is 0.5. The cost parameter
(βi) for the system design change is $3.5 and $3 per product whereas the probability of the maximum value of
the failure rate is 0.9 and the probability of the minimum value of the failure rate is 0.1. The defective rate of
production is ξeηt, where the scaling parameter ξ = 0.1. The inspection costs for two products (C1 and C2) are
$0.5 and $0.4 per product. To repair those defective products, a rework cost (Cdi

) is utilized. Thus, the rework
costs (Cd1 and Cd2) for two products are $3.8 and $0.7 per unit and energy consumption and carbon footprint
costs (C′

d1
and C′

d2
) are $0.2 and $0.3. For the calculation of profit, the inflation rate (τ) is considered 1% (0.01).

The global maximum profit can be found at η = 0.104 and the maximum profit is Ω3(η) = $2745.22/cycle.
It means that within a cycle, the number of failures is less, which is obtained for the proposed model under energy
consumption and carbon footprint with the maximum profit $2745.22 per cycle.

Example 2. Within the data of Example 1, the value of the cycle length T = 0.33 time unit is changed to a
T = 0.25 time unit; all other parameter value are the same. The optimum result is found as the maximum
profit $2043.22 per cycle and the reliability design variable η = 0.17, which means the production system is less
reliable than Example 1 and less profitable. Therefore, it can be concluded that the management should maintain
less cycle length to maintain the reliable sustainable production system.

Example 3. If the inflation rate (τ) increases from 1% to 2% and all other data is the same as Example 1,
then the global maximum profit Ω3(η) = $2668.75 per cycle and the failure rate (η) = 0.21. It means that with
the increasing value of the inflation rate, the profit is reduced and the production system’s reliability is reduced
as the failure rate increases.
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4.2. Sensitivity Analysis

The sensitivity analysis of key parameters of Example 1 are considered and major findings can
be concluded from the sensitivity analysis Table 3. Only some chosen parameters are written here
as changes in the rest of the parameters are found negligible with a high percentage. Thus, the most
sensitive parameters are taken for sensitive analysis.

Table 3. Sensitivity analysis for expected total cost.

Parameters Changes (in %) Ω3(η) (%) Parameters Changes (in %) Ω3(η) (%)

−50% +0.003 −50% +0.006
−25% +0.002 −25% +0.003

Ch11
+25% −0.002 C1 +25% −0.003
+50% −0.003 +50% −0.008

−50% +0.006 −50% 0.01
−25% +0.003 −25% +0.006

Ch12
+25% −0.003 C2 +25% −0.007
+50% −0.006 +50% −0.01

−50% −0.04 −50% −63.09
−25% −0.02 −25% −30.11

Ch21
+25% +0.02 P1 +25% +29.48
+50% +0.04 +50% +58.65

−50% −0.03 −50% −55.79
−25% −0.01 −25% −25.21

Ch22
+25% +0.01 P2 +25% +31.66
+50% +0.03 +50% +51.66

−50% +3.59 −50% +4.87
−25% +1.79 −25% +2.43

C01 +25% −0.86 C02 +25% −2.43
+50% −2.92 +50% −4.87

1. With the increase of constant holding cost, the profit for both items decrease. The changes of profit
are almost the same for both positive and negative changes of constant holding. Thus, it can be
said that constant holding costs are less sensitive for both the items. If the energy and carbon
footprint cost are increasing (which is related to the constant holding cost), the profit is decreasing
too as there is no way to reduce this extra cost. Therefore, the management should take care of the
amount of energy consumption even though it is less sensitive but important.

2. In case of the time-dependent holding cost, the profit is directly proportional to the cost and the
corresponding energy and carbon footprint cost for both products. Thus, it can be concluded
that the time-dependent holding costs show a reverse impact of constant holding cost on profit.
To maintain the sustainable issue, this energy consumption and carbon footprint cost with respect
to time should be maintained properly.

3. The positive changes of material costs have a negative effect on profit for both single and double
items. The decreasing percentage of material cost is more effective than positive changes for
single items. For both items, the percentage change of both negative and positive changes are the
same. It is quite natural that the raw material’s price increasing value gives less profit, but there
is a consumption of energy and carbon footprint cost related to the preparation of raw material
before production. If high quality raw material is utilized and the price is increased, there is
a change for the reduction of energy consumption and carbon footprint for good quality raw
material. Therefore, although the raw material prices increase, the profit will not be reduced by a
huge amount.

4. Selling prices of two products have a huge impact on profit for both the items. The negative
changes of selling prices are more sensitive than positive changes for both items. It can be found
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that selling-price is most sensitive in this study. The analysis of the major key parameters are
given and more analyses are not given as those are less sensitive compared to these parameters.

5. Conclusions

The study obtained a sustainable economic energy efficient reliable manufacturing system with
maximum profit by using a control theory approach. The manufacturing system gave the lower
amount of defective items, as the management took the reliable manufacturing system by controlling
a system failure rate under the efficient use of optimum energy and carbon footprint. The demand
of products for the manufacturing system was dependent on the selling-price of items. The profit is
maximized globally and analytically under the efficient utilization of energy and carbon footprint at
the optimum level of the failure rate, which is an indicator of system reliability. It was found that if the
business production cycle was reduced, the profit was reduced but the failure rate increased, which
was an indicator of a non-reliable production system through the energy consumption being obviously
reduced compared to the increasing consumption due to an increased failure rate. Another major
corelation was found between the inflation rate and system failure rate; the increased inflation rate gave
a less reliable production system. From the sensitivity analysis, it was found that the selling-price and
material cost are the most sensitive parameters compared to others. Therefore, the industry managers
have to be more careful to choose perfect material and optimum selling-price to obtain a sustainable
manufacturing system such that the optimum energy and carbon footprint are needed. The model
considered that the time horizon was finite and that there is no shortage within the system even
through defective production was there. This is the limitation of this model. Therefore, an immediate
extension of this model can be considered by assuming the shortage within the model when the energy
consumption and carbon footprint may take an important role. Another extension of this model can
be considered as production disruption, inclusion of corrective and preventive maintenance for a
multi-item production system with effectiveness of renewable and non-renewable energy. If the real
data is available from an industry, then through data mining techniques, this model can be extended
again for further study regarding the effect of energy in a sustainable production system. As this is
a multi-item production model, the space and budget constraints can immediately be incorporated
within the model, and the Kharush–Kuhn–Tucker method can be applied for optimization, which is
another immediate extension of the problem.
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Appendix A

Ω3(η) = Y1 +

{
m1m2(η + τ

2α )

(η − τ)2 +
m2X4

τ(η − τ)

}
(e(η−τ)T − 1)− m2τNi

n
(eηT − 1)

−
{

m2a(τ + b
2α )

(b − τ)(b − τ + η)
+

m2ab
b − τ + η

}
(e(b−τ+η)T − 1)

− m2
2(η + τ

2α )

(η − τ)(2η − τ)
(e(2η−τ)T − 1)− α

[
Y2 +

m2
2(η + τ

2α )
2

(η − τ)2(2η − τ)
(e(2η−τ)T − 1)

+
2m2m3(η + τ

2α )

(η − τ)
(b + η − τ)(e(b+η−τ)T − 1)− 2m2x4(η + τ

2α )

τ(η − τ)2 (e(η−τ)T − 1)

]

+Y3 −
m7m2(η + τ

2α )

η(η − τ)
(e(η−τ)T − 1)− m8m2(η + τ

2α )

η(η − τ)

{
Te(η−τ)T

η − τ

− 1
(η − τ)2 (e

(η−τ)T − 1)

}
+

[
(A + A

′
) + Be

k(ηmax−η)
η−ηmin

]
τ

(e−τT − 1)

where

X1 =

[ (
pi − C0i − C

′
0i
− Cdi

eηtξ − C
′
di

eηtξ
)
− 2α

(
Q̇i + aebt +

pmax − pi
pi − pmin

)]

X2 =
[
Ch1i

+ C
′
h1i

+ Ch2i
+ C

′
h2i

+ Ci + C
′
i

]
X3 = aebt

(
τ +

b
2α

)
+ (Cdi

− C
′
di
)ξeηt

(
η +

τ

2α

)

X4 = − 1
2α

[
Ch1i

+ C
′
h1i

+ Ch2i
+ C

′
h2i

+ Ci + C
′
i − 2ατ

(
pmax − pi
pi − pmin

)
+ τ(pi − C0i − C

′
0i
)

]

X5 =
(

pi − (C0i + C′
0i
)− (Cdi

+ C′
di
)ξ
)

X6 = (Ch1i
+ C′

h1i
+ Ch2i

t + C′
h2i

t + Ci + C′
i)

X7 = (A + A′) + Be
k(ηmax−η)
(η−ηmin)

X8 =
[

Niet + 2X4 + aebt
( b

2α
+ τ
)
(b + 1) + aebt +

pmax − pi
pi − pmin

]
X5

− α
(

Niet + 2X4 + aebt
( b

2α
+ τ
)
(b + 1) + aebt +

pmax − pi
pi − pmin

)2

−
[

Mi + Niet + 2X4t + aebt
( b

2α
+ τ
)
(b + 1)

]
X6,
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m1 = (pi − (Coi + C
′
oi
)),

m2 = (Cdi
+ C

′
di
)ξ,

m3 =
a(τ + b

2α )

(b − τ)
,

m4 =
pmax − pi
pi − pmin

,

m5 =
a(τ + b

2α )e
bt

b(b − τ)
,

m7 = Ch1i
+ C

′
h1i

+ Ci + C
′
i ,

m8 = Ch2i
+ C

′
h2i

,

and

Y4 = Y1 − αY2 + Y3 +
(A + A

′
)

τ
(eτT − 1),

Y1 = m1τNiT + m1
a(T + b

2α )

(b − τ)2 (e(b−τ)T − 1) +
m1x4

τ2 (e−τT − 1)

+
m1ab
(b − τ)

(e(b−τ)T − 1)− m1m4

τ
(e−τT − 1) +

m2m4

τ
(e−τT − 1)

Y2 = τN2
i (e

τT−1) +
(m2

3 + a2b2)

(2b − τ)
(e(2b−τ)T − 1)− (x2

4 + τ2m2
4)

τ3 (e−τT − 1

+
2(τ2Nim3 − x4ab + τm4ab)

τ(b − τ)
)(e(b−τ)T) + 2m4τNiT

Y3 = m7[
Mi
τ

(e−τT − 1)− x4

τ
{Te−τT

τ
+

1
τ2 (e

−τT − 1)} − NiT − m5

b − τ
(e(b−τ)T − 1)]

+m8[Mi{T
τ
(e−τT − 1)}+ NiT2

2
+ m5{ T

(b − τ)
e(b−τ)T − 1

(b − τ)2 (e
(b−τ)T − 1)}

+
x4

τ
{T2

τ
e−τT +

2
T
(

Te−τt

τ
+

1
T2 (e

−τT − 1))}]
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Appendix B

F1(η) =
Tm1m2(η + τ

2α )

(η − τ)2 e(η−τ)T +
Tm2x4e(η−τ)T

τ(η − τ)
− m2τNi

η2 (eηT − 1)

+
m1m2

(η − τ)2 (e
(η−τ)T − 1)− 2m1m2(η + τ

2α )

(η − τ)3 (e(η−τ)T − 1)

− m2x4

τ(η − τ)2 (e
(η−τ)T − 1)− TNiτm2

η
eηT

+
m2a(τ + b

2α )

(b − τ)(b − τ − η)2 (e
−(b−τ−η)T − 1)

F2(η) =
m2ab(e(b−τ+η) − 1)

(b − τ + η)2 − aTm2(τ + b
2α )

(b − τ)(b − τ + η)
e(b−τ+η)T − m2abTe(b−τ+η)T

(b − τ + η)

− 2Tm2
2(η + τ

2α )

(η − τ)(2η − τ)
e(2η−τ)T − m2

2
(η − τ)2(2η − τ)2 (e

(2η−τ)T − 1)

+
m2

2(η + τ
2α )(4η − 3τ)

(η − τ)2(2η − τ)2 (e(2η−τ)T − 1)− 2αm2
2(η2 +

τ
2α )(e

(2η−τ) − 1)
(η − τ)2(2η − τ)

F3(η) =
2αm2

2(η + τ
1α )

2(3η − 2τ)

(η − τ)3(2η − τ)2 (e(2η−τ)T − 1)− 2αm2
2T(η + τ

2α )
2

(η − τ)2(2η − τ)
(e(2η−τ) − 1)

− 2αm2m3

(η − τ)2(b + η − τ)
(e(b+η−τ)T − 1) +

2αm2m3(η + τ
2α )(b + 2η − 2τ)

(η − τ)2(b + η − τ)2

−2αTm2m3e(b+η−τ)T

(η − τ)(b + η − τ)
+

2αm2x4

τ
(e(η−τ)T − 1)− 2αm2x4(η + τ

2α )

τ(η − τ)2 (e(η−τ) − 1)

F4(η) =
2αm2x4T(η + τ

2α )

τ(η − τ)2 e(η−τ)T − m2m1

η(η − τ)2 (e
(η−τ)T − 1)

+
m2m7(η + τ

2α )(2η − τ)

η2(η − τ)2 (e(η−τ)T − 1)− m2m7T(η + τ
2α )

η(η − τ)
e(η−τ)T

F5(η) = −(
m2m8

η(η − τ)
− m2m8(η + τ

2α )(2η − τ)

η2(η − τ)2 ){Te(η−τ)T

(η − τ)
− 1

(η − τ)2 (e
(η−τ)T − 1)}

−m2m8(η + τ
2α )

(η − τ)
{T2e(η−τ)T

(η − τ)
− Te(η−τ)T

(η − τ)2 − Te(η−τ)T

(η − τ)4 +
2(e(η−τ)T)− 1

(η − τ)3

− (B + B́)
τ

(e−τT − 1)
K(ηmax − ηmin)

(η − ηmin)2
K(ηmax − η)

(η − ηmin)
}
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Abstract: Expensive power cost is a significant concern in today’s manufacturing world. Reduction
in energy consumption is an ultimate measure towards achieving manufacturing efficiency and
emissions control. In the existing literature of scheduling problems, the consumption of energy is
considered uncertain under the dimensions of uncertain demand and supply. In reality, it is a random
parameter that also depends on production capacity, manufacturing technology, and operational
condition of the manufacturing system. As the unit production cost varies with production rate and
reliability of the manufacturing system, the energy consumption of the system also varies accordingly.
Therefore, this study investigated an unreliable manufacturing system under stochastic production
capacities and energy consumption. A stochastic production–inventory policy is developed to
optimize production quantity, production rate, and manufacturing reliability under variable energy
consumption costs. As energy consumption varies in different operational states of manufacturing,
we consider three specific states of power consumption, namely working, idle, and repair time,
for an integrated production–maintenance model. The considered production system is subjected
to stochastic failure and repair time, where productivity and manufacturing reliability is improved
through additional technology investment. The robustness of the model is shown through numerical
example, comparative study, and sensitivity analysis of model parameters. Several graphical
illustrations are also provided to obtain meaningful managerial insights.

Keywords: stochastic production capacity; unreliable production system; energy; random failure
and repair rates; controllable production rate

1. Introduction

Today’s fastest growing economies are forcing manufacturers to decrease the processing time of
products along with providing lower costs and better quality. To maintain a better position in such
a competitive market, manufacturers are needed to be highly automated, integrated, and flexible
in their production capacities. Therefore, manufacturing technology is developing day by day with
improved qualities such as high flexibility, smart operations, and adaptability. However, since initial
capital investment and operating costs are high for smart automation, advanced manufacturing
industries are concerned with managing their manufacturing system utilization to the absolute
maximum limit. Regardless of acquiring elevated levels of automation, flexibility, and high-quality
products, without a reliable costing mechanism, manufacturing systems cannot stay competitive
with changing economic environment. Therefore, manufacturing productivity requires a stable and
reliable manufacturing system for decreasing the setup time and production lead-time. Recently,
Sarkar et al. [1] proposed an analytic procedure to investigate manufacturing setup and lead time
reduction strategies through additional investments in manufacturing system, where setup cost
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improvement for a two-stage production system is addressed in [2]. Rapid economic recovery is the
ultimate desire of manufacturing organizations due to intense market competition and globalization.
Moreover, maintaining the productivity of the manufacturing process is the basic criterion of a
manufacturing business. In this regard, Kumar et al. [3] developed structured optimal policies for
the financial aspects of a product under the imperfect production process. The study shows that
a manufacturing firms should devise optimal strategies for the product development process to
survive in the market. Further, costs associated with an automation policy in smart manufacturing
system were discussed by Sarkar et al. [4]. In this context, the significance of energy costs for the
production process and manufacturing costs is worth examination as it serves as a substantial part
of production costs in manufacturing industries. For instance, in the electronics industry, the energy
costs represent up to 2% of total production costs. Manufacturing industry consumes up to 35% of
energy production globally [5]. Similarly, in textile and printing industries, the share of energy cost is
up to 2% of total production costs. The impact of energy costs is more influential in the heavy metal
industry, as it takes 35% share in production costs, whereas in oil refineries, it reaches up to 65%. In the
existing literature, energy cost management has been studied for factors related to generation and
consumption of energy. On the other hand, this study involved improving production–inventory
management with respect to energy control variables related to production and maintenance policies.
These energy control variables are related to manufacturing reliability and manufacturing capacity
and are improved through technology investments. Generally, energy consumption is considered as
a variable or semi-variable cost item as energy consumption can reach up to 50% or more for some
manufacturing organizations. Therefore, energy cost is considered as a controllable factor with critical
influential effects on the expenses of manufacturing.

From an economic perspective, the lower energy consumption leads to lower manufacturing
costs. From the environmental perspective, lower consumption leads to energy saving along with
cost-effective factor. It reduces carbon emissions and the need to generate extra energy on behalf of
Earth resources. Reducing the energy consumption of production system is also necessary because
a large part of greenhouse gas emission, from production activities, comes from energy generation.
In many production systems, this percentage reaches almost 100%, as stated by Bazan et al. [6].
Energy optimization problems are studied for job-shop and flow-shop system by many authors
(e.g., Giret et al. [7] and Liu et al. [8]). Energy-efficient production planning (EEPP) is the basic
need of manufacturing systems. In this regard, Biel and Glock [9] provided energy pricing based
production planning for sustainable manufacturing system. The study considers the renewable
energy incorporation in production planning along with fixed pricing strategy. Higher energy prices
and strict green legislation are big challenges for today’s manufacturing industry. Liu et al. [10]
developed a bi-objective optimization problem to reduce idle time energy consumption and devise
energy saving strategies. A comprehensive review of energy efficient production planning was
provided by Biel and Glock [9]. Economic lot sizing problem with the energy consumption aspects
was investigated by Rapine et al. [11], whereas energy efficient manufacturing process chains was
discussed by Mousavi et al. [12]. Recently, González-Romera et al. [13] investigated the renewable
energy consumption for smart community under consumer comfort level considerations. Advance
equipment reduces the energy consumption significantly when consider for scheduling problems,
as stated by Mori et al. [14]. Shrouf et al. [15], Tang et al. [16] and Dai et al. [17], among others,
investigated the flexible flow-shop system for energy consumption. Li et al. [18] developed a scheduling
problem for a flexible manufacturing system. Recently, renewable energy problems were discussed
by Calicioglu et al. [19]. Smart grid system and HV grid system for high quality energy production
was discussed by Pramangioulis et al. [20]. The energy management of residential hubs for demand
and storage system along with environmental concerns were investigated by Brahman et al. [21].
Routing problems for energy consumption based vehicles is another area of energy management which
is significantly explored by researchers [22]. More recently, Sarkar et al. [23] investigated the electric
power distribution system under online to offline (O2O) supply chain management. Bazan et al. [24]
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noted that no paper considered energy consumption in inventory and supply chain models before 2014.
However, recently, energy consumption received the attention of researchers in the field of supply
chain and inventory management. Bazan et al. [6] investigated energy consumption for production and
transportation activities related to supply chain management. Bazan et al. [25] investigated closed-loop
supply chain under energy usage from the production process.

Recently, Bazan et al. [24] studied supply chain coordination under energy consumption in
two-echelon supply chain model. Sarkar et al. [26] studied a smart production system under energy
usage. However, none of the existing models consider energy usage with an unreliable production
system with stochastic machine failure and repair time. In such systems, the considerations of
energy are more important compared to others, because machine breakdown increases the cost of
energy usage for production process. According to Devoldere et al. [27], a certain fraction of energy
consumption is always fixed for the manufacturing system irrespective of its working status. During a
long-run production, a common phenomenon is the break down of the machine and production system.
The system and machine break down results in higher energy usage and production of defective
items [26]. The study shows that energy consumption is a critical factor as it raises the cost of the
system, even if the smart production system is considered. Therefore, the consideration of energy in
an unreliable production system is extremely important. However, unfortunately, energy cost receives
very little attention of the researchers in the field of unreliable inventory and supply chain management.
Sarkar et al. [28] studied financial implications of a random time of machine failure for a manufacturing
process and developed an optimal Economic quantity model (EMQ) model with safety stock quantity.
This study was further extended to imperfect production process by Sarkar et al. [29]. The study
assumes that, with increased manufacturing unreliability, the manufacturing system moves from
perfect production to imperfection production state. The study is further discussed with technology
investment to improve the design variable of manufacturing system and reduce machine break
downs [30]. Recently, Bhuniya et al. [31] extended the case of manufacturing reliability [26] for
imperfect production process for bivariate dependent demand rate. Yao et al. [32] also developed
manufacturing models based on manufacturing reliability for smart manufacturing. The influence of
manufacturing unreliability under the effect of economical aspects is multi-fold, as investigated by
Sarkar et al. [33]. The study discusses the effect of joint unreliability and inflation on an EMQ model.
To increase the manufacturing reliability, this work introduces a technology development cost while
treating reliability variable as a decision parameter.

Practically, the production rate of machines, intended to produce a product, can be controlled
in modern manufacturing systems. If a manufacturing system allows such adjustments, production
managers can directly change production rate to desired range, by changing labor working hours
on manufacturing processes, and adding or removing idle hours in-between production runs.
Manufacturing systems with controllable production rates are categorized as rigid or flexible
production systems in the literature [34]. For rigid case, production rates are changed only at the start of
a product run and then they stay constant throughout production period. In the variable/controllable
scenario, the production rate is also changed during production process. Inventory literature
that covers this stream of manufacturing based research focuses on production costs with respect
to production rates and production up-time. Costs function associated with production rate of
manufacturing system can be derived empirically, by computing the input parameter’s quantity to
produce one unit of finished product, at different production rates. A comprehensive overview of
manufacturing literature in this research direction is given in [35]. Variable manufacturing system with
unreliable machines has been discussed in the pioneering works of Rishel [36], Olsder and Suri [37]
and, more recently, Glock [38]. In these studies, the machine failures and repair are discussed with
Homogeneous Markov Process. For the first time, Khouja and Mehrez [39] examined a variable product
rate model. They considered the production rate dependent production quality of system. Supply
chain management under the joint effect of time varying holding cost and variable production rate was
examined by Sarkar et al. [40]. Impact of variable production rate in a two-stage production system
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was studied by Alfares and Ghaithan [41]. They suggested that variable production rates also gives
flexibility in production planning to smooth the flows of raw material and work-in-process inventories
which helps to avoid bottlenecks at working stations. Production rate is considered as a dynamic
variable in [42]. A single vendor, multi-buyer supply chain model is studied in [43], where vendor
production cost changes with variable production rate. For multiple-buyers, a continuous-review
inventory model is developed to inspect inventory levels in this study. In addition, a crashing cost is
employed to reduce buyer’s lead times. One major flaw in this research stream is that it only focuses on
unit production cost associated with variable production rates. The effect of variable production rate on
other production and inventory related costs such as maintenance, storage, and carrying is neglected in
the existing research. In addition, the impact of energy consumption in the dimension of unreliable and
random capacity manufacturing operations is still underdeveloped. The development of technology,
advances the performance of manufacturing machines, and reduces production up-time by proposing
a controllable production rate in manufacturing units. However, higher production rates would need
higher operating/maintenance costs and may increase the machine failure rate. With controllable
production rate, an increase of processing load on the manufacturing system leads to higher costs
of energy consumption per unit time. Consequently, it is inevitable to change spare parts and plan
maintenance schedules frequently for manufacturing system, and then the cost of maintenance would
also rise. This way, manufacturing reliability and production rates become the energy control variables.
Ultimately, it is important to examine the effect of manufacturing unreliability on variable production
capacities and associated energy consumption. Therefore, this study investigated the impact of
optimum production lot size, production rate and manufacturing reliability on manufacturing energy
consumption. In particular, we optimize the integrated production–inventory–maintenance policy
when the manufacturing system faces random failures and random repair times. The manufacturing
energy consumption is considered accordingly for three manufacturing states of production system: in
operation, in idle state and for system repair work.

In this paper, energy consumption with respect to consumed electric power for each
manufacturing task and energy control variables is considered. This paper investigates the variable
energy consumption effect with controllable production rate and gives the optimal level for additional
tooling and technology developmental costs. The relationship between variable energy consumption
and energy control factors (production rate and failure rate) is justified on two criteria. The first is
that, as the controllable production rate in units/unit time is changed, the associated specific energy
consumption rate (SEC) for manufacturing process in kWh/units will change accordingly. The higher
production rate reduces the specific energy consumed per item for manufacturing process. With the
reduction of production time, produced quantity counterbalances for the rise of energy consumed
per hour. Similarly, as the number of manufacturing failures increases, the energy consumption per
units produced will increase and accordingly extra energy requirements for production restoration
and start-ups will arise. Increased number of manufacturing system break downs lead to increased
machine warming and restore/re-setup energy, and thus it increases the energy consumption per unit
of production. This way, variable energy consumption for manufacturing process has three different
components: energy consumption during setup and operational time, energy consumption during idle
time due to break down and energy requirements for maintenance/re-setup activities of manufacturing
system. In this paper, production, and maintenance policy related energy control factors are improved
to optimize energy consumption in the manufacturing industry. Since machine failure rate is highly
dependent on the design variable of manufacturing system, quality of maintenance, and production
rates, this paper investigates the electrical energy consumption rates of an unreliable manufacturing
system with respect to maintenance and production management factors, namely production rate p
and failure rate φ. Table 1 provides the existing contribution efforts of different authors in the proposed
research area.
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Table 1. Research contributions by different authors.

Author(s) Manufacturing Maintenance Production Development Energy
Reliability Policy Capacity Cost

Marchi et al. [44] variable NA variable NA considered
Marchi et al. [45] variable NA variable NA considered
Bhuniya et al. [31] variable NA variable (φ) considered
Sarkar et al. [26] variable NA variable (φ) considered
Adane and Nicolescu [46] NA considered constant NA NA
Demichela et al. [47] NA considered NA NA considered
Li et al. [18] NA NA flexible NA NA
Rackow et al. [48] NA NA energy flexible NA considered
Shibin et al. [5] NA NA flexible NA considered
Lee and Prabhu [49] NA considered energy-aware NA considered

This study stochastic considered controllable (p, φ) considered

(φ) means reliability dependent development cost. (p, φ) means reliability and production capacity dependent
development cost. NA means not-applicable.

The rest of this paper is structured as follows. Section 2 addresses mathematical model formulation.
Section 3 develops mathematical modeling of the proposed unreliable manufacturing system. Section 4
illustrates the developed mathematical model with numerical experiment and sensitivity analysis of
model parameters. Finally, Section 5 concludes the study and suggests some future extensions.

2. Problem Statement, Notation, and Assumptions

This sections defines the problem statement and assumptions for the proposed mathematical
model and notation used to develop mathematical model, which are given below.

2.1. Problem Statement

In this paper, an integrated production–inventory–maintenance policy is optimized under
energy control variables named as production rate and manufacturing reliability. Moreover, the
specific production energy consumption for each product is considered as a component of per unit
manufacturing cost. The paper considers an unreliable manufacturing system which can be regulated at
different production rates within design limits (p ε [pmin, pmax]), resulting in different unit production
costs. The variable production rate decrease production lead-time and per unit production cost. On the
contrary, other manufacturing operation costs related to maintenance and spare parts replacement
raise with higher production rates. The manufacturing system is subjected to stochastic failure
rate and, on each random breakdown, it is immediately subjected to corrective repair. A minor
restoration is required along with each corrective repair, which is also stochastic in nature. Now,
optimal integrated production planning is developed under the influence of energy control variables,
where, with the increase in production rate, the production up-time is reduced which also reduces the
energy consumption for manufacturing. On the other side, higher production rates leads to higher
break downs of system and energy requirements for maintenance activities. To increase productivity of
manufacturing system, a production-technology development cost is considered. Moreover, to increase
the reliability of manufacturing system, a separate technology development cost is also added in the
system costs. Based on different operation states of manufacturing process, energy costs for three
states of manufacturing system are considered: working state (setup + production), idle time (break
down + process disruptions), and for maintenance activities (repair + restoration).
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Notation

Decision variables
Q Production lot size (units)
p Production rate, where p ε [pmin, pmax] (units/unit time)
φ The manufacturing reliability parameter, where φ ε [φmin, φmax]
Model parameters
T Replenishment cycle time (year)
Sm Setup cost ($/setup)
J Restoration cost ($/setup)
x Demand rate (units/unit time)
C(p, φ) Unit production cost, function of reliability and productivity ($)
M Raw material cost ($/unit)
r Raw material increment cost due to manufacturing unreliability ($/unit)
L Unit manufacturing yield loss cost due to manufacturing unreliability ($/unit/unit time)
ω Tool/die cost ($/unit)
γ Scale parameter
A Production-technology development cost, cost to increase production rate by one unit ($)
α Productivity scale parameter
β Productivity shape parameter
Rm Technology development cost ($)
ζ Reliability constant, non-negative
� Reliability scale parameter
Ch Inventory holding cost ($/unit/unit time)
σ Repair rate (repairs/unit time)
Cr Corrective repair cost ($/unit time)
Cs Opportunity cost due to lost sales ($/lost unit)
(t1) Random variable denoting time to manufacturing system failure (non-negative)
(t2) Random variable denoting time to repair upon system failure (non-negative)
f (t1), F(t1) Probability density function, cumulative density function of t1
f (t2), F(t2) Probability density function, cumulative density function of t2
TC1 Expected total cost per cycle with manufacturing system failure ($)
TC2 Expected total cost per cycle without manufacturing system failure ($)
T1 Expected cycle length with manufacturing system failure (time)
T2 Expected cycle length without manufacturing system failure (time)
ETC1 Expected total cost per unit time with manufacturing system failure ($)
ETC2 Expected total cost per unit time without manufacturing system failure ($)
ETC Expected total cost per unit time of manufacturing system ($)

2.2. Assumptions

To model the proposed scenario mathematically, the following assumptions, apart from the
previously stated ones, are considered.

- The demand rate of the products is known and constant, whereas the controllable production rate
of manufacturing system is greater than demand rate (p > x), and a decision variable.

- The unit production cost is not constant but a function of controllable processing rate and
manufacturing unreliability.

- The reliability of the manufacturing system is derived through a stochastic process.
- The reliability of manufacturing system is expressed as a design variable, where it is represented

as φ = Total number o f f ailure
Total working hours , and reliability can be increased through investment in production

technology and manufacturing resources.
- The failure rate and repair rate are random variables and follow continuous

probability distributions.
- The manufacturing reliability and production rate are considered as energy control variables,

independent and additive.
- Shortages are considered for longer repair duration.
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3. Mathematical Model

This paper investigates an unreliable production–inventory model under controllable
production rate and variable electrical energy consumption effects. In this context, an integrated
production–maintenance policy is designed under the influence of random failure rate and random
repair rate. The manufacturing system starts at time (t = 0) with a controllable production rate
(p ε [pmin, pmax]) to manufacture a production quantity Q. The production proceed until production
up-time Q

p and the inventory accumulates with the rate (p − x)tm, if manufacturing system does not
face any failure. The on-hand inventory is driven through differential equation as:

dQ1(t)
dt

= (p − x), (0 ≤ t ≤ tm), with the initial condition Q1(0) = 0,

and

dQ2(t)
dt

= (−x), (tm ≤ t ≤ T), with the given condition I1(tm) = I2(tm).

The solution of above equations result,

I(t) =

[
(p − x)t 0 ≤ t ≤ tm

ptm − xt tm ≤ t ≤ T.

]

Since manufacturing system may face random breakdowns during production up-time, two cases
arise for production planning. If time to breakdown is (t < tm), then a random breakdown take place
during production up-time tm and corrective maintenance is started immediately. If failure occurs at
(t ≥ tm), then no failure is considered during production up-time. Therefore, two separate models are
examined in the following section, as shown in Figure 1.

Figure 1. Inventory diagram for an unreliable manufacturing system.
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3.1. Model 1: Random Production Capacity Model with Manufacturing System Failure

In this case, at time (t = t1), the manufacturing system deteriorates and production system stops.
The inventory accumulates during time interval [0, t1] and depletes with demand rate x during [t1, T].
Therefore, the expected total inventory becomes:

∫ t1

0
(p − x)t dt +

∫ T

t1

(pt1 − xt) dt.

As the repair rate is also a random variable, during stochastic repair time, two further cases may
occur, as described in Figure 1.

Case 1 (no shortages occur during stochastic repair time)

This scenario is depicted in Case 1 of Figure 1, where the required time to repair manufacturing
system after occurrence of failure is small enough that it lies within the on-hand inventory depletion
time (p−x)t1

x ; then, expected inventory becomes,

Inv1 =
∫ Q

p

0

(∫ (p−x)t1
x

0

(
p(p − x)t2

1
2x

)
f (t2) dt2

)
f (t1) dt1.

Case 2 (shortages occur during stochastic repair time)

Case 2 of Figure 1 represents the scenario of stochastic repair time where the required time to
repair manufacturing system (t = t2) after failure is large enough that it exceeds the on-hand inventory
depletion time (p − x)t1

x ; then, expected inventory becomes,

Inv2 =
∫ Q

p

0

(∫ ∞

(p−x)t1
x

(
p(p − x)t2

1)

2x

)
f (t2) dt2

)
f (t1) dt1,

and the expected shortages due to longer repair time are given as,

∫ Q
p

0

(∫ ∞

(p−x)t1
x

(xt2 − (p − x)t1) f (t2) dt2

)
f (t1) dt1.

Total production–maintenance cost per cycle TC1 for combining the two cases consists of the
variable setup cost, variable restoration cost, variable production-technology development cost,
variable production costs, variable cost for repairing the manufacturing system, inventory holding
costs, and shortage cost, which are given below.

Energy costs

The cost of energy consumption is considered as a variable/semi-variable cost parameter in
the manufacturing industry. The management of energy variables is very important as the cost of
energy consumption can reach up to 50% or more of the variable costs category of manufacturing costs.
Therefore, to include energy costs for the unreliable manufacturing system, several new notations are
introduced as follows.
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Energy parameters

Celc Unit cost of electrical energy ($/kWh)
Ep Expected energy cost for production ($)
e1 Fixed component of required energy for manufacturing system (kWh/time)
e2 Variable component of required energy for production process (kWh/unit)
Er Expected energy cost for machine repair ($)
er Energy required for repair time (kWh/unit time)
es Energy required for each production setup (kWh/setup)
ers Energy required for each minor restoration (kWh/setup)
eh Energy required for inventory holding (kWh/unit/unit time)

Marchi et al. [45] referred to production energy consumption as proportional to manufacturing
rate, therefore, under variable production rate, a manufacturing system develops variable energy
consumption states. As stated by Gutowski et al. [50], the average energy cost for production Ep

depends on the specific energy consumption per unit produced (SEC) which consist of two components:
constant energy requirement e1 (kWh/time) and variable energy requirement e2 (kWh/unit) for
production process. Energy component e1 is required for ready state functions of manufacturing
system such as (e.g., lubrication, cooling, humidification, pressure pumps, and centrifugal energy) and
variable energy component e2 depends on the production rate of manufacturing system, therefore SEC
for production becomes (see Bazan et al. [6]):

SEC(p) =
e1

p
+ e2.

Energy costs for three states of manufacturing system for a production run are considered in
the following section: working state (setup + production time), idle time (break down + process
disruptions), and for maintenance activities (repair + restoration).

Setup cost

Setup cost for a manufacturing system varies with energy consumption for each production
quantity and production rate. Frequent failures of manufacturing systems lead to raised warming of
the system and consequent restart-up energy, which directly increases the energy consumption per unit
of production. Considering that, generally, the failure rate of the manufacturing system is profoundly
dependent on the quality of the operating system, this paper considers restoration cost as a function of
reliability and initial setup cost of manufacturing system. In addition, as the manufacturing system
faces random failure rate, on each failure φ, a minor setup is carried out to restore the manufacturing
system to initial operational conditions at a cost ( JSm

φ ). Thus, the model considers variable setup cost,
variable restoration cost, expected energy consumption cost per setup, and expected energy cost for
restoration for the manufacturing system as follow,

SC(φ) = Sm

(
1 +

J
φ

)
+ Celces +

Celcers

φ
. (1)

Production cost

Productivity of an automated manufacturing system varies with the operating conditions,
manufacturing system process quality and manufacturing costs. With variable productivity, the energy
consumption of manufacturing system also varies. The variable manufacturing rate reduces the
production up-time and production lead time, however some operational conditions such as cost of
processing tools, maintenance and energy consumption increase conversely. As the manufacturing
reliability defines the productivity per unit of time for manufacturing system, the productivity itself
is an operational concept which shows the manufacturing throughput per unit of time. To improve
the energy consumption and productivity of the manufacturing system, we consider a controllable
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production rate, which varies within designed limits [pmin, pmax]. As the production rate is a variable
parameter, the unit production cost depends on energy control variables, production rate and failure
rate of manufacturing system, as given below,

C(p, φ) =
(cp + Lφ)

p
+ pγω + (M + rφ). (2)

The unit production cost consists on several production rate and manufacturing reliability based
components, which are explained below:

1. The cost component (M + rφ) is the cost of raw material, which increases linearly with increasing
failure rate of manufacturing system.

2. The cp component represents the manufacturing costs, i.e., capital and labor costs, and, as the
production rate increases, manufacturing cost is evenly distributed across a vast number of
produced units. Consequently, the per unit manufacturing cost reduces with higher production
rates (see Figure 2).

3. The next cost component is Lφ, which represents the manufacturing yield loss. As the failure rate
of manufacturing system increases, the downtime increases and overall costs of system increases
linearly (see Figure 3). However, with higher production rates, the unit yield loss cost decreases
as the higher production rate reduces the production up-time and more items are produced in
fewer working hours.

4. The last cost component is referred to as tool/die cost, and it is directly proportional to
production rate.

5. The energy cost for production Ep is given as a function of electrical energy consumption Celec
(kWh) based on controllable production rate. Therefore, expected energy cost for a production
run is derived as a function of unit electricity cost Celc ($/kWh), specific energy required
per item produced SEC(p) (kWh/unit), production up-time tm (hours), and production rate
p (units/unit time).

Ep (Celec) = CelcSEC(p)ptm.

Moreover, as the unit manufacturing cost is equally distributed over a wide range of produced
products, per unit production cost becomes,

C(p, φ) =
(cp + e1 + Lφ)

p
+ e2 + pγω + (M + rφ). (3)

Figure 2. Change in per unit manufacturing cost C(p, φ) with varying production rate (p).
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Figure 3. Change in per unit manufacturing cost C(p, φ) with varying manufacturing reliability (φ).

As illustrated in Figure 4, specific energy consumption per unit SEC(p) decreases with an increase
in production rate for the proposed model and eventually energy required to produce a single unit
decreases [51].

Figure 4. Change in specific energy cost (SEC) per unit manufactured with varying production rate (p).

Hence, the expected total production cost becomes,

CP1(p, φ) =
∫ Q

p

0

(∫ (p−x)t1
x

0

(
pt1

(
cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t2) dt2

)
f (t1) dt1

+
∫ Q

p

0

(∫ ∞

(p−x)t1
x

(
pt1

(
cp + Celce1 + L φ

p
+ Celce2 + (M + rφ) + pγω

))
f (t2) dt2

)
f (t1) dt1.

As the production rate is measured as units/unit time, and the energy consumption is derived
in kWh/units of production, which infer that, as the production rate increases, the specific energy
consumption per unit manufactured decreases for given production up-time. In addition, higher
production rates lead to higher utilization of machine working time and more goods are produced in
less time. The same assertions are made in other recent studies [6,44,45].
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Production-technology development cost

The productivity of a manufacturing system depends on a combination of system design
parameters named as production capacity and production reliability. In modern automated
manufacturing system, the manufacturing reliability and productivity can be improved through
investment in advanced production technology, where manufacturing systems with more advanced
technology are considered more reliable and efficient. For controllable production rates, the increase
in the processing load of the production system increases the consumed electric power per unit time.
As the manufacturing system can operate at higher production rates (p ε [pmin, pmax]), the working
life of manufacturing components shorten over time and the required frequency of tool change
increases. Therefore, manufacturing systems with controllable production rates exhibit higher costs
of processing tools for sustaining higher productivity. Eventually, it is essential to replace spare
parts/tools of the manufacturing system quite often, which then increases the cost of manufacturing
tools. To yield the development of manufacturing system to sustain higher productivity, we consider
production-technology development cost G(p, φ), as illustrated in Figure 5, as a function of controllable
production rate and variable manufacturing reliability. Figure 5 shows that an increase in production
unit by one unit results in the elevated machine stress requiring extra management costs as given below,

G(p, φ) = Aα

(
p − pmin

pmax − p

)
β + Rme

ζφ
� , (4)

where A is the cost of labor. Energy and extra management costs, which are dependent on
manufacturing rate, α and β, are non-negative production constants. The productivity of the
manufacturing system also depends on the operational condition of system, which is named
as manufacturing reliability. To improve manufacturing reliability within the achievable limits,
(φ ε [φmin, φmax]), a variable technology development cost is considered, as shown in Figure 6. Rm is the
cost of technology, resources, and energy for manufacturing system when it is absolutely reliable with
failure rate (φ = φmin). The constant ζ represents the difficulties in increasing reliability parameter due
to limited technological resources and manufacturing system complexities, and � is a scale parameter,
which shows the effectiveness of advanced manufacturing technology.

Figure 5. Change in production-technology development cost G(p, φ) with varying production rate (p).
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Figure 6. Change in production-technology development cost G(p, φ) with varying manufacturing
reliability (φ).

Inventory holding cost

The expected inventory holding cost for Model 1 under the energy control variables is a sum of
carrying cost and required energy cost for inventory, given as,

IC = (Ch + Celceh)
∫ Q

p

0

(∫ (p−x)t1
x

0

(
pt2

1(p − x)
2x

)
f (t2) dt2

)
f (t1) dt1

+(Ch + Celceh)
∫ Q

p

0

(∫ ∞

(p−x)t1
x

(
pt2

1(p − x)
2x

)
f (t2) dt2

)
f (t1) dt1.

Corrective repair cost

On each failure, the manufacturing system is subjected to immediate corrective repair,
and abort/resume (AR) inventory policy is applied. During stochastic repair time t2, the expected
energy consumption cost Er is given as,

Er (Celec) = Celcert2.

Hence, the expected repair cost is given as,

RC = (Cr + Celcer)
∫ Q

p

0

(∫ ∞

0
t2 f (t2) dt2

)
f (t1) dt1,

117



Energies 2019, 12, 3179

Therefore, expected total cost for Model 1 becomes,

ETC1(Q, p, φ) = Sm

(
1 +

J
φ

)
+ Celces +

Celcers

φ
+ Aα

(
p − pmin

pmax − p

)
β + Rme

ζφ
� +

∫ Q
p

0

(∫ (p−x)t1
x

0(
pt1

(
cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t2) dt2

)
f (t1) dt1 +

∫ Q
p

0

(∫ ∞

(p−x)t1
x(

pt1

(
cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t2) dt2

)
f (t1) dt1 + (Ch + Celceh)

∫ Q
p

0(∫ (p−x)t1
x

0

(
pt2

1(p − x)
2x

)
f (t2) dt2

)
f (t1) dt1 + (Ch + Celceh)

∫ Q
p

0

(∫ ∞

(p−x)t1
x

(
pt2

1(p − x)
2x

)

f (t2) dt2

)
f (t1) dt1 + (Cr + Celcer)

∫ Q
p

0

(∫ ∞

0
t2 f (t2) dt2

)
f (t1) dt1 + Cs

∫ Q
p

0

(∫ ∞

(p−x)t1
x

(xt2 −

(p − x)t1) f (t2) dt2

)
f (t1) dt1. (5)

Similarly, the expected cycle length for Model 1 is defined as the time interval between two
production runs with conditioning on the time to failure and time to repair:

T1(Q, p, φ) =
∫ Q

p

0

(∫ (p−x)t1
x

0

(
pt1

x

)
f (t2) dt2 +

∫ ∞

(p−x)t1
x

(t1 + t2) f (t2) dt2

)
f (t1) dt1. (6)

3.2. Model 2: Random Production Capacity Model without System Failure

When the time for stochastic failure is greater than the planned production up-time as (t ≥ tm),
then no break down is considered during production run. Hence, the expected total production
cost becomes,

CP2(p, φ) =
∫ ∞

Q
p

(
Q
(

cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t1) dt1.

Therefore, the total costs of the system for TC2 becomes setup cost, variable production-technology
cost, variable production cost, variable energy consumption cost and variable inventory holding cost,
given as,

ETC2(Q, p, φ) = Sm + Celces + Aα

(
p − pmin
pmax − p

)
β + (Ch + Celceh)

∫ ∞

Q
p

(
Q2(p − x)

2px

)
f (t1) dt1

+
∫ ∞

Q
p

(
Q
(

cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t1) dt1. (7)

Moreover, the expected cycle length of production–inventory cycle for Model 2 is obtained as,

T2(Q, p, φ) =
∫ ∞

Q
p

(
Q
x

)
f (t1) dt1. (8)
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3.3. Integrated Stochastic Capacity-Reliability Model

The expected total cost of integrated production–inventory model with/without stochastic failures
is the sum of Models 1 and 2, which is given as,

ETC(Q, p, φ) = Sm

(
1 +

J
φ

)
+ Celces +

Celcers

φ
+ Aα

(
p − pmin
pmax − p

)
β + Rme

ζφ
� +

∫ Q
p

0

(∫ (p−x)t1
x

0(
pt1

(
cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f

(
t2

)
dt2

)
f (t1) dt1 +

∫ Q
p

0

(∫ ∞

(p−x)t1
x(

pt1

(
cp + Celce1 + Lφ

p
+ Celce2 + (M + rφ) + pγω

))
f (t2) dt2

)
f (t1) dt1 +

∫ ∞

Q
p

(
Q

(
Celce2

+
cp + Celce1 + Lφ

p
+ (M + rφ) + pγω

))
f (t1) dt1 + (Ch + Celceh)

∫ Q
p

0

(∫ (p−x)t1
x

0

(
pt2

1(p − x)
2x

)

f (t2) dt2

)
f (t1) dt1 + (Ch + Celceh)

∫ ∞

Q
p

(
Q2(p − x)

2px

)
f (t1) dt1 + (Ch + Celceh)

∫ Q
p

0

(∫ ∞

(p−x)t1
x(

pt2
1(p − x)

2x

)
f (t2) dt2

)
f (t1) dt1 + (Cr + Celcer)

∫ Q
p

0

(∫ ∞

0
t2 f (t2) dt2

)
f (t1) dt1 + Cs

∫ Q
p

0(∫ ∞

(p−x)t1
x

(xt2 − (p − x)t1) f (t2) dt2

)
f (t1) dt1. (9)

The expected cycle length from Equations (6) and (8) as a time interval, between two successive
production runs is given as,

E[T](Q, p, φ) =
∫ Q

p

0

(∫ (p−x)t1
x

0

(
pt1

x

)
f (t2) dt2 +

∫ ∞

(p−x)t1
x

(t1 + t2) f (t2) dt2

)
f (t1) dt1

+
∫ ∞

Q
p

(
Q
x

)
f (t1) dt1. (10)

The stochastic failure and repair rate follow continuous distribution and we have considered
exponential distributions as,

F(t1) = 1 − e−φt1 , F(t2) = 1 − e−σt2 .

With exponential failure and repair time distributions, Equation (9) and Equation (10) becomes,

ETC(Q, p, φ) = Sm

(
1 +

J
φ

)
+

Celcers

φ
+ Celces + Aα

(
p − pmin
pmax − p

)
β + Rme

ζφ
� +

e−
Qφ
p

(
e

Qφ
p − 1

)
φ

(
cp + Celce1 + Celce2 p + Lφ + Mp + p2ω + prφ

)
+

(Ch + Celceh)(p − x)e−
Qφ
p

xφ2

(
p

(
e

Qφ
p − 1

)

−Qφ

)
−

x2φCs

(
e

Q(− pσ
x +σ−φ)

p − 1

)

σ(pσ + x(φ − σ))
(11)
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and

E[T](Q, p, φ) =

(
e−

Qφ
p − Qσ

x

(
x2φ2e

Qσ
p −

(
pσ2(p − x) + pσxφ + x2φ2

)
e

Qφ
p + Qσ

x

pσ + e
Qσ
x (pσ + x(φ − σ))

))/
σxφ(x(σ − φ)− pσ). (12)

Now, the expected cost per unit time is given using renewal reward theorem [52], as

ETC(Q, p, φ) = t1
lim→ ∞

E [total cost [0, t1]]

t1
=

E[TC](Q, p, φ)

E[T](Q, p, φ)
. (13)

3.4. Solution Methodology

In this study, production lot size Q, controllable production rate p, and manufacturing reliability
φ are considered decision variables to optimize the expected total cost of system under stochastic
production capacities and random energy consumption. The expected total cost of the system is a
nonlinear constrained problem, whereas the goal of this paper is to optimize Equation (13) under the
productivity and reliability constraints,

−Q ≤ 0, x < p, p ≤ pmax,

φmin − φ ≤ 0, φ − φmax ≤ 0.

The mathematical problem is solved with Kuhn–Tucker method. Let λ1, λ2, λ3, λ4, λ5 be the
Lagrange multipliers corresponding to the above-mentioned constraints. Then, the Kuhn–Tucker (KT)
necessary conditions for optimality are given as,

∂ETC
∂Q

+ λ1 = 0,
∂ETC

∂p
− λ2 + λ3 = 0,

∂ETC
∂φ

− λ4 + λ5 = 0. (14)

λ1Q = 0, (15)

λ2(x − p) = 0, λ3 (pmax − p) = 0, (16)

λ4 (φ − φmax) = 0, λ5 (φmin − φ) = 0, (17)

λ1, λ2, λ3, λ4, λ5,≥ 0. (18)

To ensure the convexity of objective function, the sufficient conditions from Kuhn–Tucker must
be satisfied as all principle minors should be greater than 0. Since developed equation system ETC∗

for the stochastic model is a complex function with higher powers, hence it is not possible to prove its
optimality through analytic validity of sufficient conditions.

4. Numerical Experiment

The developed model was tested with numerical analysis and sensitivity analysis of the key input
parameters. The modified values of input data were obtained from [26,28] and are given in Table 2.
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Table 2. General input parameter values for numerical example.

pmax = 2500 (units/unit time) cp = 1700 ($) M = 10 ($/per unit)
r = 2 $/per unit eh = 8.34 (kWh/unit/unit time) L = 1500 ($)
γ = 1 Celc = 0.12 ($/kWh) Sm = 1200 ($/setup)
es = 5835 (kWh/setup) J = 0.0725 Cs = 5 ($/lost unit)
h = 1.49 ($/unit/unit time) ω = 0.0015 φmax = 1
φmin = 0 er = 1700 (kWh/unit time) σ = 4 (repairs/unit time)
Cr = 500 ($/time) ζ = 1.1 x = 300 (units/unit time)
� = 0.5 Rm = 1500 ($) A = 200 $
pmin = 300 (units/unit time) α = 1.1 β = 0.01

ers = 5835 (kWh/setup) e1 = 8500 (kWh/unit time) e2 = 50 (kWh/unit)

4.1. Example

The optimal results for the integrated production–maintenance policy for an unreliable
manufacturing system under energy control variables is achieved as, ETC∗ = 9253.75 ($/unit time) Q∗

= 1637.4 (units) p∗ = 1095.72 (units/unit time), φ∗ = 0.24.
The generated Hessian matrix for Equation (13) is given below. Moreover, the Hessian matrix at

optimal values of decision variables is positive definite, given as,

H =

⎡
⎢⎢⎣

∂2ETC
∂Q2

∂2ETC
∂Q∂φ

∂2ETC
∂Q∂p

∂2ETC
∂φ∂Q

∂2ETC
∂φ2

∂2ETC
∂φ∂p

∂2ETC
∂p∂Q

∂2ETC
∂p∂φ

∂2ETC
∂p2

⎤
⎥⎥⎦ =

⎡
⎢⎣ 0.000917294 0.536973 0.000349362

0.536973 25447.1 −0.995246
0.000349362 −0.995246 0.000889964

⎤
⎥⎦

and all eigenvalues (25447.1, 0.00124988, 0.000507122 of the matrix are positive.
The impact of required specific energy consumption for production on model parameters were

tested for limits of −70% to +100%. The graphical analysis illustrated in Figure 7 shows the impact of
fixed and variable component of required specific energy for production (e1, e2) on optimal production
quantity Q, production rate p, reliability parameter φ and expected total cost of system ETC. Figure 7
shows that the expected total cost of the system is extremely sensitive to variable component of specific
energy requirement.

Moreover, as the value of energy components increases, there is a constant increase in all model
parameters. In the case of constant component e1 of specific energy consumption, the unit production
rate increases with an increasing value of e1, as this part is equally distributed over the total produced
units. The production lot Q decreases with an increase of e1 to reduce total cost of system. Similarly,
the increases in reliability parameter suggest that, as the total cost of system increases with e1, increased
value of reliability parameter reduces the required technology development cost. On the other hand,
the variable component of required specific energy e2 shows a more sensitive relation to total cost
of system and optimal production rate. Higher values of e2 lead to a decrease in production rate to
optimize the total cost of system. Similarly, the increase in e2 leads to increase in value of reliability
parameter to decrease the technology development cost for the manufacturing system.

121



Energies 2019, 12, 3179

(a)

(b)

Figure 7. Change in Model parameters (ETC, Q, p, φ) of the system with respect to specific production
energy parameters: (a) with varying fixed component of required energy for manufacturing (e1);
and (b) with varying variable component of required energy for manufacturing (e2).

4.2. Sensitivity Analysis

A sensitivity analysis was performed for all key parameters and the results are compiled in
Tables 3 and 4. Sensitivity of basic model parameters related to manufacturing reliability under energy
consumption is given in Table 3.

• Higher setup costs Sm increase the total cost of manufacturing system but decrease the production
rate of system. The proposed model also suggests increase in production quantity Q for higher
setup costs to avoid multiple setup costs. On the other hand, the restoration cost J shows an
increasing pattern for production quantity, production rate and expected total cost of the system.
As the restoration cost depends on two parameters, setup cost and manufacturing reliability of
system, the increasing value of restoration cost suggest higher production lot to avoid multiple
setup requirement. In addition, it suggests higher production rates to shorten the production
up-time to avoid added costs of longer production runs and possible system failure.

• For the decreasing shortage cost Cs, the model shows insensitivity to production lot size. However,
in the case of an increase in shortage cost in the model, we see an increase in manufacturing
reliability and decrease in the production lot size.

• Inventory holding cost h shows no impact on manufacturing reliability φ in this model. However,
an increase in holding cost suggests an increase in production rate along with reduction of
production quantity to reduce inventory accumulation. Higher inventory holding costs lead to
higher system costs. The energy cost eh for inventory holding shows the same pattern as inventory
holding cost. With decreasing energy requirements for inventory carrying, the model suggests
an increase in production lot size and production rate. Manufacturing reliability is insensitive to
energy requirements for inventory holding.
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• The technology development cost Rm has direct impact on the manufacturing reliability and
productivity of system. The manufacturing reliability is defined as a system-design variable and
it represents the number of failures a system faces during operational hours. As the increase
in technology investment Rm shows a reduction in reliability parameter, it also reduces the
production rate of system to adjust the total optimal cost of system. The production quantity
increases with higher development costs, as it shows a more reliable manufacturing system.

• With the increase in corrective maintenance cost Cr, the model suggests an increase in production
rate to adjust the optimal total cost of the system. Higher corrective maintenance cost leads
to smaller production quantities, and the expected total cost of system also increases due to
higher maintenance costs. The increasing value of σ suggest an increase in production quantity;
as 1

σ represents the mean time to repair, as the mean time to repair decreases, the idle time for
manufacturing system decreases. In addition, the model shows increase in production rate and the
expected total cost of system; as the productivity of manufacturing system increases, the machine
is in operational state for longer periods of time.

• As the required energy cost for system repair er increases, the model shows a reduction in
production quantity but increase in production rate. The reduction in production lot size explains
that, as total energy required for maintenance increases, the specific energy consumption per
unit for repair increases. Therefore, the model suggest an increase in production rate to optimize
the production policy under energy consumption. The total expected cost also increases with an
increase in required electrical energy for repair activities.

Table 4 provide a comprehensive analysis of key parameters of model under energy consumption
and stochastic production capacities. From the results, the following important insights are obtained:

• Unit production cost cp comprises labor and specific energy consumption costs required to
produce a production quantity; as the unit manufacturing cost decreases, we see an increase
in production lot size of the model. In addition, with decrease in unit manufacturing cost,
the expected total cost and production rate decreases. For both labor and production energy cost
Ep, as the production rate decreases, the optimal reliability parameter also decreases, which is due
to lower stress on the manufacturing system. Moreover, as production lot increases, reliability
decreases to adjust technology development cost.

• The raw material cost M and raw material yield loss cost r both are highly sensitive to any
increasing values of model parameters. The increase in material yield loss cost increases the
production quantity and production rate simultaneously to adjust the total expected cost. In
addition, it shows a reduction in the optimal reliability parameter of the model that is quite
obvious; as for the manufacturing system, where raw material yield loss adds significant cost to
manufacturing, higher reliability parameter is optimal for manufacturing system.

• The increase in tool/die cost ω shows a reduction in optimal production rate. As the production
rate of manufacturing system increases, the added load/stress on manufacturing system
increases the maintenance requirement of such machinery, and, to adjust the higher cost of
production-technology development, the model suggests reduction in reliability value and optimal
production rate.

• The manufacturing yield loss L due to manufacturing system failures also increases the expected
total cost of the system. Moreover, the increase in manufacturing yield loss cost suggests a decrease
in production quantity and justifies increasing the production rate to improve the productivity
of the system. The increase in yield loss value suggests reducing the manufacturing reliability
parameter to minimize the negative effect of manufacturing system failures.

• As the unit cost A to increase production rate by one unit decreases, the model shows an
increase in production rate. With the increase in the production rate, the reliability parameter
also increases. As the higher stress value increases failure frequency of manufacturing system,
reliability parameter increases accordingly to adjust the technology development cost to keep
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total cost at an optimal limit. The productivity constants show quite unique trends; as the value
of productivity scale parameter α increases, the production rate decreases continuously with
an increasing trend in production quantity and expected total cost of system. However, it is
insensitive towards manufacturing reliability parameter. The productivity shape parameter β

is insensitive towards expected total cost and reliability parameter of the system, however an
increase in shape parameter increases the production quantity and decreases the production
rate monotonically.

Table 3. Sensitivity analysis for parameters related to manufacturing reliability.

Parameter % Change Q φ p % Change in ETC

Sm −20 1611.36 0.24 1100.05 −0.55
−10 1615.32 0.24 1099.61 −0.46
+10 1654.56 0.24 1095.44 0.47
+20 1673.92 0.24 1093.45 0.90

J −20 1628.46 0.23 1094.99 −0.21
−10 1631.75 0.23 1096.24 −0.11
+10 1638.27 0.24 1098.75 0.11
+20 1442.67 0.27 2253.6 3.54

Cs −20 1635.00 0.23 1097.20 0.00
−10 1635.01 0.23 1097.36 0.00
+10 1435.99 0.27 2262.39 3.38
+20 1436.01 0.27 2262.40 3.38

h −20 1736.89 0.24 1134.34 −2.32
−10 1683.17 0.24 1115.96 −1.14
+10 1587.60 0.24 1077.01 1.21
+20 1552.56 0.24 1060.60 2.17

es −20 1635.01 0.23 1097.30 0.00
−10 1635.02 0.23 1097.42 0.00
+10 1435.98 0.27 2262.38 3.38
+20 1435.99 0.27 2262.39 3.38

eh −20 1700.41 0.24 1122.09 −1.53
−10 1666.54 0.24 1109.82 −0.76
+10 1605.64 0.24 1085.11 0.74
+20 1578.21 0.24 1072.63 1.46

σ −20 1633.61 0.24 1095.13 −0.01
−10 1634.41 0.24 1096.58 −0.01
+10 1635.51 0.24 1098.08 0.00
+20 1635.90 0.24 1099.45 0.00

Cr −20 1635.50 0.24 1096.00 −0.02
−10 1635.29 0.24 1096.66 −0.01
+10 1634.76 0.24 1098.33 0.01
+20 1634.50 0.24 1098.33 0.02

er −20 1635.23 0.23 1096.83 −0.01
−10 1635.13 0.24 1097.16 −0.00
+10 1634.92 0.24 1097.83 0.00
+20 1634.82 0.24 1098.16 0.01

Rm −20 1550.14 0.26 1129.66 −1.55
−10 1593.41 0.26 1113.23 −0.76
+10 1675.26 0.26 1082.32 0.73
+20 1710.49 0.26 1069.04 1.36

ζ −20 1578.13 0.26 1131.53 −0.80
−10 1623.86 0.24 1104.14 −0.16
+10 1670.69 0.23 1076.42 0.50
+20 1689.53 0.22 1065.35 0.77

� −20 1698.76 0.21 1059.96 0.89
−10 1668.95 0.23 1077.44 0.48
+10 17,278 0.05 300.06 −7.55
+20 22,244 0.05 300.17 −7.76
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Table 4. Sensitivity analysis for parameters related to production capacity.

Parameter % Change Q φ p % Change in ETC

cp −20 1700.58 0.23 962.96 −1.32
−25 1663.05 0.23 1034.12 −0.64
+10 1436.44 0.27 2257.64 3.66
+20 1594.67 0.24 1209.48 1.18

e1 −20 1672.19 0.23 1018.60 −0.62
−10 1653.42 0.23 1058.36 −0.31
+10 1623.49 0.24 1131.16 0.30
+20 1608.94 0.24 1166.59 0.58

e2 −20 1637.45 0.23 1096.31 −3.89
−10 1637.42 0.23 1096.02 −1.94
+10 1439.66 0.24 2240.77 4.99
+20 1439.76 0.27 2238.81 6.54

r −20 1629.01 0.24 1105.86 −0.39
−10 1631.99 0.24 1101.65 −019
+10 1638.11 0.24 1093.39 0.19
+20 1439.43 0.26 2246.64 3.74

M −20 1635.11 0.24 1098.46 −8.03
−10 1635.07 0.24 1097.98 −4.02
+10 1634.98 0.24 1097.01 4.02
+20 1436.76 0.27 2249.79 11.36

ω −20 1583.03 0.25 1248.08 −1.41
−10 1608.94 0.24 1166.81 −0.68
+10 1637.65 0.24 1091.10 0.07
+20 1688.38 0.23 984.278 1.25

L −20 1640.96 0.24 1079.23 −0.24
−10 1638.25 0.24 1087.43 −0.13
+10 1631.98 0.23 1107.38 0.13
+20 1629.09 0.23 1117.08 0.26

A −20 1627.73 0.24 1079.23 −0.24
−10 1632.59 0.24 1087.43 −0.13
+10 1638.06 0.23 1107.38 0.13
+20 1641.09 0.23 1117.08 0.26

α −20 1629.25 0.24 1098.87 −0.12
−10 1632.59 0.24 1098.07 −0.05
+10 1638.06 0.24 1096.77 0.06
+20 1641.09 0.24 1096.05 0.13

β −20 1634.95 0.24 1097.71 0.00
−10 1634.99 0.24 1097.60 0.00
+10 1635.06 0.24 1097.39 0.00
+20 1635.01 0.24 1097.28 0.00

4.2.1. Comparative Study

This section provides a comprehensive analysis for the influence of decision variables on the
expected total cost of the system. As shown in Figure 8a, as production lot size increases, the total
expected cost of the system decreases to an optimal production quantity where total cost is minimum.
The graph shows that ETC is not monotonically decreasing in Q, as there exists an optimal production
lot size Q, after which the total expected costs starts to increase with an increase in production quantity.
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(a) (b) (c)

Figure 8. Change in expected total cost ETC(Q, p, φ) of the system with respect to decision variables:
(a) varying production quantity (Q); (b) varying production rate (p); and (c) varying reliability
parameter (φ).

Figure 8b depicts the effect of controllable production rate p on the expected total cost of
manufacturing system ETC. With the increase in production rate, the expected total cost decreases
to a certain limit as per unit production cost C(p, φ) is a function of production rate, after which it
starts to increase again. The higher production rate also results in lower specific energy consumption
per unit of production as more items are produced in less production up-time. However, increase in
production rate increases other cost components of per unit production cost, i.e., tool/die cost, thus
we see an increase in total cost after the optimal limit for model, which is 1095.72 (units/unit time).
The expected total cost ETC monotonically increases with manufacturing reliability parameter φ, as
shown in Figure 8c. As the failure rate of manufacturing system increases, the total cost increases
due to productivity loss, and extra costs of repair, energy consumption, and resulted idle time in
manufacturing process.

As shown in Figure 9, the expected unit production cost C(p, φ) monotonically increases with
manufacturing unreliability. As the failure rate of manufacturing system increases, the expected unit
production cost increases due to productivity loss, extra costs of repair and idle time. The production
rate shows a rather different relation with expected unit production cost. As the production rate
increases, the expected unit production cost decreases to an optimal point, after which it starts
to increase.

Figure 9. Change in expected unit manufacturing cost c(p, φ) with varying manufacturing reliability
(φ) and production rate (p).

As the repair rate increases, time for each repair t2 decreases and eventually energy consumption
per repair decreases, which leads to a decrease in repair cost for manufacturing system, as shown in
Figure 10.
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Figure 10. Change in energy consumption per machine repair SEC(σ) with varying repair rate (σ).

Figure 11a shows the relationship of the expected total cost ETC with manufacturing unreliability.
As the failure rate of manufacturing system increases, the expected unit production cost also increases.
With an increase in unit production rate, the expected total cost of system decreases because the unit
production cost is the sum of manufacturing cost and energy consumption for production and, with
an increase in production rate, the energy cost decreases [44]. Figure 11b shows the relationship of the
expected total cost ETC with manufacturing quantity and production rate. The manufacturing quantity
shows a convex relationship with expected total cost of system. Figure 11c shows the relationship of
the expected total cost ETC with manufacturing quantity and manufacturing reliability parameter.
The manufacturing quantity shows a convex relationship with expected total cost of system. ETC
increases monotonically with increase in failure rate of manufacturing system.

(a) (b) (c)

Figure 11. Change in expected total cost ETC(Q, p, φ) of the system with respect to decision parameters:
(a) varying manufacturing reliability parameter and production rate (φ, p); (b) varying manufacturing
quantity and production rate (Q, p); and (c) varying manufacturing quantity and manufacturing
reliability parameter (Q, φ).

4.2.2. Managerial Insights

• The study provides a better understanding of production–maintenance policy for stochastic
production capacities under random failure rates, random repair rates and energy
consumption requirements.

• By employing precise cost data of related cost factors associated with unreliable manufacturing
systems, production and maintenance managers can set an optimum level of manufacturing
reliability that minimizes the overall maintenance and energy consumption costs.

• Random breakdowns of manufacturing system represent an inevitable phenomenon, which is
considered in many maintenance planning models for energy consumption, but the effect of
random repair rate is usually ignored. This study also gives insights into the simultaneous
improvement of reliability and manufacturing productivity when managers faces the challenge of
uncertain production capacities due to longer repair times.
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• The increase in tool/die cost shows a reduction in optimal production rate. As the production
rate of manufacturing system increases, the added load and stress increases the maintenance
requirement of such machinery, and to adjust the higher cost of production-technology
development, the model suggests reductions in reliability value and processing speeds.

• For controllable production rates, the added expenditure of maintenance and technology
development investment are also considered; therefore, managers can also look into possible
technology development needed to improve productivity of manufacturing systems.

• This paper presents the relevant relationships between variable energy consumption rates and
constituents related to stochastic production capacities and maintenance management plans.
Improved production and maintenance planning will allow managers to increase production rates
and reduce energy consumption per unit of production quantity. Furthermore, through additional
production and technology development policies, machine breakdowns can be reduced.

5. Conclusions

This study investigated an integrated production–maintenance–inventory system with some
realistic assumptions. For an unreliable manufacturing system, the manufacturing capacity is
considered stochastic as it depends on the random failure rate, repair rate and production rate of
manufacturing system, which follow exponential distributions. Hence, the energy consumption for
each production cycle is also considered random for unreliable manufacturing systems. The developed
stochastic model is optimized for production lot size, production rate and reliability parameter.
The practical implications of model are shown through sensitivity analysis and comparative study of
model parameters.

• The study suggested that it is not practical to consider constant production rates in an
unreliable manufacturing system; as the system faces random failure rate and random repair
rate, the productivity of system is highly affected due to manufacturing unreliability. In such
a scenario, controllable production rates help in increasing the production capacity of a
manufacturing system.

• As the productivity of a manufacturing system depends on its reliability and operational condition,
the unit production cost of a manufacturing system is considered as a function of controllable
production rate, which varies within design limits, manufacturing reliability, labor costs and
variable energy costs.

• The manufacturing system productivity and reliability can be further enhanced through
investment in advance technology, better and improved resources and skilled labor. Therefore,
a production-technology development cost is introduced as a function of manufacturing reliability.
For improved efficiency of manufacturing process, a productivity investment is also introduced
in manufacturing costs to get optimal level of variable processing speeds for an unreliable
manufacturing system.

• The cost of electrical energy consumption for simultaneous production, inventory and
maintenance planning is not considered in the existing literature, therefore this study introduces
the energy cost components for operational and idle states of production setups, restoration,
production, inventory holding and repair cost.

• A limitation of the study is considering deterministic demand, where random demand of products
is a more realistic phenomena. In addition, only electrical energy consumption is considered
in this study, whereas production firms usually use more than one type of energy sources in
production. The model can be further extended with the case of imperfect production process,
inspection policies and economic factors such as inflation and time value of money. Moreover,
integrated production–maintenance policies under uncertain production environments are worthy
of investigation, as discussed in [53]. The study can be further extended to the concept [54] of
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imperfect production process for an unreliable manufacturing system, as production of defectives
is inevitable.
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Abstract: The need for efficient electrical energy consumption has greatly expanded in the process
industries. In this paper, efforts are made to recognize the electrical energy consumption in a
two-echelon supply chain model with a stochastic lead-time demand and imperfect production, while
considering the distribution free approach. The initial investments are made for quality improvement
and setup cost reduction, which ultimately reduce electrical energy consumption. The inspection costs
are considered in order to ensure the good qualities of the product. Centralized and decentralized
strategies are used to analyze the proposed supply chain model. The main objective of this study is to
reduce the overall cost through efficient electrical energy consumption in supply chain management by
optimizing the lot size, the number of shipments, the setup cost, and the failure rate. A quantity-based
transportation discount policy is applied to reduce the expected annual costs, and a service-level
constraint is incorporated for the buyer to avoid a stockout situation. The impact of the decision
variables on the expected total costs is analyzed, and sensitivity analysis is carried out. The results
show a significant reduction in overall cost, with quality improvement and setup cost reduction
ultimately reducing electrical energy consumption.

Keywords: electrical energy consumption; supply chain management; imperfect production;
distribution free approach; service level constraint; transportation discount

1. Introduction

The supply chain is a complex process consisting of several parameters that need to be controlled.
Among them, the few parameters that can be controlled by making some additional investments
include the setup cost, lead time, and quality of the products, as shown by Sarkar and Sarkar [1].
Certain parts of the manufacturing units need to be improved with state-of-the-art technology to reduce
the energy consumption and enhance the quality of the products. These parts are replaced with some
additional investment for setup cost and process quality improvement. Managers seek to optimize the
supply chain costs; therefore, they analyze various aspects of the supply chain management systems.
In the process industries, the cost of energy consumption is usually a small portion of the overall
production cost. Therefore, less attention is given to energy consumption. Among the various types of
energies used in the supply chain operation, electrical energy is the most consumed. Thus, efforts are
made in this model to recognize the cost associated with electrical energy consumption.
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In the supply chain management literature, most of the supply chain models have considered
a fixed setup cost, constant lead time, and the perfect quality of the products, as indicated by
Sarkar et al. [2]. However, the manufacturing setup cost can be reduced, the process quality can be
improved, and the lead time can be controlled by making smart investments in various aspects of the
system. The production system moves from an in-control state to an out-of-control state due to the
following reasons: persistent usage of the machinery, inadequate process control, human negligence,
and mishandling during the shipment. Therefore, imperfect-quality products are manufactured with
the perfect-quality products in a long-run production system. These imperfect products add some
additional cost to the vendor in the shape of replacement costs for defective items, and during this long
process, an enormous amount of energy is consumed. In the imperfect production process, a huge
amount of energy is consumed during the inspection process, defective unit replacement, ordering
time, and setup time. In such situations, with the enormous amount of energy consumption, the risk of
product shortage may occur, which may lead to damage to the brand image.

A number of quality management practices have been reported in the production management
literature to deal with the uncertainties in the production systems. In this course of action, Salameh and
Jaber [3] extended the basic economic production quantity (EPQ) model to an imperfect production
system by incorporating a full inspection of the entire lot, but there is not a single assumption in their
model related to energy consumption during the production. The basic inventory model is extended to
the case of an imperfect production process in several studies, and effective polices are provided for the
overall system cost reduction. However, these studies did not consider efficient energy consumption in
the production system [4–6]. Several models in this direction considered the defective rate as a constant,
such as those in the research of Salameh and Jaber [3], Khan et al. [7], and Chung [8]. However, in many
studies, the random defective rate is considered (see Tayyab and Sarkar [9] and Cárdenas-Barrón
et al. [10]). Moreover, the emergence of philosophies such as “just-in-time” in the recent past has
enabled managers to focus on the reduction of lead-time components. These components include
the order preparation time, transit time, lead time of the supplier, time of delivery, and the setup
time. In fact, the lead time is reduced by incurring an additional amount as the crashing cost on
lead-time components. These costs include administrative costs, agile transportation, and the vendor’s
process speed-up cost for the reduction in waiting time. There are several advantages of the reduction
of the lead time in the form of a high service level, quick response time, and—due to the lead-time
reduction—less energy being consumed. This can provide an advantage to overcome the uncertainties
of product demand in a competitive environment (see Ben-Daya and Hariga Sarkar [5]).

Based on the above perspective, the objective of this study is to design an optimization model
with the objective to reduce the total costs of the system while considering the imperfect production
and the efficient electrical energy consumption. A two-echelon supply chain model with two strategies
is developed in this study. The first model is developed based on a centralized framework, while the
second model provides a decentralized approach. In the decentralized policy, the interactive decisions
between the retailer and the manufacturer are based on the Stackelberg approach. The imperfect
production process is considered with a variable lead time, and the buyer’s lead time is reduced
by adding a crashing cost. Additional initial investments are made to improve the process quality
and reduce the setup cost. These investments are used to update the technologies, which helps
produce good quality products with less energy consumption; in turn, this will reduce the overall
supply-chain costs. The initial investment made for quality improvement retains the production system
in the in-control state, which saves energy consumption due to this state having a smaller number
of production system failures than the existing one. The service-level constraint is used to meet the
demand from the existing stock. The transportation discounts are allowed on a quantity basis, and the
optimal lot size is determined. The distribution-free approach (Scarf [11] and Gallego and Moon [12])
is used to solve the model.

In this model, costs related to shortages are not considered for the buyers because of the high
penalty costs associated with shortages. Due to the stockout situations, the buyer can face the worst
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situation in the form of goodwill or brand image loss, and if the shortage occurs during the production
process, an enormous amount of energy is wasted to backorder. In the inventory management and
operation management literature, it is suggested that the cost associated with shortages and service-level
constraints have an equal impact on the overall cost of the model simultaneously. Due to the use of
service-level constraint, the consumption of electrical energy reduces. Therefore, the service-level
constraint is used as the replacement of shortages in the system. In the literature, the shortage cost
is replaced with the condition on service level, and it is assumed that the buyer has set a certain
service level in terms of the fill rate that satisfies the corresponding proportion of demand from
the available stock [13–16]. Therefore, the service-level constraint sets a limit on the proportion
of demand that was not met from the available stock, which should not exceed a specified value.
Consequently, the buyer service level measure reflects that a certain fraction of the demand, which is
satisfied regularly, is expressed by λ.

The basic inventory model by Harris [17] assumes that arriving goods are of perfect quality,
although the supply process of goods rarely conforms to the specification. This results in the deviation
in quantity or time, which leads to delay and might also negatively affect the brand image. To meet the
inferior quality manifestations, many researchers relaxed the perfect supply assumption made in the
basic inventory model. Considering the inventory model, Salameh and Jaber [3] analyzed the lot size
with imperfect quality items and entire lot inspection. During the screening period in their model,
defective items are collected (in batches), and those batches are sold in secondary markets that did not
consider the cost associated with the energy consumption during the production. Cárdenas-Barrón [18]
provided the corrected solution for the Salameh and Jaber [3] model. Ciavotta et al. [19] minimized the
general setup cost within a two-stage production system. They organized the production in batches by
considering identical jobs. A robust methodology is developed in the model of Dellino et al. [20] for
an uncertain environment. They explained the classical economic ordered quantity with the robust
optimization technique. However, no one has considered the amount and associated cost of energy
consumption in their models.

To determine the imperfect items in the production model, Goyal and Cárdenas-Barrón [21]
discussed a simple approach with optimal results compared to the Salameh and Jaber model [3].
Huang [22] proposed an extension to the Salameh and Jaber [3] model by integrating the inventory
model and considering a single-supplier single-buyer integrated-inventory model with an imperfect
production system along with inspection activity during the just-in-time environment. Their extension
was amazing in the inventory field. However, with the passage of time and increasing competition,
certain other parameters need to be recognized, as the energy cost is not much compared to other
cost. Still, it possesses some value, which they did not recognize in their model. There are some other
additional parameters in this model, such as the introduction of transportation discounts, lead-time
reduction, and service-level constraints, which improve the process of the efficient utilization of energy.
Ben-Daya and Hariga [5] developed an integrated inventory model to obtain the optimal lot size,
the reorder point with imperfect items, and the number of shipments. They considered that the
lead demand follows a normal distribution and depends on the lot size and the transportation delay.
A vendor–buyer integrated inventory model was developed by Dey and Giri [6] considering the
random lead-time demand, the product inspection, and the quality improvement with the shortages.
Kim et al. [23] extended the integrated inventory model of Ben-Daya and Hariga [5], and proposed an
improved way of calculating imperfect items with backorder items. Still, no one recognizes the cost
associated with the electrical energy consumption in their modeling. The efficient electrical energy
utilization can only be done once the importance of the energy is recognized.

The inventory model with a finite replenishment rate was developed by Sarkar [24] for the
retailer considering the permissible delay-in-payments and stock dependent demand. The imperfect
multi-stage lean production system is considered with a rework and random defective rate in the
research of Tayyab and Sarkar [9]; however, in their model, rework is performed on the defective items.
They did not consider the initial investment for quality improvement in an imperfect production
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system; by rework, additional costs are incurred on the products, and sometimes, rework is not possible
for quality improvement. No author has thought about the cost associated with electrical energy
consumption during defective product production. The increase in energy-related costs, including its
demand, legislation, and its consumer’s environmental awareness in recent times has influenced the
industries to consider carefully the energy consumption and the associated cost. Therefore, the recent
studies related to the production model have considered the energy-related costs. Tang et al. [25]
investigated the production planning problem in a stochastic environment, and considered the energy
consumption costs for the steel production process. In their model, the energy consumption cost was the
nonlinear function of production quantity. Gahm et al. [26] developed the energy-efficient scheduling
approaches to improve the energy efficiency. Furthermore, they introduced three energy dimensions:
energy supply, energy demand, and energetic coverage. Keller and Reinhart [27] considered an
approach that integrated energy supply information in the enterprise resource planning system,
and they had the idea of energy flexibility, energy efficiency, and industry internal and external
energy supply.

Du et al. [28] and Todde et al. [29] developed the models considering energy consumption and
energy analysis. In the Tomić and Schneider [30] model, the energy recovery methods were explained
from the waste by applying a closed-loop energy recovery approach. Haraldsson and Johansson [31]
studied the various types of the energy efficiency in a production system; however, their model did not
consider the imperfect production system. Although energy is consumed throughout the production
system, these energy consumption-related costs are usually low, which is why due importance is
generally not given to them compared with the other production-related costs. Specially, the main
gap in the existing literature is in the supply chain model, where the energy-related costs are not
considered. These costs have an enormous impact on overall cost as well as environmental impact.
This study initiates the use of energy consumption cost in a two-echelon supply with an imperfect
production process.

Managers dealing with production decisions under uncertain conditions must know the lead-time
distribution of the demand. However, it’s very challenging and time-consuming to find the accurate
distribution pattern. Therefore, it’s crucial for industries and researchers to find a way of calculating the
total system cost without having the data on lead-time demand distribution. To deal with this problem,
Scarf [11] first introduced the distribution-free newsboy issue with a known standard deviation and
mean of the lead-time demand. Gallego and Moon [12] modified the ordering rule of [11]. Scarf [11]
initiated the ordering rule when the distribution of lead-time demand is not present. Gallego and
Moon [12] simplified the approach developed by scarf [11]. This approach is used when distribution
does not follow any pattern, but the variance and the mean of the demand are available. It was used for
finding the optimal ordering quantity to maximize the profit in case of the worst possible distribution
of the demand.

The distribution-free approach is used in many directions, specifically in the inventory field.
To find the optimal ordering quantity and the reordering point, a distribution-free continuous review
inventory model was developed by Moon and Choi [14]. The optimal ordering quantity and lead time
were considered by Ouyang and Wu [13]. They introduced the lead-time crashing cost. Ouyang and
Chang [32] utilized the logarithmic function of Porteus [33] for quality improvement in the imperfect
production process by applying the distribution-free procedure. To reduce the setup cost and to
improve the quality, Ouyang et al. [4] utilized the distribution-free approach in a lot size reorder
point model with the imperfect production process. The continuous review inventory model by Ma
and Qiu [16] considered the distribution-free approach with an improvement in the setup cost while
considering a service-level constraint. A transportation discount was introduced by Shin et al. [34]
in a review inventory model with controllable lead time and a service-level constraint. The joint
replenishment model was provided by Braglia et al. [35] considering stochastic lead-time demand
with backorder and lost sales, but they did not consider the efficient energy consumption and cost
associated with energy.

136



Energies 2019, 12, 3733

The electrical energy consumption and the related costs in the imperfect production system
have not been studied in the available supply chain management literature. The cost associated
with electrical energy consumption is modeled in this paper. Nevertheless, these costs are a smaller
portion of the production cost, but the energy is consumed in every supply chain operation, and there
is a need to reduce the associated cost. The wastage of energy is not only a financial loss; it also
damages the environment. The proposed study develops a two-echelon supply chain model with an
imperfect production system and identifies the electrical energy consumption costs under a stochastic
demand. To reach the global optimal solution, an improved algorithm is developed in this paper.
The initial investments are made for quality improvement and setup cost reduction. The inspection
process is performed at the buyer end to reduce the electrical energy consumption. The service-level
constraint is considered, and the demand is met from the available stock. Transportation discounts
are offered on a certain quantity to attract customers. The min–max distribution-free approach is
considered in this model with a known mean and standard deviation regarding the lead-time demand.
Generally, the information on lead-time demand distribution is difficult to collect. If the distribution is
known, then the expected shortage amount can be determined by utilizing the identified distribution.
If the lead-time distribution of the demand is not available, then the statistical procedures are used to
calculate it. The distribution-free approach provides prominent results; therefore, this approach is
utilized to develop the proposed model. Table 1 presents the contribution of this paper.

Table 1. Contributions of authors.

Author(s)
Supply
Chain

Management

Electrical
Energy

Consumption

Process Quality
Improvement in

Imperfect Production

Setup
Cost

Reduction

Distribution-Free
Approach

Transportation
Discount

Porteus [33] � �

Gallego and
Moon [12] �

Moon and Choi [14] �

Ouyang and Wu [13] �

Ouyang et al. [4] � � �

Ma and Qiu [16] � �

Tsao and Lu [36] �

Ouyang et al. [37] � �

Jha and Shanker [38] � �

Dey and Giri [6] � �

Priyan and
Uthayakumar [39] � � �

Tayyab and Sarkar [9] �

Ben-Daya and
Hariga [5] �

Tang et al. [25] �

Shin et al. [34] � �

Kim et al. [23] � � � �

Gutgutia and Jha [40] � �

This paper � � � � � �

2. Problem Definition, Notation, and Assumptions

This section consists of the problem definition, notations, and the assumptions of the model.

2.1. Problem Definition

A two-echelon supply chain model is considered with efficient energy consumption under an
imperfect production process. In this model, some initial capital investments are made for the
production process quality improvement and setup cost reduction. The investment, made in process
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quality improvement, is restricting the production process to move to the out-of-control state from the
in-control state. When the production process moves to the out-of-control state, a huge amount of
energy is wasted on defective products. Therefore, the initial investment is made for process quality
improvement, and the setup cost reduction reduces the total cost of the supply chain with the efficient
electrical energy consumption. A quantity-based transportation discount is offered to motivate buyers
to increase their ordering quantity. Lead-time crashing cost is used for the buyer to reduce the lead
time, which ultimately reduces the electrical energy consumption. The number of shipments and the
smart lot size are optimized. The service-level constraint is used to avoid shortages, and the fraction of
demand is met through the available inventory. Finally, the aim of this model is to minimize the overall
supply chain costs with the recognition and minimum electrical energy consumption. The production
lot, reorder point, and the number of shipments is optimized. The flow of the supply chain with costs
associated to the vendors and buyers are shown in Figure 1.

Figure 1. Supply chain flow diagram under efficient energy consumption.

2.2. Notation

This section describes the related notation of this model (Table 2).

Table 2. Notation for parameter and decision variables.

Decision variable

Q order quantity (units)

φ probability of production process that may go to out-of-control state

S setup cost for vendor per setup ($/setup)

n number of shipments per lot (positive integer)

L length of the lead time (weeks)

r reorder point
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Table 2. Cont.

Parameters

P production rate (units/year)

ρ reciprocal of P (years/unit)

x screening rate (units/year)

D average demand per year (units/year)

σ standard deviation of demand (units/week)

E(x) expected value of x

X lead-time demand that has a probability distribution function F

x+ max [x, o]

E(X − r)+ expected shortage per replenishment cycle

μ mean of the lead-time demand

A ordering cost of the buyer ($/order)

A′ cost of the energy consumed per order of the buyer ($/order)

C crashing cost per order ($/order)

C′ cost for amount of energy consumed during lead-time crashing ($/order)

S0 initial setup cost for vendor per lot ($/setup)

S′ cost of energy consumed during setup ($/setup)

L0 initial lead time length in weeks (weeks)

hb1 holding cost for buyer’s defective products per unit per year ($/unit/year) hb1 < hb2

h′b1 cost of energy consumed during buyer’s defective products holding ($/unit/year)

hb2 holding cost for buyer’s non-defective products per unit per year ($/unit/year),

h′b2 cost of energy consumed during buyer’s non-defective products holding ($/unit/year)

hv holding cost for vendor’s per unit per year ($/unit/year)

h′v cost of energy consumed during the vendor holding ($/unit/year)

s screening cost per unit ($/unit)

s′ energy cost consumed during screening ($/unit)

W defective unit replacement cost ($/defective unit)

W′ energy cost consumed during defective unit replacement ($/defective unit)

α fractional annual cost of capital investment ($/year)

λ the fraction of customers’ regular satisfied demand

φ0 the initial probability of the production process shifting from control state to out-of-control state

b coefficient to control quality improvement capital investment cost

B coefficient of capital investment for controlling setup cost reduction

uj minimum duration for jth lead-time component (days), j = 1, 2, . . . , n

vj normal duration for jth lead-time component (days), j = 1, 2, . . . , n

mi crashing cost per day for ith component of lead time ($/day), i = 1, 2, . . . , n

m′i cost of energy consumed during crashing for ith component ($/day), i = 1, 2, . . . , n

mj crashing cost per day for jth component of lead time with mj as ($/day), j = 1, 2, . . . , n

m′j cost of energy consumed during crashing for jth component ($/day), j = 1, 2, . . . , n

γi transportation cost, i = 1, 2, . . . , n

γ′i energy consumed during transportation, i = 1, 2, . . . , n
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2.3. Assumptions

The following assumptions are considered during the formulation of the proposed supply chain
management model:

1. In this supply chain model, the cost of electrical energy consumed during the entire operations
(e.g., during setup, ordering, inspection, and inventory holding time) is considered for a single
type of product.

2. The electrical energy consumption is taken care of thoroughly with continuous review of the
buyer’s inventory; when the inventory level falls to the reorder point, the replenishments
are made.

3. When the buyer receives the lot, it is assumed that the complete lot is inspected with the screening
rate x under efficient electrical energy consumption. Furthermore, the assumption is made that
the inspection process is non-destructive and error-free in nature.

4. To omit the shortages from the model, a service-level constraint is utilized with a specific fill rate.
5. The initial capital investments are made for process quality improvement and setup cost

reduction by which advanced equipment can be used that consumes the minimum amount of
electrical energy.

6. To avoid the extra cost of electrical energy incurred due to the shortages, the supplier production
rate and the screening rate are higher than the demand rate. The assumption indicates that

Q(1 + φ)(1−φ) ≥ DQ(1+φ)
x , which can be simplified as φ ≤ 1 −D/x (refer to Salameh and

Jaber [3]). Figure 2 shows the flow of inventory in relation to inspection time.

Figure 2. Inventory flow diagram.

3. Mathematical Model

The proposed mathematical model is formulated in this section for a two-echelon supply chain
under energy consumption consideration.

3.1. Vendor’s Model

This section formulates the vendor’s inventory model as in the Ben-Daya and Hariga [5] model
while considering the energy consumption cost in the supply chain. As in most of the supply chain
models, the energy consumption cost is not considered during the process, because it is usually a
small portion of supply chain cost. Nevertheless, the energy cost has a certain impact on the overall
cost. The energy is consumed during various operations such as heating, cooling, lightening, etc.
In this model, the electrical energy consumption is considered throughout the entire supply chain.
The vendor expected annual cost comprises production setup cost with electrical energy consumption
during setup time, the inventory-holding cost with electrical energy consumption, the defective unit
replacement cost with energy consumption, the initial investment for setup cost reduction, and process
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quality improvement. This model is developed for the vendor’s production situation where the buyer
places the order, and the vendor starts producing the ordered quantity until the production run has
been completed. As under the single-setup multi-delivery policy, the vendor produces the items in the
quantity of nQ, and the buyer receives these products in lots of size Q. Therefore, the production cycle
length of the vendor is nQ

D .
To reduce the supply chain cost, in this model, two initial capital investments are used for product

quality improvement and setup cost reduction. The concept of Porteus [33] is considered to improve the
production process quality. Initially, the production process is considered as the in-control state; with
the passage of time, the production process may move to the out-of-control state, where the defective
units are produced until the entire lot is produced, which consumes a significant amount of energy.
One good strategy that can resist the system from moving to the out-of-control state from the in-control
state is an additional capital investment, which is able to reduce the energy consumptions due to the
failure of the production system. For instance, to reduce the out-of-control system probability from
0.00002 to 0.000018, an investment of $200 is made; then, another $200 is furtherly required to reduce it
down to 0.000016, and so on. Ultimately, making an initial investment a good choice for the reduction
of imperfect production.

Production setup cost with electrical energy consumptions cost

The vendor’s setup cost per production setup is S; as under the single-setup multi-delivery policy,
the vendor’s production cycle length is nQ

D . A certain amount of energy is consumed during the
production setup time, the energy cost incurred during setup is S′ per setup. Therefore, the vendor’s
production setup cost is:

=
The vendor′s setup cost per production setup + the energy consumuption during setup

The expected production cycle length
=

D(S + S′)
nQ

Warranty cost with electrical energy consumptions cost

In this model, the Qφ defective units are replaced with the cost of W per product and W′ energy
consumed during the defective unit replacement, and the vendor’s production cycle length is Q

D ;
therefore, the annual cost of defective unit replacement is:

= (W + W′)Dφ

Process quality improvement with electrical energy consumptions cost

The capital investment I(φ) is made (as Porteus [33]) to improve the process quality with a
reduction in the out-of-control probability as follows:

I(φ) = αb ln ln
(
φ0

φ

)
, 0 < φ ≤ φ0.

If the investment function, I(φ) = 0, it implies that no capital investment is made for the quality
improvement. However, if some investments are made, then the value of φ0 will decrease, which
indicates that the product quality improvement has been completed with the capital investment. In the
actual production system, the φ value is considered low; this is the reason that the low value of φ
is used in this model. The advantage of applying the logarithmic function is its convexity for the
established range of investment function.
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Setup cost reduction with electrical energy consumptions cost

In most of the basic inventory models, a fixed setup cost is used. The setup cost of the model
can be reduced by using initial investments. Initially, the investment can be important, but it will be
reduced in each phase of the model. For this purpose, the logarithmic investment function is used
(refer to Porteus [33]):

I(S) = αB ln ln
(S0

S

)
, 0 < S ≤ S0

Vendor’s holding cost with electrical energy consumptions cost

The average inventory of the vendor can be calculated (from Figure 3) as the difference of the
vendor’s accumulated inventory and the buyer’s accumulated inventory.

Figure 3. Inventory pattern for the vendor.
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Further simplification of the above equation:

= hv

(Q
2

)
[n(1−Dρ) − 1 + 2Dρ]

Therefore, the vendor’s holding cost per unit time is:

= hv

(Q
2

)
[n(1−Dρ) − 1 + 2Dρ].
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As a certain amount of electrical energy is consumed during the holding time, the cost associated
with the energy during the holding time is h′v. Therefore, the vendor’s holding cost became:

= (hv + h′v)
(Q

2

)
[n(1−Dρ) − 1 + 2Dρ].

The vendor’s expected annual cost with the recognition of electrical energy consumption cost is
shown in Equation (1), and comprises the process quality improvement, setup cost reduction, setup
cost, holding cost of the vendor, and defective cost:

EAC′v(Q, S,φ, n) = αb ln ln
(φ0
φ

)
+ αB ln ln

(S0
S

)
+

D(S+S′)
nQ

+
(hv+h′v)Q

2 [n(1−Dρ) − 1 + 2Dρ] + (W + W′)Dφ
for 0 < φ ≤ φ0 as well as 0 < S ≤ S0

(1)

3.2. Buyer’s Model

In this section, a buyer’s inventory model is developed based on Ben-Daya and Hariga [5] study.
The two-echelon supply chain model with imperfect production and efficient energy consumption is
considered. In this continuous review (Q, r) inventory model, the vendor produces nQ quantities to
save the buyer’s holding cost. The quantity produced in a production cycle is delivered in n shipments
to the buyer. The buyer places an order of quantity Q of non-defective items from the vendor as soon
as the inventory level falls to reorder point r, where r = DL + kσ

√
L, and DL is the expected demand

during lead time; k is the safety factor that fulfills the probability that the buyer’s lead-time demand
exceeds the reorder point r; and kσ

√
L is the safety stock (see Hadley and Whitin, [41] and Ben-Daya

and Hariga [5]). The vendor replenishes the order quantity after the lead time. However, due to the
imperfect production system in the batch, some items are defective; thus, the buyer cannot sell all
the replenished items. Hence, the buyer inspects the replenished products to separate the defective
products from the non-defective products. This paper considered a 100% inspection of the buyer
with screening rate x to locate the imperfect items in the lot, as mentioned in assumption 4. It is also
assumed that the screening process is error-free and non-destructive. These defective products are
identified, separated out, and returned to the vendor in the next lot.

The defective items can be reduced to some level, but cannot be eliminated entirely. These defective
items create unexpected shortages in the system. To avoid the losses due to defective items in this
model, the vendor sends an additional amount of inventory to the buyer, unlike in the previous
studies of Huang [22] and Dey and Giri [6]. In the literature, the demand from the buyer is met by

reducing the replenishment interval to (1−φ)Q
D (see [3,18,22]). However, the replenishment interval

is not reduced in this model; to avoid the shortages due to imperfect products, the buyer orders
additional products from the vendor. Consider the situation in which the buyer orders a quantity
Q + φQ + φ2Q + φ3Q + . . . = Q

(1−φ) . The order quantity is approximated to Q + φQ because φ has
a negligible value. Consequently, the vendor gives Q + φQ products to the buyer. This additional
amount will fulfill the buyer’s demand and simultaneously compensate for the losses due to the
imperfect production process. The flow of material is shown in Figure 4. The buyer has two types of
holding cost for defective and non-defective items in this model.
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Figure 4. Inventory of the buyer with inspection.

Buyer holding cost for defective products with energy consumption

The amount of defective products that the buyer receives is Q + φ2Q; the defective rate is φ.
The defective items’ quantity is approximated to φQ due to the very small value of φ. The number of

defective items found is φQ during the inspection time (1+φ)Q
x . It shows that the amount of average

inventory of defective items per cycle is φ(1+φ)Q
2

2x . The average inventory of the identified defective

products per year isφQ− φ(1+φ)DQ
2x . The cost incurred on holding the average inventory of the defective

product per year of the buyer is hb1, and the electrical energy consumed during the holding period is
h′b1. Therefore, the holding cost of the buyer is:

(
hb1 + h′b1

)[
φQ− φ(1 + φ)DQ

2x

]

Buyer holding cost for non-defective products with energy consumption

The amount of non-defective products that the buyer receives is Q + φQ −
(
φQ + φ2Q

)
.

The expected inventory of the non-defective product during the screening time is Q
2 + r−DL+

φ(1+φ)DQ
2x .

The holding cost incurred on the non-defective products per year is hb2, and the cost of the energy
consumed during holding these products is h′b2. Thus, the buyer holding cost for non-defective products
is:

(hb2 + h′b2)

[
Q
2
+ (r− μ) + φ(1 + φ)DQ

2x

]

Buyer screening cost with energy consumption

As Q(1 + φ) products are screened with a per-unit screening cost of s and the cost of electrical
energy consumed during screening being s′. Therefore, the annual screening cost is:

D(s + s′)(1 + φ).

Buyer ordering cost with energy consumption

The buyer ordering cost per order is A, and the energy consumed during the ordering time is A′.
The buyer cycle length is Q

D . Thus, the ordering cost of the buyer is:

(A + A′)D
Q

.

Lead-time crashing cost with energy consumption cost
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The lead time L consists of m mutually independent components, and these components include
the order preparation time, order transit to the supplier, transit time from the supplier, setup time,
and preparation time for availability. The jth component has a minimum duration of uj, normal
duration of vj, and crashing cost per unit time of mi, and the cost of energy consumed during the
crashing time is m′i . Furthermore, for convenience, it is assumed that m1 ≤ m2 ≤ m3, . . . ,≤ mn. It is
clear that the lead-time reduction should start from the first component (the reason is the minimum
crashing cost), and then the second component, and so on (Liao and Shyu [42], Ben-Daya and Hariga [5],

and Kim et al. [23]). Let L0=
n∑

j=1
vj and Li be the length of the lead-time components 1, 2, 3, . . . , z

that crashed in their minimum duration; then, Li can be written as Li =
n∑

j=1
vj −

i∑
j=1

(vj − uj), where

i = 1, 2, 3, . . . , n. The lead-time crashing cost per cycle with electrical energy consumption is C(L)′,
as shown in Equation (2) (see Ouyang and Wu [13]) for a given L ∈ [Li, Li−1]:

C(L)′ = (mi + m′i )(Li−1 − L) +
i−1∑
j=1

(mj + m′j)
(
vj − uj

)
. (2)

The buyer has to carry the additional costs incurred by the vendor on lead-time reduction in each
stage of the replenishment cycle, and the lead-time crashing cost is also included in the buyer’s cost.

Transportation discounts with electrical energy consumption cost

The concept of a transportation discount is incorporated in this paper. The cost of transportation
is not constant, and it depends directly on the demand function. In the literature, the transportation
cost is considered as fixed, i.e., independent of ordering quantity or shipment in most of the cases.
In this study, the transportation cost is dependent on the demand as (see Priyan and Uthayakumar [39],
Shin et al. [34]):

TC(Q) = γ0D, Q ∈ [M0, M1]

γ1D, Q ∈ [M1, M2]

γ2 + D, Q ∈ [M2, M3]

. . . .
γND, Q ∈ [MN,∞].

where γ0 > γ1 > γ2. . . > γN, γi is the transportation cost per unit. Mi describes the range of Q(M0 = 0),
i.e., Q should be in some specific range; else, TC(Q) cannot be defined. Since the energy is consumed
during transportation, the cost associated with the energy consumption during the transportation is γ′i .
Therefore, the transportation cost after considering the energy consumption cost will become as shown
in Equation (3):

TC(Q)′ = (γi + γ
′
i )D, Q ∈ [M0, M1]. (3)

The expected annual cost of the buyer (EACb), which consists of the ordering cost, lead-time
crashing cost, holding cost for defective products, holding cost for non-defective products, screening
cost, and the transportation discounts with electrical energy consumption during the process, is shown
in Equation (4):

EAC′b(Q, r, L) = D(A+A′)
Q +

DC(L)′
Q +

(
hb1 + h′b1

)[
φQ− φ(1+φ)DQ

2x

]
+ (hb2

+h′b2)
[

Q
2 + (r− μ) + φ(1+φ)DQ

2x

]
+ D(s + s′)(1 + φ) + D

(
γi + γ

′
i

)
.

(4)

The service measure reflects that certain fractions of the demand, which is satisfied regularly from
the available inventory, is expressed by λ.
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The buyer service level in terms of the fill rate (λ) is described as shown in Equations (5) and (6):

λ =
Expected demand satis f ied per replenishment cycle

Expected demand per replenishment cycle
, (5)

λ = 1− E[X − r]+

Q
, (6)

which can be simplified as shown in Equation (7):

(1− λ)Q = E[X − r]+. (7)

To obtain the least favourable distribution F, the following lemma is used as shown in Equation (8)
(Gallego and Moon [12]):

E[X − r]+ ≤
√
σ2L + k2σ2L− kσ

√
L

2
for any F ∈ F. (8)

As r = μ+ kσ
√

L or r− μ = kσ
√

L (see Hadley and Whitin, [41] and Ben-Daya and Hariga [5]),
suppose that y = r− μ = kσ

√
L, and it became as shown in Equation (9):

(1− λ)Q ≤
√
σ2L + y2 − y

2
. (9)

After solving Equation (9), it will become as shown in Equation (10):

y =
σ2L

4(1− λ)Q − (1− λ)Q, (10)

After inserting the value of y in Equation (10), it will become as shown in Equation (11):

r− μ =
σ2L

4(1− λ)Q − (1− λ)Q. (11)

Inserting the value of r − μ in Equation (4), the annual expected cost of the buyer with energy
consumption cost is shown in Equation (12):

EAC′b(Q, r, L) = D(A+A′)
Q +

DC(L)′
Q +

(
hb1 + h′b1

)[
φQ− φ(1+φ)DQ

2x

]
+ (hb2

+h′b2)
[

Q
2 +

(
σ2L

4(1−λ)Q − (1− λ)Q
)
+
φ(1+φ)DQ

2x

]
+ D(s

+s′)(1 + φ) + D
(
γi + γ

′
i

)
.

(12)
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3.3. Supply Chain Cost

3.3.1. Centralized Analysis

The expected annual cost concerning the supply chain model with electrical energy consumption
is sum of the vendor costs (as in Equation (1)) and the buyer’s cost (as in Equation (4)).
Accordingly, the EACs can be represented as shown in Equation (13):

EAC′s(Q, S,φ, n, r, L) = αb ln ln
(φ0
φ

)
+ αB ln ln

(S0
S

)
+

D(S+S′)
nQ +

D(A+A′)
Q +

DC(L)′
Q

+
(
hb1 + h′b1

)[
φQ− φ(1+φ)DQ

2x

]
+ (hb2

+h′b2)
[

Q
2 +

(
σ2L

4(1−λ)Q − (1− λ)Q
)
+
φ(1+φ)DQ

2x

]
+ D(s

+s′)(1 + φ) + (hv+h′v)Q
2 [n(1−Dρ) − 1 + 2Dρ] + (W + W′)Dφ

+D
(
γi + γ

′
i

)
f or 0 < φ ≤ φ0 as well as 0 < S ≤ S0.

(13)

In the above Equation (13), the cost components include: the investment made for quality
improvement, the initial investments for the setup cost reduction, the setup cost with the energy
consideration of the vendor, the ordering cost with the energy cost of the buyer, the holding cost of the
defective items with the energy consideration of the buyer, the buyer non-defective item-holding cost,
the screening cost with energy consideration, the holding cost of the vendor, the replacement cost with
energy consideration, and the transportation discount cost with energy cost, respectively.

The necessary conditions to get the minimum cost of EAC′s(Q, n, S,φ, r, L) with energy
consideration are as follows in Equations (14)–(17):

∂EAC′s
∂Q = 1

4

[
−
(

4D((A+A′)+C(L)′n+(S+S′))
nQ2

)
+ 2(hv + h′v)(n− 1−D(n− 2)ρ)+

4(hb1 + h′b1)φ−
2D(hb1+h′b1)φ(1+φ)

x + (hb2 + h′b2)
(
−2 + 4λ+ Lσ2

Q2(−1+λ) +
2Dφ(1+φ)

x

)]
,

(14)

∂EAC′s
∂φ = (hb1 + h′b1)Q + D((s + s′) + (W + W′)) − bα

φ −
D((hb1+h′b1)−(hb2+h′b2))Q(1+2φ)

2x ,
(15)

∂EAC′s
∂S

=
D

nQ
− Bα
(S + S′)

, (16)

∂EAC′s
∂L

=
D
Q

+
jσ2

4Q(1− λ) . (17)

The optimal values for the decision variables are calculated by using the necessary conditions as
follows in Equations (18)–(21):

Q′∗ =
√
−2D(n(A+A′)+C(L)n+(S+S′))x(λ−1)+ 1

2 hb2Lnxσ2)

( √(n(λ−1)(hvx(1−n+D(n−2)ρ)+(hb1+h′b1)φ(D−2x+Dφ)−(hb2+h′b2)(x(2λ−1)+Dφ(1+φ)) )
, (18)

φ′∗ = 1
4A1DQ

(
A2Dx−

√
(A3 + 16bDA4)

)
, (19)

where:
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A1 =
(
(hb1 + h′b1) − (hb2 + h′b2)

)

A2 =
(
(hb2 + h′b2) − (hb1 + h′b1)

)
Q + 2(hb1Q + D((s + s′) + (W + W′)))

A3 =
(
D
(
(hb1 + h′b1) − (hb2 + h′b2)

)
Q− 2

(
(hb1 + h′b1)Q + D((s + s′) + (W + W′)

)
x
)2

A4 =
(
(hb2 + h′b2) − (hb1 + h′b1)

)
Qxα)

S∗ = BnQα
D

, (20)

y∗ = σ2L
4(1− λ)Q − (1− λ)Q. (21)

The optimal values of n are obtained by the expression shown in Equation (22):

EACs(n− 1) ≥ EACs(n) ≤ EACs(n + 1). (22)

Sufficient conditions are satisfied by taking the second derivative of the decision variable with
respect to the expected annual cost.

From the sufficing conditions, the following values are obtained as shown in Equations (23)–(25):

∂2EAC′s
∂Q2 =

2(A + A′)D
Q3 +

2C(L)′D
Q3 +

2D(S + S′)
nQ3 +

(hb2 + h′b2)Lσ
2

2Q3(1− λ) , (23)

∂2EACs

∂φ2 = −D(hb1 + h′b1)Q

x
+

D(hb2 + h′b2)Q

x
+

bα
φ2 , (24)

∂2EACs

∂S2 =
Bα

(S + S′)2 , (25)

To find the global minimum EAC′s, the lemma is shown in Appendix A.
This Algorithm 1 is developed to determine the numerical solution of the proposed model, and the

process flow of the algorithm is shown in Figure 5. Below is the detailed explanation of the algorithm
to obtaining the optimal solution of the problem.
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Figure 5. Flowchart of the algorithm.
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Algorithm 1. Solution algorithm.

Step 1 Consider all input parameters,
σ, P, D, A, x,μ, C, S0,L0, hb1, hb2, hv, s, W,λ,φ0,α, b, B, ui, vi, mi,ω and γi.

Step 2 For each Li, i = 0, 1, 2, . . . , n, and execute Steps 2.1 to 2.2.

Step 2.1

Set φi1 = φ0, and Si1 = S0.

Step 2.2

Substitute the value of φi1 and Si1 in Equation (18) to evaluate Qi1.

Step 2.3

Use the value of Qi1 to obtain φi2, and Si2 from Equations (19) and (20).

Step 2.4

Suppose v = v + 1, and repeat the above steps from 2.2 and 2.3 until no changes occur in the
values of Qi ,φi, and Si; then, denote the solution by Q̂, φ̂ and Ŝ.

Step 3 In this step, φ̂ and φ0 and Ŝ and S0 are compared.

Step 3.1

If φ̂ ≤ φ0 and Ŝ ≤ S0, then the values obtained in Step 2 are the optimal solution for the given Li;
express this solution by (Q∗,φ∗, and S∗) and then proceed to Step 4.

Step 3.2

If φ̂ ≤ φ0 and Ŝ > S0, then set S = S0 and use Step 2 to determine the (Q̂, φ̂, Ŝ) values from
Equation (18) and Equation (20). If φ̂ ≤ φ0, then the optimal solution for given Li is (Q∗,φ∗, S∗) =
(Q̂, φ̂, S0) and progress to Step 5. Otherwise, go to Step 3.3.

Step 3.3

If φ̂ > φ0 and Ŝ ≤ S0, then set φ = φ0 and use Step 2 to calculate new (Q̂, Ŝ) values from Equations
(18) and (19). If Ŝ ≤ S0, then the optimal solution for given Li is (Q∗,φ∗, S∗) = (Q̂,φ0, Ŝ), and then
proceed to Step 4. Otherwise, move to Step 3.4.

Step 3.4

φ̂ > φ0 and Ŝ > S0; then set φ = φ0 and S = S0 and utilize Step 2 for calculating Q̂ from
Equation (18).
Then, denote these values as (Q∗,φ∗, S∗) = (Q̂,φ0, S0) and move to Step 3.

Step 4 If all Sk, k = 1, 2, 3, . . . , K are greater than or less than Ŝ, chose the nearest Sk, and stop.
Otherwise, calculate the EAC′s(Q∗,φ∗, S∗, n , r, Li) of the two nearest point using Equation (20) and
select the Sk, with the least joint total cost. Express this solution by the vector (Q∗∗,φ∗∗, S∗∗, n, r, Li).

Step 5 Choose the minimum cost for each Li, i = 0, 1, 2, . . . , I

Step 5.1

EAC′s(Q∗∗,φ∗∗, S∗∗, n, r, Li) = EAC′s(Q∗∗,φ∗∗, S∗∗, n, r, Li) .

Step 5.2

Let n = n + 1, and repeat Steps 2 to 5 until satisfying an inequality,
EAC′s(Q∗∗,φ∗∗, S∗∗, n , r, L∗∗s )EAC′s(Q∗∗,φ∗∗, S∗∗, n + 1, r, Li) .

Step 6 Choose the minimum cost for each n
EAC′s

(
Qopt, Sopt, ropt,φopt, nopt, Lopt

)
= EAC′s(Q∗∗,φ∗∗, S∗∗, n, r, L∗∗s ), and calculate the reorder

point y = r− μ.

3.3.2. Decentralized Analysis (Stackelberg Approach)

In the Stackelberg approach, the buyer and the vendor are considered as two different entities
each trying to minimize their own total cost. Hence, one is considered as the leader to decide the
optimal decision and impose on the follower.

The two possible cases in this situation are presented in the following part.

Case 1: Vendor as a leader and buyer as a follower

In the first case, the vendor is the leader and buyer is the follower. Therefore, the buyer decides
his optimal decision first. The buyer determines his optimal order quantity, the lead time, and the
reorder point. The aim of the vendor is the reduction of the setup cost, the number of shipments,
and the percentage of defects after taking inputs from the buyer’s optimal decisions.

The expected annual cost of the buyer with energy cost consideration is given in Equation (26):

EAC′b(Q, r, L) = D(A+A′)
Q +

DC(L)′
Q +

(
hb1 + h′b1

)[
φQ− φ(1+φ)DQ

2x

]
+ (hb2

+h′b2)
[

Q
2 +

(
σ2L

4(1−λ)Q − (1− λ)Q
)
+
φ(1+φ)DQ

2x

]
+(s + s′)(1 + φ) + D

(
γi + γ

′
i

)
,

(26)

150



Energies 2019, 12, 3733

and the expected annual cost of the vendor with energy consideration is given by Equation (27):

EAC′v(S,φ, n) = αb ln ln
(φ0
φ

)
+ αB ln ln

(S0
S

)
+

D(S+S′)
nQ

+
(hv+h′v)Q

2 [n(1−Dρ) − 1 + 2Dρ] + (W + W′)Dφ.
(27)

The analytical approach is applied to optimize the expected annual cost of the buyer. The partial
derivative of the buyer’s cost with respect to the order quantity is shown in Equation (28), and the
partial derivative of lead time is shown in Equation (29):

∂EAC′b(Q,r,L)
∂Q = −DC(L)′

Q2 − (A+A′)D
Q2 +

[
φ− Dφ(1+φ)

2x

](
hb1 + h′b1

)
+

[
− 1

2 +
Dφ(1+φ)

2x + λ− Lσ2

4Q2(1−λ)
]
(hb2 + h′b2).

(28)

∂EAC′b(Q, r, L)

∂L
=
σ2(hb2 + h′b2)

4Q(1− λ) . (29)

The optimal values of the vendor are decided by considering the buyer’s optimal decisions (Q, r, L)
as inputs shown in Equations (30) and (31):

∂EAC′v(φ, S, n)
∂φ

= D(W + W′) − bα
φ

, (30)

∂EAC′v(φ, S, n)
∂S

=
D

nQ
− Bα
(S + S′)

. (31)

Further, the second-order derivative of the buyer’s ordering cost is shown in Equation (32):

∂2EAC′v(Q, r, L)
∂Q2 =

2C(L)′D
Q3 +

2(A + A′)D
Q3 +

Lσ2h2

2Q3(1− λ) . (32)

The second-order derivative of the vendor’s decision variables are shown in Equations (33)
and (34):

∂2EAC′v(φ, S, n)
∂S2 =

Bα

(S + S′)2 , (33)

∂2EAC′v(φ, S, n)
∂φ2 =

bα
φ2 . (34)

To find the optimal value of the order quantity, the partial derivatives of ∂EAC′b(Q, r, L) are
equated to zero; thus, the optimal Q is shown in Equation (35):

Q′∗ =

√
x
(
−4D

(
(A + A′) + C(L)′(λ− 1) + Lσ2(hb2 + h′b2

))
√

2
√
(λ− 1)

(
φ(D− 2x + Dφ)

(
hb1 + h′b1

)
− (Dφ(1 + φ) + x(2λ− 1))(hb2 + h′b2

)
)

. (35)

The vendor will take the inputs from the buyer’s optimal decision and compute his optimal
decision, as shown in Equations (36) and (37):

φ′∗ = bα
D(W + W′)

, (36)

S′∗ = BnQα
D

. (37)

Case 2: Buyer as a leader and vendor as a follower
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In this case, the buyer is the leader and vendor is the follower. Therefore, the vendor optimizes
his order quantity, the number of shipments, the reduction in setup cost, and the process quality
improvement. The buyer will optimize the reorder point and the lead time based on the vendor optimal
decision variables.

The expected annual cost of the vendor with energy consumption cost is shown in Equation (38):

EAC′v(Q, n, S,φ) = αb ln ln
(φ0
φ

)
+ αB ln ln

(S0
S

)
+

D(S+S′)
nQ

+
(hv+h′v)Q

2 [n(1− Dρ) − 1 + 2Dρ] + (W + W′)Dφ,
(38)

and the expected annual cost of the buyer with energy consumption cost is presented in Equation (39):

EAC′b(r, L) = D(A+A′)
Q +

DC(L)′
Q +

(
hb1 + h′b1

)[
φQ− φ(1+φ)DQ

2x

]

+(hb2+h′b2)
[

Q
2 +

(
σ2L

4(1−λ)Q − (1− λ)Q
)
+
φ(1+φ)DQ

2x

]
+ (s + s′)D(1 + φ) + D

(
γi + γ

′
i

)
.

(39)

The expected annual cost of the vendor is optimized using an analytical method. The partial
derivative of vendor costs with respect to the order quantity, the reduction in setup cost, and the
defective percentage are shown in Equations (40)–(42):

∂EAC′v(Q, n,φ, S)
∂Q

= −D(S + S′)
nQ2 +

1
2
(2Dρ− 1 + n(1−Dρ))(hv + h′v), (40)

∂EAC′v(Q, n,φ, S)
∂S

=
D

nQ
− Bα
(S + S′)

, (41)

∂EAC′v(Q, n,φ, S)
∂φ

= D(W + W′) − bα
φ

. (42)

Further, the second-order derivatives with respect to decision variable are shown in Equations
(43) and (44):

∂2EAC′v(Q, n,φ, S)
∂Q2 =

2D(S + S′)
nQ3 , (43)

∂2EAC′v(Q, n,φ, S)
∂S2 =

Bα

(S + S′)2 , (44)

To obtain the optimal values of the lot size, the setup cost, and the process quality improvement,
the partial derivatives of EAC′v(Q, n, r, L) are equated to zero. The optimal values are shown in
Equations (45)–(47):

Q′∗ =
√

2D(S + S′)√−n(1− 2Dρ+ n(−1 + Dρ))(hv + h′v)
, (45)

S′∗ = BnQα
D

, (46)

φ′∗ = bα
D(W + W′)

. (47)

4. Numerical Examples

The following two numerical examples are considered to demonstrate the practical applicability
of the proposed supply chain management model with relation to the electrical energy consumption.
The data for the lead-time components shown in Table 3 are taken from Ouyang and Wu [13], but in
their model, the cost of electrical energy consumption is not considered. However, in this numerical
example, the lead time is reduced by considering an additional crashing cost and electrical energy
consumption cost, as the first component cost reduction is minimum, and the energy consumed during
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this component is also minimum. Moving toward the second and third components, the cost increase
with the energy consumption is presented in Table 3. The transportation cost structure presented in
Table 4 (from Shin et al. [34]) is used in both numerical examples. However, in their model, they did not
consider the cost of energy consumption with the transportation cost. In the given examples, the cost
of electricity consumption is recognized, and the cost structure is shown in Table 4. The discount
is offered for a certain transportation quantity; however, as the quantity increases, the consumption
of energy also increases. Therefore, the cost of energy consumption increases in the transportation
cost structure.

Table 3. Components of lead time.

Lead-Time
Component

Normal Duration
vi (Days)

Minimum
Duration ui (Days)

Crashing Cost Per
Unit mi ($/Days)

Cost of Electrical Energy
Consumed m

′
i ($/Days)

1 20 6 0.3 0.1

2 20 6 1.0 0.2

3 16 9 4.5 0.5

Table 4. Transportation cost structure.

Quantity Range
(units)

Unit Transportation Cost ($/unit)
Unit Transportation Cost with Energy

($/unit)

0 ≤ Q < 200 0.18 0.02

200 ≤ Q < 400 0.13 0.02

400 ≤ Q < 600 0.17 0.02

600 ≤ Q 0.14 0.3

Example 1. The following parametric values (from Dey and Giri [6]) are used in the numerical analysis
of the proposed model. D = 1000 units/year, σ = 7, ρ = 1/3200, A = $49/setup A′ = $1/setup,
S0 = $400/setup, hb1 = $5.8/unit/year, hb2 = $9/unit/year, hv = $3.9/unit/year, s = $0.22 /unit,
x = 2152 units/year, W = $19/de f ective/unit, h′b1 = $0.2/unit/year, h′b2 = $1/unit/year, h′v =

$0.1/unit/year, s′ = $0.0.03/unit, W′ = $1/de f ective b = 400, B = 4000, α = $0.1/year, φ0 = 0.022,
λ = 0.99.

The impact of the lead time on EACs with all the decision variables is shown in Table 5, and it
is quite clear that when the lead time is three weeks, then the expected annual costs of the supply
chain is minimum in comparison of four, six, and eight weeks based on the numerical example.
From Table 5, it is also clear that when the lead time is minimal—i.e., the cost of energy consumption
was minimal—that is the reason that the total cost is minimal. If the lead time is increased, during the
waiting time, the energy is still consumed. Simultaneously, the effect of the changes on the related
decision is also shown.

Table 5. Impact of lead time on EACs and other decision variables.

Lead-Time
weeks

EACs
$/year

Q
units

n
lots

φ
S

$/year
r

units

3 ∗ 3295.45 ∗ 176.16 ∗ 2 ∗ 0.00183 ∗ 140.93 ∗ 30.2 ∗

4 3380.87 124.52 5 0.00187 249.05 49.10

6 3538.68 119.34 6 0.00188 286.42 71.05

8 3317.19 178.04 2 0.00183 242.43 64.26

* The bold numbers are the optimum values obtained.
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In Table 6, the EACs is calculated when the investment is made for the production quality
improvement and without any additional initial capital investment. Based on the numerical study,
it can be concluded that there was a large reduction in the total supply chain cost with investment in
process quality improvement and setup cost reduction. The initial investment for setup cost reduction
and quality improvement also affect the energy consumption of the supply chain, which is shown in
Table 6, and lowers the overall supply chain costs.

Table 6. Comparison of EACs with and without investment in the reduction of the setup cost and
quality enhancing.

EACs with Quality Improvement,
and Setup Cost Reduction

EACs

EACs When No Investments are Made
for Process Quality Improvement and

Setup Cost Reduction
EACs

(Q, n, S,φ, r, L) $/year (Q, n, r, L)

(176.16, 2, 0.0018, 140.93, 30.2, 3) 3295.45 (66.99, 23, 65.18, 3) 5628.44

Table 7 shows the comparative EACs results for the improvement in the process quality and the
reduction in the setup cost with no investment for quality improvement. Based on the numerical
experiment, the investment made for quality improvement reduces the supply chain cost by improving
the process quality. In Table 7, investments are not made for quality improvement, which means that
the consumption of energy is relatively high, but the overall supply chain cost is still less than the cost
without initial investments for quality improvement and setup cost reduction. The reason for total cost
reduction is savings from the setup cost reduction through investment in advanced technology in the
form of machines with less energy consumption.

Table 7. Comparison of EACs with and without investment in quality improvement.

EACs with Quality Improvement,
and Setup Cost Reduction

EACs
EACs with No Investment for Process

Quality Improvement
EACs

(Q, n, S,φ, r, L) $/year (Q, n, r, S, L) $/year

(176.16, 2, 0.00183, 140.93, 30.2, 3) 3295.45 (116.82, 7, 41.29, 327.09, 3) 4154.63

In Table 8, the comparison of EACs results are shown, when investments are made for process
quality improvement and setup cost reduction, with a fixed setup cost. From the numerical study,
it is clear that a huge amount of money can be saved by the incorporation initial investment for the
setup cost. The investment in setup cost reduction is very effective in total cost reduction for this
model, because it gives the opportunity for to vendor to use advanced technologies in production that
consume energy effectively. Moreover, from Table 8, if initial investments are not made for quality
improvement, the overall cost is increased. The reason behind that is the wastage due to poor quality
and more energy consumption due to reproduction and by holding the defective items.

Table 8. EACs with investment in setup cost reduction and no investment for setup cost.

EACs with Quality Improvement,
and Setup Cost Reduction

EACs
EACs with No Investment for Setup

Cost Reduction
EACs

(Q, n, S,φ, r, L) $/year (Q, n, r,φ, L) $/year

(176.16, 2, 0.0018, 140.93, 30, 3) 3295.45 (89.08, 13, 51, 0.0019, 3) 4368.60

Tables 5–8 present the results of the centralized supply chain. Table 9 shows the decentralized
supply chain optimal values, and based on the numerical experiment, it is clear that the centralized
system is better with low cost. Furthermore, in the decentralized supply chain context, when the buyer
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is the leader, the total cost of the supply chain is less compared to the case when the vendor is the
leader by keeping same cost parameters.

Table 9. Comparative results for the centralized and decentralized supply chain management policies.

Leader Follower
Q

(units)
n S

($/setup)
φ

r
(units)

Buyer
Cost

($/year)

Vendor
Cost

($/year)

Total
Cost

($/year)

Vendor Buyer 45.07 7 126.20 0.002 50.86 3308.26 1402.4 4710.73

Buyer Vendor 158.41 1 63.36 0.002 19.43 1894.17 1577.06 3471.23

Centralized supply chain 176.16 2 140.93 0.0018 30.20 N/A N/A 3295.45

“N/A“ indicates not applicable.

The impact of the decision variables on the expected annual cost is shown graphically in the
figures below. Based on the data from numerical Example 1, and from Figure 6, it is quite clear that the
total cost of the supply chain is optimum when the buyer orders 176 items from the vendor; accordingly,
any change in the order quantity by keeping the other decision variables the same, increases the
expected annual cost of the supply chain. The setup cost relationship is shown in Figure 7, which
shows that when the setup cost is $140, then the optimum supply chain costs are obtained, and any
further variation increases the overall cost.

Figure 6. Order quantity versus EACs.

 
Figure 7. Setup cost versus EACs.

Figure 8 shows the relation between the out-of-control probability and the expected annual cost;
the expected annual cost is optimum when the defective percentage is 0.0018, and changing the
percentage of defective items increases the total supply chain cost. Similarly, from Figure 9, based on
the data in numerical Example 1, the optimum number of shipments is 2, and any variation in the
number of shipments—keeping the other parameters the same—will increase the expected annual cost
of the supply chain.
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Figure 8. Out-of-control probability versus EACs.

 

Figure 9. Number of shipments versus EACs.

Example 2. The following parametric values (from Salameh and Jaber [3]) were used in the numerical
analysis. D = 50000 units/year, σ = 200, ρ = 1/160000, A = $98/setup A′ = $2/setup,
S0 = $300/setup, hb1 = $2.8/unit/year, hb2 = $4.7/unit/year, hv = $1.9/unit/year, s = $0.45/unit,
x = 175200 units/year, W = $29/de f ective/unit, h′b1 = $0.2/unit/year, h′b2 = $0.3/unit/year,
h′v = $0.1/unit/year, s′ = $0.0.05/unit, W′ = $1/de f ective, b = 400, B = 4000, α = $0.1/year,
φ0 = 0.022, and λ = 0.99.

Table 10 shows the impact of the lead time on the other decision variables and on the total cost.
Based on the data shown in numerical Example 2, it is clear that the minimum cost is achieved when
the lead time is four weeks. If the lead time increases from four weeks, it ultimately increases the
total cost of the supply chain. In that case, more energy is consumed due to the increased lead time.
Therefore, the lead crashing cost is used with energy consumption cost to reduce the lead time and
energy consumption in this model.

Table 10. Impact of lead time on EACs and decision variables.

L
weeks

EACs
$/year

Q
units

n φ
S

$/setup
r

units

3 64105.46 1242.43 19 0.000026 188.85 2391.19

4 ∗ 56424.93 ∗ 1802.36 ∗ 9 ∗ 0.000026 ∗ 129.77 ∗ 2190.29 ∗

6 147017 304.46 14 0.000026 30.09 19692.9

8 56622 3095.62 4 0.000026 99.05 2542.33

* The bold numbers are the optimum values obtained.

In Table 11, the comparison of the optimal costs of the proposed supply chain model and the
optimal cost without investment in the process quality improvement and the setup cost reduction is
provided. The reduction in the expected annual cost of the supply chain clearly describes the importance

156



Energies 2019, 12, 3733

of initial capital investments for process quality improvement and setup cost reduction. The total cost
of the supply chain reduces by the efforts made through initial capital investments. These investments
are utilized for purchasing the technological upgraded machinery, which consumed less energy and
improved production. Thus, these investments helped reduce the total supply chain costs.

Table 11. Comparison of EACs with reduction in setup cost and quality improvement, and fixed setup
cost and quality.

EACs with Quality Improvement and
Setup Cost Reduction

EACs
EACs without Quality Improvement

and Setup Cost Reduction
EACs

(Q, n, S,φ, r, L) $/year (Q, n, r, L) $/year

(1802.36, 9, 129.77, 0.000026, 2190.29, 4) 56424.93 (350.34, 307, 11,402.8, 4) 205, 889

The effect of investment in quality improvement on total cost is depicted in Table 12; further, it is
quite clear after comparing it with the model in which no investment was made for quality, which
increases the expected annual cost. From Table 12, it is quite clear that the initial capital invested for
quality improvement is utilized in innovative ways to reduce the defective item percentage in the
model. The total cost is decreased by quality improvement because of the production of less defective
items, which consumed less energy.

Table 12. Comparison of EACs with and without investment in quality improvement.

EACs with Quality Improvement and
Setup Cost Reduction

EACs EACs without Quality Improvement EACs

(Q, n, S,φ, r, L) $/year (Q, n, S, r, L) $/year

(1802.3, 9, 129.7, 0.000026, 2190.29, 4) 56424.93 (1967.14, 7, 110.16, 2002.74, 4) 84, 257.1

In Table 13, the comparison is shown in which investments are made in the setup cost, with no
initial capital investment. Consequently, the initial capital investment for the setup cost reduces the
total supply chain costs with lower energy consumption in the supply chain model.

Table 13. EACs with investment in setup cost reduction and quality with no investments for both.

EACs with Quality Improvement and
Setup Cost Reduction

EACs
EACs without Investment in Setup

Cost Reduction
EACs

(Q, n, S,φ, r, L) $/year (Q, n,φ, r, L) $/year

(1802.36, 9, 129.7, 0.000026, 2190.29, 4) 56, 424.93 (428.99, 204, 0.000026, 9308.7, 4) 148, 420

The effect on total cost with the decision variable is graphically shown in the following figures.
Based on the data from numerical Example 2, Figure 10 shows that the optimal order quantity
Q is 1802 units, and that further change in the order quantity—keeping the other parameters the
same—increases the expected annual cost. Figure 11 depicts that the optimal setup cost is $129 for the
model based on the data from numerical Example 2; any change in the setup cost without changing
the other parameters increases the expected annual cost of the supply chain.
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Figure 10. Order quantity versus EACs.

Figure 11. Setup cost versus EACs.

The effect of a change in the out-of-control probability is shown in Figure 12 for the annual
expected cost. From Figure 13, based on the data from numerical Example 2, it is quite clear that the
optimal number of shipments is two, and increasing or decreasing the number of shipments increases
the annual expected cost.

 
Figure 12. Out-of-control probability versus EACs.
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Figure 13. Number of shipments versus EACs.

5. Sensitivity Analysis

The sensitivity analysis is done for all the key parameters of the optimal values for Example 1,
and is shown in Table 14. The values of the key parameters are varied from –50% to +50%, respectively,
and the remaining parameters are unchanged. The effect of these parameters on the decision variables
is calculated. The percentage variation in the optimal cost illustrates the following crucial features.

• If the investment in the quality is reduced by 50%, a small increase in the expected annual cost
is observed, which means that the quality of the product is affected, and the extra energy is
consumed through reproducing and keeping defective items. Similarly, if the investment in the
quality is reduced by 25%, then a significant increase in the total cost is observed due to extra
energy consumption on the defective items. The capital cost is more sensitive to the increase in
investment than to its reduction.

• The negative change for the capital investment in setup cost reduces the total cost, but if the setup
cost increases, the total cost also increases. The capital investment for the setup cost reduces the
optimal order quantity.

• The fractional cost for the capital investment has an asymmetrical effect on the total cost, and it is
considered as a sensitive parameter in this model. If the capital investments are reduced by 25%,
the cost increases by 25%.

• The holding cost of the buyer for defective items is less sensitive than the total cost, because the
amount of the defective products is less.

• The holding cost of the buyer’s non-defective items is the most sensitive parameter. If the holding
decreases by 50%, the total cost reduces by 7%. Further, a 50% increase in the holding cost leads to
an increase in the total cost by 16%. The inventory of the buyer’s non-defective items is more
in quantity in this supply chain model; this is the reason behind the increase in total cost, and it
consumes more energy.

• The variation in the holding cost of the vendor affects the total cost. If the holding cost decreases,
the total cost reduces. Similarly, by increasing the holding cost, the total cost increases. A huge
amount of energy is consumed while holding the products, and it also increases the holding cost,
which ultimately increases the total cost of the supply chain model.

• The screening cost with energy consumption cost has a symmetrical effect on the total cost
differently from the other parameters, which has an asymmetric impact on the entire cost of the
supply chain, and it has no effect on the other decision variables. The screening cost includes the
energy consumption cost during the screening and the variation observed for –50% and +50% is
around 4% of the total cost of the supply chain.

• If the cost for the defective unit replacement with the energy consumption cost is decreased by
50%, then the total cost is reduced by a small percentage; however, if the decrement is 25%, then
the total cost is increased by 10%. There is a small effect of positive percentage increase on the
defective unit replacement cost.
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Table 14. Sensitivity analysis for key parameters.

Input
Parameters

Percentage (%) Changes
in Value

Percentage Changes in EACs

b

–50 0.26

–25 1.20

+25 2.78

+50 1.45

B

–50 –11.35

–25 –3.65

+25 14.51

+50 4.72

α

–50 –6.38

–25 25.55

+25 6.84

+50 6.17

hb1

–50 –0.030

–25 2.02

+25 0.01

+50 0.02

hb2

–50 –6.45

–25 –8.36

+25 7.95

+50 15.63

hv

–50 –1.86

–25 –2.73

+25 1.51

+50 2.44

s

–50 –3.80

–25 –1.90

+25 1.90

+50 3.80

W

–50 –0.74

–25 10.79

+25 0.25

+50 0.45

6. Managerial Insights

Based on this study, the following recommendations are suggested for decision makers dealing
with imperfect production in supply chain management:

• The major recommendation from this study for decision makers is the capital investment for
process quality improvement. The investment is made for bringing in new technology, which uses
optimum energy consumption; simultaneously, it reduces the probability that the system will
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move to an out-of-control state. It is proven from the numerical experiment that the investment
reduces the total cost of the supply chain with minimum energy consumption.

• Another important insight for the present study from the decision maker’s point of view is the
initial capital investment for setup cost reduction. This model suggests that decision makers
ought to invest more initially to get the latest machinery and equipment, which can be used to
reduce the whole supply chain cost with minimum energy consumption, as proven numerically.

• Due to the controllable lead time, if the buyer must make the decision related to lead-time
reduction, by facing an additional crashing cost, he can reduce the lead time.

• In this model, the stockout costs are replaced with the service-level constraint, which helps managers
overcome the difficult situations that occur due to the shortages, as well as the, enormous amount of
energy consumed during the supply chain process. To avoid such situations, this model suggests the
optimum level of inventory to be satisfied from the available stock to reduce energy consumption.

• In many cases, the objective of the managers is to minimize the cost by optimizing the decision
variables. In this model, the energy costs are considered to elaborate the importance of the quantity
of the consumed energy in the system, which is not considered in available supply chain models.
If the cost incurred on the energy consumption is known to the managers, then the optimized
level of energy consumption can be decided.

7. Conclusions

A two-echelon supply chain management model was developed in this study considering the effect
of imperfect production, the inspection process, and energy consumption. The energy consumption related
to the costs was not considered in previous research studies, and was proven to have numerous effects
on the overall cost of the supply chain. As a result of introducing the energy consumption cost during
the supply chain operation, a huge amount of money is saved. Furthermore, in this model, to reduce the
shortages due to defective item production, the vendor sends an extra amount of quantity equal to the
defective percentage to the buyer, and the collection of this amount takes place in the next batch. A lemma
was constructed to show that the model attends a global optimal solution. This model encourages the
managers to make an initial investment in order to improve the process quality and reduce the setup cost,
which reduces the overall supply chain costs with enough energy consumption. Based on the analysis
of the model, it was proven numerically that the centralized system is the most efficient compared to
decentralized cases. However, in decentralized cases, the optimum cost is low when the buyer is a leader
and the vendor is a follower. Based on numerical Example 1, the expected annual cost is optimum when
the lead time is three weeks, and from numerical Example 2, the optimum expected annual cost is obtained
when the lead time is four weeks. The effect of the initial investment made for quality improvement and
setup cost reduction has a significant effect on the expected annual cost reduction and minimum energy
consumption, as concluded from numerical examples. Furthermore, the graphical analysis is performed
to show the impact of the variation in the lot size, the number of shipments, the setup cost, and the
process quality by considering energy-related costs. The sensitivity analysis was performed to validate
the proposed model. The proposed model in this paper can be extended in several aspects by including
the green supply chain management with variable demand, multi-item production, a multi-buyer supply
chain, and a region-based distribution network.
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Appendix A

Lemma 1. If the Hessian matrix for EACs is positive definite at the optimal values (Q∗, S∗,φ∗) then EACs

contains the global minimum at the optimum solution (Q∗, S∗,φ∗).

Proof. To show that the Hessian matrix for EACs is always positive definite, all minors must be positive
definite, and the corresponding principal minors at the optimal values need to be:

detH11 = det
(
∂2EACs

∂Q2

)
=

2
(
C(L) + C(L)′

)
D

Q3 +
2(A + A′)D

Q3 +
2D(S + S′)

nQ3 +
(hb2 + h′b2)Lσ

2

2Q3(1− λ) > 0

detH22 = det
(
∂2EACs
∂Q2

∂2EACs
∂Q∂S

∂2EACs
∂S∂Q

∂2EACs
∂S2

)
= D2

n2Q4(λ−1) −
2BC(L)Dα
Q3S2(λ−1) − 2ABDα

Q3S2(λ−1) − 2BDα
nQ3S(λ−1) − D2λ

n2Q4(λ−1) +
2BC(L)Dαλ
Q3S2(λ−1) + 2ABDαλ

Q3S2(λ−1)+
2BDαλ

nQ3S(λ−1)

− Bhb2Lασ2

2Q3S2(λ−1) > 0

H33 = det
(
∂2EACs
∂Q2

∂2EACs
∂Q∂S

∂2EACs
∂Q∂φ

∂2EACs
∂S∂Q

∂2EACs
∂S2

∂2EACs
∂S∂φ

∂2EACs
∂φ∂Q

∂2EACs
∂φ∂S

∂2EACs
∂φ2

)
= 1

4n2Q5S2x2(λ−1)φ2 (−Bn2Q5α(λ− 1)φ2(−Dhb1 + Dhb2 + 2hb1x− 2Dhb1φ+ 2Dhb2φ)
2

+2(−2D2QS2x(λ− 1) + BnQ2xα(−4ADn− 4C(L)Dn− 4DS + 4ADnλ
+4CDnλ+ 4DSλ− hb2Lnσ2))

(
bxα−Dhb1Qφ2 + djQφ2

)
) > 0

It is proved that when all the principal minors are positive definite, EACs contains the optimal solution
(Q∗, S∗,φ∗). Hence, the EACs contains the global minimum at the optimal decision variable under the
effect of optimum energy consumption. �

References

1. Sarkar, M.; Sarkar, B. Optimization of safety stock under controllable production rate and energy consumption
in an automated smart production management. Energies 2019, 12, 2059. [CrossRef]

2. Sarkar, B.; Saren, S.; Sinha, D.; Hur, S. Effect of unequal lot sizes, variable setup cost, and carbon emission
cost in a supply chain model. Math Probl. Eng. 2015, 2015, 469486. [CrossRef]

3. Salameh, M.; Jaber, M. Economic production quantity model for items with imperfect quality. Int. J. Prod. Econ.
2000, 64, 59–64. [CrossRef]

4. Ouyang, L.Y.; Chen, C.K.; Chang, H.C. Quality improvement, setup cost and lead-time reductions in lot
size reorder point models with an imperfect production process. Comput. Oper. Res. 2002, 29, 1701–1717.
[CrossRef]

5. Ben-Daya, M.; Hariga, M. Integrated single vendor single buyer model with stochastic demand and variable
lead time. Int. J. Prod. Econ. 2004, 92, 75–80. [CrossRef]

6. Dey, O.; Giri, B. Optimal vendor investment for reducing defect rate in a vendor–buyer integrated system
with imperfect production process. Int. J. Prod. Econ. 2014, 155, 222–228. [CrossRef]

7. Khan, M.; Jaber, M.; Guiffrida, A.; Zolfaghari, S. A review of the extensions of a modified EOQ model for
imperfect quality items. Int. J. Prod. Econ. 2011, 132, 1–12. [CrossRef]

8. Chung, K.J. The economic production quantity with rework process in supply chain management.
Comput. Math. Appl. 2011, 62, 2547–2550. [CrossRef]

9. Tayyab, M.; Sarkar, B. Optimal batch quantity in a cleaner multi-stage lean production system with random
defective rate. J. Clean. Prod. 2016, 139, 922–934. [CrossRef]

10. Cárdenas-Barrón, L.E.; Taleizadeh, A.A.; TreviñO-Garza, G. An improved solution to replenishment lot
size problem with discontinuous issuing policy and rework, and the multi-delivery policy into economic
production lot size problem with partial rework. Expert Syst. Appl. 2012, 39, 13540–13546. [CrossRef]

11. Scarf, H. A min-max solution of an inventory problem. In Studies in the Mathematical Theory of Inventory and
Production; Stanford University Press: Redwood City, CA, USA, 1958.

12. Gallego, G.; Moon, I. The distribution free newsboy problem: Review and extensions. J. Oper. Res. Soc. 1993,
44, 825–834. [CrossRef]

162



Energies 2019, 12, 3733

13. Ouyang, L.Y.; Wu, K.S. Mixture inventory model involving variable lead time with a service level constraint.
Comput. Oper. Res. 1997, 24, 875–882. [CrossRef]

14. Moon, I.; Choi, S. The distribution free continuous review inventory system with a service level constraint.
Comput. Ind. Eng. 1994, 27, 209–212. [CrossRef]

15. Tajbakhsh, M.M. On the distribution free continuous-review inventory model with a service level constraint.
Comput. Ind. Eng. 2010, 59, 1022–1024. [CrossRef]

16. Ma, W.M.; Qiu, B.B. Distribution-free continuous review inventory model with controllable lead time and
setup cost in the presence of a service level constraint. Math. Probl. Eng. 2012, 2012, 867847. [CrossRef]

17. Harris, F.W. How many parts to make at once. In Factory, The Magazine of Management; University of Michigan:
Arbor, MI, USA, 1913.

18. Cárdenas-Barrón, L.E. Observation on:” Economic production quantity model for items with imperfect
quality” [Int. J. Production Economics 64 (2000) 59-64]. Int. J. Prod. Econ. 2000, 67, 201.

19. Ciavotta, M.; Meloni, C.; Pranzo, M. Minimising general setup costs in a two-stage production system. Int. J.
Prod. Res. 2013, 51, 2268–2280. [CrossRef]

20. Dellino, G.; Kleijnen, J.P.; Meloni, C. Robust optimization in simulation: Taguchi and response surface
methodology. Int. J. Prod. Econ. 2010, 125, 52–59. [CrossRef]

21. Goyal, S.K.; Cárdenas-Barrón, L.E. Note on: Economic production quantity model for items with imperfect
quality–A practical approach. Int. J. Prod. Econ. 2002, 77, 85–87. [CrossRef]

22. Huang, C.K. An optimal policy for a single-vendor single-buyer integrated production–inventory problem
with process unreliability consideration. Int. J. Prod. Econ. 2004, 91, 91–98. [CrossRef]

23. Kim, M.S.; Kim, J.S.; Sarkar, B.; Sarkar, M.; Iqbal, M.W. An improved way to calculate imperfect items during
long-run production in an integrated inventory model with backorders. J. Manuf. Syst. 2018, 47, 153–167.
[CrossRef]

24. Sarkar, B. Supply chain coordination with variable backorder, inspections, and discount policy for fixed
lifetime products. Math Probl. Eng. 2016, 2016, 6318737. [CrossRef]

25. Tang, L.; Che, P.; Liu, J. A stochastic production planning problem with nonlinear cost. Comput. Oper. Res.
2012, 39, 1977–1987. [CrossRef]

26. Gahm, C.; Denz, F.; Dirr, M.; Tuma, A. Energy-efficient scheduling in manufacturing companies: A review
and research framework. Ejor 2016, 248, 744–757. [CrossRef]

27. Keller, F.; Reinhart, G. Energy Supply Orientation in Production Planning Systems. Procedia Cirp 2016, 40,
244–249. [CrossRef]

28. Du, Y.; Hu, G.; Xiang, S.; Zhang, K.; Liu, H.; Guo, F. Estimation of the diesel particulate filter soot load based
on an equivalent circuit model. Energies 2018, 11, 472. [CrossRef]

29. Todde, G.; Murgia, L.; Caria, M.; Pazzona, A. A comprehensive energy analysis and related carbon footprint
of dairy farms, Part 2: Investigation and modeling of indirect energy requirements. Energies 2018, 11, 463.
[CrossRef]
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