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Preface to “Wave and Tidal Energy”

The development of renewable energy around the world has been given increased importance

due to concerns regarding energy supply and climate change. Wave and tidal energy are very

important components of the renewable energies that can be extracted from the oceans. Different

locations around the world have good natural conditions for one of these forms of energy, with

some locations even being suitable for both. One of the important aspects related to the industrial

development of the wave and tidal energy is the identification of the locations where the energy

resource has levels that are high enough to justify commercial exploitation. This book contains three

papers dealing with the evaluation of the wave energy resources around the world, covering areas

like USA, Taiwan and Chile where important developments are being considered. Such energy

resource predictions have been questioned in regard to their long-term consistency, in view of

the climate changes that are being predicted. One of the papers addresses this topic specifically,

presenting a methodology that is applied to the Black Sea but can also be applied to other areas.

Wave energy farms not only absorb energy, but also change the wave fields in their vicinity; one of

the papers addresses this issue by modelling the impact of offshore wave farms on coastal process

and water users, with a special emphasis on beach morphology. Other impacts on the environment

are also of concern and need to be addressed for the proper development of wave and tidal energy

technologies. The potential environmental risks associated with wave energy converter deployments

are addressed in a paper that describes the development of a spatial environmental assessment tool.

Another paper deals with the efficiency of multi-type floating bodies for a novel heaving point

absorber that can be applied in low-power unmanned ocean devices. This is one of the many devices

that are under development, although in this case it covers a very specific type of application. The

most common class of energy conversion devices are those that aim at producing large amounts of

energy for supply to the electric grid, a problem that is treated in another paper that considers the

energy produced by an oscillating water column device. Finally, the economic viability of this form

of energy depends on economic considerations; this topic is covered in another paper that develops

a method to assess the economic feasibility of wave energy farms, in the present case applied to

coastal regions around Portugal. Two papers address the developments in tidal energy. One of

them deals with a marine current energy converter for profiling floats, where the energy converter

aims again at supplying very low levels of energy to an autonomous device, which is important to

make it autonomous. The final paper addresses the issue of control of the devices, considering the

effect of control strategy on tidal stream turbine performance in this particular case. Control is an

important issue both for tidal energy and for wave energy devices, and it is essential for optimising

their performance. Overall, this book covers a set of problems that cover different aspects of interest

for wave and tidal energy conversion, and we hope it may be of interest to readers.

Carlos Guedes Soares, Matthew Lewis

Special Issue Editors
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Abstract: This paper presents a modeling study conducted on the central Oregon coast for wave
resource characterization, using the unstructured grid Simulating WAve Nearshore (SWAN) model
coupled with a nested grid WAVEWATCH III® (WWIII) model. The flexibility of models with various
spatial resolutions and the effects of open boundary conditions simulated by a nested grid WWIII
model with different physics packages were evaluated. The model results demonstrate the advantage
of the unstructured grid-modeling approach for flexible model resolution and good model skills in
simulating the six wave resource parameters recommended by the International Electrotechnical
Commission in comparison to the observed data in Year 2009 at National Data Buoy Center Buoy
46050. Notably, spectral analysis indicates that the ST4 physics package improves upon the ST2
physics package’s ability to predict wave power density for large waves, which is important for
wave resource assessment, load calculation of devices, and risk management. In addition, bivariate
distributions show that the simulated sea state of maximum occurrence with the ST4 physics package
matched the observed data better than with the ST2 physics package. This study demonstrated
that the unstructured grid wave modeling approach, driven by regional nested grid WWIII outputs
along with the ST4 physics package, can efficiently provide accurate wave hindcasts to support wave
resource characterization. Our study also suggests that wind effects need to be considered if the
dimension of the model domain is greater than approximately 100 km, or O (102 km).

Keywords: unstructured grid model; wave energy; resource characterization; WaveWatch III; SWAN

1. Introduction

Third-generation wave models have been significantly developed in recent years to capture
nonlinear wave–wave interaction dynamics and nearshore shallow water hydrodynamics. The most
popular third-generation phase-average spectral models, such as WAVEWATCH III® (WWIII) [1],
the Wave Action Model (WAM) [2], Simulating WAve Nearshore (SWAN) [3], TOMAWAC [4],
and MIKE-21 Spectral Wave (MIKE-21 SW) [5] models, have been widely validated in many coastal
waters and open oceans worldwide. For example, the WWIII model has been maintained and used
for operational ocean wave forecasts by the National Oceanic and Atmospheric Administration’s
(NOAA’s) National Centers for Environmental Prediction (NCEP) [1,6,7]. The WAM is operated by
the European Centre for Medium-Range Weather Forecasts (ECMWF), which provides wave hindcast
data over the North Atlantic Ocean. WWIII results have been used to produce the first ocean wave
energy resource assessment in the United States [8]. The WAM was also used to estimate wave energy
resources in Europe. Both the WAM and WWIII are most commonly used to simulate wind-generated
waves in deep waters and provide open boundary conditions for simulating wave dynamics in
intermediate and shallow water areas. WWIII uses a time-splitting approach, calculating the solution
of the energy balance equation differing from the WAM’s numerical scheme [9]. Although WWIII

Energies 2018, 11, 605; doi:10.3390/en11030605 www.mdpi.com/journal/energies1
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includes curvilinear, structured, and unstructured grid options, the structured grid has been the most
commonly used.

In contrast to structured grid models, unstructured grid models use flexible meshes that
have high resolutions to represent the complicated bottom topography and irregular coastlines
in nearshore areas (coarser resolutions are used for other areas). Hence, it is computationally
more efficient to simulate wave climate with high spatial variability using one model grid without
nesting [10]. For instance, TOMAWAC, a third-generation spectral wave model within the integrated
TELEMAC modeling system, uses the finite element numerical method in an unstructured grid
framework [11]. The TELEMAC system was originally developed by the Laboratoire National
d’Hydraulique et Environnement in France and its primary users are based in European countries.
UnSWAN is the unstructured grid version of the SWAN wave model, which has been widely used
worldwide [10,12–14]. Please note that “unstructured grid SWAN” is often used in the literature,
but that for the sake of brevity we shall use “UnSWAN” in this paper.

The main benefit of unstructured grids is that they can be applied at variable spatial resolutions
while using the same flexible computational grid. Flexible meshes are useful in capturing the sharp
gradients at varying water depths. MIKE 21 SW is the commercial 3G spectral wave sub-module of the
MIKE 21 modeling system that solves action balance equations on an unstructured grid, using a finite
volume method [15]. Similar to UnSWAN, it simulates the effects of various nonlinear physical effects.
A recently developed unstructured grid version of WWIII remains under continuous development and
validation [1,16–19]. Because the development of unstructured grid spectral wave models is relatively
new compared to that of structured grid models, previous applications of unstructured grid wave
models to characterize wave climate and resources are limited. Recently, Robertson et al. [20] applied
UnSWAN to simulate wave resource characterization on the Pacific Northwest coast of Vancouver
Island, British Columbia, which has very complex coastlines and a narrow continental shelf. Based on
a review of the literature, we found that the UnSWAN is more popular and better validated than other
unstructured grid wave models, including TOMAWAC, unstructured grid WWIII, and MIKE-21 SW.
Therefore, UnSWAN was selected for this study because of its sophistication and popularity.

The International Electrotechnical Commission (IEC) released a Technical Specification (TS)
for wave energy resource assessment and characterization that includes a set of standards and
methods for consistent and accurate assessment of wave energy resources [21]. Following IEC TS
recommendations, a number of wave energy resource assessment studies have been conducted.
Lenee-Bluhm et al. assessed and characterized the wave energy resource of the U.S. Pacific Northwest
using six characteristic quantities, compared with the archived spectral records from 10 wave
measurement buoys from the National Data Buoy Center (NDBC) and the Coastal Data Information
Program (CDIP) [22]. Akpinar et al. presented a potential wave energy assessment in the Black
Sea and showed spatial distribution maps based on monthly, seasonal, and annual averages for
the establishment and design of a wave energy converter (WEC) system [23]. García-Medina et al.
conducted a seven-year hindcast, using nested grid WWIII and structured grid SWAN models to
assess the temporal and spatial variability as well as the trend of wave resources in Oregon and
southwestern Washington [24,25]. Yang et al. conducted a wave resource assessment at a test bed off the
central Oregon coast, using structured grid WWIII and SWAN with a four-level nested grid approach.
The physics packages were also compared to better understand the effects of the ST4 physics model for
predicting wave characteristics in the frequency and directional 2D domain [26]. Structured grid WWIII
and SWAN were used to evaluate wave energy resources on the United Kingdom’s southwest coast
and on France’s west coast by Soares et al. and Goncalves et al. They found that the model performance
of simulating significant wave height is better than that of mean period [27,28]. Silva et al. used WWIII
and SWAN to assess wave energy resources with high resolution. They identified the differences in
wave energy resources between the Iberian north and west coast with the consistent parameterization
of the SWAN model setup and wind forcing [29]. Bento et al. assessed potential wave energy resources
at Galway Bay using WWIII and SWAN. They found that the model performance was not good in
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the bay, because it is difficult for the model to generate local wind waves in a small fetch within the
enclosed bay area [30]. Morim et al. assessed the wave energy resource along the southeastern coast
of Australia, using the structured grid WWIII and the curvilinear SWAN. They indicated that the
wind field observations from the coastal ocean to overland wind would be considered for the future
research [31]. Akpinar et al. recommended applying unstructured grid systems and validating wind
fields against observed wind data to further improve the wave model [32].

This paper describes how the model skills of WWIII and UnSWAN for predicting the wave energy
resource parameters recommended by the IEC TS were calculated and compared with those calculated
from the WWIII results. Because wave models and the quality of wave hindcasts are highly dependent
on the quality of the wind field [32–35], the sensitivity of wind effects on wave predictions was also
investigated. A detailed validation of physics packages using the modeled wave spectra and bivariate
distributions is described.

2. Methods

2.1. Wave Models

Both WWIII and UnSWAN were used in this study. UnSWAN includes source terms for linear
and exponential wind input growth and the formulation for wind input parameterization. Dissipation
terms due to whitecapping, depth-induced wave breaking, and quadruplet and triad wave interactions
were considered in the simulation. WWIII consists of source terms with different physics package
options that consider sea ice and various wind–wave interaction and dissipation effects [6,36,37].
Specifically, the ST2 physics package is based on previously developed wind input and nonlinear
interaction source terms and a new dissipation source term consisting of high- and low-frequency
constituents [36]. The ST4 physics package consists of new parameterizations for swell, wave breaking,
and short-wave dissipations of winds-generated waves, which are consistent under a wide range
of conditions and at scales from the global ocean to coastal regions [37]. Both ST2 and ST4 physics
packages were evaluated in this study.

2.2. Wave Model Grids

The model domain chosen off the central Oregon coast is shown in Figure 1. Real-time
wave and meteorological data were collected from NDBC Buoy 46050 inside the model domain,
using representative water depth and high-quality, long-term wave measurements.

A nested grid modeling approach was employed to drive the UnSWAN model in this study.
Three levels of structured grid WWIII models provide the open boundaries for the unstructured grid
model. The model domain coverage, spatial resolution, and grid size (number of grid points) for
Global Grid L1 and two Intermediate Grids L2 and L3, are summarized in Table 1. The model output
from the Intermediate Grid L3 provides wave open boundary conditions for the unstructured grid
model domain.

Table 1. Grid information for WAVEWATCH III® (WWIII).

Grid Name Coverage Resolution (Long., Lat.) Grid Size

Global Grid L1 77.5◦ S–77.5◦ N 0.5◦ × 0.5◦ (30′ × 30′) 223,920
Intermediate Grid L2 35◦–50◦ N; 128◦–120◦ W 0.1◦ × 0.1◦ (6′ × 6′) 12,231
Intermediate Grid L3 43.6◦–45.9◦ N; 125.6◦–123.8◦ W 1′ × 1′ 15,151

The model bathymetry for all grid levels was interpolated using three NOAA bathymetry data
sets: (1) 1 arc-minute ETOPO1 Global Relief Model, (2) 3 arc-second Coastal Relief Model, and (3) 1/3
arc-second tsunami high-resolution bathymetry data. The 1 arcminute ETOPO1 Global Relief Model
was used for the outer shelf region and the deep ocean basins. The 3 arcsecond (~90 m) Coastal Relief
Model for the inner shelf region was used for the model bathymetry and for the L2 to UnSWAN model
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domain. The resolution of the Coastal Relief Model data set was sufficient for the inner shelf region,
because the local model grid resolution is approximately 300 m. The model bathymetry was further
interpolated from NOAA’s high-resolution (1/3 arcsecond) tsunami bathymetry data. The dimension
of the unstructured grid for the model domain is 12 arcsec by 10 arcsec. The unstructured grid of the
model domain includes 44,974 nodes and 89,100 elements.

Figure 1. The UnSWAN model domain (red box) off the central Oregon coast, along with the location
of the National Oceanic and Atmospheric Administration National Data Buoy Center (NDBC) Buoy
46050. The nested WWIII model domains include a global grid (L1, not indicated on the map) and two
intermediate grids (L2 and L3).

An extended UnSWAN model grid, UnSWAN (L), was generated to support the conduct of
additional sensitivity tests of unstructured grid flexibility and wind effect. UnSWAN (L) covers a
much larger region with flexible meshes—from approximately 125.6◦ W to 124◦ W in the longitudinal
direction and from 43.7◦ N to 45.6◦ N in the latitudinal direction—to demonstrate the flexibility and
efficiency of unstructured grid models. The UnSWAN (L) model grid and the bathymetric features are
shown in Figure 2. For the internal region that overlays the UnSWAN model domain (water depth less
than 500 m), the grid resolution is very fine and has an average element area of 82,066 m2, which is
equivalent to a side length of 435 m for an equilateral triangle. Outside the UnSWAN domain, the grid
resolution gradually decreases to about 8000 m toward the open boundary, where the maximum water
depth is about 3000 m (Figure 2).
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Figure 2. (a) The UnSWAN (L) model grid and (b) the bathymetric contours.

2.3. Wave Model Forcing

Sea surface wind forcing is an important factor for accurately simulating wave growth,
propagation, and dissipation. In this study, hourly wind vectors from the Climate Forecast System
Reanalysis (CFSR) product were interpolated onto the UnSWAN model grid. The CFSR data use
temporal intervals of 1 h and a resolution of 0.5 degree, which roughly meets the requirements of the
IEC standards for wind forcing resolution (50 km) for feasibility class.

3. Results and Discussion

3.1. Model Simulations

UnSWAN was applied to all model simulations in this study by using the non-stationary mode
with spherical coordinates. The model configuration uses 29 spectral frequency bins ranging from
0.035 to 0.505 Hz with a logarithmic increment factor of 1.1, and 24 directional bins with a resolution of
15 degrees. This spectral resolution meets the minimum requirements specified by the IEC TS [21]:
a minimum of 25 frequency components, 24 to 48 directional components, and a frequency range
covering at least 0.04 to 0.5 Hz. The same spectral and directional resolutions were used in the
WWIII model configuration. Default parameter settings were applied to all model simulations
presented herein.

The calendar year 2009 was selected as the model validation period because of the availability
and completeness of the met-ocean data at NDBC Buoy 46050; directional spectral data were available
from 5 March 2008 to 2016 at NDBC Buoy 46050. A full-year simulation was first conducted to evaluate
the seasonal variations in wave resource parameters. The significant wave height in 2009 at NDBC
Buoy 46050 showed strong seasonal variations, a few storms occurring in the winter, and relatively
calm conditions with small wave heights in the summer.

The six wave resource parameters recommended by the IEC TS [21] were calculated from
simulated directional wave spectra to characterize the wave energy resource. These six simulated
wave resource parameters are as follows: omnidirectional wave power, Jomni; significant wave height,
Hm0; energy period, Te; spectral width, ε0; direction of maximum directionally resolved wave power,
θ; and the directionality coefficient, dθ . The formulations of these six wave resource parameters are
defined below.

The omnidirectional wave power, Jomni, sums the contributions to energy flux from each of the
components of the wave spectrum that qualifies the total sea state,
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J = ρg ∑
i,j

cg,iSijΔ fiΔθj (1)

where
ρ = the density of sea water,
g = the gravitational constant,
cg = the group velocity,
S = the frequency–direction wave spectrum,
Δ fi = the frequency bin width at each discrete frequency, and
Δθj = the incident direction bin width at each discrete direction.

Assuming that waves are Rayleigh-distributed, the significant wave height may be estimated
from spectral data based on the zeroth frequency spectral moment as

Hs ∼ Hm0 = 4.004
√

m0 (2)

where the nth spectral moments of the variance spectrum are calculated as

mn = ∑
i

f n
i SiΔ fi (3)

The energy period, Te, is widely used in the wave energy community and it is given by

Te =
m−1

m0
(4)

The spectral width, ε0, given by

ε0 =

√
m0m−2

(m−1)
2 − 1, (5)

describes the spreading of wave energy over the frequency spectrum. Note that directions play an
important role in WEC designs and deployment. To evaluate the directionality of the wave energy
resource, the directionally resolved wave power is the sum of the wave power at each spectral
direction θ:

Jθ = ρg ∑
i,j

cg,iSijΔ fiΔθj cos
(
θ − θj

)
δ

{
δ = 1, cos

(
θ − θj

) ≥ 0
δ = 0, cos

(
θ − θj

)
< 0

(6)

where Jθ is the directionally resolved wave power in spectral direction θ. The maximum directional
resolved wave power, Jθmax , and associated direction, θJ , can possibly be qualified for detailed WEC
performance investigations. In addition, the directionality coefficient, dθ , represents the direction of
the wave power preference, and it is defined as:

dθ =
Jθmax

J
. (7)

3.2. Model Performance Metrics

The six IEC TS wave resource parameters were calculated from both UnSWAN model results and
measured data at NDBC Buoy 46050. Figure 3 shows the comparisons of three representative wave
resource parameters—omnidirectional wave power, Jomni; significant wave height, Hm0; and energy
period, Te—between UnSWAN model results forced by WWIII-ST2 simulation and the measurements
in 2009. Overall, model predictions for these three wave resource parameters match the observed
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data well and closely capture the seasonal variations in the measured data. Wave power density and
significant wave height are much smaller from June to September than those from November to April,
corresponding to the seasonal wind variations in the region.

Model performance was also examined using XY scatter plots for all six wave resource
parameters in Figure 4. The XY scatter plots show good correlations between simulated and observed
omnidirectional wave power, significant wave height, and energy period, similar to the time-series
comparisons in Figure 3. Furthermore, simulated omnidirectional wave power and significant wave
height exhibit more scattering for large waves (Figure 4a,b), indicating that the model’s function of
predicting large waves under extreme events is less accurate than that under the normal sea-state
conditions. In addition, the simulated wave energy periods tend to be slightly larger compared to
observed data (Figure 4c). Furthermore, the simulated spectral width falls within the range of 0.2 to 0.7;
the small value corresponds to a narrow spectral spread in winter, whereas the large value corresponds
to a broad spread in summer [22] (Figure 4d). However, correlations for the direction of the maximum
directionally resolved wave power and directionality coefficient are not very strong, as shown in
Figure 4e,f.

Figure 3. Hourly time-series comparison of three representative International Electrotechnical
Commission (IEC) wave resource parameters between UnSWAN (ST2) predictions and observed
data over the one-year period of 2009 at NDBC Buoy 46050. The open-boundary condition of UnSWAN
is forced with the model output of WWIII, using the ST2 physics package.

Figure 4. XY scatter plots of six IEC wave resource parameters for UnSWAN, using the ST2 physics
package versus observed data. The solid black line indicates the 1:1 line.
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For each of six wave resource parameters recommended by the IEC TS, the following model
performance metrics were computed to show the model skills, which are commonly used in other
modeling studies [24,26]. All of these metrics represent an average estimate of the difference between
predicted and measured values over a defined period of simulation. The root-mean-square-error
(RMSE) is defined as

RMSE =

√
∑N

i=1(Xi − Yi)
2

N
(8)

where N is the number of observed data, Xi is model predictions, and Yi is the observed data.
RMSE represents the sample standard deviation of the differences between modeled data and

measured data.
The percentage error (PE) is defined as

PE(%) =
100
N ∑N

i=1

(
Xi − Yi

Yi

)
(9)

The scatter index (SI) is the RMSE normalized by the average of all measured data Y

SI =
RMSE

Y
. (10)

Model bias and percentage bias represent the average difference between the predicted and
measured data, which are defined as

Bias =
1
N ∑N

i=1(Xi − Yi). (11)

and

Bias(%) =
∑N

i=1 Xi − ∑N
i=1 Yi

∑N
i=1 Yi

·100 (12)

The linear correlation coefficient (R) is defined as

R =
∑N

i=1
(
Xi − X

)(
Yi − Y

)
√(

∑N
i=1
(
Xi − X

)2
)(

∑N
i=1
(
Yi − Y

)2
) (13)

The model performance metrics for WWIII simulation (independent runs with ST2 and ST4
packages) and UnSWAN simulation (runs with WWIII boundary conditions when ST2 and ST4 physics
were applied respectively) for the six IEC TS parameters are listed in Table 2. The error statistics for
all four model runs are very similar to those in the previous studies conducted in the same region.
This indicates that all model runs perform very well and that the results are in good agreement with
the observed data at NDBC Buoy 46050. The RMSEs for Jomni, Hs, and Te are approximately 20 and
21 (kW/m), 0.43 and 0.46 m, 0.99 and 0.94 s, respectively, for WWIII and UnSWAN with the ST2
package. In comparison, the RMSEs for Jomni, Hs, and Te are about 15 and 15 (kW/m), 0.36 and 0.35 m,
1.21 and 1.09 s, respectively, for WWIII and UnSWAN with the ST4 package. This suggests that WWIII
and UnSWAN with the ST4 physics package perform better in simulating Jomni and Hs, but slightly
worse in simulating the wave energy period Te (Table 2). Overall, UnSWAN results have better linear
correlation coefficients than WWIII for all six IEC wave resource parameters. Also, for both models,
spectral width (ε0), direction of maximum directionally resolved wave power (θ), and the directionality
coefficient (dθ), show generally low correlation coefficients. The low correlation coefficient of ε0 is
caused by the higher-order moments of the variance spectrum. For θ and dθ , the low correlation
coefficients are due to the uncertainties in both modeled and measured directional metrics [20,22,24].
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Table 2. Performance metrics for WWIII and UnSWAN using the ST2 and ST4 physics packages.

Parameter Model RMSE PE (%) SI Bias Bias (%) R

J (kW/m)

WWIII–ST2 20 32 0.66 6.1 19.7 0.91
WWIII–ST4 15 25 0.48 2.0 6.5 0.93

UnSWAN–ST2 21 38 0.68 6.7 21.5 0.90
UnSWAN–ST4 15 28 0.47 2.9 9.4 0.93

Hs (m)

WWIII–ST2 0.43 9 0.19 0.17 7.3 0.94
WWIII–ST4 0.36 4 0.16 0.01 0.4 0.95

UnSWAN–ST2 0.46 12 0.20 0.19 8.5 0.93
UnSWAN–ST4 0.35 6 0.16 0.05 2.3 0.95

Te (s)

WWIII–ST2 0.99 7 0.11 0.50 5.6 0.90
WWIII–ST4 1.21 11 0.14 0.86 9.7 0.90

UnSWAN–ST2 0.94 6 0.11 0.50 5.6 0.91
UnSWAN–ST4 1.09 9 0.12 0.77 8.6 0.92

ε0

WWIII–ST2 0.07 3 0.20 0.01 1.6 0.67
WWIII–ST4 0.07 4 0.21 0.01 2.5 0.65

UnSWAN–ST2 0.07 2 0.20 0.00 1.1 0.71
UnSWAN–ST4 0.07 6 0.20 0.02 4.7 0.70

θ

WWIII–ST2 22.87 −2 0.08 −6.86 −2.4 0.74
WWIII–ST4 23.33 −2 0.08 −7.62 −2.7 0.73

UnSWAN–ST2 22.04 −2 0.08 −6.44 −2.3 0.76
UnSWAN–ST4 22.17 −2 0.08 −7.26 −2.5 0.76

dθ (-)

WWIII–ST2 0.10 7 0.13 0.05 6.2 0.48
WWIII–ST4 0.10 7 0.13 0.05 5.8 0.44

UnSWAN–ST2 0.10 7 0.13 0.05 5.6 0.51
UnSWAN–ST4 0.10 6 0.12 0.04 5.4 0.49

3.3. Evaluation of Physics Packages

To compare the model skills of the ST2 (UnSWAN-ST2) and ST4 (UnSWAN-ST4) physics packages,
wave spectra are presented here in terms of radian frequency (�) in Hz and variance density (S) in
m2s/rad. Figure 5a compares the predicted and measured wave spectrum at NDBC Buoy 46050 at
5 a.m. on 17 November 2009, the time at which large waves occurred in November. The buoy data
show a single swell peak at 0.0875 Hz, and the UnSWAN-ST4 result compares better with the data than
the UnSWAN-ST2 result. Figure 5b shows the monthly averaged wave spectrum in November 2009,
which confirms that the ST4 package performs better than the ST2 package, as relative to matching the
buoy data. The ST4 physics package can improve the model’s ability to predict the significant wave
height and timing of large waves because of the better ST4 representation of peak frequency, as shown
in Figure 5b. This is consistent with the performance metrics for simulated omnidirectional power
in Table 2; the UnSWAN-ST4 result has a smaller over-predicted bias (9.4%) than the UnSWAN-ST2
result (21.5%).

In addition, the modeled and measured wave spectra at NDBC Buoy 46050 at 1 a.m. on 15 July 2009
and the July monthly average are shown in Figure 6a,b, respectively. Model results from UnSWAN-ST2
and UnSWAN-ST4 show a trend similar to the measured data, but slight under-prediction for
the spectrum peak (Figure 6b). Figure 6b shows that the swell components (the first peak) are
over-predicted while the wind sea components (the second peak) are under-predicted by both ST2 and
ST4 physics packages. The ST4 physics package also appears to perform better in simulating swell
growth and dissipation.
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Figure 5. Measured and modeled wave spectra at NDBC Buoy 46050 (a) at 5 a.m. on 17 November 2009;
and (b) the November monthly average, 2009.

Figure 6. Measured and modeled wave spectra at NDBC Buoy 46050 (a) at 1 a.m. on 15 July 2009;
and (b) the July monthly average, 2009.

3.4. Bivariate Distributions

Bivariate distributions are often used to convey the occurrence frequency of the wave climate
characteristic defined by significant wave height and energy period [22], and to show the details of
the mean annual frequency and energy transport characteristics of wave height and energy period
combination [20]. Figure 7 shows the number of hours and the proportion of annual incident
energy transport characteristics expected from sea states featuring significant wave height and energy
period for buoy observations in the year 2009. Significant wave height is divided into 1 m bins
over a range of 0–10 m, and the wave energy period is discretized by 1 s bins over the range of
5–16 s. The frequency in number of hours per year is illustrated by each discrete combination of
significant wave height and frequency bins, while the percent of total energy is indicated by the
contour color ramp. The maximum-occurring wave state is at Hm0 = (2–3) m and Te = (11–12) s with
occurrence number 61 (Figure 7). The sea states with the maximum significant wave height do not
correspond to the percent of total energy, because they only occur at limited times [31]. In comparison,
the maximum occurring wave state predicted by UnSWAN-ST2 is 87, which occurred at Hm0 = (3–4) m
and Te = (11–12) s (Figure 8a), while the maximum occurrence number predicted by UnSWAN-ST4
is 62, at Hm0 = (2–3) m and Te = (11–12) s (Figure 8b). Therefore, UnSWAN-ST4 has an overall better
performance than UnSWAN-ST2 in predicting the bivariate distribution of sea state. However,
UnSWAN-ST4 predicted the maximum occurrence sea state at the same significant wave height
as the measurements, while UnSWAN-ST2 predicted it for the same energy period. This explains why
UnSWAN-ST4 has a better modeling ability to predict significant wave height [34], while UnSWAN-ST2
performs slightly better in simulating energy period.
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Figure 7. Bivariate distribution of occurrence and energy showing the probability and energy
distribution defined by significant wave height and energy period. The results are calculated from the
field data at NDBC 46050 in 2009.

Figure 8. (a) UnSWAN-ST2 and (b) UnSWAN-ST4 bivariate distribution of occurrence and energy
showing the probability and energy distribution defined by significant wave height and energy period.

The maximum occurring sea state does not correspond to the sea state with the highest percentage
of total energy, because of the contribution from waves with lower significant wave height and energy
periods, as shown in Figures 7 and 8. These findings are consistent with Lenee-Bluhm et al. [22].
Red shading is used to differentiate the percent of total energy; dark red color means the greatest
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contribution to energy. In Figure 7, the maximum percentage of total energy derived from data occurs
at Hm0 = (6–7) m and Te = (9–10) s. On the other hand, the maximum percentage of total energy
simulated by UnSWAN-ST2 occurs at Hm0 = (4–5) m and Te = (10–11) s, and at Hm0 = (7–8) m and
Te = (14–15) s (Figure 8a), while the maximum simulated by UnSWAN-ST4 occurs at Hm0 = (6–7) m
and Te = (11–5) s, and at Hm0 = (6–7) and Te = (14–15) (Figure 8b). This is indicative of the ST4
physics package being more skilled at simulating significant wave heights and bivariate distributions
of maximum energy.

3.5. Wind Effects

Surface wind forcing plays an important role in the accuracy of the wave model hindcast,
particularly under extreme wave conditions. To demonstrate the wind effects, a model simulation with
UnSWAN in a much larger domain was also conducted. Model performance metrics for simulating the
six wave resource parameters using UnSWAN with both the small and larger domains were compared.
The UnSWAN (L) has performance metrics (Table 3) that are similar to those of UnSWAN in the model
domain (UnSWAN–ST4, Table 2). Note that for the six IEC parameters, UnSWAN–ST4 results without
wind forcing simulation were similar to UnSWAN–ST4 results with wind simulation, as listed in
Table 2. This suggests that for the small domain, the wind effect has no significant impact on the
accuracy of the numerical wave hindcast. This finding is consistent with [35].

Table 3. Performance matrix for UnSWAN (L), considering wind effects using the ST4 physics package.

Parameter UnSWAN (L)–ST4 RMSE PE (%) SI Bias Bias (%) R

J (kW/m)
wind 20 39 0.63 6.0 19.2 0.91

no wind 22 30 0.71 3.7 11.7 0.86

Hs (m)
wind 0.44 12 0.19 0.18 7.8 0.94

no wind 0.54 5 0.24 0.03 1.3 0.88

Te (s)
wind 0.98 7 0.11 0.56 6.2 0.91

no wind 1.50 14 0.17 1.05 11.8 0.84

ε0
wind 0.06 2 0.19 0.00 0.7 0.72

no wind 0.09 −10 0.25 −0.04 −12.2 0.57

θ
wind 21.83 −2 0.08 −7.28 −2.6 0.77

no wind 26.75 −2 0.09 −8.20 −2.9 0.62

dθ (-)
wind 0.10 6 0.12 0.04 5.1 0.51

no wind 0.11 9 0.14 0.06 7.7 0.42

However, UnSWAN (L)–no wind has a significantly different result than UnSWAN (L) in Table 3.
As calculated by Akpinar et al. [32], with a fetch of over 100 km and at a 10 m/s wind speed, a 1.63 m
wave height can be fully developed. This is consistent with our model results. Therefore, for a model
domain at a scale of 100 km or greater, it is important to consider the wind effect. Figure 9 shows
the comparison of monthly averaged significant wave height distributions for no wind and with
wind UnSWAN (L) simulations in November 2009. As one can see in Figure 9a, if the wave model
does not consider wind effects, the spatial distribution of the significant wave height corresponds
to the bathymetry contour shown in Figure 2b, indicating that wave model results are sensitive
to bathymetry [34]. The wind forcing significantly changes the wave height spatial distribution
(Figure 9b). Similarly, if UnSWAN (L) does not consider the wind effects in summer, when wind
speed is generally weaker, the UnSWAN (L)–no wind run also underestimates the significant wave
height, as shown in Figure 10 and Table 3. Akpinar et al. [32] showed that low wind speed would
underestimate significate wave heights, which also indicates that wind effects play an important role
in wave modeling.
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Figure 9. Modeled 2D significant wave height distributions with UnSWAN (L): (a) no wind—November
average, 2009; (b) with wind—November average, 2009.

Figure 10. Modeled 2D significant wave height distribution with UnSWAN (L) (a) no wind—July
average, 2009; (b) with wind—July average, 2009.

4. Conclusions

This paper presents the results of using the unstructured grid SWAN model to simulate the six
IEC wave resource parameters at a model domain off the central Oregon coast. The results demonstrate
the advantages of unstructured grid wave models in terms of their computational efficiency and grid
flexibility for wave resource characterization. The model performance was evaluated using standard
performance metrics based on a comparison of the simulations of six wave resource parameters, derived
by model hindcasts to those derived from measured data. UnSWAN results show a good agreement
with buoy measurements for omnidirectional wave power, significant wave height, and wave energy
period. In addition, with better representations of wave growth and dissipation in the WWIII ST4
physics package to provide more accurate open boundary conditions, the UnSWAN model performs
generally better than the WWIII model.

Notably, spectral analysis shows that use of the ST4 physics package improves the model’s ability
to predict wave spectral density for large waves. Also, a comparison of simulated and measured
bivariate distributions of the maximum occurrence of sea state indicated that the ST4 physics package
performed better than the ST2 physics package [34], although ST4 and ST2 showed an increased ability
to predict significant wave height and wave energy period, respectively.
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The sensitivity analysis of wind effect also showed that UnSWAN (L)–no wind has significantly
worse results than UnSWAN (L) with wind, indicating that wave modeling with a domain at a
scale of O (100 km) or greater needs to consider wind effects. Additional research is needed to
investigate wind effects in wave modeling, especially under extreme wave conditions. In summary,
this study demonstrated that unstructured grid wave modeling with the ST4 physics package provides
advantages for assessing the temporal and spatial variability of wave climates, using high grid
resolution near complex geometries, especially within a large model domain.
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Abstract: A 12-year sea-state hindcast for Taiwanese waters, covering the period from 2005 to 2016,
was conducted using a fully coupled tide-surge-wave model. The hindcasts of significant wave height
and peak period were employed to estimate the wave power resources in the waters surrounding
Taiwan. Numerical simulations based on unstructured grids were converted to structured grids
with a resolution of 25 × 25 km. The spatial distribution maps of offshore annual mean wave power
were created for each year and for the 12-year period. Waters with higher wave power density were
observed off the northern, northeastern, southeastern (south of Green Island and southeast of Lanyu)
and southern coasts of Taiwan. Five energetic sea areas with spatial average annual total wave energy
density of 60–90 MWh/m were selected for further analysis. The 25 × 25 km square grids were
then downscaled to resolutions of 5 × 5 km, and five 5 × 5 km optimal areas were identified for
wave energy converter deployments. The spatial average annual total wave energy yields at the five
optimal areas (S1)–(S5) were estimated to be 64.3, 84.1, 84.5, 111.0 and 99.3 MWh/m, respectively.
The prevailing wave directions for these five areas lie between east and northeast.

Keywords: tide-surge-wave model; Taiwanese waters; sea-state hindcast; wave power; wave energy

1. Introduction

Oceans cover over 70% of the Earth’s surface and represent a wealth of renewable energy
resources [1]. Many potential candidates for ocean energy sources exist, including wave energy,
tide energy, tidal current energy, thermal gradients and salinity gradients [2,3]. Of these, wave power
is currently the most researched area; it represents the largest ocean energy resource and is the
most widely distributed marine renewable energy around the world. Many methods of wave energy
conversion have been developed to extract wave power from oceans. The overtopping/terminator
type of wave energy converter (WEC) consists of two wave reflectors that collect overtopping water
and convert the pressure head into power [4]. The raft-type WEC uses relative rotation around a hinge
to drive an electrical generation system to convert wave energy to electricity [5]. Another approach
involves a point-oscillating absorber type WEC, which utilizes relative translational motion in which
the oscillating motion of the floater is converted into electricity by a power take off (PTO) system for the
oscillating-body WEC. This type of WEC is widely used for offshore deployments [6]. The two-floater
WEC also uses a PTO system to convert ocean wave-induced motion into electricity [7]. The attenuator
type of WEC captures energy from the relative motions of two arms as waves pass.

The use of numerical models to assess ocean wave power has been widely adopted on both
regional [8–11] and global scales [12–15] and has been implemented for several islands, including
the Canary Islands, Madeira, and the Azores in the Atlantic Ocean [16–19], Hawaii and Taiwan in
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the Pacific Ocean [20–23], Fuerte Island in the Caribbean Sea [24], and Sardinia and Menorca in the
Mediterranean Sea [25–27].

Hashemi and Neill [28] used a wave-tide coupled model called the Simulating WAves
Nearshore-Regional Ocean Modeling System (SWAN-ROMS) to investigate wave energy resources in
the seas along the northwest European shelf. Their results suggested that tidal impact is significant and
that the contributions from the effects of tidal currents on wave power resources are greater than the
contribution from variations in tide levels. The maximum current speeds of the Kuroshio in the eastern
offshore sea of Taiwan range between 0.6 and 1.2 m/s [29]. Therefore, using a tide-surge-wave coupled
model is essential for accurately assessing the distribution of wave power in Taiwanese waters.

There are substantial ocean energy resources around the Island of Taiwan. However, the statistical
data issued from the Ministry of Economic Affairs, Taiwan, revealed that the annual total electricity
generating capacity of Taiwan was 264.1 billion kWh in 2016, of which fuel-fired power accounted for
82% (216.56 billion kWh), nuclear power accounted for 12% (31.69 billion kWh), hydroelectric power
accounted for 1.2% (3.17 billion kWh), and renewable power accounted for 4.8% (12.68 billion kWh).
Regarding renewable energy, only wind power and solar power are currently utilized in Taiwan.
However, exploitation of energy resources in the ocean is urgently needed in Taiwan because they are
renewable and do not contribute to atmospheric pollution.

Assessments of optimal locations or hotspots for deploying wave energy converters in previous
studies have usually been conducted by reporting the location of selected “points”. For instance,
Morim et al. [30] evaluated the wave energy resources and optimal locations along the southeast coast
of Australia, and Su et al. [23] assessed the distribution of wave power and hotspots for the surrounding
waters of Taiwan. Although this method is quite straightforward, the possible energetic “sea area”
where wave energy converters can be deployed is not definite. This is an important issue; wave energy
converters should be placed in an “area” rather than at a “point”. In the present study, numerical
simulations based on unstructured grids were converted to structured (square) grids to identify
energetic “sea areas” using the gridding method available through ArcGIS software. The annual mean
wave energy yields of the final optimal areas for WEC deployments were acquired by spatial averaging
over 5 km square regions. The approach proposed in the present study is both innovative and helpful
for assessing the most appropriate offshore sea areas in which to deploy wave energy converters in
Taiwanese waters.

The primary objectives of the present study were as follows: (1) implement a tide-surge-wave
fully coupled high-resolution model for Taiwanese waters; (2) validate the fully coupled model with
available observations; (3) create spatial distribution maps for annual and 12-year-average wave power;
(4) using the gridding method, identify the most energetic and optimal areas in the offshore seas of
Taiwan for deploying wave energy converters; and (5) assess the annual total wave energy density and
the dominant wave direction in each optimal area.

2. Methods and Data

2.1. Ocean Circulation Model

The sea surface elevations and currents of the waters surrounding Taiwan were simulated with the
community ocean model Semi-implicit Cross-scale Hydroscience Integrated System Model (SCHISM).
SCHISM is an upgraded and evolved version of the original Semi-implicit Eulerian-Lagrangian
Finite-Element/volume (SELFE [31]) model that includes many enhancements and improvements
such as a new extension to simulate large-scale eddying regimes and a seamless cross-scale capability
ranging from creeks to oceans [32]. SCHISM and SELFE have been widely used to simulate the
propagation of tsunami waves [33], to predict water quality and ecosystem dynamics [34–36],
analyze oil spill diffusion and transport [37], generate flooding maps [38,39], evaluate the extent of
inundation induced by extreme river flows, typhoons or hurricanes [40,41] and to estimate tidal-current
power [42]. In Taiwanese waters, the surface circulation feature is highly similar to that on the
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bottom during the spring [43], and weak winter stratification is caused by vertical mixing [44];
therefore, a two-dimensional SCHISM model (SCHISM-2D) vertically integrated with the barotropic
mode was employed in this study. The governing equations in the Cartesian coordinate system and
two-dimensional form are as follows:

∂η

∂t
+

∂uH
∂x

+
∂vH
∂y

= 0, (1)

Du
Dt

= f v − ∂

∂x

{
g(η − αψ̂) +

PA
ρ0

}
+

τsx + τrx − τbx
ρ0H

, (2)

Dv
Dt

= − f u − ∂

∂y

{
g(η − αψ̂) +

PA
ρ0

}
+

τsy + τry − τby

ρ0H
, (3)

where η(x, y, t) is the free-surface elevation, H = η + h is the total water depth, h is the bathymetric
depth, u(x, y, t) and ν(x, y, t) are the horizontal velocity components in the x, y direction, respectively,
f is the Coriolis factor, g is the acceleration due to gravity, ψ̂ is the Earth’s tidal potential, α is the
effective earth elasticity factor, ρ0 is the reference density of water, and PA(x, y, t) is the atmospheric
pressure at the free surface. In Equations (2) and (3), τsx and τsy are the wind stress components in the
x, y direction, respectively, and can be expressed as follows:

τsx = ρaCs

√
Wx2 + Wy2Wx (4a)

τsy = ρaCs

√
Wx2 + Wy2Wy (4b)

where Cs is the wind drag coefficient; ρa is the air density; and Wx, Wy are the wind-speed components
10 m above the sea surface in the x, y directions, respectively. Cs is often regarded as an increasing
function of wind velocity; however, Powell et al. [45] suggested that Cs should be limited at high wind
speeds. The formula to calculate Cs in SCHISM-2D is:

Cs = 1.0−3

⎧⎪⎨
⎪⎩

(0.61 + 0.063 × 6.0), W < 6.0
(0.61 + 0.063W), 6.0 ≤ W ≤ 50.0
(0.61 + 0.063 × 50.0), W > 50.0

(5)

where W is the resultant wind speed at 10 m above the sea surface.
Here, τbx and τby are the bottom shear stress components in the x, y directions and are computed

by the following formulas:
τbx = ρ0Cd

√
u2 + v2u (6a)

τby = ρ0Cd

√
u2 + v2v (6b)

where Cd is the bottom drag coefficient, which can be parameterized as follows:

Cd = gn2/H1/3 (7)

where n is the Manning coefficient, which was set to 0.025 in the model due to the lack of knowledge
of the sea-bottom material type. However, the bottom drag coefficient Cd varies with H based on
Equation (7).

Here, τrx and τry are the radiation stress components in the x, y directions, respectively, and can
be computed following Longuet-Higgins and Stewart [46,47], as shown below:

τrx = −∂Sxx

∂x
− ∂Sxy

∂y
(8a)
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τry = −∂Sxy

∂x
− ∂Syy

∂y
(8b)

where Sxx, Sxy and Syy are the wave radiation stress components and are represented according to
Battjes [48]:

Sxx =

2π∫
0

∞∫
0

Nσ
Cg

Cp
sin(θ)dθdσ, (9a)

Sxy = Syx =

2π∫
0

∞∫
0

Nσ

[
Cg

Cp

(
cos2(θ) + 1

)
− 1

2

]
dθdσ (9b)

Syy =

2π∫
0

∞∫
0

Nσ

[
Cg

Cp

(
sin2(θ) + 1

)
− 1

2

]
dθdσ (9c)

where N is the spectral wave action density, and the independent variables are the wave relative
frequency, σ, and the wave direction, θ. Here, Cg and Cp are the wave group velocity and the wave
phase velocity, respectively.

2.2. Spectral Wind Wave Model

A third-generation spectral wind wave model, Wind Wave Model III (WWM-III, 3.0, College of
William & Mary, Williamsburg, VA, USA), was adopted to predict the significant wave heights (SWH)
and wave peak period (Tp) in the coastal waters of Taiwan. The wave-action equation that governs
WWM-III is given as:

∂N
∂t

+
∂
(
Cgx + u

)
N

∂x
+

∂
(
Cgy + v

)
N

∂y
+

∂(Cσ N)

∂σ
+

∂(Cθ N)

∂θ
=

Stot

σ
(10)

where Cgx and Cgy are the wave group velocity components in the x, y direction, Cσ and Cθ are the
propagation velocities in σ, θ space, respectively, and Stot is the sum of the source terms for wave
variance, including non-linear interactions, wind growth and dissipation by white-capping, bottom
friction and wave breaking. The bottom friction and peak enhancement factors are set to 0.067 and 3.3,
respectively, based on the formulation of the Joint North Sea WAve Project (JONSWAP) [49]. WWM-III
computes waves breaking in shallow-water areas using the method proposed by [50]. A constant
wave-breaking coefficient of 0.78 was adopted. The maximum wave direction is 360◦, which is
discretized into 36 bins in WWM-III. The low- and high-frequency limits of the discrete wave frequency
are 0.03 and 1.0 Hz, respectively and are also divided into 36 bins.

SCHISM-2D (College of William & Mary, Williamsburg, VA, USA) computes the depth-averaged
current and water surface elevation and then passes the results to the wave model, WWM-III,
which sends the radiation stress to SCHISM-2D after solving the wave action equation. More details
about the model coupling procedures of SCHISM-WWM-III can be found in [51].

2.3. Meteorological and Boundary Conditions

The wind forcing data used to drive SCHISM-WWM-III were the wind field at 10 m above sea
level and the sea level pressure produced by ERA-Interim, which were acquired from public datasets
available from the European Center for Medium-Range Weather Forecasts (ECMWF). ERA-Interim
is the latest global atmospheric reanalysis, which is normally updated monthly with a two-month
delay [52]. The 10-m wind speed in the x, y components were extracted from the ERA-Interim reanalysis
results with a temporal resolution of 6 h (four analysis fields per day, at 00:00, 06:00, 12:00 and
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18:00 UTC) and a spatial resolution of 0.125◦ × 0.125◦ and converted to the unstructured grids of
SCHISM-WWM-III using the Inverse Distance Weighting (IDW) method. The IDW formula is:

pe(x, y) =

n
∑

i=1

1
di

pm(xi, yi)

n
∑

i=1

1
di

(11)

where pe(x, y) is the value to be estimated (the wind speed in SCHISM-WWM-III), pm(x, y) is the known
value (the wind speed in ERA-Interim), and di represents the distances from the n data points to the
point estimated n.

The wave boundary conditions of the regional SCHISM-WWM-III, including the significant wave
height, the mean wave direction, the mean directional spreading, the peak frequency, and the zero
down-crossing frequency, were obtained from a global WaveWatch III (WW III) model developed
by the French Research Institute for Exploitation of the Sea (IFREMER) with a spatial resolution of
0.5◦ × 0.5◦ and a temporal resolution of 3 h. To obtain the tide boundary conditions, the harmonic
constants of eight tidal constituents (M2, S2, N2, K2, K1, O1, P1, and Q1) were extracted from a regional
inverse tidal model, China Seas & Indonesia 2016 [53], with a resolution of 1/30◦ and were set at each
node on the open boundary to drive the model.

2.4. Estimation of Wave Power

The extractable wave power per unit of the wave crest length can be calculated through the
spectral output of SCHISM-WWM-III and is given in kW per meter as shown below:

P = ρg
2π∫
0

∞∫
0

cg(σ, d)S(σ, θ)dσdθ (12)

where S(σ, θ) is the directional wave variance density spectrum, ρ is the density of seawater, g is
the acceleration due to gravity, and d is the water depth. The wave group velocity, cg(σ, θ), can be
expressed as follows:

cg(σ, d) =
g

4πσ

[
1 +

2κd
sin h(2κd)

]
tan[h(κd)] (13)

where κ = 2π/L is the number of waves, and L is the wave length. In deep water conditions (d > 0.5L)
and cg(σ, θ) = g/4πσ, Then:

P =
ρg2

4π

2π∫
0

∞∫
0

σ−1S(σ, θ)dσdθ (14)

The spectral moments of order, n, are defined as follows:

mn =
ρg2

4π

2π∫
0

∞∫
0

σnS(σ, θ)dσdθ (15)

The energy period Te and the significant wave height Hs in terms of spectral moment are as follows:

Te =
m−1

m0
=

2π∫
0

∞∫
0

σ−1S(σ, θ)dσdθ

2π∫
0

∞∫
0

S(σ, θ)dσdθ

(16)

21



Energies 2018, 11, 499

Hs = 4(m0)
1/2 = 4

⎛
⎝ 2π∫

0

∞∫
0

S(σ, θ)dσdθ

⎞
⎠

1/2

(17)

Therefore, Equation (11) can be simplified to:

P =
ρg2

64π
H2

s Te (18)

If ρ is assumed to be 1025 kg/m3, Equation (18) becomes:

P(kilowatt/meter, kw/m) = 0.49H2
s Te (19)

It has been suggested that Te is rarely specified and must be estimated from other variables,
while the peak period Tp is often specified by measurements of sea states [23,49,50]. Te is equal to Tp

when multiplied by a coefficient α:
Te = αTp (20)

in which α = 0.9 was adopted from the standard JONSWAP spectrum with a peak enhancement factor
of γ = 3.3 [23,27,54,55]. Thus, the theoretical wave power at any point can be computed using the
following expression:

P(kilowatt/meter, kw/m) = 0.44H2
s Tp. (21)

The present study used Equation (15) to evaluate the wave power resources in Taiwanese waters,
even when the deep-water hypothesis was not strictly satisfied [56].

Thus, the total annual wave energy per unit length can be generated for a given time interval and
is calculated as follows:

Et(kilowatt hour/meter, kwh/m) = ∑
i

Pi × Δti, (22)

where Δti is the temporal sampling interval; Δti = 1 h in the present study.

2.5. Model Configuration

The computational domain covers Taiwan in its entirety as well as its main offshore islands.
The region covers the area from a longitude of 114◦ E to 130◦ E and a latitude of 19◦ N to 29◦ N,
as shown in Figure 1a. Two gridded bathymetry datasets were employed in this study. One dataset
consists of global data obtained from the General Bathymetric Chart of the Oceans (GEBCO) and
has a resolution of 30 arc-seconds. It was generated by combining quality-controlled ship depth
soundings with interpolations between the sounding points guided by satellite-derived gravitational
data. The other dataset is local data provided by the Department of Land Administration, Ministry of
the Interior in Taiwan, with a resolution of 200 m and is distributed over a longitude of only 100◦ E to
128◦ E and a latitude of 4◦ N to 29◦ N. The bathymetry data for the coupled model were produced by
merging the GEBCO and local bathymetry datasets. The method for combining two bathymetry sets is
to merge the values in some order of priority using Surface-water Modeling System (SMS) software.
A priority must be adopted because data overlaps exist in the source datasets. In the present study,
when overlap occurs, the GEBCO data points in a set are considered as lower priority than the local
data points; thus, they are not included in the final merged set. When no overlap occurs, all data points
are merged. This approach ensured the preservation of the high-resolution local data. Our modeling
domain is composed of 278,630 triangular cells and 142,041 non-overlapping, unstructured grids.
Coarse meshes with 30 km resolution were arranged on the open ocean boundaries, while fine
meshes with 300 m resolution were used along the coastline of Taiwan and the small offshore islands
(Figure 1b). After the unstructured grids were created, the final merged, gridded bathymetry dataset
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was interpolated to each node to represent the bottom elevations in the coupled model (Figure 1a)
using the linear interpolation method in SMS software.

In the ocean circulation model, a time step of 120 s was used for the present unstructured-grid
system with numerical stability. SCHISM and WWM-III exchange the computational results every five
hydrodynamic time steps (i.e., the time step of WWM-III is 600 s).

 

 

Figure 1. (a) Bathymetry and (b) unstructured grid of the computational domain.

3. Model Validation

The observations adopted to validate SCHISM-WWM-III were measured significant wave heights
(SWH) and peak periods (Tp) provided by the Harbor and Marine Technology Center (HMTC) in
Taiwan at four buoys. The distribution map of these four wave buoys around Taiwanese waters is
shown in Figure 2. The Keelung, Suao, and Hualien buoys are situated along the northeastern and
eastern coast of Taiwan, while the Penghu buoy lies on the western coast of Taiwan (the Taiwan
Strait). Figures 3 and 4 present the comparisons of SWH (Figure 3) and Tp (Figure 4) between the
model hindcasts and the measurements at the four buoys from 31 January 2016 to 30 December
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2016. This period includes normal wind-generated waves (Tp), monsoon-induced waves (Tp) and the
abnormal waves (Tp) caused by strong winds from Typhoon Nepartax (a severe typhoon, from 6 July
2016 to 9 July 2016), Typhoon Meranti (a severe typhoon, from 12 September 2016 to 15 September
2016) and Typhoon Megi (a moderate typhoon, from 25 September 2016 to 28 September 2016).
The maximum SWH and Tp reached approximately 5.5 m and 14 s, 9.5 m and 16 s, 7.5 m and 15 s and
3.5 m and 13 s at the Keelung, Suao, Hualien, and Penghu buoys, respectively, due to the approach
of Typhoon Megi. Peak SWH occurred at Keelung, Suao, and Hualien buoys on 28 September 2016,
with a lag of almost one day at the Penghu buoy (as shown in Figures 3 and 4). This result occurred
because Typhoon Megi crossed Taiwan from east to west.

The statistical errors of the differences between the model hindcasts and the observations at the
four wave buoys are also estimated. The correlation coefficients of the SWH and Tp are 0.86 and 0.74,
0.83 and 0.84, 0.87 and 0.83 and 0.80 and 0.73 for the Keelung, Suao, Hualien, and Penghu buoys,
respectively. Even though the hindcasted SWH and Tp agree well with the measurements during
both ordinary and extraordinary meteorological conditions, slight discrepancies still exist. It must
be emphasized that the numerical wave models fail to capture Tp well, especially during normal
meteorological conditions, for instance, April, May and June. The possible reasons include the nature
of wave models. Some of the setup assumptions and numerical solutions within the models affect their
accuracy [57]. In addition, the lower spatial and temporal resolutions of the wind field data from the
ERA-Interim dataset affected model hindcasting, which is more sensitive to Tp. The adoption of higher
spatial and temporal resolution wind data could improve the performance [58]. Yet a third reason for
poor Tp hindcasts may be due to observational error. However, based on the model-data comparison,
the hindcasts of SWH and Tp by SCHISM-WWM-III are relatively reliable and can be further applied
to assess the distribution of wave power and wave energy in the waters surrounding Taiwan.

 

Figure 2. Distribution of wave buoys around Taiwanese waters. The cyan area represents ocean and
the white areas represent land.

 
(a)

Figure 3. Cont.
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(b)

 
(c)

 
(d)

Figure 3. Mode-data comparison of significant wave height (SWH) at four wave buoys. (a) Keelung;
(b) Suao; (c) Hualien and (d) Penghu.

 
(a)

Figure 4. Cont.
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(b)

(c)

(d)

Figure 4. Mode-data comparison of peak period (Tp) at four wave buoys. (a) Keelung; (b) Suao;
(c) Hualien and (d) Penghu.

4. Results and Discussion

Sea-state hindcasts covering the period from 2005 to 2016 were conducted to estimate the wave
power and wave energy output. Additionally, numerical simulations based on unstructured grids
were converted to structured grids with a resolution of 25 × 25 km to locate the energetic sea areas.

4.1. Spatial Distribution of Annual Mean Significant Wave Height and Wave Power

Figure 5 illustrates the spatial distribution of offshore annual mean SWH in Taiwanese waters
for each year from 2005 to 2016 and shows highly similar patterns of mean SWH distribution.
The mean SWH gradually increased from the nearshore region (shallower water) to the offshore areas
(deeper water). This predictable phenomenon is due to the dissipation of SWH by depth effects [59].
The offshore sea areas with the higher SWH lie off the northeastern, eastern and southern coasts of
Taiwan. The SWH values range from 1.2 m to 1.6 m along the northeastern coast and 1.4 m–1.8 m
along the eastern and southern coasts. Figure 5 also shows that the mean SWH values are relatively
low in the Taiwan Strait, ranging from only 0.6 m to 1.2 m. The spatial distribution of offshore SWH
was averaged over 12 years (2005–2016) and is presented in Figure 6. The offshore sea areas southeast
of Taiwan exhibit the highest mean SWH values, ranging from 1.2 m to 1.8 m. Although the prevalence
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of the strong northeast monsoon plays an important role in the higher SWH values, the deeper waters
in this area also contribute to the SWH increases.

The SWH and Tp were output hourly from SCHISM-WWM-III to compute the wave power for
each grid using Equation (21). Figure 7 demonstrates the spatial distribution of offshore annual mean
wave power (in kW/m) in the waters surrounding Taiwan from 2005 to 2016. The more energetic
sea areas are along the northeastern, eastern and southern coasts of Taiwan, and these locations are
consistent with the distributions of the higher SWH. The mean wave power values were 6–12 kW/m
for the northeastern coast and 8–16 kW/m for the eastern and the southern coast. The offshore wave
power distribution for the 12-year annual mean is displayed in Figure 8. The most energetic areas are
the eastern and the southeastern waters of Lanyu, with mean wave power values of 12–14 kW/m.

Figure 5. Spatial distribution map of offshore annual average significant wave height (SWH) for each
year from 2005 to 2016 in Taiwanese waters.
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Figure 6. Spatial distribution map of offshore 12-year (2005 to 2016) annual average significant wave
height (SWH) in Taiwanese waters.

Figure 7. Spatial distribution map of offshore annual average wave power for each year from 2005 to
2016 in Taiwanese waters.
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Figure 8. Spatial distribution map of offshore 12-year (2005–2016) annual average wave power in
Taiwanese waters.

4.2. Identifying the Optimal Offshore Areas for Wave Energy Converter Deployment

As shown in Figure 8, the offshore areas with the highest wave power density were observed
off the northern, northeastern, southeastern (south of Green Island and southeast of Lanyu) and
southern coasts of Taiwan. The annual total wave energy yields based on the 12-year average for
each 25 × 25 km square grid were calculated by applying Equation (22) and are shown in Figure 9
(left panel). Even though higher wave energies exist in several sea areas, especially in the southeast
(105–120 kW/m), the distance between coast and wave energy converter (WEC) should also be
considered because of the cabling costs [19]. The five 25 × 25 km energetic sea areas marked with
deep blue lines, with spatial average annual total wave energy density of 60–90 kW/m were selected
for further analysis (as shown in the left panel of Figures 9–13). The selected 25 × 25 km grid for the
northern coast of Taiwan was downscaled to a resolution of 5 × 5 km. A total of 25 square grids are
exhibited in the right panel of Figure 9. The grids are within 5 km of the coasts, have higher wave
energies and were determined to be optimal areas for WEC deployments (see S1 in the right panel
of Figure 9). The same approach was adopted to select an optimal area for the northeastern coast
of Taiwan (S2 in the right panel of Figure 10), for the southern coast of Green Island (S3 in the right
panel of Figure 11), for the southeastern coast of Lanyu (S4 in the right panel of Figure 12) and for
the southern coast of Taiwan (S5 in the right panel of Figure 13). The spatial average (average over
a square of 5 × 5 km) annual total wave energy densities are estimated to be 64.3, 84.1, 84.5, 111.0 and
99.3 MWh/m at S1, S2, S3, S4 and S5, respectively. The central longitudes, latitudes, and average water
depths for these five optimal areas are listed in Table 1. In other words, the sea areas within 2.5 km of
the central coordinate (as listed in Table 1) are considered to be appropriate sites for WEC deployments.

Tsai et al. [21] utilized the SWAN (Simulating WAves Nearshore) driven by NECP (National
Centers for Environmental Prediction) global reanalysis wind field to hindcast waves and periods
around Taiwanese waters. They revealed that higher significant wave heights were found near Lanyu.
Chiu et al. [22] analyzed the temporal and spatial characteristics of wave power density in the coastal
areas of Taiwan wave parameter hindcasts (significant wave height and period) based on the TaiCOMS
model and observational data. Their results also indicated that the maximum annual mean wave
power was found in Lanyu. Su et al. [23] employed the WWM-III model to assess the distribution
of wave power in the waters surrounding Taiwan and suggested that the most energetic sea area is
southeast of Lanyu. Thus, our results are consistent with those of previous studies.
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Wave direction is another important parameter that should be considered in WEC placements [60].
This is particularly true for attenuator-type and terminator-type Weeks: attenuators should be
parallel to the predominant wave direction while the principal axis of terminator devices should
be perpendicular to the predominant wave direction [61]. Point absorbers are buoy-type WECs that
harvest incoming wave energy from all directions, however, arrays of this type of WEC can be sensitive
to wave direction when they are deployed in offshore regions [6]. Figure 14 shows wave rose plots for
the 12-year average at the centers of S1, S2, S3, S4 and S5. The dominant wave directions for these five
optimal areas lie between east and northeast.

(a) (b)

Figure 9. Spatial distribution map of offshore 12-year annual total wave energy output with
(a) a resolution of 25 × 25 km and (b) a downscaled 5 × 5 km for optimal area 1 (S1).

(a) (b)

Figure 10. Spatial distribution map of offshore 12-year annual total wave energy output with
(a) a resolution of 25 × 25 km and (b) a downscaled 5 × 5 km for optimal area 2 (S2).
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(a) (b)

Figure 11. Spatial distribution map of offshore 12-year annual total wave energy output with
(a) a resolution of 25 × 25 km and (b) a downscaled 5 × 5 km for optimal area 3 (S3).

Table 1. Central latitudes, longitudes, and average water depths of five optimal areas for wave energy
converter (WEC) deployment.

Area Longitude (◦) Latitude (◦) Depth * (m)

S1 121.71 25.23 100.01
S2 122.01 25.03 123.39
S3 121.51 22.58 1008.28
S4 121.61 21.91 122.51
S5 120.86 21.83 208.86

* Depth is below the sea level.

 
(a) (b)

Figure 12. Spatial distribution map of offshore 12-year annual total wave energy output with
(a) a resolution of 25 × 25 km and (b) a downscaled 5 × 5 km for optimal area 4 (S4).
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(a) (b)

Figure 13. Spatial distribution map of offshore 12-year annual total wave energy output with
(a) a resolution of 25 × 25 km and (b) a downscaled 5 × 5 km for optimal area 5 (S5).

Figure 14. Cont.

32



Energies 2018, 11, 499

Figure 14. Directional distributions of average wave power for five optimal areas (a) S1; (b) S2; (c) S3;
(d) S4; (e) S5 for 2005–2016.

4.3. Discussion

In many coastal areas, nearshore regions have been considered to be the ideal locations for
deploying wave energy converters due to their lower costs. However, by comparing wave lengths to
wave energy conversion, the nearshore areas can be regarded as shallow-water areas. The effect of
water depth on wave propagation is significant and cannot be neglected for wave energy assessment
in shallow-water regions [62]. However, the effects of water depths are typically ignored because
studies usually employ the formulas for deep-water waves. This simplification may underestimate the
wave energy in finite water depths. Sheng and Li [63] conducted wave power assessment at a water
depth of 50 m using the deep-water formula and the proposed method in their study and compared
the results to the actual values. They found that the deep-water formula underestimated the annual
mean wave power by up to 10.18% at the studied finite water depth (50 m). However, when the water
depth modification factor (Ch) was considered, the underestimation of the annual mean wave power
fell to 1.47%. Their results suggested that a modification of the deep-water formula is necessary to
accurately assess wave power, especially in cases that involve finite water depth effects. Additionally,
tide levels and wind intensity may influence the wave characteristics in shallow-water locations [64].
These effects are considered in our tide-surge-wave fully coupled model.

Additional uncertainties in wave power density assessments might be introduced by using
a deep-water assumption (Equations (14)–(22)). However, this assumption causes obvious errors only
in shallow water areas (i.e., those with water depths <0.5 × wavelength) [65]. The more energetic
sea areas such as S1–S5 are located in the northern, eastern and southern offshore waters of Taiwan
and can be regarded as deep-water areas. Therefore, the uncertainty of wave power density using
Equation (21) can be ignored.

Guillou [66] employed SWAN (Simulating Waves Nearshore model) and TOAWAC
(TELEMAC-based Operational Model Addressing Wave Action Computation) to evaluate wave power
for the Iroise Sea. The results revealed that SWAN calculates a 15% lower mean wave power than does
TOAWAC in offshore waters. Therefore, inter-model comparisons of wave power computation will be
performed for Taiwanese waters in the near future.

The wind field data with a temporal resolution of 6 h and a spatial resolution of 0.125◦ by
0.125◦ from the ERA-interim dataset seems too low to accurately force a tide-surge-wave coupled
model, although it is convenient for providing meteorological boundary conditions and producing
an acceptable sea-state hindcast. Consequently, a three-layer nested WRF (Weather Research and
Forecast, [67]) model with a temporal resolution of 1 h and a spatial resolution of 45 × 45 km for
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domain 1, 15 × 15 km for domain 2 and 5 × 5 km for domain 3 will be considered in the future as
an alternative source of meteorological information to produce more accurate wave power estimations.

5. Conclusions

A tide-surge-wave fully coupled model based on an unstructured grid system, SCHISM-WWM-III,
was implemented to simulate the sea states in the waters surrounding Taiwan. The wind field 10 m
above sea level from the ERA-Interim reanalysis data and harmonic constants of eight tidal constituents
extracted from a regional inverse tidal model were used to drive SCHISM-WWM-III. The fully
coupled model was verified against available significant wave height and peak period measurements.
Twelve-year model hindcasts for 2005–2016 were conducted to evaluate the spatial distributions of
wave power and wave energy and to determine the most energetic areas in the offshore seas of Taiwan.
Numerical simulations with unstructured grids were converted to 25 × 25 km structured grids to
identify the most energetic sea areas. An offshore wave power and wave energy distribution map was
created for the 12-year annual mean. Five 25 × 25 km energetic sea areas with spatial average annual
total wave energy densities of 60–90 kW/m were selected and subsequently downscaled to resolutions
of 5 × 5 km. The 5 × 5 km grids are within 5 km of the coasts and have higher wave energies and were
determined to be optimal areas for WEC deployments. Five 5 × 5 km square areas off the northern,
northeastern and southern coasts of Taiwan (S1, S2 and S5), the southern coast of Green Island (S3)
and the southeastern coast of Lanyu (S4) were selected as the optimal areas for WEC deployments.
The spatial average annual total wave energy densities are estimated to be 64.3, 84.1, 84.5, 111.0 and
99.3 MWh/m for the areas S1, S2, S3, S4 and S5, respectively. The dominant wave directions for these
five optimal areas lie between east and northeast.
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Abstract: The wave energy resource in the Chilean coast shows particularly profitable characteristics
for wave energy production, with relatively high mean wave power and low inter-annual resource
variability. This combination is as interesting as unusual, since high energetic locations are usually
also highly variable, such as the west coast of Ireland. Long-term wave resource variations are also
an important aspect when designing wave energy converters (WECs), which are often neglected in
resource assessment. The present paper studies the long-term resource variability of the Chilean coast,
dividing the 20th century into five do-decades and analysing the variations between the different
do-decades. To that end, the ERA20C reanalysis of the European Centre for Medium-Range Weather
Forecasts is calibrated versus the ERA-Interim reanalysis and validated against buoy measurements
collected in different points of the Chilean coast. Historical resource variations off the Chilean coast
are compared to resource variations off the west coast in Ireland, showing a significantly more
consistent wave resource. In addition, the impact of historical wave resource variations on a realistic
WEC, similar to the Corpower device, is studied, comparing the results to those obtained off the west
coast of Ireland. The annual power production off the Chilean coast is demonstrated to be remarkably
more regular over the 20th century, with variations of just 1% between the different do-decades.

Keywords: wave energy trends; reanalysis wave data; Chilean coast; renewable energy; wave energy
converters; annual mean power production

1. Introduction

Ocean waves store a tremendous potential that is still untapped. The main reason why wave
energy has not been yet exploited is the difficulty to economically harvest energy from ocean
waves. Different technological solutions have been suggested in recent decades [1], but none of
these technologies has achieved yet economical viability to compete in the energy market with other
more established energy sources. The Mutriku wave energy plant, based on the oscillating water
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column principle, is one of the examples of wave energy converters (WECs), which is the first wave
energy plant connected to the electricity grid. Despite its aim to be an experimental plant, the plant
has achieved a capacity factor (CF) of 11% in the first years of operation [2], showing WECs can be an
additional alternative to reduce greenhouse emissions.

In the way towards designing technically and economically viable WECs, there are several aspects
to be improved, such as the survivability of the devices, the cost reduction in the construction stage,
minimisation of maintenance operations, energy maximisation via control strategies and design
of efficient power take-off (PTO) systems. A precise assessment of the wave energy resource is
also essential to accurately design WECs and maximise the power extraction from ocean waves.
Wave energy converters, based on different working principles and deployed in different locations,
are analysed in [3], where the CF of each WEC varies significantly depending on the wave climate in
each location.

In particular, the variability of the resource, both inter- and intra-annual variability, is a critical
aspect that can affect the design of the WEC. Intra-annual variations of the resource have been analysed
in different spatial scales [4–6]. However, historical long-term variations of the wave climate have
been often neglected. The authors have studied these long-term variations in the Bay of Biscay and off
the west coast of Ireland in [7] and [8], respectively, analysing wave trends over the 20th century and
the influence of these trends in the performance of specific WECs. In both locations, positive trends
have been found, with wave height (Hs), peak period (Tp) and wave energy flux (WEF) increasing
significantly over the 20th century.

The evaluation of the wave energy potential in a specific location usually involves a combination
of observations (buoys and satellites), reanalyses and, sometimes, numerical modelling with models
such as SWAN or Mike 21. Using these techniques, several studies have recently focused on different
parts of the American continent for wave energy potential assessment [9–11]. The Chilean coast is one
of the interesting areas in South America for the implementation of WEC farms, with an estimated
resource of about 165 GW along its 5000 km [12]. This background has encouraged researchers to
study the potential of specific converters at specific locations [13].

Chile and the west coast of Ireland are considered paradigmatic examples, with respect to their
wave energy resource. Both present high mean wave power, but the wave resource off the west coast
of Ireland is highly variable, while the resource off the Chilean coast is more consistent. This contrast is
shown in [14], based on measurements collected by several buoys around the world, via the coefficient
of variation (COV), which is given as follows,

COV =
σ(WEF)

WEF
, (1)

where σ(WEF) is the standard deviation (SD) of the WEF and WEF is the average of the WEF.
Ringwood and Brandle [14] showed that the maximum COV for Chile is 0.9, which is observed in

the south of the Chilean coast, where the WEF is about 121 kW/m. In contrast, the COV for Ireland
is 1.8 (twice as high as the maximum COV for Chile), where the mean wave power is lower than for
the southern Chilean coast: 95 kW/m. Therefore, Chile shows a high energetic and consistent wave
resource, which is important in the process to harness and produce energy from ocean waves.

The most recent validation of wave energy assessment in Chile covers the 1989–2013 period [15],
where a third generation wave model is used, validated against buoy measurements, to generate
three-hourly sea-state parameters (Hs-Tp pairs). These data are then propagated from offshore to
nearshore locations by means of the SWAM model, to characterise the wave climate along the entire
coast. Validation results show good agreement between modelled and measured data, with errors of
less than 10%. Wave power and seasonal variability in Chile increase with the latitude, which fluctuates
between 20 and 35 kW/m in the areas close to shore, and where the most energetic sea-states happen
in winter. These results and others [16] show lower wave resource potential, about 5–10 kW/m lower,
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compared to previous studies, which suggests that previous assessments may have overestimated the
wave resource [17].

However, these studies have been developed within a period of 30–40 years, and, thus, historical
trends of wave energy are not considered. In the present study, the objective was to analyse the
long-term variability of the wave energy resource in Chile, studying the wave energy resource in Chile
over the 20th century and comparing the results from the Chilean coast to other locations. Following
the recommendations by the World Meteorological Organization [18,19], reliable estimation of climate
variables requires at least 30 years of data. These data may be obtained by means of different techniques:
buoy measurements [20], observations from ships [21,22], satellite altimeter [23,24] or models and
reanalysis datasets [5,25–31]. The latter method was used in the present study, using the ERA20
reanalysis from the European Centre for Medium-Range Weather Forecasts (ECMWF), calibrated with
the ERA-Interim (ERAI) reanalysis.

Among the different techniques to estimate climate variables, the satellite altimeter has
considerably improved in the recent decades, generating very interesting data for long-term wind
or wave trends. For instance, Young et al. [24] presented a study of wind speed and wave height
trends in a global scale, which is the only study, to the best of authors’ knowledge, that covers the
same area of study analysed in the present paper (the Chilean shoreline). However, the time period
analysed in [24] is shorter, 23 years between 1985 and 2008, and only the trends of wave heights are
analysed, which may be insufficient to draw strong conclusions on the historical wave energy trends,
since the influence of the wave period is demonstrated to be essential [7]. Young et al. [24] showed
a significant statistical trend for wave heights, analysing mean monthly values in the east of Africa,
in the east of North America and the west of South America (the Chilean coast and south-eastern
Pacific Ocean). Furthermore, the increase of wind speed is very important in Chile, due to the effect of
a hot spot (a positive trend of 15%/decade) in the middle of the Pacific Ocean at equatorial latitudes.
Thus, according to [24], wave height trends are large in Chile, showing a positive trend between 0%
and 0.25% per year, meaning that a typical wave of 2 m height would increase about 5 cm per decade.

A similar analysis is carried out in [30,31], where the global wave energy resource is assessed via
the ERA40 reanalysis, the previous version of the ERAI reanalysis used in this paper. Wave trends
in [30,31] are calculated by means of a linear regression. As for the study carried out in [24], positive
wave trends are found in [30,31] for the Chilean coast, where these trends are also shown to increase
with the latitude. More precisely, wave trends of about 1 kW/m/decade are found in the north of
the Chilean coast, while trends of 2 kW/m/decade are observed in the south, which implies about
3.3%/decade for a mean wave power of 60kW/m. Additionally, other studies, such as [32], also show
long-term wave energy resource variations in several areas.

Therefore, a precise characterisation of the resource requires the analysis of long-term variations,
including a time-evolving description of the resource, to accurately understand the resource in
which the WEC is deployed. However, wave energy resource assessment studies commonly rely
on recent past data (typically, between 10 and 30 years of past data), and analyse the resource as
a static element, even though it has been widely demonstrated that the ocean is a highly dynamic
environment [7,14,30,31]. The objective of this paper is to fill this gap for the Chilean coast, analysing
the long-term trends of wave energy over the 20th century. In addition, the impact of these variations
is evaluated on a realistic point absorber (PA) type WEC, similar to the real Corpower device.

The remainder of the paper is as follows: Section 2 presents the datasets and the methodology
to calibrate and study the wave trend, Section 3 describes the realistic WEC and the hydrodynamic
model employed to evaluate its power absorption, Section 4 shows the results related to the resource
variations and the power absorptions, Section 5 discusses the results and Section 6 presents the
conclusions of the study.
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2. Wave Data and Methodology

2.1. Wave Data

Two different sources of wave data are used in this paper. On the one hand, two reanalyses of the
ECMWF are employed and, on the other hand, wave data collected via buoy measurements is used.
Further information about both ECMWF reanalyses and buoy measurements is given in Sections 2.1.1
and 2.1.2.

2.1.1. ERA20C and ERA-Interim Reanalyses

The two reanalyses of the ECMWF used in this study are the ERA20C and ERA-Interim reanalyses
(ERA20 and ERAI henceforth). The ERA20 reanalysis is ECMWF’s first atmospheric reanalysis,
which covers the whole 20th century. In the ERA20 reanalysis, observations of surface pressure
and surface marine winds are assimilated [33] by means of a 4D-Var analysis. More observations are
available, the more reliable are the data generated via the ERA20 reanalysis [34]. Consequently, the data
provided by the ERA20 reanalysis are more accurate in the northern hemisphere, although they have
also been used for the study of historical wave trends and coastal evolution in different locations of the
southern hemisphere [35–37]. The spatial resolution of the ERA20 reanalysis is approximately 125 km
and wave parameters can be obtained three-hourly [34].

The ERAI reanalysis is also a global reanalysis, but only covers the time period since 1979.
The wave model implemented in the ERAI reanalysis is the Wave Modelling Project (WAM)
approach [38], which reduces the error in the wave period assimilation, compared to previous ECMWF
reanalyses, such as the ERA40 [39]. The ERAI reanalysis also assimilates data via a 4D-Var method,
but using a 75 km spatial resolution and providing wave parameters every six hours [40].

Therefore, the ERA20 reanalysis was calibrated against the ERAI reanalysis, providing more
precise wave data for the whole 20th century. Due to the discrepancy of the temporal resolution
between ERA20 and ERAI, only six-hourly data were used in the calibration and the calibration was
carried out in the intersection period between both reanalyses, which spans 32 years from 1979 to 2010.

2.1.2. Buoy Measurements

Buoy data used in the present study were provided by the SHOA (Spanish acronym of the Chilean
Navy Hydrographic and Oceanographic Service). Data from two specific locations were used, i.e.,
Iquique and Valparaiso, depicted in Figure 1 together with the complete study area, from the Magellan
Strait to the Peruvian border in the southern Pacific Ocean.

Table 1 shows the characteristics of the two buoys: the exact position (longitude, latitude),
the distance to the nearest gridpoint in the reanalyses and the time period in which data were collected.

Table 1. Main characteristics of the buoys.

Buoy Longtitude Latitude Distance (km) Period

Iquique −70.25 − 20.25 38 2004–2008
Valparaiso −71.65 −32.97 33 2000–2003
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Figure 1. The complete area of study and the exact location of the two buoys used in this study.

2.2. Methodology

2.2.1. Computation of the Wave Energy Flux

Although the WEF is directly obtained from the parameters available in the reanalysis, it can be
given as a function of Hs and the energy period (Te) as follows [41],

WEF = 0.49H2
s Te. (2)

However, the wave period data provided by SHOA include only Tp for our validation. Therefore,
to calculate the WEF at the buoy, Equation (2) needs to be adapted by including a correction coefficient
between Te and Tp, similar to the α = Te/Tp coefficient described in [42]. According to this study, for a
standard JONSWAP spectrum, α reaches 0.90. We took into account the correction factor α for Tp given
by the reanalysis data in the validation procedure at the buoy’s nearest gridpoint. The power matrix of
the WECs is given also for Tp and this period was therefore used for the analysis of the production of
our device.

On the other hand, Wave Period Ratio (WPR) described in [7,8,41] which relates the energy period
to the average zero-crossing period was obtained for the trend computation of wave period. The WPR
changes depending on the area of study, which, in the case of Iquique and Valparaiso, lies between
0.8 and 1. Furthermore, mean wave period and average zero-crossing period are very similar, within
an error of 10% for monthly means values used for the trends. In any case, this kind of scale factors
does not affect the results of the trends, since they constitute the relative slopes of the absolute values.
Thus, Tm is the chosen period for the representation of maps, because it is one of the most frequently
used parameters for the description of the wave period.
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2.2.2. Directional Quantile-Matching Calibration

The calibration or bias correction is usually referred to as the classified quantile-matching method,
although it has also been named in the literature as probability mapping [43], quantile-quantile
mapping [44,45], statistical downscaling [46] or histogram equalization [47]. This calibration method
is commonly used in the literature to calibrate temperature, precipitation, wind speed or other
parameters [48–52].

The classified quantile-matching method presented in this paper allows for a more sophisticated
classified calibration, where the relevance of each variable in the calibration can be considered. Hence,
instead of using a single transfer function for the whole time-series, as in the previous studies of the
authors [7,8], different transfer functions are used for each time-interval. In the case of wind speed,
the variable used for the classification can be directionality, using four main wind directions (northeast,
southeast, northwest and southwest). That way, a different transfer function is obtained for each
direction interval, for a total of four transfer functions.

Another option is selecting irregular directional intervals to match the specific characteristics, i.e.
the predominant wind directions, of the location under analysis. This type of classification is known
as wind rose bias correction [53], which is an interesting approach for wave resources, due to their
directional characterisation. The closer to the shore, the more defined this directionality is, which in
the case of the Chilean coast, is significantly dominated by the western waves. More specifically,
the predominant wave direction in Iquique and Valparaiso, illustrated by the wave roses depicted
in Figure 2, is the southwest direction. Therefore, the strong directionality of the wave resource in
Iquique and Valparaiso justifies the use of the classified quantile-matching technique for the calibration,
using wave direction as the variable for the classification.

(a) (b)

Figure 2. Wave roses of the two buoys: (a) Iquique; and (b) Valparaiso.

To consider the directionality of the wave resources, seven transfer functions for seven intervals of
wave direction, following the wave roses in Figure 2, have been created. Hence, the northeast,
southeast and northwest quadrants are represented by a single interval of 90◦, while the southeast
quadrant is divided into four different intervals of 22.5◦. Although the comparative of different types
of distributions is out of the scope of this paper, the seven-interval distribution has been compared
via proof and error to other distribution schemes, such as four quadrant or eight octant regular
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distributions, where the seven-interval distribution scheme provides the best results. In any case,
the visual intuition provided by the wind roses is enough to justify the decision.

In previous studies by the authors in the Bay of Biscay and west coast of Ireland [7,8],
no classification technique is used in the calibration, and, consequently, this directionally-classified
quantile-matching technique can be considered as a novel contribution of this paper in the context of
wave energy. To the best of authors’ knowledge, this is the first time that a wave rose bias correction is
used, analogous to the aforementioned “wind rose bias correction”.

This method is a statistical method that matches the values with the same quantile between the
ERA20 and ERAI reanalyses. Hence, by calibrating the ERAI reanalysis against the ERA20 reanalysis,
using the directionally-classified quantile-matching technique, directionally-calibrated wave data
(dcERA20) can be obtained. The process is divided into the following steps:

1. Classify sea events according to the previously selected direction intervals.
2. Compute the WEF of each event for the ERAI and ERA20 reanalyses in their intersection period

(1979–2010).
3. Calculate the cumulative probability functions for both reanalyses.
4. Obtain a transfer function between the couple of WEF values with the same quantile, for each

direction interval in the intersection period.
5. Apply these transfer functions to all the historical values of ERA20 (1900–2010) to obtain the

calibrated dcERA20 time-series.
6. Verify the calibrated values against buoy measurements collected at the closest point.

2.2.3. Evaluation Metrics

Six statistical metrics were used for the validation of the calibration procedure against the
two buoys, that is to say, to compare the non-calibrated data from the ERA20 reanalysis with
the directionally-calibrated dcERA20 wave data and the ERAI reanalysis, used as the basis of
the calibration:

1. Pearson’s correlation of the WEF, represented by the exterior arc of a Taylor Diagram [54].
2. The root mean square error (RMSE) for the WEF, represented by the interior arc of a Taylor

Diagram centred on the Observation point.
3. The SD of the WEF series represented by the interior arc of a Taylor Diagram that passes from

the observation point on the X axis. This allowed for a visual comparison of the variability given
by the SD in the observations and the wave models.

4. The variability of the data in relative terms was also analysed by the previously mentioned COV.
5. The bias of the WEF with respect to the buoy measurements, which can be more relevant than

the RMSE or other absolute errors, since it facilitates to identify under- and over-estimation.
6. The mean absolute percentage error (MAPE) of the WEF, which represents the absolute error to

be reduced by the calibration procedure.

2.2.4. Wave Resource Maps

The historical evolution of the resource is also represented by means of maps, showing wave
trends of the entire area of study. The trends were computed using the non-parametric Theil-Sen [55,56]
method, which fits a line using the median of the slopes. The significance of the trend at each grid
point was evaluated at a 95% confidence level using bootstrap resampling with 1000 samples.

Thus, different variables are illustrated using maps:

1. The average Hs, Tm and WEF values for the entire area of study, based on the ERAI reanalysis,
which provides a picture of the wave resource in the recent decades. In addition, the map with
the average WEF is useful to identify the highest energetic locations (see Section 4.2.1).
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2. The COV over the whole study area, also based on the ERAI reanalysis. Together with the average
WEF map, the COV map can help to identify interesting locations for the implementation of
WEC farms (see Section 4.2.1).

3. Decadal trends of the average Hs, Tm and WEF values over the 20th century, using the dcERA20
reanalysis, to show resource variations (Section 4.2.2).

4. Decadal trends of the seasonal WEF for the four seasons. The seasonal analysis provides more
insight into the contribution of each season to the annual wave energy trend (Section 4.2.3).

3. Hydrodynamic Modelling

Several different WECs have been suggested in the literature to extract energy from ocean waves.
Based on their working principles, all WEC can be categorised into four main groups [1]: overtopping
devices, oscillating water column devices, oscillating wave surge converters and PAs. Although
none of the prototypes suggested so far has yet achieved commercial viability, a large part of the
most developed prototypes are PAs, such as the CETO [57], Seabased [58] and the Corpower [59]
devices. The PA used in this study is inspired by the Corpower device, referred in the following as the
cPA, illustrated in Figure 3a, adapted from [60]. Further details about the characteristics of the WEC
implemented in this study are provided in [8].

(a)

(b)

Figure 3. The illustration (a); and the power-matrix (b) of the Corpower device.

Power production capabilities of the cPA for a wide range of sea-states, represented using
irregular-wave time-series based on the JOSNWAP spectrum [61], were estimated via numerical
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simulation, computing the power-matrix depicted in Figure 3b. The behaviour of the cPA in this
study was evaluated by analysing its motion in two degrees of freedom, as in [59], following the linear
Cummins’ equation [62] as follows,

(M + μ∞)ẍ(t) = Fex − KHx −
∫ t

0
Krad(t − τ)ẋ(τ)dt + Fvisc + FPTO + FMOO + FEndStop, (3)

where M and μ∞ are the mass and infinite added-mass matrices; x, ẋ and ẍ are the displacement,
velocity and acceleration of the device, respectively; Fex is the excitation force; KH is the hydrostatic
stiffness; Krad is the radiation impulse response; FPTO is the PTO force; FMOO is the mooring force;
and FEndStop is the force that reproduces the end-stop effect of the PTO mechanism. The only
nonlinearity included in the model is the viscous force (Fvisc), which is modelled using a quadratic
damping based on a Morison-like equation [63] as follows,

Fvisc =
1
2

ρCD AD(ẋ − V0)|ẋ − V0| (4)

where ρ is the water density, CD is drag coefficient, AD is the characteristic area of the WEC and V0 is
the velocity of the undisturbed water flow.

The objective of the present study was to study the impact of wave energy resource variations,
assessing the power produced by the cPA over the 20th century off the Chilean coast. Nonlinear effects,
such as nonlinear Froude–Krylov forces, are shown to be essential for accurately estimating power
production capabilities of PAs [64] and, more specifically, for the Corpower device [65]. However,
since the authors are only interested in the relative values of the comparison, the mathematical model
based on the linear Cummins’s equation is considered adequate.

Similarly, the need for including the most relevant PTO dynamics, losses and constraints to
accurately estimate power production capabilities of a WEC is demonstrated in [66]. Nevertheless,
the present paper focuses on the impact of wave energy resource variations, for which analysing power
absorption is found sufficient. However, constraints of the PTO system significantly affect the power
absorption of a WEC. Therefore, three main constraints usually included by any PTO system, i.e.,
displacement, velocity and force constraints, are also considered, similar to [67].

4. Results

4.1. Evaluation Versus Buoys

Figure 4a,b illustrates the Taylor Diagrams for the Iquique and Valparaiso locations, respectively,
where Pearson’s correlation, the RMSE and the SD between the ERA20, ERAI and dcERA20 reanalyses
are shown. The correlation of the dcERA20 reanalysis is shown to be very similar to that of the original
ERA20, meaning that the correction did not improve the correlation. The correlation of the ERAI
reanalysis, which is the upper limit for the calibration, is shown to be about 0.9 in both locations, while
the ERA20 and dcERA20 show correlations of about 0.7–0.8. However, the dcERA20 reanalysis shows
reasonable improvement in RMSE and SD. The RMSE for the ERA20 reanalysis is above 10 kW/m
for Iquique, while reducing below that threshold after calibration. The RMSE reduction is even more
significant for Valparaiso, reducing the WEF from 20 kW/m to 15 kW/m. In the case of the SD ratio,
which shows the ratio between SDs of the wave models and buoy measurements, the calibration
corrects the SD from 4/14 to 11/14 in Iquique, and from 6/22 to 18/22 in Valparaiso, which mean
an improvement of over 50% in both cases. Hence, despite the low impact of the calibration on the
correlation, the calibration is shown to significantly improve the wave data, approaching the more
reliable ERAI reanalysis.
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Figure 4. Taylor Diagrams for Iquique (a) and Valparaiso (b) buoys.

Analysing other metrics described in Section 2.2.3, the effect of the calibration is even more
evident, as shown in Tables 2 and 3. In Iquique, the ERA20 reanalysis underestimates the WEF,
compared to the observations, which is corrected in the dcERA20 reanalysis, as presented in Table 2.
This underestimation results in a negative bias of the ERA20 and a MAPE of only 37%. In contrast,
the MAPE of the dcERA20 is halved due to the calibration. Important underestimation of the COV is
also shown in Table 2 for the ERA20 reanalysis, which is remarkably corrected by the calibration.

Table 2. Mean WEF, bias and MAPE metrics for Iquique.

IQUIQUE Mean WEF (kW/m) COV Bias (kW/M) MAPE (%)

ERAI 17.4 0.64 1.7 10.8
ERA20 9.9 0.41 −5.9 37.3
dcERA20 18.6 0.62 2.9 18.5
Buoy 19.7 0.69 - -

In the case of Valparaiso, the improvement of wave data due to the directional calibration method
is even more important, as shown in Table 3, reaching mean WEF, COV, bias and MAPE values very
close to the ERAI reanalysis, which sets the upper limit of the calibration. The mean WEF is improved
substantially, reducing the MAPE from 56% to 4% and correcting the strong underestimation of the
ERA20 reanalysis. The bias is also significantly reduced, from −17.6 to −1.2, and the COV given by
the the dcERA20 reanalysis is identical to the COV obtained from the ERAI reanalysis. It should be
noted that the COVs obtained from the buoy measurements in Iquique and Valparaiso are similar to
the COV metrics presented in [14] for the same area, although data from different buoys were used:
0.6 in northern Chile [14], which is slightly lower than the 0.69 observed in this paper for Iquique;
and 0.8 in central Chile [14], slightly higher than the 0.7 observed in this study for Valparaiso.
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Table 3. Mean WEF, bias and MAPE metrics for Valparaiso.

VALPARAISO Mean WEF (kW/m) COV Bias (kW/M) MAPE (%)

ERAI 31.0 0.60 −0.3 1.17
ERA20 13.8 0.42 −17.6 56.0
dcERA20 30.1 0.60 −1.2 4.1
Buoy 32.3 0.70 - -

4.2. Representation of Maps in the Study Area

4.2.1. Mean Values

Figure 5a–c shows, respectively, the mean values of Hs, Tm and WEF obtained from the ERAI
reanalysis between 1979 and 2010. Mean Hs reaches very significant values in the south (up to 3.5 m)
and progressively diminishes towards the north, with a minimum mean Hs of 1.7 m shown in the
north of the country. The case of the Tm is exactly the opposite, where the mean Tm increases towards
the north, with areas of long wave periods (up to 10 s) in the north and relatively short periods (about
7 s) in the south. Since the WEF is proportional to the square of Hs, as shown in Equation (2), the WEF
follows the same spatial distribution as the Hs, meaning that wave power is highest in the south of the
country. The results of the nearshore WEF, as shown in Figure 5c, are consistent with the recent study
by Lucero et al. [15].

The map that illustrates the COV along the Chilean coast is shown in Figure 5d, where the spatial
distribution of the COV is similar to that shown in [14], with COV values increasing towards the south.
Additionally, one can observe a relation between the most energetic area in the south and the highest
COV, and the decrease of both parameters towards the North. Consequently, the two locations under
analysis in this paper (Iquique and Valparaiso) show reasonably low COV values (about 0.6). Note that,
in the map illustrated in Figure 5d, and the maps shown in the following sections, purple cells with an
x symbol mean that there is no significant variation at a 95% confidence level in that location.

(a) Mean Hs (b) Mean Tm

Figure 5. Cont.
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(c) Mean WEF (d) Mean COV

Figure 5. Mean values of Hs (a), Tm (b), WEF (c) and COV (d) in the study area.

According to the spatial distribution of the mean WEF and the COV, Valparaiso shows interesting
characteristics for the deployment of a WEC and, therefore, wave data from the dcERA20 reanalysis
for the closest gridpoint to Valparaiso were used to evaluate historical wave resource variations and
their impact on the power production of the cPA presented in Section 3.

4.2.2. Decadal Wave Trends

Decadal trends of the wave resource in Valparaiso are shown in Figure 6, where the evolution of
the WEF, Hs and Tp are given in kW/m/decade, cm/decade and centiseconds per decade (cs/decade),
respectively. The Hs is shown to increase slightly in the central and northern latitudes of Chile
(1 cs/decade), while more significant increases (up to 5 cs/decade) are observed in the southern
latitudes, as illustrated in Figure 6a. A similar pattern is also observed for WEF variations, as shown
in Figure 6c, where the WEF increases up to 2 kW/m/decade. In contrast, variations of the mean
Tp seem to be negligible in the north of the Chilean coast, while the Tp increases significantly (up to
4 cs/decade) in the central and southern latitudes. These results are consistent with the results shown
in [24] for the Hs and in [30] with respect to the WEF. Trends of the COV are also studied over the
20th century, but are not shown in Figure 6, because the results do not show any significant variation
at a 95% confidence level.
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(a) Non-seasonal Hs trends (b) Non-seasonal Tm trends

(c) Non-seasonal WEF trends

Figure 6. Trends of Hs (cm/decade) (a), Tm (cs/decade) (b) and WEF (kW/m/decade) (c) in the study area.
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4.2.3. Seasonal Wave Energy Trends

The calibration of the ERA20 reanalysis, described in Section 2.2, can also be classified
according to the seasonal variations, creating a transfer function for each season, referred to as
the seasonally-calibrated ERA20 (scERA20). Figure 7a–d shows the four maps corresponding to the
decadal WEF trends for autumn, winter, spring and summer, respectively, along the Chilean coast.
The results obtained from the scERA20 show a relevant hot spot in the south of Chile, where the
wave trend is particularly strong in autumn and winter (up to 2.5 kW/m/decade). This wave trend
is still positive in the central and northern latitudes of the Chilean coast, although the wave trend is
slightly weaker (about 0.5 kW/m/decade). Wave resource variations are slightly different in spring,
where the positive wave trends can be observed in the south (up to 2 kW/m/decade) and north (about
0.5 kW/m/decade) of the Chilean coast. However, no significant variations are observed in the central
latitudes, where the resource is consistent all over the 20th century, as illustrated in Figure 7c. Finally,
resource variations over the 20th century are negligible in summer, as shown in Figure 7d.

(a) WEF trends in autumn (b) WEF trends in winter

Figure 7. Cont.
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(c) WEF trends in spring (d) WEF trends in summer

Figure 7. Wave energy trends for autumn (a), winter (b), spring (c) and summer (d).

4.3. Wave Trends and Power Production in Valparaiso

4.3.1. Wave Resource Variations

According to Figure 6, which is created using wave data from the dcERA20 model, decadal Hs, Tm

and WEF trends are approximately 1.2 cm/decade, 2. 5 cs/decade and 0.4 kW/m/decade, respectively.
A more detailed study, analysing each do-decade of the 20th century separately, shows that the mean
WEF in the first do-decade, i.e., 1900–1920, was about 19.1 kW/m/decade. Hence, the decadal
WEF increase of 0.4 kW/m shown in Figure 6c corresponds to a decadal increase of about 2%
(0.39/19.1 × 100 = 2%).

The scatter-diagram of the resource in this first do-decade of the 20th century is illustrated
in Figure 8a, where the most frequent Hs and Tp are shown to be 1.5 m and 10.5 s, respectively.
Wave trends of the next do-decades are shown as relative variations (in percentage) with respect to
the wave resource in the first do-decade, as shown in Figure 8b, where the decadal increase of 2% is
also illustrated. This general trend is consistent with other studies carried out in the same area [24,30].
However, as depicted in Figure 8b, the inter-decadal trends over the 20th century are highly irregular,
with significant increases in some do-decades, between 1920 and 1960, for example, and a strong
reduction in others, such as between 1960 and 1980.

The bars in Figure 8 show the increase of WEF, Hs and Tp in percentage at each do-decade,
with respect to the first do-decade. These bars show a progressive increase of the wave period all over
the century, while the WEF and Hs show more irregular patterns, with significant increases in the
first two do-decades, and a very strong decrease in the fourth do-decade. The WEF and Hs increase
again in the last do-decade. Despite the irregular variations in the different do-decades, wave energy
resource variations are significantly more consistent compared to the progressive strong increases
detected in the Bay of Biscay and west coast of Ireland in [7] and [8], respectively.
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(a)

(b)

Figure 8. The scatter-diagram of Valparaiso using the data for the first do-decade of the 20th century
(1900–1920) (a) and the variations of the resource over the century (b).

4.3.2. Impact on Wave Energy Absorption

The power absorbed from ocean waves by the cPA is assessed using the annual mean power
production (AMPP) metric. Figure 9 illustrates the variation of the AMPP over the 20th century, if the
cPA were deployed in Valparaiso. AMPP variations follow the same pattern as the WEF variations,
illustrated in Figure 8. However, AMPP variations are lower than resource variations. An increase of
6% in AMPP is observed in the second do-decade, with respect to the first do-decade, while the
resource increases by 8%. This difference is even larger for the third do-decade, with an increase
of over 12% in WEF, while the increase in AMPP is almost identical to the second do-decade (6%).
The reason the AMPP does not increase with the WEF may be the variation of the mean Tp between
the second and third do-decades. While WEF increases in the second do-decade, the variation of the
mean Tp is negative, meaning that the resource shows lower wave periods, getting closer to the natural
period of the cPA (5.2 s). In contrast, mean Tp variation in the third do-decade is positive, which
means that the mean Tp moves away from the natural period of the cPA and, as a consequence, limits
the increase in AMPP. Likewise, WEF variation is very similar in the second and fifth do-decades,
as shown in Figure 8, while the AMPP increase depicted in Figure 9 is significantly lower in the fifth
do-decade. The only difference between resource variations in the second and the fifth do-decades
is again the mean Tp, which is significantly larger in the fifth do-decade. Consequently, the same
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increase in WEF does not involve the same increase in AMPP, illustrating the relevance of wave period
variations.

Figure 9. AMPP variation over the 20th century in Valparaiso (Chile) and Galway bay (Ireland).

5. Discussion

The wave trend results of the calibrated wave model presented in this paper for the Chilean coast
are consistent with previous studies presented in the literature, either based on data from satellite
altimeter [24] or reanalyses [30,31]. The particular case of Valparaiso presented in this study shows an
overall WEF increase of 2%/decade over the last century, while previous studies show increments of
0–3.3% from the north to the south of Chile. In any case, this general slope is important only for the
validation of the calibration, since the barplot presented in Figure 8 shows that resource variations are
quite irregular over the century, including relatively strong decreases between the third and the fourth
do-decades. This irregular trend, without a clear uniform variation profile, contrasts the almost linear
increment profile observed in the Atlantic Ocean, more specifically, in the Bay of Biscay [7] and the
west coast of Ireland [8].

This non-uniform behaviour in trends over the different decades suggests that the causes of
the detected variations may be complex and multiple. Although these kind of variations are often
attributed to climate change [9], different, relatively unknown global mechanisms may also play an
important role.

The comparison of the wave resources in the Chilean coast and the west coast of Ireland is a
judicious comparison, due to their similar wave power, as shown in [14]. However, an important
difference between Chile and Ireland, also pointed out in [14], is the COV, which is significantly
greater in Ireland. In fact, results for the COV presented in [14] are similar to those presented in the
present study, where a longer time-period is analysed. Hence, the wave resource in Chile is shown
to be significantly more consistent than the wave resource in the west coast of Ireland. However,
the impact of a more consistent resource on the AMPP of WECs is not analysed in [14]. Figure 9
compares the variations of the AMPP for the same cPA in the Chilean coast and the west coast of
Ireland, where AMPP variations are shown to be significantly lower in Chile, as expected. It should
be noted that Valparaiso is located in the centre of Chile, while the variability of the resource (as the
WEF) increases most in the southern latitudes [14].

Apart from the differences in resource variations and their impact on WECs’ power production
capabilities, the frequency of storms is another important factor in the process of selecting the optimum
location to install a WEC farm. Storms imply that WECs are shifted into survivability mode in order to
protect them from structural damages, which directly affects the cost of the structure. A simple method
to quantify the frequency of storms is using a maximum Hs value (HMAX

s ) that delimits the operational
space of the WEC, above which the WEC shifts into survivability mode. The same method is used
in [68] or [8], among others. The HMAX

s = 4 m value is found to be quite restrictive in [8], where the
AMPP is shown to be drastically reduced, up to 50%, compared to the unlimited case. The events
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where the wave resource exceeds the HMAX
s limit are referred to as off-limit events, and the frequency

of these off-limit events is shown in Figure 10a. These off-limit events represent 20% of the resource
off the west coast of Ireland at the beginning of the 20th century, which has significantly increased,
up to almost 30%, by the end of the century. In contrast, using the same HMAX

s limitation, the off-limit
events represent less than 1% of the resource in Valparaiso, which remains quite constant over the
whole century.

(a)

(b)

Figure 10. Occurrence of the off-limit sea-states (a) and its impact on the AMPP of the Corpower device
(b) over the 20th century in Valparaiso (Chile) and Galway bay (Ireland).

The impact of this difference in the frequency of off-limit events on the AMPP is shown in
Figure 10b, where the AMPP is shown to decrease up to a 50% off the west coast of Ireland, while only
decreasing by 1% in Valparaiso. Hence, the significantly more consistent and mild wave resource
in Chile represents a more attractive location, compared to Ireland, for the implementation of wave
energy projects, allowing for cost minimization and facilitating deployment or maintenance operations.

The Southern areas of the Pacific Ocean lack detailed data coverage for reanalyses during the
early parts of the 20th century. Even in periods relatively close in time (1985–2012), the lack of a
dense coverage by observations over scarce data regions of the Pacific implies that the computations
of surface heat fluxes over the Eastern Pacific show there the highest errors [69]. In long reanalysis
spanning back in time to early instrumental periods, such as is the case with ERA-20CM or 20CRA,
observations poorly constrain the reanalyses during early 20th Century. This is evident in the higher
spread of the forcing by HadISST during 1900 versus 2000 in ERA20-CM or the lack of closure of the
surface energy balance during early years over that area even though SSTs are prescribed [70]. In the
case of 20CRA, there appear lacking trends of the Pacific Circulation or the Pacific-North American
(PNA) pattern [71]. The smaller number of observations over the southern Pacific during early 20th
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Century [34] affects the ability of the ERA-20C reanalysis to simulate a realistic PNA index and other
atmospheric indices before 1940. Since ocean waves are produced by atmospheric forcing at the surface,
the fact that these problems due to data coverage of the early period have already been identified in
the literature point that the use of bias correction techniques such as the ones used in this paper might
be more important in Southern Pacific areas than in others. However, since different bias correction
techniques are available [72,73], it will be interesting in the future to compare the results presented in
this paper with the ones from complementary techniques.

6. Conclusions

Results of the ERA20 reanalysis of the European Centre for Medium-Range Weather Forecasts has
been shown unreliable when comparing to buoy measurements. However, the directional calibration,
based on the ERAI reanalysis, presented in this paper, is shown to significantly improve the results
of the ERA20 reanalysis. This calibration provides reasonably reliable wave data for the whole 20th
century, which allows the study of long-term wave resource variations off the Chilean coast.

Positive wave trends over the 20th century off the Chilean coast are detected in the present
study, with the southern coast showing the most significant variations. However, in contrast to other
locations in the Atlantic Ocean, the positive wave trend in the Chilean coast is reasonably irregular,
with the strong increases of the wave resource in some do-decades and significant reductions in others.
These irregular variations indicate that a straightforward attribution of these changes to climate change
may be misleading and, thus, further research is needed to establish the driving mechanisms behind
these trends. In addition, although long-term variations are significant, about 2kW/m/decade over the
20th century, inter- and intra-annual variations, represented by the coefficient of variation, are shown
to be significantly lower than in other locations in the Atlantic Ocean.

These resource variations over the 20th century also affect the the power absorption of wave
energy converters, although variations on annual mean power production do not exactly agree with
the variations of the wave energy resource. Similar to the wave energy resource variations, annual
mean power production variations are significantly lower in the Chilean coast than off the west
coast of Ireland. In addition, the frequency of storms, for which the wave energy converters shift to
survivability mode, is significantly lower in the Chilean coast (always lower than 1%), compared to
the west cost of Ireland (up to 30%). This directly affects the annual mean power production of wave
energy converters, and the design of different aspects of the wave energy converters, such as mooring
lines, foundations and the structure.

Hence, the selection of the optimum location for the implementation of a wave energy converter
farm should consider both short- and long-term variations of the wave energy resource where the
farm is planned to be installed.
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Abbreviations

The following abbreviations are used in this manuscript:

AMPP Annual mean power production
CF Capacity factor
COV Coefficient of variation
cPA Corpower-like point absorber
dcERA20 directionally-calibrated ERA20
ECMWF European Centre for Medium-Range Weather Forecasts
ERAI ERA-Interim
MAPE Mean absolute percentage error
PA Point absorber
PTO Power take-off
RMSE Root mean square error
scERA20 seasonally-calibrated ERA20
SD Stadard deviation
WEF Wave energy flux
WEC Wave energy converter
WPR Wave period ratio
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Abstract: An analysis of the variability of wave climate and energy within the Black Sea for the period
1960–2011 was made using field data from the Voluntary Observing Ship Program. Methods using
wavelet analysis were applied. It was determined that the power flux of wave energy in the Black
Sea fluctuates: the highest value is 4.2 kW/m, the lowest is 1.4 kW/m. Results indicate significant
correlations among the fluctuations of the average annual wave heights, periods, the power flux
of wave energy, and teleconnection patterns of the North Atlantic Oscillation (NAO), the Atlantic
Multi-decadal Oscillation (AMO), the Pacific Decadal Oscillation (PDO) and the East Atlantic/West
Russia (EA/WR). It was revealed that, in positive phases of long-term periods of AMO (50–60 years)
as well as PDO, NAO, and AO (40 years), a decrease of wave energy was observed; however,
an increase in wave energy was observed in the positive phase of a 15-year period of NAO and AO.
The positive phase of changes of EA/WR for periods 50–60, 20–25, and 13 years led to an increase of
wave energy. The approximation functions of the oscillations of the average annual wave heights,
periods, and the power flux of wave energy for the Black Sea are proposed.

Keywords: wave energy; wave climate variability; wavelet analysis; teleconnection patterns

1. Introduction

Currently, numerous opportunities for renewable natural energy sources, such as wind and wave
energy, are being widely discussed. The energy obtained from natural sources is environmentally
friendly because it does not require the creation of special production cycles that often can pollute the
environment, especially the atmosphere. For example, a unique wave energy plant was constructed in
the harbor of a small fishing village Mutriku at the Basque Atlantic coastline.

To convert wave energy into electricity, special wave energy converters (WEC) are under
development and are the subjects of significant research. A review of technologies which extract
wave energy, an overview of wave energy potential, and the wave energy cost can be found in Rusu
and Onea [1]. They have shown that the global wave power resources are 2.11 ± 0.05 TW [2].

At the same time, the distribution of wave power resources is nonhomogeneous in the World
Ocean. Therefore, for the implementation of projects on wave energy use, an analysis of the available
local wave energy potential is required. Traditionally, the energy potential estimations of different
parts of the World Ocean are performed by modeling waves based on wind reanalysis; for example,
studies by Atan and Goggins [3] and Soares et al. [4] discuss the Atlantic.

The Black Sea is an inland sea connected to the Mediterranean Sea by the Bosporus Strait.
Its resources, including possible wave energy, have the great economic importance for the countries
on its shores, such as Russia, Turkey, Georgia, Ukraine, Bulgaria, and Romania. For the Black Sea,
such estimations for the all water area for periods 1900–2010 and 1990–2014 was conducted by
Galabov [5], Rusu [6], and Divinsky and Kosyan [7]. The analysis for the wave energy potential
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along the southeastern coastline for the period 1995–2004 was performed in studies by Akpınar and
Kömürcü [8,9].

Variability in the global climate can lead to changes in the wave climate. Recent studies have
shown that a variability of climate is reflected in fluctuations in large-scale atmospheric circulation.
These fluctuations are determined by so-called teleconnection patterns, for example, the North Atlantic
Oscillation (NAO), the Atlantic Multi-decadal Oscillation (AMO), the Pacific Decadal Oscillation (PDO),
the Arctic Oscillation (AO), and the East Atlantic-Western Russia pattern (EA/WR). Changes of
teleconnection patterns can be described by corresponding climatic indices. Many studies have
demonstrated the influence of these climatic indices on the variability of regional storminess, including
the region of Black Sea [10–17]. For example, periods of wave climate variability for a 4–10 period were
associated with fluctuations of the North Atlantic Oscillation, and a decrease in storms in the 2000s
as associated with the low-frequency variability of the East Atlantic-Western Russia teleconnection
pattern [11,13]. Long-term fluctuations (40–50 years) of maximum annual wave heights were identified
in Polonsky et al. [12], and it was shown that fluctuations can be associated with changes of the Atlantic
Multi-decadal and Pacific Decadal Oscillations.

Therefore, for wave energy extraction projects, it is necessary to know the regularities and trends
of long-term changes of wave climates as well as their connection with global climate change. Notably,
as a result of time-consuming computational costs and insufficient accuracy of wind reanalysis on
large time scales, wave energy estimations are often made on time scales of 10–35 years and poorly
reproduce fluctuations of long-term periods [18].

Meanwhile, as has been shown in Galabov [5], the modelling data obtained using different wind
reanalysis may lead to significantly different estimates of wave energy for the same regions of the
Black Sea. Accordingly, estimations for the average annual wind power flux for the entire Black
Sea have varied considerably in recent studies, calculated at 3 kW/m in Akpınar and Kömürcü [9],
6–7 kW/m in Aydoğan et al. [19], and about 3–4 kW/m in Divinsky and Kosyan [7]. The maximum
decadal average wave power of the Black Sea for 110 years (1900–2010) fluctuated from 2.7 kW/m
to 3.3 kW/m during the period 1941–1950 and then decreased to 2.7 kW/m in the 2000s. Notably,
wave energy fluctuations can be connected with variability in both the AMO and PDO indices [5].

In Divinsky and Kosyan [7], on the basis of modelling data analyses, the western part of the Black
Sea was determined to be more energetic, especially the southwest, where the maximum wave power
energy flux can reach 8–10 kW/m; in contrast, the eastern part is less energetic, about 2–4 kW/m.
At the same time, for the northwestern Black Sea, average annual wave power energy flux was
estimated to be about 4 kW/m [20]. The average annual wave power energy flux estimates made by
Galabov [5] for the southwestern part of the Black Sea did not exceed 3 kW/m and fluctuated from
1.5 to 4 for the period 1900–2010.

Obviously, both the accuracy of the wave models and wind reanalysis data and the length of the
time interval over which such estimates are made should influence wave energy estimates, especially
if there is long-term climate variability of the wave data. To avoid the inaccuracies mentioned above,
it would be better to use the data of field observations and to know the main periods of climatic
variability of the Black Sea. However, detailed analysis of periods of variability of the wave climate for
the Black Sea have not been conducted. Therefore, the main goal of this work is to analyze the wave
climate variability of the Black Sea on the basis of long-term field observations data, to identify the
main periods of climatic variability, and to make estimates of the possible variability of wave energy in
connection with climate change.

2. Data and Methods of Analysis

A significant problem in analysing the variability of the wave climate, especially those of
low-frequency, is the wave data of field observations. Wave data are available in a very limited
volume, which usually belongs to national hydrometeorological services. The observation stations are
located on the shore; therefore, the wave heights are recorded predominantly in the coastal zone of
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the sea. Concurrently, there are no data of continuous long-term (more than 20 years), full-scale field
instrumental observations of the waves. Therefore, for field wave data, we will use the database from
the Voluntary Observing Ship Program (VOS). More details about these observations are available
at [21]. The database contains meteorological observations, including the visual registration of heights
of waves and wave periods carried out by ships on a voluntary basis during sea and ocean routes.
On the base of limited collections of VOS data the widly used wave statistics atlas for marine officers
and naval engineers were developed [22].

One potential weakness in visual wave observations is that they are less reliable than, for example,
satellite or model data because of their low accuracy due to human factor, space-time inhomogeneity,
as well as some difficulties with preprocessing and bias corrections. Despite the quantitative
discrepancies in estimations of wave heights which have been noted by many researchers (up to 40%),
when these estimations are compared with model data and buoys measurements [23–25], these
discrepancies largely relate to comparisons of monthly observations. When comparing mean
annual data, accuracy is significantly increased, and, as noted in Gulev et al. [25], for the majority
of locations, observational uncertainties are within 20% of mean values, which is sufficient for
climatological studies. Notably, the accuracy of comparing VOS data with other instrumental
measurements depends on the number of measuring stations in a given region: the more measuring
stations, the less the discrepancy in the estimation of wave heights. Accuracy also depends on
the preprocessing of VOS data [26]. The precision of modern measurements of wave heights and
periods is comparable to visual observations, as shown in Grigorieva et al. [27,28] and summarized
in Table 1, which is provided by Grigorieva and compiled on the basis of her analysis of wave
data of National Data Buoy Center (https://www.ndbc.noaa.gov) and altimetry data of GlobWave
project (http://www.globwave.org). As seen in Table 1, VOS data are comparable with the data
of direct instrumental measurements and present several advantages. Moreover, in the VOS data,
the parameters of wind driven sea waves and swell are recorded separately.

Table 1. Comparisons of resolution of VOS, altimetry, and buoys data (data provided by Grigorieva).

Parameter VOS Altimetry Buoys Data

Wave height 0.5 m 0.4 m 0.2 m
Wave period 1 s – ≥1 s
Wind speed 1 m/s 1.5 m/s 1 m/s

Direction 10◦ 17–20◦ 10◦

On the basis of the VOS data in the Shirshov Institute of Oceanology of Russian Academy of
Sciences, the Wave Atlas was developed [29]. Because this relies on visual observation data, it is
necessary to control a quality of records for the detection of “bugs” and other potential inaccuracies.
For the Wave Atlas, the following preprocessing of VOS data was made: artificial errors correction or
elimination, correction of small wave heights, examination of extreme wave heights, and inconsistency
of wave parameters, etc. Black Sea VOS data from the Wave Atlas for wave heights are available for
period 1948–2011. However, records of wave heights and periods are only available from 1960.
Accordingly, the wave data of the wind-driven sea with the wave steepness (ratio of height to
wavelength) less than 0.1 for the period 1960–2011 years were selected for analysis, which resulted in a
total of 85,061 records.

The distribution of observation points along the Black Sea, the density of observation data for
different regions, the total number of observations per year, and the dependence of the average annual
wave height on the number of observations are shown in Figure 1. The density of observation data
for the period 1960–2011 for the five main regions of the sea includes: region 1—18,364 observations,
region 2—11,762, region 3—31,132, region 4—15,742, and region 5—7876. Clearly, in recent years,
the number of observations has decreased (Figure 1b), but the average annual wave height is practically
independent from the number of observations (Figure 1c).
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(a) 

 
(b) (c) 

Figure 1. Distribution of observation points for period 1960–2011 along the Black Sea (a), the total
number of observations per year (b), and the dependence of the average annual wave height on the
number of observations (c).

The impact of global climate variability on the wave climate and wave energy will be estimated
on the basis of an analysis of the relationships of the climatic indices (NAO, AO, AMO, PDO, EA/WR)
with heights, periods, and energy of average annual waves. The values of dimensionless climatic
indices, calculated by certain methods, were taken from the website of the National Oceanic and
Atmospheric Administration of the USA [30].

Because the time series of analysed data is rather short (only 52 terms), to reveal the periodicity,
the method of continuous wavelet transform with the Morlet wavelet function was used instead of a
classical spectral analysis [31]. Wavelet transform is a type of scan of the investigated time series by
frequencies that allows us to analyse the structure of non-stationary processes in time and to establish
periodicity even in data containing an incomplete period of change. For a mutual correlation analysis,
the method of wavelet-correlation developed earlier by the authors was applied instead of a classical
correlation analysis [15,18]. Wavelet-correlations are the construction of a correlation function between
the wavelet transforms of two signals and between the same wavelet-frequency bands. It is an analog
of the correlation analysis, for which the original signals are preliminarily filtered on a multitude of
narrow-band signals of characteristic frequency bands; subsequently, the correlations between these
narrow-band signals are analyzed. If the number of such narrow-band signals is sufficiently large,
then each such narrow-band signal can be considered as a quasi-stationary signal that enables an
analysis of the correlation relations between two nonstationary processes.
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For a detailed analysis of the structure of variability processes, the spavlet analysis (analysis of the
spectra of modules of wavelet coefficients) was used [32]. A spavlet analysis is an analog of spectral
analysis of the envelope of the signal. It allows for a determination of amplitude modulations of some
frequency scales. To construct the spectra, we used parametric spectral analysis, also known as the
Yule-Walker method.

3. Fluctuations of the Average Annual Wave Heights and Periods in Connection with the Changes
of Climatic Indices

The changes of average annual wave heights and periods according to VOS data for the Black Sea
from 1960 to 2011 are shown in Figure 2.

(a) 

(b) 

Figure 2. Changes of average annual wave periods (a) and heights (b), VOS data.

Clearly, there are inter-annual fluctuations of the average annual wave heights and periods.
For wave heights, this variability increases in amplitude over the considered time period. However,
the average annual wave height remains practically constant, about 1.1 m. For the period 1960–2011,
the largest value of average annual waves is 1.4 m, with the smallest at 0.93 m. The average annual
wave period decreases 0.04 s·year−1; the longest period is 6.4 s, with the shortest period at 3 s, and the
average annual wave period for the considered 51 years is 4.1 s. It can be assumed that the change
of the average annual wave period has a low-frequency periodicity: a sharp decrease was observed
beginning in the 1960s and then a visible increase, starting approximately in 2005.
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As wavelet analysis has shown, for the data of average annual wave periods, there is a periodic
change on frequency scales of 0.015–0.02 year−1. Additionally, changes of the average annual period
in the frequency range 0.05–0.13 year−1 are non-stationary. For example, the characteristic frequency
scale of 0.07 year−1 increases with time to 0.1 year−1 (Figure 3a).

The changes of the average annual wave height are also non-stationary. For example,
the characteristic frequency scale 0.05 year−1 has an increasing trend to 0.08 year−1. For frequency
scales in the range 0.1–0.16 year−1, beginning in 1985, the frequency scale 0.1 year−1 increases to
0.16 year−1; after 1985, there are no trends and the frequency 0.16 year−1 is stable (Figure 3b).

(a) 

(b) 

Figure 3. Wavelet transforms of the average annual wave periods (a) and heights (b). For wavelet
analysis, the mean values of the time series were deleted.

All data chosen for analysis climatic indices also changed to non-stationary. Figure 4 shows the
wavelet transforms of all indices. According to the wavelet analysis, low-frequency oscillations of
all indices can be identified. For AMO, the characteristic low frequencies are 0.022 and 0.05 year−1,
for NAO—0.022 and 0.06 year−1, for PDO—0.025 year−1, for AO—0.026 and 0.06 year−1, and for
EA-WR—0.035 and 0.1 year−1. Wavelet analysis shows that, for all climatic indices, there are different
trends of frequencies changes in the range 0.09–0.13 and 0.2–0.3 year−1.

A visual comparison of the wavelet diagrams shows the similarity between the wavelet transforms
of changes of NAO and the average annual wave heights, especially in the frequency range less
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than 0.16 year–1. Wavelet diagram of the changes of the average period are similar to wavelet
diagrams of the changes seen in PDO and AMO. This similarity indicates the occurrence of an identical
long-term (decadal and multi-decadal) periodicity of changes of average annual wave heights, periods,
and corresponding climatic indices.

 
(a) (b) 

(c) (d) 

 
(e) 

Figure 4. Wavelet transforms of NAO (a), AMO (b), AO (c), PDO (d) and EA/WR (e). For wavelet
analysis, the mean values of the time series were deleted.

A detailed analysis of the structure of non-stationary processes of changes to average annual
wave heights, periods, and climatic indices to identify a connection between them can conducted by a
spavlet analysis. Spavlet is the set of spectra of the wavelet coefficient modules of each frequency scale
of the wavelet transform [32]. The low-frequency components of the wavelet coefficients modules are
an analog of the envelope of a narrow frequency band signal centered on the wavelet frequency of a
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given scale. The spectra were calculated by the Yule-Walker method of parametric spectral analysis for
the best estimation of low-frequency components and period that are comparable with the duration
of observations.

The spavlet analysis clearly shows the presence of low-frequency modulation, with a frequency
of 0.016 year−1 and wavelet frequency scales of 0.05, 0.07–0.08, and 0.2–0.25 year−1 for average annual
wave heights (Figure 5a). As seen in Figure 5a, the figure appears as a ridge parallel to the wavelet
frequencies axis at spavlet′s frequency of 0.016 year−1. As seen in Figure 5, the ridge on the spavlet
diagram at spavlet′s frequency equal to the double wavelet′s frequency is not significant because
it was produced by the doubling of wavelets coefficients frequencies at the creation of its modules.
The average annual period of waves is modulated by the same low frequency but only on a wavelet
frequency of 0.03 year−1 (Figure 5b). On the basis of the structure of the spavlet, one can approximate
functions for the process of periodicity of changes of average annual wave heights in the form:

FH(t) = A1cos(0.016t) + B1cos(0.016t)cos(0.05t) + C1cos(0.016t)cos(0.075t) +
D1cos(0.016t)cos(0.22t),

(1)

(a) 

(b) 

Figure 5. Spavlets of the average annual wave heights (a) and periods (b).
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And for the average annual wave periods as:

FT(t) = A2cos(0.016t) + B2cos(0.016t)cos(0.03t), (2)

where coefficients A, B, C, and D should be determined empirically.
A spavlet analysis demonstrated that all climatic indices also have low-frequency modulations

of wavelet frequencies in the range of 0.015–0.035 year−1. The fluctuations of average annual waves
and the NAO index have the similar spavlet structures: the low-frequency modulation at a frequency
of 0.016 year−1 of the main wavelet frequency scales 0.075 year−1 (Figures 5a and 6a). In general,
the spavlet structure of the fluctuations of the average annual wave period is similar to the structure of
the PDO index: the low-frequency modulation by the frequency of 0.016 year−1 of the main wavelet
frequency scales 0.03 year−1 (Figures 5b and 6b).

(a) 

(b) 

Figure 6. Spavlets of NAO (a) and PDO (b).

Because the changes in the wave heights, periods, and climatic indices are non-stationary,
the classical correlation analysis to identify the correlation between them is inapplicable. Therefore,
we propose to apply the wavelet-correlations method we developed in previous research [15,18],
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in which a correlation function between wavelet frequencies scales of wavelet transforms of two
signals is constructed. In Figure 7, the frequency dependencies of the correlation coefficients between
climatic indices and average annual wave heights and periods at zero time lags are presented.

(a) 

(b) 

Figure 7. Coefficients of wavelet-correlation functions between climatic indices and average annual
wave periods (a) and heights (b) at zero time lags.

Clearly, the changes of average annual wave heights and periods correlate well with the
fluctuations of climatic indices, especially in the low-frequency range (multi-decadal and decadal
periods). If we recalculate the frequencies in periods, then it is possible to identify subsequent periods
of change to the average annual waves parameters in connection with the changes in climatic indices.
The fluctuations of average annual wave heights are correlated with (1) NAO for periods of 40 and
approximately 12–15 years; (2) AMO for periods of 30–35 years, 22, and 15 years; (3) PDO for periods
of 40, 20, 8, and 6 years; (4) AO for periods of 40, 15, and 5 years; (5) EA/WR for periods of 30 and
13 years. The fluctuations of average annual wave periods are correlated with (1) NAO for periods
of 40 and 10–12 years; (2) AMO for periods of 30–35 and 15 years; (3) PDO for periods of 40, 20,
and 8 years; (4) AO for periods of 40, 25, 10, and 5 years; (5) EA/WR for periods of 30 and 13 years.
In all cases, the values of the modulus of the correlation coefficient are more than 0.5.

72



Energies 2018, 11, 2020

According to the sign of correlation coefficients, the low-frequency fluctuations (periods more
than 30 years) for the average annual wave heights occur in phase with NAO, PDO, and AO and in
anti-phase with the AMO. Simultaneously, for the average annual wave periods, these fluctuations are
the reverse: in phase with AMO and in anti-phase with NAO, PDO, and AO.

The largest correlation coefficients of the fluctuations of the average annual wave periods are
those with changes in the PDO index and of the average annual wave heights, i.e., with the NAO
index, which corresponds to the similarity of the structures of non-stationary processes revealed via a
spavlet analysis.

Thus, long-term variability for both the average annual wave heights and periods can be associated
with changes in PDO, AO, and NAO indices (for a 40-year period) and with AMO and EA/WR indices
(i.e., periods of 30–35 years). Concurrently, there are periods of variability associated with AMO
(15–16 years), PDO (8 years), and AO (5 years) indices. In the positive phase of the 40-year period
of changes of the NAO, AO, and PDO, the average annual wave period decreases, but the average
annual height increases. At the positive 30–35-year phase of AMO and EA/WR, the average annual
wave period increases and the average annual wave height decreases. The average annual wave
height also decreases in the positive phase of the 20-year period of change within PDO and AMO.
The average annual wave height increases in the positive phase of NAO and AO changes during a
period of 15 years. The average annual wave period will also increase in this positive phase of changes
in the same indices but with a period of 10 years.

4. Fluctuations of the Power of Wave Energy Flux in the Black Sea

The power of the wave energy flux can be calculated by formula [8]:

E =
ρg2H2

s
64π

Te , (3)

where Hs is the significant wave height, Te = 0.9Tp, Tp is the peak period of wave spectrum.
For the Black Sea, ρ = 1015 kg/m3 and Formula (3) can be simplified to

E=0.486 Hs
2 Te kW/m. (4)

Instead of taking the significant wave height and peak period, we took the average annual wave
height and period. The fluctuations of the power flux are shown in Figure 8.

Figure 8. Change of the power of wave energy flux.
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Overall, the power of the wave energy flux of the Black Sea is not high and does not exceed
4.2 kW/m. Similar estimates were obtained in Galabov [5], Divinsky and Kosyan [7], Akpınar and
Kömürcü [8,9] and Rusu [6] according to numerical modeling. The average power of wave energy flux
is 2.43 kW/m, the minimum value is 1.4 kW/m.

If we compare the changes in the average annual wave heights and periods (Figure 2), the changes
of the power flux of energy strongly depend on the wave height and wave period. In general,
from 1960 to 2011, there is a slight decrease in the power flux of wave energy (0.022 kW/m per year),
which can be associated with a decrease of the average annual wave period. The observed increase of
the oscillations of the amplitude of the power flux of energy beginning in 1985 is associated with the
corresponding fluctuations of the average annual wave heights (Figure 2).

As can be seen from Formula (3), the energy nonlinearly depends on the wave height and linearly
on the wave period. A spavlet analysis revealed that the changes of the power flux of wave energy at
frequencies 0.03 and 0.075 are modulated by a low frequency of 0.016 year−1 (Figure 9).

Figure 9. Spavlet of the power flux of wave energy.

From the structure of the spavlets, the fluctuations of power flux of wave energy can be
approximately described by a function:

FE (t) = A3cos(0.016t) + B3cos(0.016t)cos(0.03t) + C3cos(0.016t)cos(0.075t), (5)

where coefficients A, B, and C should be determined empirically.
The first term of right part of Equation (5) is similar to Equations (1) and (2). The second term

of Equation (5) is determined by the change in the average annual period of waves (Equation (2)),
and the third by the change of average annual wave heights (Equation (1)). Note that the frequency
0.016 year−1 is also present in the spavlets of the average annual heights, periods, and of the power
flux of wave energy; it is also present in spavlets of all considered climatic indices as the fundamental
frequency and as the modulating frequency. It is possible that the fluctuations of this period reflect the
trends of global climate change.

In Figure 10, the coefficients of wavelet-correlation functions between the power flux of wave
energy and climatic indices at zero time lags are shown.

Clearly, long–term changes of the power flux for the periods of 50–60 years is associated with
the change in EA/WR and AMO climatic indices: for the 40-year period with the indices of PDO,
AO and NAO; for the 30–35-year period with EA/WR and AMO indices; for the 20–25-year periods
with EA/WR, AO, and PDO indices. In addition, the variability of the NAO index will influence the
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changes of the power flux of wave energy with a periodicity about 15 years: for the variability of
EA/WR index, a periodicity of about 13 years; for the variability of AO index, a periodicity of about
15 and 5 years. Thus, the short-term variability of the power flux of wave energy is associated with
changes to NAO, EA/WR, and AO climatic indices.

Figure 10. Coefficients of wavelet-correlation functions between the climatic indices and the power
flux of wave energy at zero time lags.

Thus, the expected decrease in power flux of wave energy for a periodicity of 50–60 years is
associated with the positive phase of AMO, whereas a periodicity of 40 years is associated with the
positive phase of NAO, PDO, AO, and the negative phase of AMO. The increase in power flux of wave
energy will occur in the positive phases of all periods of the EA/WR change with a frequency of 50–60,
20–25, and 13 years, as well as with a periodicity of 15 years in association with the positive phase of
the NAO and AO for this period of variability. After a comparison of the changes in climatic indices
and wave energy (Figures 4 and 8) and also on the basis of the wavelet correlation analysis, it can be
assumed that a significant decrease in power flux of wave energy in the mid-1980s is associated with a
positive phase of PDO and NAO for long-term periods, and the largest increase in the early 1990s is
associated with a positive phase of short-period changes of NAO, AO, and EA/WR.

5. Conclusions

As a result of an analysis, which used Voluntary Observing Ship Program wave data, it was found
that the average power flux of the wave energy in the Black Sea during the period 1960–2011 was
2.43 kW/m, and the highest value was 4.2 kW/m. These values correspond to the estimations made
earlier on the basis of modelling data [5–9].

The fluctuations of the power flux of wave energy are connected with changes of the wave
climate, which depend on changes in the global climate and are determined by fluctuations of the
teleconnection patterns such as the North Atlantic Oscillation (NAO), the Atlantic Multi-decadal
Oscillation (AMO), the Pacific Decadal Oscillation (PDO), and the East Atlantic/West Russia (EA/WR).
It has been shown that the changes in the average annual wave heights are primarily affected by
NAO and, for the average annual wave periods, by PDO.
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On the basis of a spavlet analysis, the approximation functions of the changes of the average
annual wave heights, periods, and the power flux of wave energy were proposed.

The wavelet-correlations testified to a significant relationship between the changes of the power
flux of wave energy and climatic indices, such as NAO, PDO, AO, AMO, and EA/WR. The main
long-term periods of the fluctuations are 40, 30–35, and 20–25 years. The short-term periods of the
changes of the power flux of wave energy of approximately 13–15 and 5 years are related to oscillations
of NAO, EA/WR, and AO climatic indices.

It has been shown that the positive phase of long-term changes in NAO and AO (40 years) leads
to a decrease of power flux of wave energy; the positive phase of short-period (15 years) fluctuation of
these indices leads to an increase of power flux of energy. The positive phase of changes of the EA/WR
for all periods leads to an increase of power flux of wave energy. Concurrently, the decrease of power
flux of wave energy correlates well with the positive phase of long-term changes in PDO (40 years)
and AMO (50–60 years).

The obtained results show that, in the implementation of any wave energy extraction projects,
it is necessary to make an analysis of estimates of the possible energy potential, taking into account
long-term climate variability.
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Abstract: The emerging global wave energy industry has the potential to contribute to the world’s
energy needs, but careful consideration of potential impacts to coastal processes in the form of an
impact assessment is required for each new wave energy site. Methods for conducting a coastal
processes impact assessment for wave energy arrays vary considerably in the scientific literature,
particularly with respect to characterising the energy absorption of a wave energy converter (WEC)
array in a wave model. In this paper, modelling methods used in the scientific literature to study wave
farm impacts on coastal processes are reviewed, with the aim of determining modelling guidance for
impact assessments. Effects on wave climate, beach morphology, and the surfing resource for coastal
water users are considered. A novel parameterisation for the WEC array transmission coefficient
is presented that, for the first time, uses the permitted power rating of the wave farm, which is
usually well defined at the impact assessment stage, to estimate the maximum likely absorption
of a permitted WEC array. A coastal processes impact assessment case study from a wave farm in
south-west Ireland is used to illustrate the application of the reviewed methods, and demonstrates
that using the new ‘rated power transmission coefficient’ rather than a WEC-derived transmission
coefficient or complete energy absorption scenario can make the difference between significant and
non-significant levels of coastal impacts being predicted.

Keywords: wave energy converter; transmission coefficient; absorption; surfing amenity; resource;
impact assessment

1. Introduction

The extraction of wave energy from the world’s oceans and seas has the potential to contribute
significantly to the global energy mix. In Europe, the emerging wave energy industry could eventually
contribute to European Union (EU) renewable energy targets [1–3], if and when full-scale operational
wave energy converter (WEC) arrays are deployed. To accommodate these deployments, suitable
marine areas for wave energy capture will need to be sought, and for each new WEC test site or
operational WEC array, national and international regulations usually require an environmental
impact assessment (EIA) to be performed, in order to demonstrate that the project will not have
any unreasonable impacts on the ecology and coastal processes in the surrounding environment [3].
In many cases, potential impacts to water users such as surfers will also have to be considered as part
of the coastal processes impact assessment, as such groups have a shared interest in the wave resource,
are of economic importance to coastal regions [4], and have raised significant concerns and opposition
during previous WEC siting proposals, e.g., [5].

In this contribution, methods for conducting a coastal processes impact assessment for wave
energy arrays are discussed, with the aim of determining a set of recommended guidelines for a wave
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farm coastal processes impact assessment. Effects on wave climate, beach morphology, and the surfing
resource are considered, while other effects that are more generic to marine engineering, such as
those occurring during the installation and decommissioning of a WEC site are omitted, as they are
addressed elsewhere in the literature. In Sections 1.1–1.3, methods for investigating the effects of wave
energy extraction on wave climate, beach morphology, and water users are discussed, respectively.
A novel parameterisation for the WEC array transmission coefficient is presented in Section 1.1.1.
In Section 1.4, a coastal processes impact assessment case study for a WEC test site in south-west Ireland
is introduced, while the methods and results from the assessment are described in Sections 2 and 3.
Sections 4 and 5 conclude the paper by discussing the applied methods and proposing guidance for
coastal processes impact assessments based on the methods reviewed throughout the paper.

1.1. Effects of Wave Energy Extraction on Wave Climate

The world’s first full-scale, grid-connected offshore WEC was tested at the European Marine
Energy Centre (EMEC) in Scotland by Pelamis Wave Power in 2004 (www.emec.org.uk/about-us/
wave-clients/pelamis-wave-power). However, due to the hostility of the ocean environment and vast
costs involved in trialling a WEC in real seas, there have been few prototype-scale deployments like this
globally. As a result, the shadow effects from offshore WECs are yet to be fully researched at prototype
scale. Instead, scaled physical models and numerical models have been used far more extensively
to determine the likely near-field (close to WEC) and far-field (close to shore) effects, respectively,
of offshore wave farms. Numerical modelling of such coastal effects has been undertaken for case
studies in England [6–12], Scotland [13], Spain [14–16], Portugal [17–19], Mexico [15], Romania [20–22],
and the United States [23,24], as well as for generalised cases with idealised bathymetry [25–27].

To quantify the magnitude and characteristics of wave energy capture, the most common
approach has been to model WECs as partially transmitting barriers that allow a portion of wave
energy to transmit through them, using a numerical wave model. The proportion can be quantified
using a transmission coefficient, Kt, which describes the ratio of wave energy (or in some cases
wave height) transmitted through a WEC array over that incident upon it. Unsurprisingly, initial
modelling studies demonstrated that the near- and far-field attenuation of waves increases with
increasing energy absorption (decreasing Kt), and decreases with increasing distance from the WEC
array [6,7,10,12,26,27], while array width has been shown to affect the along-coast extent of the resulting
wave shadow [18]. Transmission coefficients used in the literature have been determined in various
ways, including by estimating device efficiency [6,8], employing breakwater designs [7], or using
physical test data [11,14,17–19], and have varied significantly. For example, when modelling the Wave
Hub WEC test site in Cornwall, UK, wave height transmission coefficients considered to be ‘realistic’
ranged from 0 to 0.95 [6,7], and were applied to individual WECs in one study, while being applied
over the whole siting area in the other.

Theoretically, the transmission coefficient of an individual WEC can be precisely quantified using
the ratio of the device ‘capture width’ to the spacing [19,27] or width of the devices [28], known as
the capture width ratio. Conceptually, capture width describes the length of wave crest completely
absorbed by a WEC, and is in the order of 2–21 m, or 12–37% of the device width for the most common
types of WEC [28]. In reality, capture width is likely to vary with wave height and period [19],
and the absorbed energy may be spread over a greater length of the wave crest than the capture
width indicates. Although capture width ratios have now been defined for a wide range of WEC
types [28], there is some disparity in how the derived transmission coefficients are applied in modelling
studies, with some applying a coefficient across an entire WEC array area, e.g., [17,18], while others
have applied transmission coefficients to the precise location of each individual WEC e.g., [10,19].
As spectral wave models do not yet sufficiently simulate device–device interactions, the former
approach arguably offers a more conservative method for assessing the impact of a new WEC array
site, especially given that WEC array layout (device spacing and alignment) has not yet been optimised
for many WEC technologies.
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Another key factor that influences the change in wave height at the coast, and the along-coast
extent of the impact, is the directional spread, σθ , of the waves transmitting past the WEC site [27,29].
A large σθ acts to reduce the impact in the lee of a WEC site, as the energy deficit is diffused over a
greater area, and wave energy not affected by the WECs can spread into the shadow zone, regenerating
some of the lost wave energy. At the same time, a large σθ would result in a greater length of
coastline being affected by the wave shadow in some way. Swell waves (which are generally preferred
by water-users) typically have a small σθ , and under such conditions a WEC array would cause a
more concentrated reduction in wave height at the coast than during wind-sea or bimodal sea states,
which have a larger σθ [8,26,27]. Therefore, appropriate characterisation of sea states in the area of
interest, and in particular the directional spread of sea states, is essential to the results of a WEC
modelling study.

Wave frequencies containing the bulk of energy are logically the most attractive for wave
energy capture, and as such, it is likely that WECs will be tuned to resonate optimally at those
frequencies [8,25,26]. The resonant frequency of a WEC is likely to be aligned to the average
energy period, Te, of the incident wave climate during the design of the WEC, so as to maximise
energy capture [8,26,27,30,31], while frequencies far removed from Te are likely to be decreasingly
affected. The application of a constant transmission coefficient, i.e., one that is applied equally to
all wave frequencies, in a number of previous WEC modelling studies [6,7,10,20,21,32] has ignored
the fact that devices will naturally resonate at certain frequencies while being less sensitive to others,
as demonstrated by published WEC power matrices [28]. However, frequency-dependent modelling
of WECs at Wave Hub [8] suggests that the effects would only be slightly lower than those predicted by
a comparable frequency-independent study [6]. Therefore, although frequency-dependent modelling
is likely to give a more precise representation of energy extraction, it is arguably more conservative
to model WECs using a single frequency-independent transmission coefficient in cases where WEC
absorption characteristics are not well defined at the impact assessment stage in order to avoid
under-prediction of impacts at some frequencies.

WECs have other physical effects on the transmitted wave field that are comparatively less well
studied; namely, diffraction of wave energy into the shadow zone, and the transmission of radiated
waves caused by the vertical and horizontal motion of the WECs themselves [29,33]. It is likely that
for the majority of sea states these effects will not have a significant impact at the coast, however,
as numerical modelling by [29,33] indicates that regeneration of lost wave energy by directional
spreading is likely to mitigate the effects of diffraction, and any radiated waves should be low
in energy and will disperse rapidly with distance. Additionally, modelling by [34] indicates that
at distances greater than 500 m from a WEC array, the effects of device–device interaction can be
neglected. Ultimately, diffraction and radiation effects are likely to reduce the impact of a WEC array
at the coast [34], but the physics are not yet adequately represented in spectral (i.e., phase-averaged)
wave models. Such models are currently the only tools capable of efficiently simulating WEC effects
at field scales, and have therefore been used widely for this purpose, but the physics of diffraction
and wave reflection need to be more accurately parameterised before they will be able to simulate the
physics of WEC arrays comprehensively.

Because of the importance of the directional and frequency characteristics of the background
wave climate on the potential far-field effects of a WEC array, characterisation of the wave climate is
an important step in a WEC impact assessment. The importance of understanding the most common
spectral shapes at a potential WEC site have been illustrated by [8], who showed that they can
directly affect the degree of wave shadowing predicted (if frequency dependent modelling is applied),
especially in the presence of bimodal spectra. Recent work by [35–37] has sought to further characterise
wave spectra at a given location for the purposes of wave energy resource assessment, including during
bimodal wave conditions. Previous WEC modelling at Wave Hub [6] was critiqued [27] for applying
default wave directional spreading values that were not representative of the site under study, or of
wave conditions of interest to surfers. Methods for quantifying the directional spread of sea states are
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discussed by [8], who found that spreading values of around 45◦ were common at Wave Hub; however,
narrow-banded wave conditions of interest to surfers may be less than half of this value, and would
be subject to greater wave shadowing in the lee of a WEC array. This demonstrates that although
the background wave climate is an important consideration, wave impacts also need to be modelled
during conditions that are of importance to specific impact receptors, and that characterisation of the
wave climate should include the definition of such conditions.

1.1.1. A New Parameterisation for Wave Energy Converter (WEC) Site Transmission Coefficient, Kt,RP

A common deficiency of previous WEC impact studies is a lack of consideration for the maximum
permitted energy capture of the WEC array. At the impact assessment stage, the permitted array
power (i.e., the maximum amount of energy that is allowed to be captured) is usually well defined, and
modelling studies therefore need not exceed this level of absorption. Equally, the most conservative
approach to modelling a WEC array is to model the maximum amount of energy absorption possible
at a site. Therefore, the maximum permitted array power should clearly inform the level of energy
absorption, and hence the value of KT , applied in a WEC modelling study.

To achieve this, one must determine the total amount of power removed from the wave field due
to the presence of the WEC array, Prem, based on the array’s expected power rating. Assuming the
efficiency of the array is equivalent to the device efficiency, γ, this is:

Prem = Pa/γ (1)

where Pa is the permitted power rating of the wave farm (in Watts), which is equivalent to the product
of Prem and γ as it is assumed that some energy will be removed from the wave field by the array
that cannot be harnessed due to mechanical and electrical inefficiencies represented by γ. In addition,
the total wave power transiting the site during design wave conditions, PS, needs to be determined.
Assuming a normally incident wave passing through the site, this is simply:

PS = PwX (2)

where Pw is the power density of the design wave conditions, and X is the length of the permitted
array area, as measured parallel to the incident wave crests. The exact array layout is immaterial,
as the important considerations are the total power removed by the array and the length of wave crest
from which the power is removed; these are the same whether the devices in an array are deployed
across multiple lines or a single line (under the assumption of a normally incident wave angle).

The ‘rated power’ transmission coefficient, Kt,RP, is then related to the ratio of wave power
removed to the total wave power transiting the site as:

Kt,RP = 1 − Prem

PS
= 1 − (Pa/γ)/(PwX) (3)

Kt,RP, therefore, represents a realistic yet conservative level of wave energy transmission, and is
informed by the maximum likely energy absorption (assumed to be achieved during design wave
conditions) and area of ocean over which energy extraction is permitted. This parameterisation is
analogous to computing the capture width ratio of the entire WEC array by working backwards from
the maximum permitted array power. Of the four parameters required to calculate Kt,RP, X and Pa are
likely to be well defined at the impact assessment stage, but γ and Pw may not be known; strategies to
estimate these values are presented in Section 2.1.

Table 1 demonstrates the application of the Kt,RP parameter to scenarios from previous
WEC modelling studies at two WEC array sites where the permitted array power, Pa, has been
defined—Wave Hub in Cornwall, England, and the Maritime Pilot Zone in Sao Pedro de Moel, Portugal.
As only a selection of wave conditions were modelled in each study, it was not straightforward to
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determine design wave conditions, so either the highest-occurrence wave scenario or scenario that
generated the most power was selected. As device efficiency was not specified in the studies, γ = 1 was
applied in all cases, although in reality the value would be lower than 1. For Wave Hub, the worst-case
scenario modelled by [6] far exceeded the maximum power rating of the wave farm (final column
in Table 1), representing a level of energy capture that would not be permitted and that would
overestimate the level of subsequent coastal impacts (indeed, they refer to this as an ‘unachievable
scenario’). Conversely, for the Portuguese Maritime Pilot Zone, the selected scenarios [17,18] both
heavily under-represent the permitted energy extraction at the site (final column in Table 1) and
therefore potentially underestimated the maximum likely wave impacts.

Table 1. The new ‘rated power’ transmission coefficient, Kt,RP, compared to existing absorption
scenarios from wave energy converter (WEC) impact studies in the literature. Either the wave case
that generated the most power, or the highest-occurrence wave case was selected as the design wave
condition, depending on the availability of information in the studies. γ = 1 was applied in all cases,
as it was not specified in the studies. All Kt and Kt,RP values represent the ratio of transmitted wave
energy over incident wave energy.

WEC Site Study

Wave Scenario
Modelled Array
Characteristics

Permitted Array
Characteristics

Diff.

Hs

(m)
Te (s)

Pw
(W/m crest)

X (m)
Pa

(MW)
Kt X (m)

Pa
(MW)

Kt,RP
Pa

(MW)

Wave Hub,
Cornwall, UK

Millar, Smith and
Reeve 2007
(worst case)

3.3 14.5 77,576 3000 232.7 0 3000 30 0.87 +202.7

Maritime Pilot
Zone, S. Pedro de

Moel, Portugal

Palha et al., 2010
(config. A) 2.9 11.1 45,798 13,500 61.8 0.9 17,000 250 0.68 −188.2

Le Crom et al., 2008
(config. A) 2 9.24 18,133 13,500 12.2 0.95 17,000 250 0.19 −237.8

1.2. Effects of Wave Energy Extraction on Coastal Sedimentation and Beach Morphology

In a situation where waves are altered by the presence of a WEC site as they propagate toward the
coast, knock-on effects to coastal sedimentation and beach morphology may occur [7,9–12,15,19,26,38].
Before the altered waves reach intermediate waters, their influence on sediments is likely to be
negligible, as they will not interact with the seabed or influence wave-driven currents significantly
prior to this point [9]. It is therefore assumed here that the potential effects of WECs on sedimentation
and morphology are concentrated within shallow water at the coast. Existing studies agree that
reduced wave heights in the lee of a wave farm are likely to result in accretion of the beach face,
and some have therefore concluded that it is possible for wave farms to provide coastal protection in
addition to renewable energy [9–11,15], although the extent and magnitude of the benefits are likely to
vary with distance offshore, and with wave directional variation and spreading, as per other forms of
coastal protection [39,40]. Wave farms could also affect littoral drift rates, as modelling has shown that
longshore current velocity is sensitive to small WEC induced changes in wave conditions [19].

Various approaches have been used to model the effects of WECs on coastal sedimentation.
A simple approach is to use the nearshore output from a wave model to indicate potential changes
in sedimentation, without running any numerical morphological models [15,16,19,26]. For example,
changes in cross-shore and alongshore surf-zone radiation stress gradients were examined by [26] using
a spectral wave model to indicate how trends in sediment transport might be affected. A threshold in
the alongshore forcing of 0.44 N/m2 (~0.2 m/s current) was defined in their study to indicate whether
a WEC array was likely to induce a significant change in sedimentation. Although this approach
has the advantage of lower computational cost compared to running additional numerical models,
it ultimately does not quantify the magnitude or location of morphological change that may occur with
WECs in place, and may not therefore satisfy the requirements of an impact assessment. Additionally,
the threshold they used to define a significant change may be small or large relative to the local
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variation in forcing and could have instead been informed by the local variability in hydrodynamic or
morphodynamic parameters, or sensitivity of local receptors.

Another method involves first modelling the WECs in a numerical wave model (Section 1.1) then
propagating the altered wave field into the coast. The altered inshore waves are then used as boundary
conditions for one or more additional hydrodynamic and morphodynamic models. For example,
process-based morphological models have been used to predict specifically where erosion or accretion
of the beach face in the lee of a wave farm may occur, over time scales of hours to months [9–11].
Tidal elevation should be varied during such simulations as it influences wave shoaling and bottom
shear stresses [9], and hence, the potential effect of WECs on sedimentation will also vary over tidal
cycles and with changes in tidal range. Changes in beach profile in the lee of a hypothetical wave farm
were investigated by [10] using the process-based model XBeach [41] to quantify the degree of coastal
protection offered by the wave farm at varying distances from the coast. They concluded that significant
coastal protection was possible depending on the size, power, and distance of the wave farm. However,
this and other similar studies have omitted to allow the measured beach profile to adjust to the
background forcing conditions (i.e., without WECs in place) prior to assessing WEC-induced changes.
The degree of disequilibrium between the selected beach profile and boundary wave conditions will,
therefore, have influenced the degree of impact interpreted from the simulations. In order to truly
determine the effect of WECs on profile response, the initial profile should be allowed to equilibrate
with the boundary wave condition before any WEC-affected wave conditions are implemented in the
model (Section 2.2 presents an example of this), otherwise the choice of measured beach profile can
influence the conclusions drawn unduly.

Another potential effect of wave energy extraction is a change in the morphological classification
of a beach. Such a change could alter a beach’s vulnerability to storms due to the presence or absence
of bars [42], the level of bathing hazard via the presence or absence of rip channels [43], or the
surfing amenity at the beach via the shape of the bars [44,45]. Changes in beach state are yet to be
reliably recreated using process-based numerical models, as the required assumptions and non-linear
effects within process models are compounded over large spatial and temporal scales [46,47]. Instead,
more traditional sequential beach state models [48–50] that associate relative tide range (RTR) and
dimensionless fall velocity (Ω) to different morphological states have been used to predict the beach
state likely to develop under wave conditions altered by wave energy extraction [12,38]. Although
such models distinguish the key reflective, intermediate, and dissipative states relatively effectively,
a number of studies have found that the intermediate sub-states that most affect beach water users are
not well distinguished by such models [50–54], and more complex, data-driven behavioral models for
bathymetric three-dimensionality have, therefore, been sought for WEC impact studies on intermediate
beaches [55,56].

1.3. Effects of Wave Energy Extraction on Water Users

Significant opposition was raised by surfers during the Wave Hub consultation in England [5],
demonstrating that even a relatively small-scale wave farm can provoke opposition at distant
surfing beaches. As this case shows, regions with an optimal wave resource for energy extraction
can also be highly valued by water users who have a shared interest in the wave resource.
As a result, future interactions between wave energy projects and beach water users are highly
likely, and understanding the wave conditions preferred by different groups is, therefore, vital for
impact assessment.

The wave conditions most suitable for surfing and other similar activities depend on the level of
ability and preferences of individual water users [56,57]. However, globally, very little research has been
conducted to determine the preferences of different water-user groups. In general terms, optimum
surfing conditions require swell waves with a narrow spread of frequencies and directions [27],
effectively approaching monochromatic conditions [7], but this rarely occurs in reality. It was found
by [56] that novice to expert water users participating in a variety of surfing-based activities in
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Cornwall, UK, shared a common preference for wave periods between 9 ≤ T1/3 ≤ 20 s, but that
different water-user groups preferred different ranges of breaking wave height. For example, women
and novice water users preferred smaller waves (significant breaking wave height, 0.8 ≤ Hm0,b ≤
2.3 m) than men and expert water users (1.9 ≤ Hm0,b ≤ 3.7 m); on average, preferred breaking wave
heights ranged between 1.2 m ≤ Hm0,b ≤ 3.1 m. There are no comparable studies to confirm whether
the identified preferences apply elsewhere in the world, but it is likely that they are relevant for
locations with similar beach morphology and wave climates to the Atlantic coast of Cornwall, where
these ranges were determined.

The degree to which waves of interest to water users (for example, those with frequencies
of 0.11–0.05 Hz) are affected by wave energy extraction will depend on the frequency response
of the WECs deployed. A WEC tuned to extract optimally within the preferred frequency range,
or one that simply affects a wide range of frequencies, will reduce the energy of preferred surfing
conditions more than a WEC with a narrow frequency response that targets wave frequencies outside
the preferred range [56,58]. In cases where the WEC frequency response is known, wave modelling
could be used to investigate the precise degree to which preferred surfing waves are likely to be
affected, but only if the aforementioned preferences apply to local water users. In other cases,
frequency-independent modelling of WECs will provide a more conservative assessment of the
likely attenuation of surfing waves.

Additionally, spilling and plunging waves are the only breaker types suitable for most
surfing-based activities [59], so potential changes in breaker type should be considered through
assessment of the Irribarren number [60]. Similarly, peel angle, which describes how quickly a wave
breaks along a bottom contour [61], could be affected by wave energy extraction. Aerial photographs
and bathymetric surveys determined that peel angles of 30–70◦ are suitable for the majority of surfers,
while smaller peel angles are only surfable by experts [57]. However, WEC-induced changes to wave
peel angle would be impractical to predict without detailed modelling of wave shoaling and breaking
within the surf zone.

The effects of wave energy extraction on water users are not limited to changes to inshore wave
conditions; knock on effects to beach morphology could also affect the safety and amenity of the
surf-zone. Previous research indicates that three-dimensional (3D) ‘bar and rip’ beach morphology,
synonymous with intermediate beach states [48–50], significantly increases the bathing hazard for
water users by enhancing rip current circulation [43,50,62,63]. Interestingly, these morphology types
also enhance the quality of surfing conditions, as 3D bathymetry can increase the peel angle of
breaking waves to within limits suitable for wave riding [44,45,57,64]. As wave height and period
are key parameters governing beach state change [48], an alteration to either parameter by wave
energy extraction could alter the morphological state, and subsequently the bathing hazard and surfing
amenity provided by beaches in the lee of a wave farm [38,55,56,65].

1.4. Case Study: Westwave, South-West Ireland

To explore the application of some of the methods discussed in the previous sections, a WEC
impact assessment case study is presented in this paper. ‘Westwave’ is a WEC test site currently under
proposal for installation off the coast of County Clare, south-west Ireland, and would be permitted to
operate at 5 MW power capacity. The project aims to demonstrate that a pilot wave energy project can
be designed, consented, developed and operated in Ireland using innovative wave energy conversion
technologies. As part of the consenting process for the site, a coastal processes impact assessment was
undertaken which considered potential impacts from both the operation of WECs at the site (alteration
to the wave climate, beach morphology, and surfing amenity), as well as physical impacts that could
occur during installation and decommissioning (e.g., disturbance of benthic sediments). Only the
aspects of the assessment covering the operation of WECs are discussed in this paper.

The proposed WEC array considered here consists of 6 floating or semi-submerged WECs covering
an area of ocean up to 2 km in length, and would be moored at depths of up to 70 m and at distances
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of up to 12 km from the coast. Commercially operable WEC devices that have been identified as
potentially suitable for this array include those in development by Carnegie (CETO 6), Well Oy
(Penguin) or Ocean Energy (OE Buoy). However, for the present study these individual devices and
their precise spacing or array layout are not simulated, as the focus is on the application of the new
generic transmission parameter presented in Equation (3), which is intended for use at proposed WEC
sites where only the permitted array power and leased deployment area are known, and for which the
exact devices to be deployed may or may not be known a priori.

2. Materials and Methods

2.1. Modelling Effects on Wave Climate

Effects on wave conditions in the lee of Westwave were modelled using the open-source
third-generation spectral wave model SWAN [66]. SWAN was designed to simulate the propagation
of wind-generated surface gravity waves in the near-shore and accounts for refraction and shoaling
due to currents and variations in bathymetry as well as reflection or transmission due to obstacles,
making it suited to simulating the effects of WECs, e.g., [6,8,10]. Wave energy dissipation is accounted
for in the model by activating processes such as whitecapping, bottom friction, depth-induced wave
breaking, and wave–wave interaction. SWAN is based on the spectral action balance equation [66]:

∂

∂t
N +

∂

∂x
cx N +

∂

∂y
cyN +

∂

∂σ
cσ N +

∂

∂θ
cθ N =

S
σ

(4)

where the first term represents the rate of change in action density per unit frequency (σ) and direction
(θ), N(σ, θ), through time; the second and third terms represent the spatial propagation of N in x and y
space, with celerity components cx and cy; the fourth term represents the change in relative frequency
due to variations in bathymetry and current velocity; and the fifth term represents directional change
caused by depth and current induced refraction. The term S(σ, θ) on the right hand side of the action
balance equation is the energy density source term that represents wave generation, dissipation, and
wave–wave interactions [66].

The wave model configuration used in the Westwave case is summarised in Figure 1, and
comprised a nest of three SWAN grids with increasing resolution towards the WEC site, which were
forced unilaterally along the western-most boundary by publicly available wave conditions from
a single National Oceanic and Atmospheric Administration (NOAA) Wave Watch III model node.
The model bathymetric grid was constructed from bathymetry data acquired from the European Marine
Observation and Data Network (www.emodnet-bathymetry.eu). Wind forcing and wind induced
wave growth were not included in the model, but varying tidal elevation was applied for validation
runs using data from Admiralty tide charts. Simulated inshore wave conditions were validated against
2 months of wave data from a directional wave rider buoy (Figure 1), which demonstrated that
the model could replicate observed wave conditions at the proposed WEC array location (Figure 2).
Root-mean-square error (RMSE) for significant wave height, Hm0, peak period, Tp, and peak wave
direction, Dp, was 0.63 m, 1.3 s, and 12◦ respectively.

86



Energies 2018, 11, 2517

Figure 1. (a) Location of Westwave in Co. Clare on the south-west coast of Ireland. The outer, middle,
and inner dotted regions represent the extents of the 2000 m, 200 m, and 50 m nested wave model
grids, respectively, which were forced by the WWIII node on the western boundary of the coarse model
grid (diamond); (b) the location of the proposed offshore WEC array at Westwave and known surfing
beaches in the region; (c) wave height rose demonstrating the energetic wave climate from the Killard
wave buoy (triangle in (b)).

Three different wave scenarios arriving from three directional sectors (north-west: 285◦–360◦,
west: 255◦–284◦, south-west: 180◦–254◦) were simulated, providing a total of nine wave cases (Table 2).
Results from the westerly wave scenarios are presented in Section 3:

1. The highest-occurrence wave condition for each directional sector was determined by examining
joint probability histograms of Hm0 vs. Tp, Hm0 vs. Dp, and Dp vs. σθ for each directional sector.
These were generated from 10 years of NOAA WWIII hindcast acquired for the study at the
model’s offshore boundary.

2. 1-year return period wave height for each directional sector was determined using a generalised
Pareto distribution fitted to peak wave heights greater than the mean of the data plus one standard
deviation, and separated by at least four days. To estimate a suitable wave period and directional
spread associated with these wave heights, a one-term power function was fitted to values of
Hm0 vs. Tp and to values of Hm0 vs. σθ from the 10-year NOAA WWIII hindcast time series.

3. The ‘optimum’ surfing wave condition for each directional sector was determined from the
average wave preference expressed by water users in Cornwall (Section 2.3). σθ was set at 20◦,
representing very narrowly spread waves for the region (σθ ≤ 20◦ occurred <1% of the time in
the 10 year NOAA WWIII hindcast acquired for this study).
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Figure 2. Validation of SWAN model accuracy (solid lines) against measured wave buoy data from
the Westwave wave buoy (Figure 1) in ~49 m depth (dotted lines): (a) significant wave height,
Hm0 (root-mean-square error (RMSE) 0.63 m); (b) peak wave period, Tp (RMSE 1.3 s); (c) peak wave
direction, Dp (RMSE 12◦).

Table 2. Wave scenarios modelled in SWAN. Only results for westerly wave cases are presented in
Section 3.

Direction of Wave
Approach

Highest-Occurrence Wave 1-Year Return Period Height Optimum Surf Conditions

Hm0

(m)
Tp

(s)
Dp

(◦)
σθ

(◦)
Hm0

(m)
Tp

(s)
Dp

(◦)
σθ

(◦)
Hm0

(m)
Tp

(s)
Dp

(◦)
σθ

(◦)

NW 2.5 10 290 30 10.6 15.0 290 25.6 1.4 14.7 290 20
W 2 10 275 30 11.4 14.5 275 26.4 1.4 14.7 275 20

SW 2.5 10 250 30 8.6 12.6 250 25.5 1.4 14.7 250 20

The proposed WEC array was simulated in the highest resolution (50 m) nested model grid as
a partially transmitting obstacle, using a constant (frequency-independent) transmission coefficient,
Kt. The standard SWAN model (version 40.72) was used, which allows frequency independent
energy absorption from obstacles. However, if frequency dependent absorption was to be simulated,
the SNL-SWAN (Sandia National Laboratories—Simulating WAves Nearshore) model could have been
applied, which allows this functionality. Three different transmission coefficient cases were tested:

• A #x2018;rated power’ scenario, Kt = Kt,RP = 0.9, calculated with the new parameterisation in
Equation (3), using the parameters in Table 3

• A ‘WEC derived absorption’ scenario that represents the absorption of a single WEC, Kt = Kt,WD
= 0.58, derived from scaled physical model tests [67]

• An extreme and unfeasible ‘complete absorption’ scenario where Kt = Kt,CA = 0

It should be noted that the latter two coefficients were modelled for comparison purposes only,
as Kt,RP is considered the maximum realistic absorption permitted at the site. From the values in
Table 3, it can be seen that using the WEC derived transmission coefficient (Kt = 0.58) is equivalent
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to increasing the permitted array power from 5 MW to 12 MW. Using the complete absorption
transmission coefficient (Kt = 0) is equivalent to increasing the permitted array power from 5 MW
to 52 MW.

Table 3. Transmission coefficients applied to three absorption scenarios. The parameters in columns 3,
4, and 7 were used to calculate Kt,RP as well as to calculate the equivalent array power modelled under
the Kt,WD and Kt,CA scenarios. As demonstrated by the final column, these two scenarios far exceed
the 5 MW power rating of Westwave.

Absorption
Scenario

Energy
Transmission
Coefficient,

Kt

Estimated
WEC

Efficiency, γ

Array
Length,
X (M)

Design
Wave

Height,
Hm0 (M)

Design
Wave

Period,
Te (S)

Design
Wave Power,

Pw (W/M)

Permitted
Array Power

(W)

Modelled
Array
Power,
Pa (W)

‘Rated power’
Kt,RP

0.90 0.3 2000 5 7 85,874 5,000,000 5,000,000

‘WEC derived
absorption’

Kt,WD

0.58 0.3 2000 5 7 85,874 5,000,000 12,365,856

‘Complete
absorption’

Kt,CA

0.00 0.3 2000 5 7 85,874 5,000,000 51,524,400

Assumptions about γ had to be made as no single device had been chosen for deployment at
Westwave. Given a notable paucity of device efficiency data for commercial WECs, γ was set at 30%
(γ = 0.3), in line with other studies in the literature [17]. The design wave power, Pw, was estimated
using values of wave height and period at which maximum energy absorption occurs for a number of
pre-existing commercial WECs (Figure 3). This generic value was determined from published WEC
performance data in the form of power matrices [68]; the WECs from which the data were derived
may or may not ever be deployed at Westwave and were selected purely on the availability of their
performance data. The design wave conditions in Figure 3 range between 4 ≤ Hm0 ≤ 6 m and 6 ≤ Te

≤ 8.5 s and represent a spectrum of device types. Specifically, Aqua Buoy and Pelamis (this WEC is
now defunct, but still provides a useful reference for the performance characteristics of a commercial
WEC) are examples of offshore devices; Wave Dragon is an intermediate depth device; and Oyster
(also now defunct) is an example of a shallow-water device. The values were averaged in order to
determine a generic design wave condition for devices of any type: Hm0 = 5 m, Te = 7 s (Figure 3,
dashed lines), and these values were used to calculate Pw under the assumptions of linear wave theory.
Determining a generic transmission coefficient from such a range of devices was suitable for the
Westwave assessment, as both a nearshore and offshore siting option were tested in the original EIA.
Although only the offshore WEC array is studied here, the averaged wave conditions are still deemed
suitable, as they closely align to the peak performance conditions for the deep water device Aqua
Buoy—a point absorber device not dissimilar to the Carnegie CETO 6 device earmarked for Westwave.
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Figure 3. Significant wave height (Hm0) and energy period (Te) at which maximum wave energy
absorption occurs for a number of pre-existing wave energy converters, determined from published
power matrices [68]. The dashed lines show the average Hm0 and Te from these data, used as a generic
design wave condition.

2.2. Modelling Effects on Beach Morphology

A morphological modelling study was undertaken which considered the potential for Westwave
to alter the morphological classification and profile shape of the beaches in its lee. Morphology
results from Doughmore beach (Figure 4), where the largest wave effects were predicted to occur,
are presented in Section 3 of this paper. The potential for Westwave to affect the long-term (annual
time-scale) three-dimensional shape of the beach was investigated using a conceptual beach state
model, while the potential for it to affect the short-term (storm event time-scale) two-dimensional (i.e.,
‘2D-vertical’) shape of the beach profile was studied separately using a process-based numerical model.
This two-stage approach was taken, rather than modelling the three-dimensional evolution of the
beach in a single (i.e., ‘2D-horizontal’) process-based numerical model, as process-based models are
not yet capable of reliably recreating measured three-dimensional morphology over the temporal and
spatial scales relevant to a WEC impact study [46,47]. Shoreline change modelling was not undertaken
as littoral drift was not deemed to be a relevant process for the embayed beaches in the region, and
as any alongshore wave height gradients from the WEC shadow are expected to be insignificant at
the distance of 10 km, especially given the maximum magnitudes of wave height change that were
predicted. However, alongshore varying (three-dimensional) morphology occurs at Doughmore beach
(Figure 4), which was accounted for through the beach classification study.

The potential to alter the morphological classification of the beach was investigated with the
sequential beach state model of [49]. The model considers nine key beach states and predicts that
changes in state are influenced by changes in RTR and Ω which are respectively defined as:

RTR = MSR/Hb (5)

Ω = Hb/Ws T (6)

where MSR is the mean spring tide range, here determined from Admiralty tide charts at Galway; Hb is
a representative breaking wave height, here calculated using the method of [69]; Ws is the sediment
fall velocity, here determined from mid-intertidal surficial sediment samples analysed in a laboratory
settling tube; and T is wave period. For this assessment, the highest-occurrence wave height (Hm0)
and peak period (Tp) were simulated in SWAN and output at the 10 m depth contour adjacent to
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Doughmore beach, and were subsequently used to calculate RTR and Ω with and without the influence
of WECs at Westwave.

Figure 4. Doughmore beach, Co. Clare, Ireland: (a) Location of cross-shore profile used in XBeach (solid
line). Imagery courtesy of DigitalGlobe, Data SIO, National Oceanic and Atmospheric Administration
(NOAA), U.S. Navy, NGA, and GEBCO; (b) equilibrium and storm profiles from XBeach simulation
and tidal elevations of mean low water spring (MLWS), mean low water neap (MLWN), mean high
water neap (MHWN), and mean high water spring (MHWS); (c) difference in elevation between the
equilibrium and storm profiles (dotted line) and range of background profile variability (filled area,
defined in the text).
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Next, the process-based numerical model XBeach was used to investigate whether WECs
at Westwave could alter localised patterns of accretion and erosion in the beach profile under
either highest-occurrence or storm wave conditions. XBeach can simulate the propagation of
incident and infragravity waves, wave induced currents, sediment transport, and morphological
changes, solving the time-dependent short wave action-balance equations, roller energy equations,
the non-linear shallow water equations of mass and momentum, sediment transport formulations, and
bed updating [70]. In the instationary or ‘surf beat’ mode of XBeach used in this study, short-wave
motion is solved using the wave action equation, estimating the variation of the short-wave envelope
on the scale of individual wave groups [71]. Wave group dissipation is modelled [72,73], and a roller
model [74–76] is used to represent the momentum carried after wave breaking. Radiation stress
gradients [77,78] then drive infragravity motion and unsteady currents in the model, which are solved
with the non-linear shallow water equations [79]. The surf beat mode of XBeach is valid for dissipative
and intermediate beaches, where swash motions are predominantly in the infragravity band, and short
waves are mostly dissipated by the time they reach the shore [71]. Since its development, XBeach has
proved effective in reproducing measured hydrodynamics and beach profile response under a wide
range of scenarios [41,80–83] making it a suitable tool for examining WEC-induced profile changes.

Combined data from a topographic drone survey and hydrographic multibeam survey were
interpolated to a 2 m grid using a loess quadratic interpolation method [84], and a single representative
beach profile was extracted for use in XBeach (Figure 4). A two-dimensional (i.e., cross-shore profile)
non-equidistant grid was employed in XBeach, where the grid resolution was defined as a function
of the water depth and offshore wave conditions, with a minimum resolution of 1 m in shallow
water. For this purpose, the Courant condition was used to find the optimal grid size in terms of
sufficiently resolving physical processes, as well as yielding maximum computational efficiency and
grid smoothness. The XBeach morphological acceleration parameter, Morfac, was set to a value of 5,
which is within the recommended parameter range. All other model free parameters were set to their
default values. Boundary wave conditions for XBeach were provided by SWAN model output at the
20 m depth contour.

Results from two wave cases are presented in Section 3:

1. The highest-occurrence wave condition. This case was run continuously in XBeach until the
measured profile reached equilibrium with the wave forcing, or in other words, until profile
changes no longer varied significantly from one tidal cycle to the next. This occurred after five
spring-to-spring tidal cycles (approximately 75 days) at Doughmore. The water level was varied
in the simulation using a spring-neap-spring tidal signal, where the tide range varied between
2 m (neap tides) and 4.5 m (spring tides). The profile at the end of the simulation represents the
equilibrium profile shape under the most commonly occurring waves.

2. The 1-year return period wave condition. This case was run for 24 h with a 4.5 m spring
tide range to simulate a single storm event coincident with large tides. This simulation
followed immediately from wave case 1 and, therefore, acted upon the equilibrium beach profile.
The profile at the end of this simulation represents the storm profile shape.

The background variability of the equilibrium profile (Figure 4c) was quantified as two standard
deviations of the profile changes occurring over a spring-to-spring tidal cycle after equilibrium had
been reached. This ‘baseline profile variation’ represents the changes that occur solely due to the action
of the tides moving the shoaling, surf, and swash zones up and down the beach profile. WEC induced
changes to the beach profile that are smaller than the baseline variation can be considered insignificant,
as they are smaller than the level of day-to-day noise in the natural profile. This threshold was used as
the context by which to assess the significance of any WEC-induced changes in the profile.
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2.3. Modelling Effects on Water Users

To investigate whether WEC operation at Westwave could have any effect on water users at the
coast, its potential to change inshore surfing conditions and beach morphological state were considered.
Wave model output was extracted at the 10 m depth contour adjacent to eight known surfing locations
in the region (Lahinch, Cregg, Spanish Point, Doughmore, Doonbeg, Whitestrand, Teachmore West,
and Kilkee, Figure 1) and the nearshore changes predicted by the wave modelling exercise were
examined at each site. For brevity, only changes at Doughmore beach are presented in Section 3.

As there is a lack of data to indicate the wave preferences of the local surfing community, wave
preferences from water users in the lee of Wave Hub in Cornwall, England (Section 1.3), were used
as a proxy for optimal surfing conditions in the Westwave region. Given that the two regions have
similar beach morphology types, a similar tidal range, and are both exposed to Atlantic Ocean waves,
it is likely that preferred surfing conditions are similar at the two sites. The preferred wave conditions
were reverse shoaled using linear wave theory to the depth of the NOAA WWIII data node (143 m)
in order to provide SWAN model boundary conditions. At that depth, the average preferred wave
conditions for surfing equate to Hm0 = 1.4 m and Tp = 14.7 s. Breaking wave height was not simulated,
as breaker height is influenced locally by wind strength, wind direction, surf-zone currents, and beach
morphology, and is therefore impractical to predict. Potential change to the breaker type (spilling,
plunging, or surging) was considered by quantification of the Irribarren number [60].

3. Results

3.1. Effects on Waves

The most common wave conditions at the NOAA wave buoy in deep water off the coast of
Westwave (Figure 1) are Hm0 = 1–4 m and Tp = 7–12 s, which predominantly originate from a westerly
direction with σθ varying between approximately 10–80◦ and mean σθ = 36◦. At the location of the
inshore Westwave wave buoy (~49 m depth) the waves have refracted towards the coast, and approach
from predominantly a west north-west direction. The 1-year and 10-year return period westerly wave
heights at the deep-water NOAA WWIII node are predicted to be 11.4 m and 15 m, respectively.
The wave climate at the Westwave site is, therefore, extremely energetic, and is predominantly
driven by Atlantic swell waves. Figure 5 shows the modelled wave field at the Westwave site under
highest-occurrence wave conditions (Hm0 = 2 m, Tp = 10 s, Dp = 275◦, σθ = 30◦), demonstrating that
there is along-coast variability in the wave conditions in shallow water without WECs in operation
at Westwave.

Figure 6 compares SWAN model simulations of the Westwave WEC array with the value of Kt

varied between Kt = 0 (complete absorption), Kt = 0.58 (WEC derived absorption), and Kt = 0.9 (rated
power absorption) under highest-occurrence wave conditions. As expected, the selected absorption
level has a marked difference on the transmitted wave shadow in the lee of the site. At the 10 m
depth contour at the coast (Figure 7), maximum wave height change is predicted to be 44% for
Kt = 0, 16% for Kt = 0.58, and 4% for Kt = 0.9 under the three westerly wave scenarios simulated.
These maximum changes occur along the rocky coast between Whitestrand beach and Teachmore West
(Figure 1), while the maximum predicted changes at Doughmore beach (where the morphological
study described in Section 3.2 was undertaken) are predicted to be 10% for Kt = 0, 5% for Kt = 0.58,
and 1.3% for Kt = 0.9 (Table 4). Despite being a conservative method for estimating wave energy
transmission, the rated power scenario (Kt = Kt,RP = 0.9) results in the smallest wave impacts of the
three approaches.
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Table 4. Percentage changes in wave height and morphological parameters under three absorption
scenarios (Kt = 0, complete absorption; Kt = 0.58, WEC derived absorption; Kt = 0.9, rated power
absorption). Columns 1–3 show changes in wave height for three westerly wave cases at the 10 m
depth contour adjacent to Doughmore beach. The last four columns show changes in morphological
parameters at Doughmore beach under equilibrium (highest occurrence) and storm (1-year return
period) wave conditions.

Absorption
Scenario

% Change in Wave Height % Change in Morphological Parameters

Highest-Occurrence
Wave

1-Year
Return
Period

Optimal Surf
Conditions

Equilibrium
Ω

Equilibrium
Relative Tide
Range (RTR)

Equilibrium
Profile

Volume

Storm
Profile

Volume

Kt= Kt,CA = 0.00 −10.15 −1.74 −8.11 −8.99 +8.39 +0.12 +0.10
Kt = Kt,WD = 0.58 −4.54 −0.70 −3.39 −4.01 +3.78 +0.07 +0.05
Kt = Kt,RP = 0.90 −1.27 −0.17 −0.89 −1.06 +1.07 +0.03 +0.02

Figure 5. Wave height field for highest-occurrence westerly wave conditions. The location of the
proposed WEC site is shown as a solid line for reference, but was not simulated in this model run.
The location of the panels in Figure 5 is shown as a dashed line. The locations of known surfing beaches
are numbered; 1 = Lahinche, 2 = Cregg, 3 = Spanish Point, 4 = Doughmore, 5 = Doonbeg, 6 = Killard,
7 = Teachmore West, 8 = Kilkee. The numbered contour lines show bathymetric depth from Mean Sea
Level (MSL).
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Figure 6. Simulated wave height shadow for highest-occurrence westerly wave conditions, under three
different absorption scenarios: (a) complete absorption scenario; (b) WEC-derived absorption scenario;
(c) rated power absorption scenario. The position of the Westwave array is shown as a solid line in
each panel. The arrows show the angle of wave approach at the offshore model boundary. Points 4,
5 and 6 show the location of beaches in the wave shadow (Doughmore, Doonbeg, and Whitestrand,
respectively). The numbered contour lines show bathymetric depth from MSL. The location of the
panels is shown in Figure 5 as a dashed box.
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Figure 7. Change in wave height at the 10 m depth contour along the coast in the lee of Westwave for
different westerly wave cases (solid, dashed, and dotted lines) under different wave energy extraction
scenarios (Kt = 0.9, rated power absorption; Kt = 0.58, WEC derived absorption Kt = 0, complete
absorption). The distance along the coast is from north to south, with the along coast distances of
Doughmore, Whitestrand, Doonbeg, and Teachmore West beaches shown for reference. The boundary
wave conditions for each wave case are detailed in Table 2.

3.2. Effects on Morphology

The beach state model of [49] demonstrates that even under the largest predicted changes to
inshore wave height caused by the complete absorption scenario (red square in Figure 8), the slight
decrease in Ω and increase in RTR (Table 4) are far smaller than the parameter shift required to cause a
true change in beach state—the equivalent distance between the centres of two regions in the model.
Under the unrealistic complete absorption scenario, the beach could exhibit slightly more alongshore
variability, but predicting such subtle changes is beyond the capabilities of a conceptual beach state
model. Under the rated power scenario, the changes in Ω and RTR are predicted to be around 3% and
8% less than under the WEC-derived absorption and complete absorption scenarios, respectively.

The XBeach simulations predict that once in equilibrium with the highest-occurrence wave
conditions, the background profile variation at Doughmore beach (without WECs in operation) is at
most 50 cm, and is greatest around the foot of the dune, with lesser variations also occurring lower
on the profile (Figure 9). With WECs in operation, the intertidal area and dune face (250–900 m
cross-shore) are predicted to have more sediment, while the subtidal area around the break in slope
(150–250 m cross-shore) is predicted to have less sediment during equilibrium and storm wave
conditions, representing shoreward transport of sediment and beach steepening. Under all three
absorption scenarios the active beach profile is predicted to have more sediment volume than without
WECs in operation, indicating that some degree of coastal protection would be provided by the
presence of WECs at Westwave.

Changes to the equilibrium and storm profiles well outside the baseline profile variation were
predicted by the model under the complete absorption and WEC-derived absorption scenarios.
Conversely, under the rated power scenario almost all of the changes in the equilibrium and storm
profiles were predicted to be within the baseline profile variation of the beach. At most, a few
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centimetres of vertical change outside the baseline profile variation was predicted for the rated power
scenario, and the overall shape and gradient of the profile was not predicted to change. The predicted
profile changes under the rated power scenario are, therefore, not considered significant, while under
the WEC-derived and complete absorption scenarios the predicted changes were considered to be
potentially significant.

 
Figure 8. Naturally occurring (without WECs) equilibrium beach morphology state at Doughmore
beach (black squares), as well as equilibrium beach states that may occur with WECs in operation
at Westwave (coloured squares) under differing energy extraction scenarios (Kt = 0.9, rated power
absorption; Kt = 0.58, WEC derived absorption; Kt = 0, complete absorption). The beach state model
of [49] is used; for definition of axes parameters, see Section 2.2.

 
Figure 9. Results of XBeach profile change simulations under different absorption scenarios at
Westwave (Kt = 0.9, rated power absorption; Kt = 0.58, WEC-derived absorption; Kt = 0, complete
absorption) for equilibrium conditions (panels (a,b)) and storm conditions (panels (c,d)): (a,c) show the
profile shape; (b,d) show the profile change. The shaded areas in panels (b,d) represent the background
profile variability; WEC-induced profile changes that lie outside of the shaded areas are used to indicate
where a significant impact may occur.
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3.3. Effects on Water Users

In deep water off the coast of Doughmore, suitable wave conditions for surfing are estimated to be
0.5 ≤ Hm0 ≤ 2.8 m, with periods of 9 ≤ Tp ≤ 20.6 s. The average ‘optimal’ conditions for surfers and
other water users of all abilities in deep water off the coast of Killard are estimated to be narrow-banded
swell waves with height and period of Hm0 = 1.4 m and Tp = 14.7 s. From Table 4, the predicted change
in wave height at 10 m depth during such optimal surfing conditions is 0.89%, 3.39%, and 8.11%
for the rated power scenario, WEC-derived absorption scenario, and complete absorption scenario,
respectively. In absolute terms, this equates to reductions in Hm0 (from 0.94 m at 10 m depth with no
WECs in operation) of 1 cm, 3 cm, and 8 cm, respectively. Wave period was predicted to change less
than 0.25 s, for all absorption scenarios; however, frequency dependent extraction was not simulated.
With these predicted changes, an assessment of the Irribarren number indicates that the natural breaker
type would not change from plunging waves. It is assumed that due to the relatively minor predicted
changes in the wave height and period, changes in the angle of incidence of waves arriving at the coast
will not have a significant influence on wave peel angle for surfing, as this is primarily influenced
by localised refraction in the shoaling and breaking zones caused by bathymetric features. However,
changes in wave direction caused by wave energy absorption are not yet adequately represented in
spectral (phase-averaged) wave models, and the magnitude of such effects therefore remains uncertain.

4. Discussion

Previous WEC impact assessments in the scientific literature have not explicitly accounted for the
permitted array power when devising WEC transmission characteristics. Instead, some have modelled
a suite of transmission coefficients (including complete energy absorption) in order to capture the
full possible range of impacts, e.g., [6,8]; however, as the permitted array power is usually well
defined at the impact assessment stage, a conservative maximum absorption value can be estimated
for a permitted WEC array, reducing the possibility for over-or under-estimation of the potential
coastal impacts. The rated power transmission coefficient, Kt,RP, presented in this paper offers a
conservative maximum absorption level analogous to the capture width ratio of the entire wave farm.
It is conservative in that it represents a realistic worst-case scenario (as the absorption level is at full
permitted array power capacity) and assumes that WECs operate at design efficiency under all wave
conditions, when in reality it is likely that they will operate at a lower absorption efficiency during
wave conditions far removed from the design conditions. It also allows the user to be conservative
by applying a low efficiency factor (γ), which, for a given permitted array power, has the effect of
decreasing the wave transmission due to absorption that does not contribute to the generated power.

Other more precise methods for quantifying and modelling wave energy absorption exist and
have been documented in the literature; for example, frequency dependent extraction [8,24] modelled
using individual WEC devices [23] offers a more precise estimate of wave shadowing in the lee of
a WEC array. However, as frequency response and WEC array layout vary from device to device,
modelling these characteristics with great precision will only increase the accuracy of the modelling
results if the exact devices to be deployed over the entire lifetime of the permitted array are known
with certainty at the impact assessment stage. We propose that this is unlikely to be the case for many
WEC sites. Conversely, the permitted array power describes the potential for coastal process impacts
without making assumptions about WEC frequency response or array layout. Kt,RP therefore offers
a simple, generic, conservative and robust approach for estimating coastal process impacts over the
lifetime of a permitted WEC array, although it is acknowledged that ignoring WEC array layout and
frequency response would be an unnecessary limitation of the presented method, if such parameters
were well defined at the impact assessment stage.

The estimation of design wave conditions and the mechanical/electrical efficiency (γ) of energy
conversion within WECs are both required in order to calculate Kt,RP. As these factors require
assumptions about the design characteristics of WECs, they are sources of remaining uncertainty.
One approach for estimating a generic design wave power value is presented in Section 2.1, based on

98



Energies 2018, 11, 2517

averaged data from commercially developed WECs presented by [68]; other WEC databases also
exist that could be used to inform this value [28]. It is acknowledged, however, that γ should also be
informed by published performance data when these are available.

In the Westwave case study presented here, predicted beach profile changes with WECs in
operation at Westwave were almost entirely within the magnitude of background profile variation
when using Kt,RP to quantify the WEC array transmission coefficient. Conversely, cases where the
WEC-derived transmission coefficient (Kt,WD) or complete energy absorption transmission coefficient
(Kt,CA) were used showed potential profile changes well outside the background profile variability.
Therefore, the choice of Kt,RP over more traditional transmission coefficients entirely determined
whether the impacts were predicted to be significant or not in this case study.

Methods for determining impact thresholds have received relatively little attention in the scientific
literature, and conclusions about the significance of the predicted effects on, for example, surfing waves
or coastal sedimentation have often been subjective, despite being informed by objective modelling,
e.g., [6,7]. Using a measure of natural variability offers one objective approach for identifying a
significant impact threshold that is relevant to the local dynamics [85]. However, the significance of an
impact actually depends on the sensitivity of the local receptors of the impact, and more research is
required to provide guidance on identifying these sensitivities for WEC impact assessments. It should
also be noted that bias towards erosion or accretion, even when small compared to the natural
variability, may have a potentially significant cumulative impact.

In the case of surfing wave impacts, the number of ‘surfable’ days per year (i.e., days where
the wave conditions are within a defined range of preferred wave heights and periods) with and
without WECs in operation could be quantified. It is possible for this to increase or decrease in the
presence of WECs, as waves previously larger than the preferred range may be reduced to a surfable
height, while smaller waves may be made too small to surf. Describing surfing impacts in terms of
the number of surfable days may provide a metric that is more comprehensible to water users than
the marginal percentage changes in wave height used in the case study presented here and elsewhere
in the literature, including [6,7]. However, this approach would require long hindcast wave model
runs (at least 1 year in duration) to be conducted at great computational cost, and was, therefore,
not undertaken for the Westwave case study.

5. Conclusions

This paper aimed to identify a number of recommended modelling practices for a wave farm
coastal processes impact assessment. From a review of studies in the literature, and the subsequent
application of modelling techniques for a wave farm case study in southwest Ireland, the following
guidelines are proposed:

• Appropriate characterisation of the sea states of interest to the assessment must be made.
In particular, attention should be paid to the local directional spread of sea states, as this has a
primary effect on the predicted wave shadow in the lee of an offshore wave farm.

• Frequency-dependent modelling of individual WEC devices is likely to offer the most precise
representation of WECs for wave model studies, but only in cases where WEC absorption
characteristics and array layout are comprehensively defined at the impact assessment stage.
In cases where the absorption characteristics are not well defined or where the WECs to be
deployed over the whole lifetime of the wave farm are not known with certainty, it is more
conservative to model a WEC array using a single frequency-independent transmission coefficient
that represents the effects of the entire WEC array.

• To calculate such a transmission coefficient, a novel parameterisation for the frequency-
independent WEC array ‘rated power’ transmission coefficient, Kt,RP, is presented in this study.
This uses the permitted power rating of the WEC array, the area of ocean over which energy
extraction is permitted, an estimate of the design wave power, and an estimate of WEC electrical
efficiency to inform the maximum likely absorption of a permitted WEC array. As it can be
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assumed that the permitted array power will not be exceeded over the lifetime of the array,
Kt,RP represents a generic method for quantifying a realistic worst-case scenario for wave
energy absorption.

• When studying potential morphological impacts from a wave farm, variation in tidal elevation
should be simulated, as it influences wave shoaling and bottom shear stresses, and will therefore
modulate the potential effects of WECs on sedimentation.

• When using a process-based model to study morphological changes under WEC operation,
the measured coastal morphology should initially be allowed to equilibrate to new boundary
conditions before implementing WEC-affected boundary conditions, otherwise the degree of
disequilibrium between the measured morphology and the boundary wave conditions will
influence the degree of WEC induced impact interpreted from the simulations.

• The morphological classification of beaches in the lee of a WEC site should be studied with
and without WECs in operation, as beach state can influence coastal vulnerability to storms,
the level of bathing hazard, and the surfing amenity at the beach. However, traditional
beach classification models do not provide the precision required to predict subtle changes
in bathymetric three-dimensionality (i.e., the presence or absence of rip channels), and more
complex models may need to be sought where a change in such features would cause an issue.

• Impacts on coastal water-users can range from a change in the available surfing wave resource,
to changes in bathing hazards and surfing wave quality as a result of morphological impacts.

• Optimum surfing conditions require swell waves with a narrow spread of frequencies and
directions, and preferred wave conditions determined from water-users in Cornwall of
1.2 m ≤ Hm0,b ≤ 3.1 m, and 9 ≤ T1/3 ≤ 20 s may provide a suitable proxy for water-user
preferences elsewhere. However, water-users of differing ability levels, activities, and locations
are likely to have specific preferences which may also need to be considered.

• Even though some degree of reduction in the height of preferred surfing waves is likely
to be predicted under the influence of WECs, a wave farm could actually increase the
number of ‘surfable’ days available per year, depending on the WEC absorption characteristics,
wave resource, and wave preferences of local water-users. This may provide a more suitable
metric for stakeholder engagement than the traditional use of percentage changes in wave height,
but requires a significantly higher computational cost.

• Generic thresholds for ‘significant’ WEC induced impacts do not yet exist, and are likely to be site
specific. Morphological impacts could be set in the context of the natural variability occurring in
the region of interest; however, bias towards erosion or accretion, even when small compared
to the natural variability, may have a potentially significant cumulative impact. For water-users,
opinions on what constitutes a significant change to surfing waves are likely to vary widely.
More research is required in order to provide guidance on identifying the sensitivities of local
receptors for WEC impact assessments.
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Abstract: Wave energy converter (WEC) arrays deployed in coastal regions may create physical
disturbances, potentially resulting in environmental stresses. Presently, limited information is
available on the nature of these physical disturbance or the resultant effects. A quantitative
Spatial Environmental Assessment Tool (SEAT) for evaluating the potential effects of wave energy
converter (WEC) arrays on nearshore hydrodynamics and sediment transport is presented for the
central Oregon coast (USA) through coupled numerical model simulations of an array of WECs.
Derived climatological wave conditions were used as inputs to the model to allow for the calculation
of risk metrics associated with various hydrodynamic and sediment transport variables such as
maximum shear stress, bottom velocity, and change in bed elevation. The risk maps provided
simple, quantitative, and spatially-resolved means of evaluating physical changes in the vicinity of
a hypothetical WEC array in response to varying wave conditions. The near-field risk of sediment
mobility was determined to be moderate in the lee of the densely spaced array, where the potential
for increased sediment deposition could result in benthic habitat alteration. Modifications to the
nearshore sediment deposition and erosion patterns were observed near headlands and topographic
features, which could have implications for littoral sediment transport. The results illustrate the
benefits of a risk evaluation tool for facilitating coastal resource management at early market marine
renewable energy sites.

Keywords: marine renewable energy; ocean energy; wave energy; environmental effects; wave
modeling; wave propagation; numerical modeling; sediment dynamics; risk assessment

1. Introduction

Wave energy has enormous potential for supporting energy security and reducing greenhouse
gas emissions. For example, it has been estimated that the recoverable wave resource potential along
the United States outer continental shelf is 1170 TWh/year [1]. This amounts to over a quarter of
the United States’ total annual electricity consumption. Wave energy converter (WEC) technology
development over the past few decades has produced a wide array of wave energy technologies.
The International Energy Agency Ocean Energy Systems has developed categories to describe these
technologies, which include oscillating water columns, wave activated bodies (floating point absorbers),
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and overtopping device archetypes [2]. Within these categories, the European Marine Energy Center
has counted over 250 developers to date, showing the significant interest in wave energy conversion [3].

Scaled versions of commercial devices are currently being tested in dedicated wave tanks as well as
at oceanic test sites [4–6]. While present-day testing has generally involved laboratory-scale devices or
single devices, arrays of multiple ocean-deployed WEC devices will be necessary for commercial-scale
wave energy conversion to onshore electrical power. These WEC arrays, or wave farms, may conflict
with other ocean uses, e.g., shipping and navigation, commercial fishing, and recreation [7]. Wave farms
consisting of tens to hundreds of devices may have combinations of beneficial and adverse near- and
far-field physical effects on the marine environment, such as changes to wave characteristics, circulation
patterns, and sediment dynamics (e.g., [8–15]).

Characterization of the physical environment and associated potential alteration of an
environment due to a single WEC or arrays of WECs must be ascertained in order to make informed
predictions of device performance, system design requirements for hydrodynamic loads, and resource
management decisions based on environmental responses. The survivability and maintainability of
wave energy devices is directly influenced by nearshore circulation and waves, primarily where WEC
infrastructure (e.g., anchors, piles) is exposed to ocean hydrodynamic forces. The WEC-associated
infrastructure has the potential to modify the circulation in the water column and, depending on the
location, may alter important environmental processes. For example, nutrient delivery, light availability,
benthic habitat, larval motility, and many other environmental parameters may be changed by
WEC-induced alteration of circulation and sediment transport patterns, thereby affecting marine
and shoreline ecosystems [16].

Multiple numerical case studies have quantified the effects of wave farms on coastal processes
and assessed the influences of WECs on hydrodynamics and device performance. The optimum wave
farm layout for the Wave Dragon WEC was determined by Beels et al. [9] by investigating wake effects
using a mild-slope wave propagation model. O’Boyle et al. [17] performed wave tank experiments
to evaluate near-field wave disturbances from wave scattering and radiation around different array
layouts of five oscillating water column WECs. These studies suggest that the effects of the wave
farm layout on hydrodynamics due to wave scattering can be controlled by device spacing relative to
wavelengths typical to the wave energy site. They also determined that wave radiation effects were
found to be significant and dependent on WEC device performance characteristics and stated the
importance of considering these characteristics when optimizing power capture or evaluating WEC
effects on nearshore processes. Similar to O’Boyle et al. [17], Özkan-Haller et al. [15] performed wave
tank experiments and numerical modeling to investigate wave field modifications in the presence of
WECs. Their results suggested that the downstream environmental effects of WEC arrays may be
diminished through device operational changes, specifically indicating that WECs should be designed
to operate in a wave climate that is equal to or longer than the period of peak energy extraction.

Gonzales-Santamaria et al. [18] discovered significant wave farm impacts on morphological
changes at the Wave Hub site (England). The authors quantified littoral transport in the lee of the
WEC array and concluded that longshore currents could lead to enhanced deposition in the lee of the
wave farm as well as local erosion and a northward shift in erosion and deposition patterns due to
wave farm-induced wave diffraction. Abanades et al. [12] used wave and morphodynamic numerical
models to investigate the effectiveness of a wave farm as a coastal defense mechanism in Cornwall,
England. Their results showed substantial reduction in the erosion of beach profiles and the authors
concluded that a wave farm could be considered a viable method of coastal protection. Similarly,
Zanopol et al. [19] performed numerical wave and circulation models and ascertained that the northern
Romanian coast of the Black Sea may benefit from certain configurations of WEC arrays, which could
induce the transport of sediment from the north and enhance shoreline accretion.

Many studies have shown that the deployment of a WEC array has the potential to alter waves
and nearshore currents that govern sediment mobility. It is therefore critical to evaluate the potential
effects of WEC array deployments and address key physical stressors at a study site, including
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changes to sediment transport. The primary goal of this study is to describe the Spatial Environmental
Assessment Tool (SEAT), a quantitative tool that can be used to provide input to the environmental
assessment process by evaluating the potential effects of WECs on waves, circulation, and sediment
transport, and thus understand potential environmental risks associated with WEC deployments.
The SEAT is not intended to replace the traditional environmental assessment process, but it can
provide information on a subset of potential environmental risks. As a baseline example, the SEAT was
used to quantitatively assess seabed changes as the result of WEC deployments for a case study off the
coast of Newport, Oregon, USA. Two stressors, bottom shear stress and seabed elevation, and metrics
specific to each are presented to establish the basis of the SEAT framework for use in evaluating other
environmental metrics.

2. Materials and Methods

Nonlinear combinations of winds, tides, and waves typically control nearshore circulation and
mixing, with waves being the dominant driver of nearshore circulation in energetic coastlines such
as the Oregon coast. Therefore, in order to capture complex wave-, tide-, and wind-induced currents
and mixing, the SEAT incorporates a coupled wave, circulation, and sediment transport model with
quantitative spatial risk assessment for investigating simulated WECs in nearshore environments.
The risk metrics developed for the SEAT relate changes in a stressor (e.g., bottom shear stress) to values
considered critical for benthic habitats (e.g., changes in the bottom substrate).

2.1. Study Site

The case study site is located approximately 3.7 km to 5.5 km offshore of Newport, Oregon, USA,
north of Yaquina Head, at a water depth of approximately 50 m (Figure 1). The site is known as the
North Energy Test Site (NETS) of the Pacific Marine Energy Center (PMEC), where WECs have been
deployed and future deployments are planned. This 1.8-km2 site was chosen as the potential location
of a WEC array due to the available energy resources and limited potential environmental effects.
The availability of data necessary for model input boundary conditions, calibration, and validation
near NETS is an additional benefit to the evaluation of this site. Long-term wave characterization and
current velocity measurements are available through Oregon State University’s (OSU) Acoustic Wave
and Current (AWAC; Nortek, Boston, MA, USA) data collected in the summer of 2005 near NETS.
Additionally, daily-averaged surface velocities encompassing the model domain are available from
two Coastal Ocean Dynamics Applications Radar (CODAR) systems deployed in the area by OSU
researchers (http://bragg.oce.orst.edu/ORCoast/).

The waters off Newport, Oregon are characterized by a year-round energetic wave field.
Swell heights range from zero to 7 m, swell directions vary seasonally from 180◦ to 315◦, and wave
periods range from 4 s to 20 s. The site coastline is defined by pocket beaches up to 16 km long
with headlands of large cliffs. Sandy sediment ranging from 100 μm to 500 μm in diameter (fine to
coarse sand) compose much of the beach material along the site’s coastline [20,21] and extend into the
offshore region [22]. Seasonal variations in storm intensity move sediment between the offshore and
nearshore zones. Variations in sediment transport are primarily driven by waves whose bulk statistics
vary with the seasons. Winter storms are predominantly from the south. Southerly waves transport
sands northward along the beaches where headlands trap sediment and promote deposition [23].
Less energetic summer swells move sediment to the south. Over long periods, this process results in
little net sediment transport out of the system due to alongshore transport.
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(a) (b) 

Figure 1. (a) Coupled Delft3D-FLOW-SNL-SWAN model domain and locations of available
measurements; (b) nested model grids. The star indicates the location of the National Oceanic
and Atmospheric Administration National Data Buoy Center (NOAA NDBC) buoy station 46089.
NETS: North Energy Test Site; AWAC: Acoustic Wave and Current; OR: Oregon.

2.2. Spatial Environmental Assessment Tool (SEAT) Coupled Numerical Model

A coupled wave, circulation, and sediment transport model was developed using a hybrid
modeling framework (Figure 2). Waves were modeled using a modified version of Simulating WAves
Nearshore (SWAN) [24,25], named SNL-SWAN (Sandia National Laboratories-SWAN), which is a
module developed by SNL and incorporated into the open-source Delft3D framework. SNL-SWAN
incorporates a WEC module that accounts for device-specific WEC power take-off characteristics
to more accurately evaluate each device’s effects on wave propagation and ultimately nearshore
hydrodynamics [26–29]. Delft3D-FLOW is a multidimensional hydrodynamic and sediment transport
model that is capable of quantifying circulation (non-steady), waves, and sediment transport
phenomena as a result of forcing by tides and meteorological processes [30,31]. The coupled model
allows for the evaluation of tidal- and wave-driven circulation and sediment transport in the model
domain. Within the model framework, WECs are treated as obstacles that allow wave energy to be
propagated and to be absorbed by the WECs.

The Newport, Oregon case study model configuration consisted of a three-dimensional
(latitude, longitude, depth) nested grid over which circulation and waves were modeled (Figure 2).
In Delft3D-FLOW, circulation in a nested grid was modeled as a two-way coupling between grids,
while the coupled wave module was run as one-way nesting, meaning information only passed
from the outer to the inner grid. The coupled Delft3D-FLOW-SNL-SWAN model simulated the
hydrodynamics of tidal- and wave-driven circulation at a 3-s time step for model stability, then coupled
the circulation to SNL-SWAN every 3 h to capture variations in the temporal wave field (Figure 2).
This two-way coupling of waves and currents allowed for the model to capture the non-linear
interactions between currents and waves and the subsequent effects on the system (Case study
model set-up files are available in Supplementary Materials).
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Figure 2. Flow chart illustrating the coupled Delft3D-FLOW-SNL-SWAN wave, circulation, and
sediment transport models. SNL-SWAN: Sandia National Laboratories-Simulating WAves Nearshore.

2.2.1. Model Inputs

Wave propagation and circulation in the coastal zone are fundamentally controlled by bathymetry;
therefore, the coupled numerical model required accurate bottom bathymetry data as input. For the
Newport, Oregon case study, model depths were defined from the National Oceanic and Atmospheric
Administration (NOAA) National Geophysical Data Center high-resolution (approximately 10 m)
digital elevation model of the Oregon coast. The bathymetry data was mapped to the model grid using
bi-linear interpolation (Figure 1). Generally, the digital elevation model has higher spatial resolution
than the computational model. Water depths within the model domain varied from less than 5 m
nearshore to over 200 m in the northwestern corner of the computational grid.

2.2.1.1. Circulation Model

Surface currents in the model domain were driven by the application of time varying, spatially
uniform winds. Hourly winds were derived from measurements by NOAA National Data Buoy
Center (NDBC) buoy station 46089 at the outer edge of the largest-scale model domain (Figure 1).
Tidal boundary conditions were applied using the TOPEX/POSEIDON global tide model (TPXO09)
interpolated onto the model grid [32]. Water density was assumed constant at 1025 kg/m3 and
horizontal eddy viscosity was held constant at 1.0 m2/s throughout the computational domain.
Variations in density due to temperature and salinity gradients were not included in these screening
level coastal models, but can be readily incorporated into future studies.

2.2.1.2. Wave Model

A comprehensive analysis of expected wave conditions on the Oregon coast was conducted using
seven years (2005–2011) of modeled wave conditions [33]. This analysis provided approximately
300 discrete sea state bins, characterized by significant wave height (Hs), peak period (Tp), and mean
wave direction (Dp) [34], along with the probability of occurrence of each sea state. In order to
incorporate directionality into the characterization of the sea states, the data were split into four
directional bins (200◦–230◦, 230◦–260◦, 260◦–290◦, 290◦–320◦) over which the analyzed wave directions
were distributed. A joint probability distribution (JPD) of Hs and Tp was calculated for each of the
four directional bins (Figure 3).
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Figure 3. An example joint probability distribution for significant wave height and direction when
applied to swell directions arriving from between 260◦ and 290◦. The green diamonds indicate cluster
centroids and the green lines indicate cluster boundaries.

Clustering analysis (k-means) was used to reduce the number of sea states from 300 events to
24 events for model input following Bull and Dallman [35] (Table 1). Briefly, k-means clustering
analysis determined the sea states, or cluster centroids, via the minimization of the squared Euclidian
distance between each point and a cluster centroid. The number of clusters within each directional bin
was defined to be six, and an iterative partitioning method optimized the centroid of each cluster and
the cluster size by minimizing the sum of point-to-centroid distances, summed over all six clusters.
The resulting sea states generated by k-means are represented by the green diamonds in Figure 3.

The probability of occurrence of each sea state within each direction bin was defined as the
number of individual (Hs, Tp) points assigned to a cluster, divided by the total number of (Hs, Tp)
data points within a direction sector. Similarly, the probability of occurrence over all direction bins
was calculated by dividing by the total number of (Hs, Tp) data points within the entire model data
record. The direction, Dp, assigned to the sea states in Table 1 was determined by taking the average of
the individual Dp values over the cluster. This process provided a reproducible and adjustable method
to characterize the occurrence of site conditions. Clustering analysis enabled the modeling of discrete
events based on probability analysis and the development of risk potential based on modeling results.
This approach has the benefit of reducing run times by modeling discrete events rather than simulating
long-term time series, but becomes limited by the lack of continuity between events. Despite this
limitation, pairing the probability of an event with results from the modeled conditions can be used
to inform stakeholders of potential long-term effects of a WEC array on a specific environment and
vice versa.
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Table 1. Operational sea states selected for each of the four direction vectors. The sea states are the
cluster centers, identified using k-means clustering [35].

Directional Bin Hs (m) Tp (s) Dp (deg) % of Direction Bin
Total % Occurrence of

the Cluster

200◦–230◦

1.76 6.60 221.8 15.41 0.39
2.67 8.62 220.8 40.68 1.03
4.06 10.16 221.3 23.47 0.59
1.37 15.33 224.0 8.06 0.20
7.05 12.60 223.6 3.42 0.09
2.11 11.63 223.8 8.96 0.23

230◦–260◦

4.91 13.62 251.2 11.99 1.76
1.70 7.73 244.8 15.03 2.21
2.69 9.80 247.6 26.75 3.94
1.23 14.62 248.8 18.54 2.73
2.31 17.54 249.4 3.97 0.58
2.94 11.77 250.6 23.72 3.49

260◦–290◦

4.90 14.43 275.8 8.78 4.70
1.54 8.62 278.0 20.90 11.19
3.66 12.00 277.2 20.95 11.21
2.16 10.71 277.5 25.39 13.59
1.85 13.54 277.2 16.21 8.67
2.05 16.51 276.4 7.77 4.159

290◦–320◦

1.81 9.11 298.6 28.46 8.297
2.16 13.35 295.7 10.70 3.120
1.49 7.12 304.6 22.86 6.664
2.66 11.02 297.2 26.48 7.720
2.08 16.53 295.6 5.28 1.540
4.65 13.23 296.2 6.22 1.813

The results of clustering analysis provided 24 discrete wave model inputs, characterized by bulk
wave parameters (Hs, Tp, and Dp), for the Newport, Oregon case study. Significant wave height ranged
from 1.23 m to 7.05 m, peak period ranged from 6.6 s to 17.5 s, and the directional window ranged
from 220◦ to 305◦ (Table 1). Uniform wave boundary conditions with a JONSWAP spectrum centered
on the 24 sets of bulk wave parameters were applied to the SNL-SWAN wave model. While the use of
bulk parameter wave conditions (converted to a JONSWAP spectrum) seemingly represents a lower
resolution wave model compared to the full spectral specification of boundary conditions, it avoids the
contamination of model results by wave conditions that fall outside the pertinent events determined
though the cluster analysis described above and will generally represent the peak wave-associated
stressors being evaluated.

2.2.1.3. Sediment Transport Module

The Delft3D-FLOW-SNL-SWAN sediment transport module uses vertical layers in the sediment
bed to define sediment characteristics and the initial thickness of each initial bed layer defines the
amount of sediment available for transport [36]. Sediment layers are defined as fractions of cohesive
and noncohesive sediment types, with size classes of various fractions defined in terms of mean
diameter (noncohesive) and settling velocity (cohesive sediment). A unique critical shear stress for
erosion is associated with each sediment type, and the critical shear stress of the sediment layer is
calculated as the weighted fraction of critical shear stresses associated with each size class. Removal of
non-cohesive sediment from a parent bed layer (i.e., erosion) occurs if the modeled shear stress exceeds
the critical shear stress. Sediment can be advected as a suspended load or a bedload, with the only
difference relating to the treatment of transport properties within the water column versus the sediment
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bed. Erosion rates of the sediment bed for sandy non-cohesive sediment in Delft3D-FLOW-SNL-SWAN
are based on empirically defined values [37].

Based on the Coastal and Marine Ecological Classification Standard (CMECS, [22]), the majority
of the coastal region within the Newport, Oregon study site is comprised of sandy sediment. However,
fine cohesive sediment does exist in the Oregon coastal environment; therefore, three non-cohesive
sediment size classes (sands) and one cohesive size class (silt) were incorporated into the calibrated
and validated Delft3D-FLOW-SNL-SWAN wave and circulation model. The sandy sediment was
represented with grain sizes of 250 μm, 200 μm, and 100 μm in equal fractions and a specific bulk
density of 2650 kg/m3, representative of quartz sand. The three grain size classes highlighted differing
behaviors of sediment in the environment. Non-cohesive sediment such as mud was included with a
settling velocity of 2.5 × 10−4 m/s.

2.2.2. Model Validation

Prior to the introduction of simulated WECs to the coupled numerical model, it was necessary to
validate the Delft3D-FLOW-SNL-SWAN model. The model wave and current validation data were
provided by in situ CODAR and AWAC measurements within the model domain, collected by OSU
researchers. Due to disparate time periods of wave and current data availability, multiple model runs
over different time periods were used to compare the flow and wave model results to measurements.
The SNL-SWAN wave model was initiated with offshore NOAA NDBC data and validated with in
situ directional wave spectra collected by an AWAC deployed at a nearshore location within the model
grid (−124.058, 44.8514; AWAC1; Figure 1) at a water depth of 12 m. Modeled versus measured
comparisons were made over a 28-day period from 1 to 28 August 2005 during a period of multiple
swell conditions, which provided an excellent comparison period for the model (Figure 4). CODAR
daily-averaged surface current velocity measurements during a four-week period between 1 and
28 October 2009 were used to validate the circulation model (not shown). Two measurement locations,
C1 and C2, were chosen for model validation due to their proximity to the NETS site (Figure 1).

Figure 4. SNL-SWAN model validation results comparing (a) significant wave height, Hs, and (b) peak
wave period, Tp. Measured data from the Acoustic Wave and Current meter (AWAC), operated by
Oregon State University, are shown in black and SNL-SWAN model data are shown in red.
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Statistical metrics were determined for modeled versus measured wave parameters and current
velocities over the time periods of model validation (see Section 2.2.2) (Table 2). The metrics included
model skill (skill), root mean square error (RMSE), bias, and mean percent difference (Avg % diff),
and were computed as follows:

Skill = 1 − ∑|modeled − measured|2(
∑
∣∣∣modeled − measured

∣∣∣ + ∣∣∣measured − modeled
∣∣∣)2 , (1)

RMSE =

√
(modeled − measured)2 , (2)

Bias = modeled − measured, (3)

Avg % diff = 100 × (modeled − measured) / measured , (4)

where overbars indicate means and summation is over the entire model domain. Coefficients of
determination (correlation) were determined through least-squares linear regression analysis between
modeled and measured quantities. The results demonstrate the excellent ability of the numerical
model to reproduce measurements (Table 2; Figure 4).

Table 2. Comparison of modeled versus measured Hs and Tp and east-west (u) and north-south (v)
current velocities. In situ wave data were measured at location AWAC1 (Figure 1). Coastal Ocean
Dynamics Applications Radar (CODAR) data were compared for locations south (C1) and west (C2)
of the wave energy converter (WEC) array (Figure 1). See Equations (1)–(4) for definitions of Skill,
root mean square error (RMSE), Bias, Avg % diff, and Correlation.

Metric Hs Tp u (C1, C2) v (C1, C2)

Skill 0.90 m 0.90 s 0.7, 0.7 cm/s 0.90, 0.9 cm/s
RMSE 0.18 m 1.90 s 5.6, 6 cm/s 5.5, 6.3 cm/s
Bias 0.09 m −0.71 s 3.5, 4.1 cm/s −0.8, 1.4 cm/s

Avg % diff 12.42% 15.51% 18.9%, 13.9% 9%, 7%
Correlation 0.84 0.71 0.8, 0.8 0.9, 0.8

2.2.3. Case Study Model Runs

Model runs for the Newport, Oregon case study were conducted for baseline scenarios (no WECs)
and WEC scenarios to study the changes within the system due to the presence of WECs. A single
type of WEC device was considered for this study, the floating oscillating water column (F-OWC)
inspired by the Ocean Energy (OE) Buoy developed by Ocean Energy Ltd., which has a modeled
power matrix computed according to Babarit et al. [38] (device characteristics described by Babarit
et al. [38]). The power matrix represents the energy extracted from the environment by the device,
given a specific sea state prescribed by the significant wave height and peak period. One 18-device
array configuration was evaluated at the Newport, Oregon NETS case study site, where each of the
18 modeled devices had a diameter of 50 m spaced 200 m (four diameters) apart in both the east–west
and north–south directions (Figure 5).
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Figure 5. The simulated wave energy converter (WEC) array configuration.

The fully coupled Delft3D-FLOW-SNL-SWAN model was run for each of the 24 discrete wave
events as returned by the cluster analysis (Table 1) with and without a simulated WEC array for
a total of 48 model runs. Each model run was conducted for a period of 24 h (approximately two
tidal cycles), allowing for variability in tidal conditions to affect sediment transport. Results were
compiled at the end of the 24-h period, allowing for 12 h over which sediment could potentially
be mobilized. The spin-up period of 12 h allowed the flow model to equilibrate and reduce the
potential for numerical instabilities to cause spurious and unwanted changes to the sediment bed.
The sediment transport module was run to update the bed thickness with every model time step to
simulate the two-way feedbacks between the changing water depth, flow, and wave field and erosion
and deposition processes. Following each 24-h model run, the sediment bed at the last time step was
chosen for further evaluation. Parameters of interest such as bottom shear stress and bed elevation
were extracted at the end of the model run period, and risk metrics were computed.

2.3. SEAT: Risk Assessment

The Newport, Oregon case study focused on two SEAT stressors (near-bed shear stress and seabed
elevation) that are considered critical for benthic habitat assessment. The ratio of the shear stress to
critical shear stress plays a key role in assessing the risk of sediment mobility associated with the
introduction of WECs in an environment. For example, WECs may have the effect of lowering shear
stress in the lee of the WEC array. Should the WEC-induced decrease in shear stress result in shear
stresses below critical that were once greater than critical prior to the WEC deployment, then an
erosional environment would be transformed into a depositional environment. The SEAT therefore
defines a sediment transport parameter, T, for each model grid point as:

T(x, y) =
τ(x, y)
τc(x, y)

, (5)

where τ and τc represent near-bed shear stress and sediment bed critical shear stress and (x,y) denotes
model grid points in the longitudinal and latitudinal directions. The sediment transport parameter
provides an indication of the ability of sediment to be mobilized. For example, a value of T(x,y) > 1
occurs when shear stresses exceed the critical shear stress of the underlying sediment, as determined
by the median particle size of underlying sediment, allowing sediment to be mobilized.
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When summed over the 24 cases of wave conditions as returned from the cluster analysis
(see Table 1) and dropping the explicit dependence on (x,y), the resulting transport parameter for the
baseline (no WECs) scenarios can be expressed as:

Tb = ∑
i

Pi
τ

τc
, (6)

where Tb represents the baseline transport parameter and Pi is the probability of the occurrence
of the wave event. Similarly, a transport parameter, Tw, was defined for the model scenario with
WECs present using the analog of Equation (6). Possible scenarios associated with sediment mobility,
based on the relationship between Tb and Tw, and the critical shear stress of the underlying sediment
are shown in Figure 6.

 

Figure 6. Sediment mobilization regimes associated with the relationship between the transport
parameter for baseline (no WECs) and WEC scenarios, Tb and Tw (Equations (5) and (6)), respectively.

Mathematically, the risk of sediment mobility, Rτ, can be defined in terms of a non-dimensional number:

Rτ = int
(

Tw − Tb

|Tw − Tb| Tw

)
+ [Tw − Tb] , (7)

where the int( ) operation represents the integer value of the term. The first term in Equation (7)
can be thought of as constraining the risk to the correct quadrant (R < –1, –1 ≤ R < 0, 0 ≤ R < 1,
R > 1; see Figure 6). The second term quantifies the risk value within the quadrant. The resulting
risk metrics for sediment mobility, Equation (7), therefore consists of four regimes. The first, Rτ ≤ –1,
represents a reduction in erosion. The second, –1 < Rτ ≤ 0, represents an increase in deposition.
The third, 0 ≤ Rτ < 1, represents a reduction in deposition, and the fourth, Rτ ≥ 1 represents an
increase in erosion.

Bottom critical shear stress (and therefore erosion and deposition) is closely related to water depth
through the dependences between depth and water column velocities. Physical processes such as tides,
waves, and sediment transport result in a change in effective seabed elevation relative to that of a
quiescent ocean. The presence of WECs can influence variability in seabed elevation and affect benthic
habitats. Therefore, seabed elevation changes were incorporated into the case study risk framework
associated with the SEAT. The risk associated with seabed elevation changes associated with WEC
deployments was defined as:

Rη = ∑
i

Pi (ηw − ηb) (8)
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where ηw and ηb are the seabed elevations in the absence and presence of WECs at each model grid
point. Here, Rη has units of elevation (meters) unlike the non-dimensional risk metrics for sediment
mobility (Equations (7) and (8)). This difference is primarily due to the difficulty in defining a critical
depth of importance to benthic habitat. For example, one could define a critical depth below which
eelgrass cannot grow. However, the growth of eelgrass is governed not only by depth, but also by other
parameters such as water clarity and photosynthetically available radiation, water column nutrient
concentrations, ambient currents, and a host of other environmental parameters. However, in the
event that a critical depth for eelgrass growth can be determined for a site, a revised metric similar to
Equation (7) can be defined for seabed elevation changes.

3. Results and Discussion

3.1. Wave Energy Converter (WEC) Effects on Sediment Transport

The fully coupled Delft3D-FLOW-SNL-SWAN model of the SEAT framework enables the
assessment of changes in hydrodynamic and sediment transport parameters simulated with and
without WECs in the environment. For the Newport, Oregon case study, maximum shear stress and
bed elevation change were identified as two key parameters that influence variability in nearshore
morphological characteristics. Two wave events with the highest annual probability of occurrence
out of a total of 24 events were simulated within the SEAT framework and normalized changes in
shear stress and change in bed elevation with and without an array of WECs for these two wave
events were evaluated (Figures 7–10), where normalized change = NW− Nb

|Nb| and change = NW − Nb.
The parameters NW and Nb represent shear stress or bed elevation in the presence and absence of
WECs, respectively. Therefore, negative values of normalized change indicate decreases in values
as the result of the WEC array and vice versa. The two wave events shown are typical of summer
(Figures 7 and 9) and winter (Figures 8 and 10) conditions on the Oregon coast.

Figure 7. Spatial Environmental Assessment Tool (SEAT) coupled numerical model results showing
normalized changes in bottom shear stress for input waves typical of summer conditions, where Max.
Shear Stress Diff. = τW− τb

|τb| . Input wave model parameters were Hs = 1.37 m, Tp = 15 s, and Dp = 224◦.
The black arrow indicates peak wave direction and the location of the WEC array is show by red crosses.
Also shown are various benthic substrates and habitats of particular concern (HAPC, [22]).
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Figure 8. Same as Figure 7 but showing model results for winter conditions, where input wave
parameters are Hs = 2.16 m, Tp = 10 s, Dp = 277◦.

Figure 9. Same as Figure 7 but showing changes in bed elevation in the presence and absence of
WECs, ηW − ηb.
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Figure 10. Same as Figure 8 but showing changes in bed elevation in the presence and absence of
WECs, ηW − ηb.

The SEAT numerical model results indicate that variations in normalized shear stress are primarily
observed in the vicinity of the WECs. During conditions typical of summer and winter, decreases in
shear stress are observed to occur at the WECs and in the lee of the WEC array along an approximately
15-km swath oriented in the same direction as peak wave direction. Shear stress increased to the north
of the WEC array in both cases in the presence of WECs. In winter conditions, reductions in normalized
shear stress exceeded increases to the north of the array. It is important to note that while there are
noticeable changes in normalized shear stress in the vicinity of the WEC array, absolute changes in
shear stress are generally insufficient to cause significant changes in coastal sediment transport as the
magnitudes are much lower than the critical shear stress for sediment mobility; however, even small
changes can have implications on the nearshore circulation where sediment is mobile. For example,
if shear stresses are above the critical shear stress for erosion in the absence of WECs, then the reduction
in velocity in the lee of the WEC can change an erosional environment to a depositional environment.

Wave shadowing and coastal transport processes resulted in changes in modeled bed elevation
between the presence and absence of WECs, which were expected [20]. While minimal, the wave
shadow in the lee of the WEC array, in simulations in the presence of WECs, resulted in enhanced
deposition in the nearshore regions (<20 m water depth). A corresponding reduction of deposition
was observed in adjacent offshore cells. These deviations were in the order of 0.5% relative to the
simulations in the absence of WECs. Interestingly, greater changes in the nearshore sediment bed
were observed during summer as compared to winter conditions. It is likely that this is due to a
combination of Yaquina Head acting as a wave shadow for the peak wave direction of 224◦ during
summer conditions as compared to 277◦ during winter and the shift in the peak wave period from 15 s
(summer) to 10 s (winter), (Figures 9 and 10).

3.2. SEAT Risk Analysis

The SEAT enables the application of the probabilistic framework to compute the risk associated with
key potential stressors to the marine environment. Figure 11 shows the risk of sediment mobility (Rτ)
(Equation (7)) for the Newport, Oregon case study in the context of habitats of particular concern (HAPC),
as defined by CMECS [22]. As can be expected, there are moderate changes to sediment mobility in the lee
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of a WEC array, with expected increased deposition. However, all of these changes are in a region where
the potential for changes in deposition rates are naturally limited by sediment supply and are therefore
not significant. Most importantly, little to no risk is seen in HAPC, such as rocky reefs and kelp patches.

Figure 11. Risk metrics computed for changes in sediment mobility.

Figure 12 is a map of risk metrics when applied to bottom elevation changes. As discussed
in Section 2.3, bottom elevation risk is expressed in changes in bed elevation in units of meters.
Changes less than zero meters reflect an erosional environment and changes greater than zero meters
reflect a depositional environment. SEAT results indicate that there is generally no change in bed
elevation in the majority of the model domain. In regions where bottom elevation risk is non-zero,
e.g., in shallow coastal areas, changes in the order of 1 cm are observed. These changes are largely
insignificant (<0.5%) when considering that coastal bed elevations are in the order of 5 m.

 

Figure 12. Risk metrics computed for changes in bed elevation.
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A quantitative assessment of risk by habitat type is presented in Table 3, which shows the
maximum risk of sediment mobility and bed elevation for different habitats found within the model
domain. The low numbers suggest that maximum risk values for both sediment mobility and bed
elevation are negligible in the presence of WECs. Sediment mobility risk values are very close to zero,
noting that regime shifts in sediment mobility occur at ±1 (Equation (7)) and modeled bed changes are
generally considerably less than 1 cm. The maximum risk values are in the most dynamic rocky and
sandy environments that have high baseline sediment mobility potential.

Table 3. Change in SEAT risk for seabed parameters by habitat type (Equations (7) and (8)).

Habitat Sediment Mobility Risk (max, non-dim) Bed Elevation Risk (max, meters)

Estuary 9.38 × 10−7 0.0008
Kelp 0.0009 0.0006

Seagrass 0 0
Rocky 0.0050 1.83 × 10−5

Mixed 5.12 × 10−5 1.04 × 10−5

Mud −0.0004 8.71 × 10−5

Rock 0.0015 0.0013
Sand 0.0355 0.0132

4. Summary and Conclusions

The present study accomplishes three goals:

1. To develop a suitable case study that exemplifies tools and techniques for supporting marine
environmental assessments,

2. To outline the application of the SEAT at the case study site, and
3. To develop maps and tables of WEC-induced stressors and the relationship to sediment transport

and seabed changes as determined in the assessment.

The inclusion of sediment parameters in the coupled Delft3D-FLOW-SNL-SWAN model allows for
a probabilistic assessment of the effect of WECs on the benthic and coastal environments, forming the
basis of the SEAT. The methodology was examined using a subset of wave events, based on long-term
site evaluations, which form the typical annual wave climate off the coast of Oregon. The data and
results generated by a coupled wave, circulation, and sediment transport model can provide a wealth
of information to assess the potential nearshore effects of WECs on hydrodynamics and sediment
characteristics. However, the interpretation of the model results may be challenging and subjective.
Therefore, the development of a risk assessment tool that utilizes model results, such as the SEAT,
may provide a more effective means for coastal resource management.

The SEAT utilizes a holistic approach to site assessments that incorporates a joint probability
distribution to capture wave dynamics over the course of a climatological year. Using the occurrence
distribution of various wave events based on the analysis of a seven-year wave record, representative
discrete wave events were chosen using clustering methodology to reduce the number of discrete wave
events to a reasonable number. The clustering method is grounded in the specific wave dynamics in the
region of interest, such as typical directional ranges, directional spreading associated with typical swell
events, and the variance in significant wave height and period. When taken together, the cumulative
sum of discrete wave events formed a climatological set that enabled an evaluation of the spatial risk
potential. This probabilistic approach allowed for the calculation of expected changes to parameters
such as annual changes in critical shear stress and bed elevation.

The risk metrics presented in this study allow for a spatial characterization of physical risk for
several key parameters such as sediment mobility and bed elevation change. These risk metrics for
sediment mobility are based on the concept of critical thresholds above which sediment mobilization
is likely. The critical threshold for sediment mobility was defined as the critical shear stress of
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the underlying sediment. The spatial visualization of risk allows for the rapid identification of
potential changes to the system and percent changes for parameters in each habitat type allow for a
comprehensive evaluation of change. The overall WEC-induced physical stressors risk is very low for
the Newport, Oregon case study, with no significant changes in risk that affect sediment mobility or
bed elevation change.

The results of the SEAT illustrate the benefits of a site evaluation tool in facilitating coastal
resource management at early market WEC sites. Though the SEAT is not intended to replace the
traditional environmental assessment process, it can provide important information on potential
components of environmental risk. Furthermore, whereas the methodologies shown here were applied
to a hypothetical WEC array, these analysis techniques can be applied to other sectors of the renewable
energy market such as tidal and offshore wind installations. In addition, risk parameters can be
extended to include the effects of marine hydrokinetic energy installations on larval motility or light
levels in the context of seagrass sustainability.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/11/8/2036/s1.
Model boundary files; Title: Model.zip.
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Abstract: Long-term energy supplies hinder the application of the low-power unmanned ocean
devices to the deep sea. Ocean wave energy is a renewable resource with amount stores of enormous
and high density. The wave energy converter (WEC) could be miniaturized so that it can be
integrated into the devices to make up the power module. In this paper, a small novel heaving
point absorber of energy supply for low-power unmanned ocean devices is developed based
on the counter-rotating self-adaptive mechanism. The floating body as an important part of the
heaving point absorber, the geometric parameters is optimized to increase the efficiency of power
production. Through constructing the constitutive relation between the geometric parameters, the wave
force, the motion displacement, the motion velocity, and the capture width ratio of the floating body,
the energy efficiency characteristics of the multi-type floating bodies are calculated, and the optimal
shape is selected. On the other hand, in the calculation process of the wave force, the Froude-Krylov
method is an effective method to accurately calculate the wave excitation force. Meanwhile, nonlinear
static and dynamic Froude-Krylov force effectively overcomes the inaccuracy of the linear models and
reduces the time consumed to simulate. Finally, the wave force, heaving velocity, heaving displacement,
and capture width ratio of the three floating bodies are compared and analyzed, and the results show
that the cylindrical floater that is vertically placed on the wave surface is more suitable for the novel
heaving wave energy point absorber.

Keywords: unmanned ocean device; wave energy; multi-type floating bodies; nonlinear
Froude-Krylov force; energy efficiency

1. Introduction

Low-power unmanned ocean device, such as unmanned surface/under water vehicles,
ocean robots, and ocean buoys are widely used in unmanned combat, deep-sea exploration, and marine
communications, and so on [1–5]. With the continuous development of deep sea and offshore strategies,
the scope of work of low-power unmanned ocean devices continues to expand [6]. Long-term, stable,
and reliable energy supply is the basis for the rapid development of low-power unmanned ocean
device [7]. Currently, the common energy supply technology is a battery. However, its energy density
is low and it is necessary to carry multiple batteries to meet the requirements. The device space is
limited, which limits the amount of battery that is carried [8]. Therefore, it is difficult for the battery to
meet the requirements of the long-range and long-life capability of the current low-power unmanned
ocean device. Therefore, studying the energy supply technology of high energy density and improving
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the long range and long battery life of the ocean device is the fundamental guarantee for effectively
solving the application of low-power unmanned ocean device to the deep sea [9].

The ocean covers about 70% of the Earth’s surface, making it the world’s largest solar collector
and energy storage system [10]. There are many types of renewable resources for ocean storage, such
as Wave Power, Tidal Power and Tidal Current Energy, Ocean Thermal Energy Conversion (OTEC),
and Salinity Gradient Energy. We can convert them into electricity by means of a power generator [11].
Wind blowing over the surface of the ocean creates waves that can be harvested for energy and creates
uninterrupted, continuous wave energy in the Ocean’s surface [12]. The amount of wave power that is
stored by the ocean is enormous and high density. Theoretically, the global wave power resource is
2.11 ± 0.05 TW, of which 4.6% is extractable with the chosen WEC configuration [13,14]. Therefore,
wave energy is the most ideal resource for a low-power unmanned ocean device.

The utilization of wave energy goes far back in time—people using wave push water mill taken
place in the 1200 s. The world’s first wave energy technology patent is filed by Frenchman Girard and
his son in 1799 [15]. In 1910, the Frenchman Pocec-Plesic built the world’s first wave energy converter
(WEC) on the coast, namely air turbine private power station with a capacity of 1kW [10]. Salter of
the University of Edinburgh successfully developed a duck-type WEC, and first published an article
entitled “Wave Power” in Nature in 1974 [16]. However, due to the unsolved technical problems,
such as the economy and stability of WEC, the research progress of wave energy technology was
slower in the 1980s and early 1990s. In the last 20 years, with the emergence of problems, such as
energy depletion, environmental pollution, and the greenhouse effect, the development of green and
renewable energy has become the mainstream [7]. Wave energy has regained rapid growth under the
guidance of the government, especially in some mariner countries, such as Ireland, Denmark, Norway,
and UK [17–20].

WEC’s are generally categorized by the method that is used to capture the energy of the waves,
by location and by the power take-off (PTO) system [10,21]. Locations are shoreline, near shore,
and offshore. Types of power take-off include: hydraulic ram, elastomeric hose pump, pump-to-shore,
hydroelectric turbine, air turbine, and linear electrical generator. In addition, WEC’S can also be
categorized by the energy transfer method, namely point absorber, surface attenuators, oscillating water
columns, and overtopping devices.

Comparative and analytic research on the working principle of current WEC’s, the point absorber
is the best choice for the power supply of low-power unmanned ocean device [7]. However, the research
on point absorber is mainly focused on large-scale grid-connected generation in shore and near shore,
and the dimension of the device is larger, and the power generation operation is more complicated [10].
At present, typical point absorber includes Power Buoy [22], Wave bob [23], Sea Based [24], Fred Olsens
Lifesaver [25], and Carnegies CETO [26]. The shape dimension of them is very large, such as Power
Buoy, where the diameter of the buoy is about 3 m and the overall height about 14 m. As the
characteristics, such as concealment, camouflage, small dimension, wide and far working area of
low-power unmanned ocean device, and the huge dimension of the above point absorbers, makes it
still difficult to provide a satisfactory power source for it.

Considering the technical requirements of the power supply for the low-power unmanned ocean
device and the current research state of power generation technology, we developed a small novel
heaving point absorber that is based on the counter-rotating self-adaptive mechanism, with the
advantages of small space device and a stable and reliable energy conversion process [7]. It is an ideal
WEC of power supply for the low-power unmanned ocean device, so as to increase their working
hours and improve independent operation ability.

Previous work shown that the influence law of the blade angel on the impeller speed was obtained
and the model prototype was trial produced base on the study of the blade angle and the relative
speed of the upper and lower impellers for the Underwater PTO [7].The adjustment of the blade
angle in impellers is passive action. The move displacement of the floating body and the Underwater
PTO affects the deflection angle. The locking devices of the impellers limit the angle. In addition,
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previous works show that the maximum blade deflection angles between 35◦ and 55◦ are the best
efficiency characteristics [7]. In order to increase the power production of the novel heaving point
absorber, it is necessary to increase the elevation of the Underwater PTO in the vertical direction,
that is, increase the heave amplitude of the floating body. Because the displacement of the body is
performed by its immersion depth, shape, and dimension, so the geometric parameters of the body are
optimized, which is of great significance for increasing the power production of the novel heaving
point absorber.

The floating body dynamics of the WEC have been investigated by many researchers. For example,
Black et al. [27] comparatively analyzed the wave radiation forces and scattering forces for horizontal
rectangular and vertical circular cylinders using the Haskind’s theorem. Mohapatra and Guedes
Soares [28] studied the wave forces on a two-dimensional rectangular floating structure based on
linearized Boussinesq. Rodriguez et al. [29] investigated the numerical nonlinear heave response of a
rectangular box concerning the importance of the relative body dimensions. Islam et al. [30] analyzed
the wave radiation of a heaving box-type floating structure based on CFD simulations with a volume
of fluid method. Yeung et al. [31] and Sabuncu et al. [32] discussed the added mass and damping of a
vertical cylinder in finite depth water. Calisal et al. [33] presented an efficient method of hydrodynamic
coefficients calculation for vertical composite cylinders at finite depth. Mansour et al. [34] analyzed
the diffraction of linear waves by a uniform vertical cylinder with cosine-type radial perturbations.
Bhata et al. [35] studied scattering and radiation problems for a cylinder on nonlinear wave loading at
finite depth. Kim [36] researched the hydrodynamic coefficients of the floater with elliptical cylinder
and ellipsoid on a free surface. Bihs et al. [37] simulated a horizontal cylinder in heave motion and the
motion of a freely floating rectangular barge in waves using the CFD model and compared the results
with experimental data. Koh et al. [38] used Matched Eigenfunction Expansion Method (MEEM) to
solving the radiation problem of the heaving circular cylinder in the context of linear potential theory.
Wang sheng [39] discussed the added mass and damping of an ellipsoid in infinite and finite depth
water. Finnegan et al. [40] determined an analytical approximation for the wave excitation forces on a
floating truncated vertical cylinder in water of infinite depth and solved the appropriate boundary
value using the method of separation of variables. Ghadimi et al. [41] presented a detailed analytical
solution for the boundary value problem to evaluate the wave loads for the cylinder with heave and
pitch motions in water of finite depth in the presence of an incident wave. Although the floating body
dynamics of the WEC are more researched, the energy efficiency of multi-type floating bodies in the
heaving wave energy point absorber is poorly studied. Furthermore, in the above paper, the separation
variable method and the eigenfunction expansion method is usually used for the calculation of the
radiation force and diffraction force of the buoy base on the potential flow theory. However, it is
difficult to solve their analytical solutions and is often time consuming to calculate.

Under the Airy’s wave theory, the Froude-Krylov approximation method is implemented
to solve the wave force when the device dimension is considerably smaller than the wave
length [42]. Froude-Krylov approximation method [33–45] is assumed that the original wave pressure
distribution of the incident wave does not change due to the presence of the floating body. Therefore,
wave excitation force is the product of the force of the undisturbed incident wave pressure on the
floating body (dynamic Froude-Krylov force) and the diffraction correction coefficient. The diffraction
coefficients reflect the attached mass effect and diffraction effects, which is determined by the model
test. Although this method is an approximation method, it is simple to calculate and it is a very
practical method for estimating the wave force. Moreover, because the method is built on model tests,
accurate calculations can be obtained [42]. Falnes and Perlin [46,47] analyze the oscillating bodies
in low-amplitude waves and obtain that the diffraction is negligible when the device dimension
is considerably smaller than the wave length. Clement and Ferrant [48] described a method for
the computation of free surface flows generated by submerged bodies, and obtain that radiation
nonlinearities are negligible for floating bodies that are small as compared to the wave length.
Merigaud et al. [43] added specific nonlinear terms to hydrodynamic models for wave energy devices,
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to improve the validity of such models across the full operational spectrum, showing that the response
of the device is mainly affected by nonlinear FK forces, while nonlinear radiation and diffraction forces
have minor effects on the system dynamics.

The focuses of the paper is on the novel heaving point absorber operating in the power production
region, using the Froude-Krylov method to optimal shape design and maximize energy capture of
the floating body for the power supply of the low-power unmanned ocean device. The remainder
of this paper is organized as follows: Section 2 introduces the structure model of the novel heaving
point absorber. Section 3 gives the mathematical model of the floating body of the novel absorber.
Section 4 presents the algebraic solution of the wave excitation force in the vertical direction of floating
bodies and nonlinear Froude-Krylov force integral. The numerical simulation and simulation analysis
for the wave force, heaving velocity, heaving displacement, and capture width ratio of the multi-type
floating bodies are in Sections 5 and 6. Some conclusions and final remarks are presented in Section 7.

2. Structure Model

The waves are generally generated by wind blowing across the surface of the ocean. The motion
of waves is regular and periodic on the water surface, with the amplitude decreasing exponentially
with depth. When the depth to be greater than half the wavelength, the wave-induced motions is
only approximately 4% of those at the surface and thus could be considered to be insignificant [10].
Therefore, this depth range is defined as the hydrostatic layer, in which the motion of waves is hardly
perceived as the depth increases. Based on the above characteristics of wave motions, a novel heaving
wave energy point absorber is designed, which can be used as a power module for the low-power
unmanned ocean device [7]. Figure 1 shows the working scene of this point absorber. First, when the
low-power unmanned ocean device is working on the ocean surface, the value of the battery energy is
decreasing from the maximum to the lowest safe. Secondly, utilizing the release mechanism of the
low-power unmanned ocean device, the novel heaving point absorber is released. The Underwater
PTO subsystem of this absorber converts the captured wave energy into electricity. The value of the
battery energy reaches the highest energy. Finally, utilizing the recovery mechanism of the ocean
device, the absorber is recovered. The above process cycles back and forth, of which ensures the energy
supply of unmanned ocean device for long-range and long-term work.

2
Ld =

d

 

Figure 1. The working scene of the novel heaving wave energy point absorber.

The system configuration and working principle of the novel heaving point absorber are illustrated
in Figure 2. The absorber mainly includes two parts, a floating body and an Underwater PTO, which are
connected with each other by a steel cable. The floating body floats on the ocean surface and the
Underwater PTO suspends the hydrostatic layer at a depth of about 40 m. The Underwater PTO mainly
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consists of a power generator, upper impeller, lower impeller, steady blade, and transmission shaft and
planet-gear increaser. The impellers are mainly composed of blades, connecting rods, locking devices,
center wheels, and external fixation rings. The center wheel and the external fixation ring are connected
by eight radials arranged in connecting rods. Eight fan-shaped blades are fixed on corresponding
connecting rods with locking devices and are arranged in a centrally symmetric circumferential array.
In addition, the steel cable not only acts as dragging the Underwater PTO, but also transmissions
electricity and control signals.

(a) (b) 

Figure 2. The system configuration and working principle of the novel heaving point absorber.
(a) Rising state; and, (b) Sinking state.

The working principle of the novel heaving point absorber is shown in Figure 2. (1) During
the movement of the floating body from the wave trough to the wave crest, the Underwater PTO
is pulled up by the steel cable. The upper surface of the blade is impacted by the water flow and
the blade adaptively swings downward, as shown in Figure 2a. Due to the limitation of the locking
devices, the blade then stops swinging and is in a slanted state after reaching the maximum angle
of inclination. The water flow continues to impact the slanted blades and propel the blade forward.
The circumferential array of the blades enables the impeller to be subjected to circumferential thrust.
Since the blades of the upper and lower impellers are arranged in opposite directions, the upper
impeller is clockwise rotated by the water flow and the lower impeller is anticlockwise rotated by the
water flow, and they are relatively reversed. The upper and lower impellers are fixedly connected
with the stator and rotor of the generator, respectively, and then drive the generator to generate
electricity. (2) During the movement of the floating body from the wave crest to the wave trough, the
Underwater PTO sinks under the influence of gravity. The lower surface of the blade is impacted by
the water flow and the blade adaptively swings upward, as shown in Figure 2b. Due to the limitation
of the locking devices, the blade then stops swinging and it is in a slanted state after reaching the
maximum angle of inclination. Since the direction of the water flow impinging on the blade does not
change, the water flow continues to impact the slanted blades and propel the blade forward. The upper
impeller is continuously clockwise rotated by the water flow and the lower impeller is continuously
anticlockwise rotated by the water flow. Therefore, the direction of rotation of the generator does not
change and it continues to generate electricity. According to the different impact directions of water
flow, the impellers’ blades adaptively adjust the blade deflection. The upper and lower impellers act as
components that interact directly with the water flow and they provide continuous rotational motion
to the generator during rising and sinking of the Underwater PTO.
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3. Mathematical Model

The floating body is an important part of the novel heaving wave energy point absorber and is
in direct contact with the waves on the ocean surface. In order to increase the energy harvesting of
floating body, it is necessary to increase the heave amplitude, heave velocity, and wave force in the
vertical direction. It can increase the rising and sinking amplitude of the Underwater PTO and the
relative rotational speed of the upper and lower impellers. Moreover, the power production of the
novel heaving point absorber can also be increased. This section analysis of the force of the floating
body, establishes its motion equation, and solves its wave excitation force and the Underwater PTO
damping force. Also, this section derives the model of energy conversion efficiency between the
floating body and the wave energy, and calculates its energy conversion efficiency.

The hydrodynamics model and energy efficiency model of the floating body is established to
calculate the wave force and the conversion efficiency: Section 3.1 considers nonlinear Froude-Krylov
force in the vertical direction and Underwater PTO damping force for the force analysis of the floating
body in micro-wave amplitude. Section 3.2 presents the capture width ratio of the floating body for
the energy efficiency analysis.

3.1. Hydrodynamics Model of the Floating Body

We consider that the floating body of the novel heaving point absorber floats freely in water of
uniform depth. Under the action of linear regular waves, the floating body does micro amplitude
heave motion. The fluid is assumed inviscid and the incident flow irrotational and incompressible.
Figure 3 is the coordinates and force analysis of the floating body. The right-handed inertial reference
frame is centered at the hydrostatic equilibrium position of the body. X is the vertical distance from
the reference fluid surfaces to the body waterline (positive downwards). Y is the vertical distance from
the reference fluid surface to the fluid surface (positive downwards). Y = r cos ϕt, where r is the wave
amplitude and ϕ is the wave angular frequency. Z is the vertical distance from the reference fluid
surface to any point in the fluid (positive downwards). D is the waterline depth of the floating body.
Newton’s second law can be used to describe the system dynamics, as follows:

m
..
X(t) = G −

�
S(t)

P(t)ndS − Q − I + FPTO(t) (1)

where, m is the mass of the novel heaving point absorber, X is the heaving displacement of the body
from its hydrostatic equilibrium position,

..
X is the heaving acceleration of the body, G the gravity force,

S the submerged surface, P the pressure, n a vector normal to the surface, Q the viscous damping
force, I the inertia force of attached mass effect, and FPTO the Underwater PTO damping force.

The pressure P can be derived from the incident flow applying Bernoulli’s equation:

P(t) = −ρgz(t)− ρ
∂φ(t)

∂t
− ρ

|∇φ(t)|2
2

(2)

where, ρ the water density, g the acceleration of gravity, Pst = −ρgz, hydrostatic pressure and φ the
potential flow, which can be decomposed as the sum of the undisturbed incident flow potential φI,
the diffraction potential φD, and the radiation potential φR:

φ = φI + φD + φR (3)

The Airy’s wave theory assumes that the motion of the floating body is a small amplitude.
The solution of Equation (1) is solved around the equilibrium position of the buoy. Under the
linear assumption, the wetted surface is constant. However, the nonlinear of Froude-Krylov forces
to be considered in the actual calculation process. Thus, the wetted surface is exactly instantaneous,
namely integrating the fluid pressure over the actual submerged portion of the buoy, as it moves
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through the water. Froude-Krylov forces include the static and dynamic forces. They depend on the
instantaneous wetted surface, which depends both on the incident wave elevation and the displacement
of the buoy. Froude-Frylov force can be written as:

FFK = FFKst + FFKdy =
�
S(t)

(
Pst(t) + Pdy(t)

)
ndS (4)

where, FFKst is the static Froude-Krylov force, given as the balance between the gravity force and the
Archimedes force, and FFKdy is the dynamic Froude-Krylov force.

FFKst =
�
S(t)

Pst(t)ndS = −
�
S(t)

ρgzdS (5)

FFKdy =
�
S(t)

Pdy(t)ndS (6)

where, Pdy = −ρ
∂φI
∂t − ρ

|∇φI |2
2 is the dynamic pressure.

 

Figure 3. The coordinates and force analysis of floating body.

The time-dependence annotation will be omitted for brevity hereafter. Equation (1) can be
rewritten as [42]:

m
..
X = G + FFK + FD + FR + FPTO (7)

where, FD is the diffraction force and FR is the radiation force.
Note that, since the fluid is assumed to be inviscid, irrotational, and incompressible, no viscous

force and inertia force appears in Equation (7). In addition, due to Froude-Krylov force already includes
the inertia force that is caused by the attached mass effect, the inertia force also does not appear in
this Equation.
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Wave excitation force is the force of wind blows the waves to disturb the motion of the floating
body on the ocean surface. This force can be written as:

Fex = CFFKdy + FD (8)

where, C is the diffraction correction coefficient.
The linear approach assumes that radiation and diffraction forces are linear. Therefore, the radiation

and diffraction potential is negligible when the floating body dimension is considerably smaller than
the wave length [43–48]. When combining Equations (4)–(8), Equation (1) can be rewritten as:

m
..
X = C

�
S(t)

PdyndS + FPTO (9)

The algebraic calculation of the integral in Equation (9) requires the explicit definition of the
dynamic pressure Pdy, the infinitesimal surface element ndS, and the limits of integration. Under the
Airy’s wave theory for deep water waves, the dynamic pressure at any point on the floating body in
the local coordinate system can be written as:

Pdy =
ρgH

2
chkz
chkd

cos(kx − ωt) (10)

where, H is wave height, x is the direction of wave propagation in the local coordinate system, z is the
vertical displacement of the floating body in the local coordinate system (positive upwards), and d
is water depth and ω is the wave circular frequency. Wave Number k is defined by the dispersion
equation ktanh(kd) = ω2/g.

During the motion of the novel heaving point absorber on the ocean surface, the coordinates at
any point on the floating body in the global coordinate system can be written as:

⎡
⎢⎣ x

y
z

⎤
⎥⎦ =

⎡
⎢⎣ X0

Y0

Z0

⎤
⎥⎦+ [T]

⎡
⎢⎣ x

y
z

⎤
⎥⎦ (11)

where, (X0, Y0, Z0) is the coordinates of the center of gravity on the floating body in the global
coordinate system and (x, y, z) is the coordinates at any point on the floating body in the local
coordinate system. [T] is coordinate transformation matrix between the local coordinate system
and global coordinate system.

Therefore, the dynamic pressure at any point on the floating body in the global coordinate system
can be written as:

Pdy =
ρgH

2
chk(d − z)

chkd
cos(k(x + x)− ωt) (12)

where, x is the direction of wave propagation in the global coordinate system and z is the vertical
displacement of the floating body in the global coordinate system (positive upwards).

Furthermore, the force components of the wave excitation force in the vertical direction can be
written as the following:

Fz
ex = CV

�
S(t)

PdynzdS (13)

where, nz is the projection of the normal for the wetted surface of the floating body in the vertical
direction and CV is the diffraction correction coefficient in the vertical direction.

Under the movement of the novel heaving point absorber on the ocean surface, the heave motion
of the floating body does work by overcoming the damping of the water. The Underwater PTO
subsystem of this absorber converts the captured wave energy of the body into electricity. In the
motion model of this absorber under the Airy’s wave theory, the linear damping model is used to
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analyze the damping force of the Underwater PTO system. Thus, the Underwater PTO damping force
can be written as:

FPTO = BPTO
.

X (14)

where, BPTO is the Underwater PTO damping coefficient and
.

X is the heaving velocity of the
floating body.

3.2. Energy Efficiency Model of the Floating Body

In the researches of the WEC, the performance of power production of the device is mainly
concentrated on the energy harvesting and energy conversion. Using the capture width ratio [49,50]
of the floating body as an evaluation index to measure the characteristic of energy harvesting and
conversion efficiency for the novel heaving point absorber. The capture width ratio is that the ratio of
the average power of the energy harvesting to the wave energy of the incident wave within the width
of the body, namely the efficiency of energy harvesting in the WEC. It can be written as the following:

η =
PWEC

P0
(15)

where, PWEC is the average power of the floating body to harvests wave energy and P0 is the wave
energy of the incident wave within the width of the body.

The average power of the energy harvesting is that the instantaneous power is integrated in a
period and it solves the average value. It can be written as:

PWEC =
1
T

∫ T

0
Fwave · VWECdt (16)

where, Fwave is the wave force, VWEC is the velocity of the floating body, and T is the wave period.
The average power of the energy harvesting in the vertical direction of the floating body can be

written as:

Pz
WEC =

1
T

∫ T

0
(Fz

ex + Fz
PTO)Xdt =

1
T

∫ T

0
((CV

�
S(t)

PdynzdS + Bz
PTOX)X)dt (17)

where, Fz
PTO is the Underwater PTO damping force in the vertical direction and Bz

PTO is the Underwater
PTO damping coefficient in the vertical direction.

The wave energy of the incident wave within the width of the floating body can be written as
the following:

P0 = ρgH2 ω

16k

[
1 +

2kd
sh(2kd)

]
· B (18)

where, B is the heading wave width of the floating body.

4. Algebraic Solution

The characteristic parameters, such as profile parameters, immersion depth, and wetted surface
distribution, play an important role in the performance analysis, structural design, manufacture,
and employment of the floating body. These parameters affect the motion amplitude, motion velocity,
wave force, and wave energy harvesting of the floating body. Therefore, selects the profile parameters
and solves the algebraic solution of the wave force is critical. Geometry shapes of floating body are
two types of axisymmetric and unaxisymmetric. The axisymmetric body is a curved surface body
formed by a generatrix rotating around a fixed vertical axis. The shape of the axisymmetric body
is dependent on the shape of generatrix and relative position of the generatrix and the fixed axis.
The axisymmetric bodies include cylinder, cone, sphere, and so on. The unaxisymmetric body is
formed by a non-rotating curved surface. This body consists of rectangular, trapezoid, polyprism,
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and so on. In this paper, three kinds of shapes are selected for the floating body, such as rectangular,
cylinder, and sphere. This section mainly solves the algebraic solution of the wave force of the above
shape. Table 1 show that the algebraic solutions of the wave excitation force in the vertical direction
of multi-type floating bodies. The geometric parameters of the axisymmetric body are described in
cylindrical coordinates [42]. The axisymmetric bodies are described in rectangular coordinates.

Table 1. The algebraic solutions of the wave excitation force in the vertical direction of multi-type
floating bodies.

The Geometry Shapes of
Floating Bodies

The Coordinates of
Floating Bodies

The Parameters of Profiles
and Coordinates

The Wave Excitation Force in the Vertical
Direction of Floating Bodies

Unaxisy-mmetric Horizontal
rectangular

a is the length, b is the length
along the wave direction, c is the
height, λ(t) is the immer-sion
depth in the time of t.

Fz
ex = CV

aρgH
k

chk(d−λ(t))
chkd

· cos(kx1 − ωt + kb
2 ) sin kb

2
(See Appendix A for calculation details.)

Axisym-metric

Vertical cylinder

R is the radius, l is the heig-
ht, λ(t) is the immersion de-
pth in the time of t, the cylin-
der equation is x2 + y2 = R2,the
cylinder coordinate is (r, α, z),
z = constant, α = constant, S is
wetted surface,

S : r = R,
0 ≤ α ≤ 2π

0 ≤ z ≤ λ(t)
,

then, dS = Rdαdz.

Fz
ex = CV

RρgπHJ0(kR)
k

shkd−shk(d−λ(t))
chkd· cos(kx1 + kR − ωt)

(See Appendix A for calculation details.)

Sphere

R is the radius, λ(t) is the
immersion depth in the time of t,
the spherical equation is
x2 + y2 + z2 = R2, the sphere-
cal coordinate is
(r, θ, α),θ = constant,
α = constant,
S is wetted surface,

S : r = R,
π − arccos( R−λ(t)

R ) ≤ θ ≤ π,
0 ≤ α ≤ 2π

then, dS = R2 sin θdθdα

Fz
ex = CV · πR2ρgH

chkd · (I1(kR)− I2(kR))
· cos(kx1 + kR − ωt)

I1(kR) =
∫ π

π−arccos( R−λ(t)
R )

ch(kR cos θ)chk(d + R

−λ(t)) · J0(kR sin θ) · cos θ sin θdθ

I2(kR) =
∫ π

π−arccos( R−λ(t)
R )

sh(kR cos θ)shk(d + R

−λ(t)) · J0(kR sin θ) · cos θ sin θdθ
(See Appendix A for calculation details.)

5. Numerical Results

Based on the above analysis of the hydrodynamic performance and energy conversion
characteristic for the multi-type floating bodies of the novel heaving wave energy point absorber,
the wave force, heaving velocity, heaving displacement, and capture width ratio of the multi-type
floating bodies were numerically simulated and comparatively analyzed.

During the numerical simulation, the parameters of the multi-type floating bodies are as follows:
the length of horizontal rectangular a is 0.3 m, the length along the wave direction of horizontal
rectangular b is 0.3 m, the height of horizontal rectangular c is 0.5 m, the radius of vertical cylinder R is
0.3 m, the height of vertical cylinder l is 0.5 m, the radius of sphere R is 0.3 m, the mean immersion
depth is 0.15 m, the Underwater PTO damping coefficient in the vertical direction Bz

PTO is 20 KNs/m,
and the mass of the novel heaving point absorber m is 10 kg. According to the model test results of
previous research [51–53], the diffraction correction coefficient in the vertical direction CV of horizontal
rectangular, vertical cylinder, and sphere can be obtained, respectively.

In this study, three reference sea states are used for evaluation the energy efficiency of the novel
heaving wave energy point absorber. Sea state 1: the significant wave height HS is 0.1 m, the peak
wave period TP is 2 s; Sea state 2: the significant wave height HS is 0.3 m, the peak wave period
TP is 3.5 s; and, Sea state 3: the significant wave height HS is 0.5 m, the peak wave period TP is 5 s.
The first sea state covers HS values from 0.0 to 0.1 m, the second sea state covers HS values from 0.1
to 0.3 m, and the third sea state covers HS values from 0.3 to 0.5 m. The combination of HS and TP is
representative for the same wave tank, the wave climate date come from the simulation test. The model
scales of the novel heaving point absorber, as follows: the Underwater PTO’s diameter is 410 mm, the
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distance between the upper and lower impeller is 400 mm, and the overall height of the Underwater
PTO is about 560 mm. The scale between the dimensions of the tested heaving point absorber and the
full scale device is 1:5. Another, the significant wave height HS is about 2.5 m in the real wave climate
with the full scale device. The considered reference water depth d is 50 m. In addition, the incident
wave is the linear regular wave, the angle between the direction of the linear regular wave and the
direction of the novel heaving point absorber is 0◦. According to the above parameters of the incident
wave, the working scene of the novel heaving point absorber is the deep-water waves. Therefore, the
other parameters of the incident wave are obtained, including wavelength, wave velocity, and velocity
of water particles. These parameters are as follows: the wavelength is 6.2/19/39 m, the wave velocity
is 3.1/5.5/7.8 m/s, and the velocity of water particles is 0.16/0.27/0.31 m/s.

The results of numerical simulation are shown in Figures 4–11. The wave force, heaving velocity,
heaving displacement, and capture width ratio of the multi-type floating bodies in the second sea state
is shown in Figures 4–7, respectively. Figures 8–11 show that the above parameters for comparison in
the three reference sea states and the values obtained from the numerical simulation.

 
Figure 4. The wave force of the multi-type floating bodies (H = 0.3 m, T = 3.5 s).

 
Figure 5. The heaving velocity of the multi-type floating bodies (H = 0.3 m, T = 3.5 s).
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Figure 6. The heaving displacement of the multi-type floating bodies (H = 0.3 m, T = 3.5 s).

 
Figure 7. The capture width ratio of the multi-type floating bodies (H = 0.3 m, T = 3.5 s).

Figure 8. The wave forces of the multi-type floating bodies in the reference sea state.
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Figure 9. The heaving velocity of the multi-type floating bodies in the reference sea state.

Figure 10. The heaving displacement of the multi-type floating bodies in the reference sea state.

Figure 11. The capture width ratio of the multi-type floating bodies in the reference sea state.

6. Discussion

As shown in Figures 4–6, the vibration frequency curve of the wave force, heaving velocity,
and heaving displacement are less of the same for the vertical cylinder buoy and the sphere buoy.
However, as to the former, the curve of the wave force and the heaving displacement is steeper,
the heaving velocity is faster, wave follower is better, and the generated energy is higher. Nevertheless,
the wave force and heaving displacement of the horizontal rectangular floating body are smaller than
those two types of floating bodies. Therefore, the generated energy and wave follower is weaker by
this one less than those two types of floater bodies. In Figure 7, the capture width ratio of the vertical
cylinder floating body is higher and more stable than the sphere floating body. While, the horizontal
rectangular floating body is much more less than those two types of floating bodies.

In addition, as shown in Figures 8–11, the wave force, heaving velocity, heaving displacement,
and capture width ratio of the floating bodying is affected by the peak wave period and the wave
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height at a certain sea state. The above parameters are become higher when the sea state increases.
Another, the vertical cylinder floating body outperforms the other floating body in the three reference
sea states. As shown in Figure 11, the curve of the capture width ratio is steeper and the value of this
parameter is higher when the sea state big changes.

In summary, with the linear regular wave, the cylindrical floater vertically placed in the wave
surface is the first optional shape for the novel heaving point absorber and follower is the sphere
floater, which can increase the quality of power extracting and the efficient of the WEC system design.
At last, the horizontal rectangular floating body is carefully selected.

7. Conclusions

This paper presents a small novel heaving point absorber of energy supply for low-power
unmanned ocean devices that are based on the counter-rotating self-adaptive mechanism, with the
advantages of small space device, stability, and reliable energy conversion process. For improving
the efficiency of this absorber’s power production, the wave force and energy efficiency are analyzed
by the Froude-Krylov method and the optimal floating body is selected, the following conclusions
are drawn:

(1) The structure model and working principle of the novel heaving point absorber are feasible.
Based on the optimal power supply strategy, the design of the release and recovery mechanism can
improve the concealment, release, and recovery rate of the unmanned ocean devices. Under the
different directions of water flows, the design of the upper and lower impeller with opposite
rotation directions can provide continuous relative rotational motion to the generator during
rising and sinking of the Underwater PTO. The design of the locking devices and impellers’
blades with circumference array can achieve the adaptively adjust the blade deflection in the
heaving motion and the relative rotation of the impellers. The design of the steady blade can
balance the motion of Underwater PTO and makes it not limited by the motion of heaving.

(2) The energy efficiency of the novel heaving point absorber is greatly affected by the geometric
parameters, the wave force, the motion displacement, the motion velocity, and the capture width
ratio of the floating body. The constitutive relation of the above parameters of the floating
body is constructed. In order to calculate the above parameters, the Froude-Krylov method is
used, which effectively overcomes the inaccuracy of the linear models and reduces the time
consuming to simulate. The algebraic solution of wave excitation force for the axisymmetric and
unaxisymmetric floating body is obtained and validated by the numerical simulation.

(3) The wave force, heaving velocity, heaving displacement, and capture width ratio of the three
floating bodies are compared and analyzed by the numerical simulation. Under the same working
condition, mass and mean immersion depth, the type of vertical cylindrical floater’s slopes of the
wave force and the steeper amplitude, faster speed of heave motion, larger amplitude of heave
motion, better follow wave, larger energy produced, as well as, higher conversion efficiency.
Therefore, with the linear regular wave, the cylindrical floater vertically placed on the wave
surface is the first optional shape for the novel heaving point absorber and follower is the
sphere floater, which can increase the quality of power extracting and the efficient of the WEC
system design.

The study that was carried out in this paper focuses on the energy generation efficiency of the novel
heaving point absorber for the supply power of the low-power unmanned ocean devices. Moreover,
the multi-type floating bodies are optimized base on the Froude-Krylov method. Although a series of
numerical analyses above has been conducted in this paper, research on the novel absorber and floating
body is still not thorough enough. Therefore, a further step toward is that the verification experiments
of wave tank will be done in the power production region for the novel absorber. In addition,
the geometric parameters of the vertical cylinder floater will be optimized for increasing the conversion
efficiency of the floating body.
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Abbreviations

WEC Wave energy converter
PTO Power take-off
B Heading wave width of the floating body (m)
BPTO Underwater PTO damping coefficient (KNs/m)
Bz

PTO Underwater PTO damping coefficient in the vertical direction (KNs/m)
C Diffraction correction coefficient (-)
CV Coefficient of wave diffraction in the vertical direction (-)
D Waterline depth of floating body (m)
d Water depth (m)
FD Diffraction force (N)
FR Radiation force (N)
FFKst Static Froude-Krylov force (N)
FFKdy Dynamic Froude-Krylov force (N)
FPTO Underwater PTO damping force (N)
Fwave Wave force (N)
Fz

PTO Underwater PTO damping force in the vertical direction (N)
G Gravity force (N)
g Acceleration of gravity (m/s2)
H Wave height (m)
I Inertia force of attached mass effect (N)
k Wave Number (-)
m Mass of the heaving point absorber (kg)
n Vector normal to the surface (-)

nz
Projection of the normal for the wetted surface of the floating body in the
vertical direction (-)

P Pressure (Pa)
Pst Hydrostatic pressure (Pa)
Pdy Dynamic pressure (Pa)
PWEC Average power of the floating body to harvests wave energy (Pa)
P0 Wave energy of the incident wave within the width of the body (Pa)
Q Viscous damping force (N)
r Wave amplitude (m)
S Submerged surface (m2)

[T]
Coordinate transformation matrix between local coordinate system and global coordinate
system (-)

T Wave period (s)
VWEC Velocity of the floating body (m/s)
(X0, Y0, Z0) Coordinates of the center of gravity on the floating body in the global coordinate system
(x, y, z) Coordinates at any point on the floating body in the local coordinate system
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X Vertical distance from the reference fluid surface to the body waterline (m)
x Direction of wave propagation in the global coordinate system (-)
x Direction of wave propagation in the local coordinate system (-)
X Heaving displacement of the body from its hydrostatic equilibrium position (m)
.
X Heaving velocity of the floating body (m/s)
..
X Heaving acceleration of the body (m/s2)
Y Vertical distance from the reference fluid surface to the fluid surface (m)
Z Vertical distance from the reference fluid surface to any point in the fluid (m)
z Vertical displacement of the floating body in the global coordinate system (m)
z Vertical displacement of the floating body in the local coordinate system (m)
ϕ Wave angular frequency (rad/s)
φ Potential flow
φI Undisturbed incident flow potential
φD Diffraction potential
φR Radiation potential
ρ Water density (kg/m3)
ω Wave circular frequency (rad/s)
η Capture width ratio (-)

Appendix A

The calculation of wave excitation forces in the vertical direction of multi-type floating bodies.

Appendix A.1 Horizontal Rectangular Floating Body

The wave excitation forces in the vertical direction of the horizontal rectangular floating body is

Fz
ex = Cv

�
s

pzds = Cva
∫ x1+b

x1

ρgH
2

chk(d−λ(t))
chkd cos(kx − ωt)dx

= Cva ρgH
2

chk(d−λ(t))
chkd

∫ x1+b
x1

cos(kx − ωt)dx

= Cva ρgH
2k

chk(d−λ(t))
chkd [sin(k(x1 + b)− ωt)− sin(kx1 − ωt)]

= Cv
aρgH

k
chk(d−λ(t))

chkd cos(kx1 − ωt + kb
2 ) sin kb

2

(A1)

Appendix A.2 Vertical Cylinder Floating Body

The relationship between any point (x, y, z) on the curved surface element ds and the cylinder coordinate [54]
(r, α, z) is ⎧⎨

⎩
x = R cos α
y = R sin α
z = z

(A2)

Then, the above equation can be written in the global coordinate system is

⎧⎨
⎩

x = R cos α + x1 + R
y = R sin α + y1
z = z

(A3)

Let α = π
2 + ϕ, the dynamic pressure at any point on the cylinder surface at this time in the global coordinate

system can be written as:
Pdy =

ρgH
2

chkz
chkd cos(k(R cos α + x1 + R)− ωt)

=
ρgH

2
chkz
chkd [cos(kR sin ϕ) cos(kx1 + kR − ωt)

+ sin(kR sin ϕ) sin(kx1 + kR − ωt)]
(A4)

According to the properties of the Bessel function [55] is as follows:

cos(kR sin ϕ) = J0(kR) + 2∑m=∞
m=1 J2m(kR) cos(2mϕ)

sin(kR sin ϕ) = 2∑m=∞
m=1 J2m−1(kR) sin(2m − 1)ϕ

}
(A5)
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When m = 1, and then:
cos(kR sin ϕ) = J0(kR) + 2J2(kR) cos 2ϕ
sin(kR sin ϕ) = 2J1(kR) sin ϕ

}
(A6)

Combining above equation, we can obtain the following equation:

Pdy =
ρgH

2
chkz
chkd [(J0(kR) + 2J2(kR) cos 2ϕ) cos(kx1 + kR − ωt)

+(2J1(kR) sin ϕ) sin(kx1 + kR − ωt)]
(A7)

where, J0(kR) is the first kind zero-order Bessel function, J1(kR) is the first kind one-order Bessel function, J2(kR)
is the first kind two-order Bessel function. In order to convenient calculation, let Jm(kR) = Jm.

The wave excitation forces in the vertical direction of the vertical cylinder floating body is

Fz
ex = Cv

�
S

pzds = 2Cv
∫ d

d−λ(t)
∫ π

0 pzRdαdz = 2Cv
∫ d

d−λ(t)
∫ π

2
− π

2
pzRdϕdz

= Cv · RρgH
chkd · ∫ d

d−λ(t) chkzdz · ∫ π
2
− π

2

{
(J0 + 2J2 cos 2ϕ) cos(kx1 + kR − ωt)
+(2J1 sin ϕ) sin(kx1 + kR − ωt)

}
dϕ

= Cv
RρgπHJ0(kR)

k
shkd−shk(d−λ(t))

chkd cos(kx1 + kR − ωt)

(A8)

Appendix A.3 Sphere Floating Body

The relationship between any point (x, y, z) on the curved surface element ds and the spherical coordinate [54]
(r, θ, α) is ⎧⎨

⎩
x = R sin θ sin α
y = R sin θ cos α
z = R cos θ

(A9)

Then, the above equation can be written in the global coordinate system is

⎧⎨
⎩

x = R sin θ sin α + x1 + R
y = R sin θ cos α + y1 + R
z = R cos θ + d + R − λ(t)

(A10)

Let α = π
2 + ϕ, the dynamic pressure at any point on the spherical surface at this time in the global coordinate

system can be written as:

Pdy =
ρgH

2
chk(R cos θ+d+R−λ(t))

chkd cos(k(R sin θ sin α + x1 + R)− ωt)

=
ρgH

2
chk(R cos θ+d+R−λ(t))

chkd

{
cos(kR sin θ sin ϕ) cos(kx1 + kR − ωt)
+ sin(kR sin θ sin ϕ) sin(kx1 + kR − ωt)

}
(A11)

According to the properties of the Bessel function [55] is as follows:

cos(kR sin θ sin ϕ) = J0(kR sin θ) + 2∑m=∞
m=1 J2m(kR sin θ) cos(2mϕ)

sin(kR sin θ sin ϕ) = 2∑m=∞
m=1 J2m−1(kR sin θ) sin(2m − 1)ϕ

}
(A12)

When m = 1, and then:

cos(kR sin θ sin ϕ) = J0(kR sin θ) + 2J2(kR sin θ) cos 2ϕ
sin(kR sin θ sin ϕ) = 2J1(kR sin θ) sin ϕ

}
(A13)

Combining above equation, we can obtain the following equation

Pdy =
ρgH

2
chk(R cos θ + d + R − λ(t))

chkd

{
(J0(kR sin θ) + 2J2(kR sin θ) cos 2ϕ) cos(kx1 + kR − ωt)

+(2J1(kR sin θ) sin ϕ) sin(kx1 + kR − ωt)

}
(A14)

where, J0(kR sin θ) is the first kind zero-order Bessel function, J1(kR sin θ) is the first kind one-order Bessel function,
J2(kR sin θ) is the first kind two-order Bessel function. In order to convenient calculation, let Jm(kR sin θ) = Jm.
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The wave excitation forces in the vertical direction of the sphere floating body is

Fz
w = 2Cv

∫ π

π−arccos( R−λ(t)
R )

∫ π
0 pz cos θR2 sin θdαdθ

= Cv · R2ρgH
chkd · ∫ π

π−arccos( R−λ(t)
R )

∫ π
2
− π

2
chk(R cos θ + d + R − λ(t))

·
{

(J0 + 2J2 cos 2ϕ) cos(kx1 + kR − ωt)
+2J1 sin ϕ sin(kx1 + kR − ωt)

}
· cos θ sin θdϕdθ

= Cv · πR2ρgH
chkd · (I1(kR)− I2(kR)) · cos(kx1 + kR − ωt)

(A15)

where, I1(kR) =
∫ π

π−arccos( R−λ(t)
R )

ch(kR cos θ)chk(d + R − λ(t)) · J0(kR sin θ) · cos θ sin θdθ,

I2(kR) =
∫ π

π−arccos( R−λ(t)
R )

sh(kR cos θ)shk(d + R − λ(t)) · J0(kR sin θ) · cos θ sin θdθ.
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Abstract: This paper applies model predictive control (MPC) for the power processing of an oscillating
water column (OWC) wave energy conversion (WEC) system to achieve smooth power delivery
to the grid. The particular air turbine design adopted in this study produces large power pulses
ranging from 0 to 1 MW in magnitude, and thus, direct connection to the grid is practically impossible,
especially in weak grid conditions. Therefore, energy storage is an essential element that should be
integrated into this particular WEC system in order to absorb power pulses and thereby ensure smooth
delivery of power to the grid. Taking into account the repetitive nature, duration, and magnitude of
the power pulses, this study has chosen “supercapacitor” as the suitable energy storage technology.
The supercapacitor energy storage (SCES) is integrated into the dc-link of the back-to-back power
converter of the WEC system through a bidirectional dc-dc converter. In order to achieve the desired
operation of this complex power converter arrangement, a finite control set MPC strategy is proposed
in this paper. Performance of the proposed energy storage system (ESS) and control strategy are
evaluated through computer simulations. Simulation results show that the proposed SCES system
and the control strategy are able to achieve smooth power delivery to the grid amidst power pulses
coming from the generator.

Keywords: dc-dc bidirectional converter; finite control set-model predictive control (FCS-MPC);
oscillating water column (OWC); supercapacitor energy storage (SCES)

1. Introduction

Oceans, which cover 70% of the Earth, offer a vast amount of renewable energy. Out of many
forms, wave energy is an accessible and widely available type of ocean energy. Recent studies have
shown that wave energy has the potential to make significant contributions to renewable energy
targets worldwide [1–3]. Australia has been identified as a wave-energy-rich country, having the
potential to extract more energy from waves than its total annual electricity demand [2]. Recognizing
this potential, many companies have invested in wave energy projects in Australia [3–5]. Out of the
many technologies used to harness energy from waves, oscillating water column (OWC) based wave
energy conversion (WEC) technology has the advantage of having all of its moving parts above the
water level, allowing relatively straightforward installation and easy access for maintenance [2,6].
These are key factors for cost reduction in any renewable energy technology and thus, with the
improved performance, OWC wave energy converters will be able to compete with other renewable
and fossil-fuel energies in the energy market.

The OWC concept utilizes a water column inside a partially submerged hollow concrete structure.
With the incident wave, the OWC inside the chamber oscillates the air column above it and results in
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exhale and inhale air streams through the open end of the chamber. Energy of the air stream is then
converted into electricity with the aid of a turbine coupled generator. The commonly used turbines are
bidirectional which extract energy from both the inhale and exhale streams.

The Australian maritime college, in collaboration with the Wave Swell Energy Ltd., has developed
a new OWC air turbine technology, which has been recognized as an efficient and simple design
compared with many other OWC technologies [6,7]. This particular configuration has passive,
non-return air flow valves built into its chamber, which activate during the exhale stage and equalize
the pressure inside the chamber to the atmosphere, which allows the rising water column to reach
its maximum height. This creates a higher differential pressure during the inhale stage resulting in
high velocity air stream through the turbine. Since this particular air turbine extracts energy only
during the inhale stage, the output power inherently becomes discrete pulses. These large and discrete
power pulses create major operational issues, such as frequency deviations, voltage sags/swells,
and instabilities if delivered to the grid without smoothing. Therefore, energy storage is an essential
feature that should be incorporated into the power converter of the WEC system. Nevertheless,
in contrast to wind energy or tidal energy turbines, where the rotational speed should be changed
according to the wind speed or tidal flow speed, the unidirectional air-turbine used in this study does
not necessarily require variable speed operation. Therefore, according to [8], the turbine speed can be
regulated to remain within the optimum speed range irrespective of the air flow. This eliminates the
need for complex maximum power point tracking strategies, and thus, the machine side converter
controller becomes relatively less complex. However, the abovementioned large and discrete power
pulses are unique to this WEC system compared to other types of OWC WEC systems, and thus,
special attention has to be paid when developing associated control strategies.

As mentioned above, the promising approach to overcome the issues related to power pulses is
the use of an energy storage system (ESS). The ESS absorbs power pulses to provide smooth power
delivery to the grid. A comprehensive review of ESSs in renewable energy electric power systems
is presented in [9]. Hamidi et al. [9] have discussed different types of batteries, supercapacitors,
and hybrid energy storage system (HESS) along with their modeling techniques. They have also
highlighted different utility-level power converter topologies and given six examples of ESSs in field
installations. Some of the desirable qualities of ESSs are emphasized in [10], as high charge-discharge
efficiency, high energy density, volume power density, high specific energy, high specific power with
continuous power supply, long life, relatively cheaper value per usable kWh per cycle, and so forth.
The evidence confirms that supercapacitors lead the energy storage market with high-power density,
whereas the Li-ion batteries lead the industry with high energy density. Generally, one or both of these
ESSs are used in renewable energy applications depending on the requirements [11,12]. This study
applies a commercially available supercapacitor to smoothen the output power of the unidirectional air
turbine OWC system. The supercapacitor energy storage (SCES) has high energy storage efficiency and
very high cycling stability with insignificant loss of energy storage capacity [13]. A full-scale offshore
OWC WEC system has been investigated in [14], in which it was confirmed that supercapacitors
are capable of power smoothing satisfactorily over desirable long periods. Figure 1, illustrates a
grid-connected OWC WEC system with SCES.

In [15], the authors have proposed to use a Li-ion battery energy storage (BES) system, which is
directly connected to the dc-link to absorb power pulses. It has used the finite control set-model
predictive control (FCS-MPC) strategy for the rectifier and inverter of the back-to-back power converter.
Due to the fact that the two controllers indirectly control the battery current and the dc-link voltage
is governed by the battery, direct connection is possible for batteries. If supercapacitors are used as
the energy storage element, direct connection to the dc-link is not effective, as the voltage should be
allowed to vary in a wide range to store more energy in the supercapacitors. Therefore, an interfacing
dc-dc converter is essential for integrating supercapacitors into the power converter system. While
the rectifier and inverter controllers proposed in [15] can still be used, the dc-dc converter requires an
additional converter.
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The use of dc-dc bidirectional converters with energy storage, such as a battery and/or
supercapacitor are common in utility-level renewable energy systems, which act fast to reduce the
mismatch between the supply and demand power [9]. Several types of such converters have been
presented in [9], which can be used as energy storage interface systems. The half bridge (HB)-type
converters are more effective than many other types as they use a lower number of passive electronics,
smaller inductors, and experience lower current stresses. In [11,16,17], an ESS with a HB dc-dc
bidirectional converter for a grid-connected renewable energy systems was proposed and explained
converter control algorithms using proportional integral (PI) control strategy. Also, Maercos et al. [11]
have provided a battery supercapacitor HESS and a literature review of 18 similar approaches with
respect to their application, system, topology, rated power, comparison, sizing, control, and goals
related to applications such as energy harvesting, microgrids, remote area power supply, load supply,
and so forth.
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Figure 1. Schematic diagram of the grid connected oscillating water column (OWC) wave energy
conversion (WEC) system with a supercapacitor energy storage system.

To gain the desirable results from any ESS, which is connected to the dc-link through an interfacing
converter, one needs an effective control system. In this research, applying FCS-MPC strategy for the
dc-dc bidirectional converter controller has been achieved. Figure 2 depicts the schematic diagram of
the controllers that are used for the electrical power converters.

The model predictive control (MPC) approach is chosen to control the converters due to its simple,
fast, accurate, and reliable nature [15,18,19]. In [20], the same control strategy has been applied to
a dc-dc bidirectional converter with mode activation approach, where charge, discharge, and idle
modes were designed to operate independently. In [21], a SCES coupled to the dc-link with a dc-dc
bidirectional converter was proposed for the wells turbine OWC system using field-oriented control
(FOC) strategy. Also, a performance comparison was done between SCES and fixed and variable
speed flywheel ESSs referring to [17,22,23]. In [24], a HESS has been used for oscillating wave power
generator, applying sliding mode control strategy for the whole system. Nevertheless, the feasibility
of using supercapacitors for the particular WEC system considered in this study, from the control
perspective, is not reported so far. Therefore, the contributions of this paper are to propose SCES
for this particular WEC system, develop a FCS-MPC strategy for the entire power converter system,
and verify its performance through computer simulations.
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The paper is organized as follows: Section 2 presents the modeling of SCES; Section 3 presents
the MPC for the electrical power converter, followed by the power management system presented
in Section 4; Section 5 presents the simulation results and discusses the implications of the results;
and the conclusions derived from the discussion are presented in Section 6.

 

Figure 2. Schematic diagram of the proposed controllers for the grid integration of an OWC
unidirectional air turbine generator with a hybrid energy storage system (HESS).

2. Supercapacitor Energy Storage

This study uses a supercapacitor bank as the energy storage element, which is connected to
the dc-link through a bidirectional dc-dc converter. Supercapacitors have the advantage of long
life, high-power density, attractive temperature range, and high charge-discharge efficiency [10].
The SCES is integrated into the OWC electrical power converter system to achieve smooth power
delivery to the grid despite varying sea conditions. With the recent advancements of energy storage
technologies, supercapacitors have become popular and commercially available for large power
applications, such as WEC systems. The supercapacitor specification sheet in [25], confirms that the
industrial 83 F or 165 F supercapacitor single modules with 48 Vdc can be connected in series and/or
parallel configurations to gain the required voltage and capacity. Moreover, these modules provide up
to 1,000,000 charge/discharge cycles. In this particular system, to attain the required voltage of the SCES
(1000 V), a minimum 21 of 48 V modules are needed to connect in series, which results in the decrease of
the total capacitance and increase of the internal resistance (Rsc) in each pole. Then, these high voltage
modules can be connected in parallel to obtain the required total capacitance to gain the energy storage
capacity that decreases Rsc. Considering Rsc, which represents only static losses, the stored energy and
instantaneous voltage of the supercapacitor are given by the following [26]:

Esc =
1
2

Csc v2
sc (1)
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vsc(t) = v0 e−
t

RscCsc =
Q0

Csc
e−

t
RscCsc (2)

where Esc is the supercapacitor energy, Csc is the capacitance of the supercapacitor, vsc is
the voltage across the supercapacitor, v0 and Q0 are the initial voltage and charge of the
supercapacitor, respectively.

The state of charge (SOC) of the supercapacitor can be estimated using Equation (3):

SOCsc =

(
Q0 −

∫ t
0 isc(t) dt

QT

)
× 100 =

⎛
⎝
(

Csc vsc(0)

)
− ∫ t

0 isc(t) dt

Csc vsc

⎞
⎠× 100 (3)

where isc(t) and QT are the supercapacitor current at time t and total charge, respectively. It should be
noted that the method shown in Equation (3) is one of the conventional methods of estimation of SOC,
and the nominal capacity decreases gradually over time due to variations in load and the internal
chemical reactions. More advanced SOC estimation methods are discussed in [27,28].

The supercapacitor charge (QSc) is equal to the product of its capacitance and voltage
(QSc = CSC vSC). Therefore, SOCsc changes with respect to vSC and vice versa. Figure 3a shows a
typical supercapacitor charge/current behavior with respect to the time, and Figure 3b, shows the
charge/discharge curves of a supercapacitor and Li-ion battery.

  
(a) (b) 

Figure 3. (a) Behavior of supercapacitor charge and its current with time; and (b) charge/discharge
curves of supercapacitor and Li-ion battery.

The simple electrical model of a supercapacitor available in the MATLAB/Simulink was utilized
in this study, which satisfactorily model the dynamics. More detailed models of supercapacitors can
be found in [29–31].
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3. Model Predictive Control-Based Converter Control Strategies

3.1. Rectifier Controller

As in [15], the input current dynamics of the rectifier were found using Kirchhoff’s voltage law,
and the resultant equation for the predicted current in the next sampling interval was written in the
discrete time domain as follows:

is (k + 1) =
(

1 − RsTs

Ls

)
is(k) +

Ts

Ls
(vs(k)− vAFE(k)) (4)

where is is the rectifier input current vector, Rs is the combination of source and line filter resistance,
Ls is the combination of source and line filter inductance, k is the sampling instant, Ts is the sampling
time, vs is the generator voltage vector, and vAFE is the rectifier voltage vector. The generator current
in the next sampling interval, is(k + 1), was predicted for each of the eight switching states using
Equation (4). The current value was then converted into the dq frame currents, id(k + 1), iq(k + 1),
and used to predict the future angular speed of the generator, ωm(k + 1) as in [15]:

ωm(k + 1) = ωm(k) +
Ts

J
(
Tm − 1.5npΨpmiq(k + 1)

)
(5)

where Tm is the mechanical torque applied on the motor, np is the number of pole pairs, and Ψpm is
the permanent magnet synchronous generator (PMSG) flux. Then, the values ωm(k + 1) and id(k + 1)
were used in the cost function, grec, given in Equation (6) to select the switching state that gives the
minimum value for the cost function [15].

grec = |ω∗ − ωm(k + 1)|+ K.|i∗d − id(k + 1)| (6)

where ω∗ is the reference speed and i∗d is the reference for the d-axis current component of the generator,
which was set to zero. The arbitrary constant, K, has been used in the equation to reduce the d axis
current of the generator aiming to prevent flux weakening and overheating effects on the PMSG [15].

3.2. Inverter Controller

As in [15], in the inverter controller, three-phase grid current, ig and grid voltage, vg were
converted into the αβ stationary reference frame using the Clark’s transformation, as in [32]:

[
fα

fβ

]
=

√
2
3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]⎡⎢⎣ fa

fb
fc

⎤
⎥⎦ (7)

where f represents current or voltage. Then, the input current dynamics of the inverter were found
using Kirchhoff’s voltage law. The resultant equation for the predicted current in the next sampling
interval was written in the discrete time domain as follows [15]:

ig(k + 1) =
(

1 − RgTs

Lg

)
ig(k) +

Ts

Lg

(
vVSI(k)− vg(k)

)
(8)

where vVSI is the inverter voltage vector, Rg is the combination of grid and line filter resistance, and Lg

is the combination of grid and line filter inductance. The grid current in the next sampling interval,
ig(k + 1), was predicted for each of the eight switching states using Equation (8). Then, each of
the current values were converted into the dq frame currents and used to predict the power values,
Pg(k + 1) and Qg(k + 1) considering the vg(k + 1) = vg(k) as follows [15]:

Pg(k + 1) =
(
vdid(k + 1) + vqiq(k + 1)

)
(9)
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Qg(k + 1) =
(
vqid(k + 1)− vdiq(k + 1)

)
(10)

where id, iq, vd, and vq are grid currents and grid voltages in a dq rotating reference frame. The values
Pg(k + 1) and Qg(k + 1) were used in the cost function, ginv, given in Equation (11) to select the
switching state that gives the minimum value for the cost function [15].

ginv =
∣∣Qg

∗ − Qg(k + 1)
∣∣ 2

+
∣∣Pg

∗ − Pg(k + 1)
∣∣ 2 (11)

where Pg
∗ is the active power reference, which was set to 265kW, and Qg

∗ is the reactive power
reference for the grid, which was set to zero.

3.3. DC-DC Converter Controller

Generally, the voltage of the ESS (battery and/or supercapacitor) is lower than the dc-link
voltage and the polarity of the energy storage, and its output is set to the same with respect to the
common ground. The dc-dc bidirectional converter is suited well for this type of application, because
proper control of the switches regulate the dc-link power fluctuations by directing them to the energy
storage [33–35]. This is a simple converter, which can be used in high-power applications where
the switch rating of the converter becomes the key concern [23,36]. This converter consists of two
insulated gate bipolar transistor (IGBT) switches, two anti-parallel diodes, and an inductor connected
as shown in Figure 4a. This dc-dc bidirectional converter is a combination of buck and boost topologies,
as shown in Figure 4b,c, respectively.

(a) 

 

 

 

 
(b) (c) 

L
S1

S2

CdcVdc

iL

+

-
Csc

Vsc

Rsc

Vsc

L
S1

S2

CdcVdc

-iL

+

-
Csc

Rsc

Figure 4. Half bridge (HB) dc-dc bidirectional converter of supercapacitor energy storage (SCES);
(a) dc-link with electrical power converters; (b) buck mode operation of the bidirectional dc-dc
converter; and (c) boost mode operation of the bidirectional dc-dc converter.
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In this type of converter, the inductor is the main energy transfer element, which is also responsible
for the output current ripple. The ESS can be either a battery or supercapacitor and is connected to the
low-voltage side. The high-voltage side of the converter is connected to the dc-link. The converter is
designed to operate in both buck and boost modes. This two-quadrant dc-dc converter allows inductor
current flow in either direction while keeping the polarity of the dc voltage fixed during the boost
and buck modes. The mode it should operate at any given time is decided by the dc-link voltage and
the voltage of the energy storage. If the dc-link voltage drops below the set voltage, the ESS would
supply the power. When the power generated is more than the power needed for the grid, the dc-link
voltage rises above the set voltage and the converter charges the ESS absorbing the power. During the
buck mode, when the S1 IGBT is on and S2 IGBT is off, the excess current from the generator charges
the ESS. During the boost mode, S1 IGBT is off, and S2 IGBT is on; the ESS supplies the power to the
dc-link. The opening and closing of each switch generates a pulse output, and this can be controlled to
regulate the desired output voltage.

Because this converter operates in a discontinuous conduction mode to gain a smooth
current/voltage output, high converter switching frequency and adequate filtering capacitance on
the dc-link are required. Both the dc-link voltage and the ESS voltage could be fixed by duty cycle of
IGBTs neglecting the voltage drop across IGBTs and diodes [36,37] as follows:

D =
ton

T
= ton fsw (12)

(1 − D) =
to f f

T
(13)

where D is the duty cycle, fsw is the switching frequency, and T is the switching period of the dc-dc
bidirectional converter controller (T = ton + to f f ).

In the steady-state operation of the buck and boost modes of the dc-dc bidirectional converter
with ESS, considering the average value modeling, the average inductor voltage and the net change in
the inductor current are zero for periodic operation [37]. In the buck mode of operation, the derivative
of the inductor current is a positive constant when the S1 IGBT is on as follows:

ΔiL
Δt

=
ΔiL
DT

=
vdc − vESS

L
(14)

where vdc is the dc-link voltage, vESS is the voltage across ESS, and iL is the inductor current (iL = iESS).
The derivative of iL is a negative constant when the S1 IGBT is off as follows:

ΔiL
Δt

=
ΔiL

(1 − D)T
=

−vESS
L

(15)

Because the net change in the inductor current over one period is zero, the relationship between
vdc and vESS is as follows. (

vdc − vESS
L

)
DT +

(−vESS
L

)
(1 − D)T = 0 (16)

vdc =
vESS

D
(17)

The voltage ratio D should be kept smaller than the unity to have efficient power conversion [37].
This is to enable the buck converter to produce an output voltage that is equal to or less than the
input, while enabling the boost converter to produce an equal or greater output voltage than the input.
In boost mode of operation, the derivative of iL is a positive constant, when the S2 IGBT is on as:

ΔiL
Δt

=
ΔiL
DT

=
vESS

L
(18)
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and a negative constant when the S2 IGBT is off as:

ΔiL
Δt

=
ΔiL

(1 − D)T
=

vESS − vdc
L

(19)

Because the net change in the inductor current over one period is zero, the relationship between
vdc and vESS is as follows:

(vESS
L

)
DT +

(
vESS − vdc

L

)
(1 − D)T = 0 (20)

vdc =
vESS

(1 − D)
(21)

3.3.1. Space State Model of Bidirectional DC-DC Converter

The states of the S1 and S2 switches directly affect the charging and discharging of the inductor.
As shown in Figure 4, the HB dc-dc bidirectional converter operates in the buck mode only when the
ESS is charging and operates in the boost mode only when it discharging [33]. The space state equations
for the buck converter, as in Figure 4b, and for the boost converter, as in Figure 4c, in continuous
current mode operation are discussed below, assuming that all the circuit elements are ideal.

In the buck mode, when the S1 IGBT is on and the S2 IGBT is off, the S2 diode is reverse = biased.
Therefore, the inductor (L) charges. The voltage equation is as follows:

L
diL
dt

= vESS − vdc (22)

When the S1 IGBT is off and S2 IGBT is off, the S2 diode becomes forward-biased, because L tries
to maintain the current in the same direction and L starts discharging. The voltage across inductor is
as follows:

L
diL
dt

= vESS (23)

Considering, the state of the S1 IGBT, Equations (22) and (23) give the following:

diL
dt

=
1
L

vESS − 1
L

svdc (24)

where s is 1 when the S1 is on and s is 0 when the S1 is off.
In boost mode, when the S1 IGBT is off and the S2 IGBT is on, the L charges. The voltage equation

is as follows:
L

diL
dt

= vESs (25)

When the S1 IGBT is off and the S2 IGBT is off, the diode S1 becomes forward-biased and L tries
to maintain the current in the same direction and starts discharging as follows:

L
diL
dt

= vESS − vdc (26)

Considering, the state of the S2 IGBT, Equations (25) and (26) give the following:

diL
dt

=
1
L

vESS + (s − 1)
1
L

vdc (27)

where s is 1 when the S2 is on and s is 0 when the S2 is off.

153



Energies 2018, 11, 1871

3.3.2. Bidirectional DC-DC Converter in Discrete Time Domain

Because the sampling time is sufficiently small, and the sampling frequency is much higher than
the fundamental frequency, no extrapolation is considered for this study [38]. Instead, the simple
one step method was used, which selects the switching state that minimizes the error at the (k + 1)
instant and applies it at the kth instant. Fast microcontrollers with high speed calculations, such as Tiva
TM4C123G, TMS320F28377S, and so forth, allow the online implementation of these power converters.

In the buck mode (S1 on = L charging; S1 off = L discharging), using Euler’s approximation
method with one switching period, the predicted inductor current is as follows:

iL(k + 1) =
Ts

L
vESS − Ts

L
svdc + iL(k) (28)

The buck mode control objective is to maintain the dc-link voltage and maintain the ESS at its
upper limit by charging the SCES. During this process, the ESS SOC is designed to maintain below
80%. This constraint is included in the FCS-MPC algorithm. And the main objective of FCS-MPC is
taken as to minimize the error between the inductor current reference (iL

∗) and the predicted inductor
current (iL

p = iL(k + 1)). The maximum allowable charging current of ESS, (iLmax ) is included as one
of the constraints. The cost function, gbuck is as follows:

gbuck = |iL
∗ − iL

p| (29)

The inductor current reference is as follows:

iL
∗ =

((Pg − PPMSG) + (v dc
re f

− vdc)× 100)

vESS
(30)

where Pg and PPMSG are grid supply power and PMSG-generated power, respectively.
In the boost mode, when S2 is on, the inductor will charge. When S2 is off, the inductor will

discharge. The switch S1 is turned off. Using Euler’s approximation method with one switching
period, predicted inductor current is as follows:

iL(k + 1) =
Ts

L
vESS + (s − 1)

Ts

L
vdc + iL(k) (31)

The boost mode control objective is to maintain dc-link voltage at its set value by discharging the
ESS. During this process, the ESS SOC should be maintained above 30%. This is also included in the
FCS-MPC algorithm as a constraint, and the main objective of FCS-MPC is taken as to minimize the
error between iL

∗ and iL
p. The maximum allowable discharging current of ESS (iLmax ) is included as

one of the constraints. The cost function, gboost is as follows:

gboost = |iL
∗ − iL

p| (32)

Equations (12)–(32) are common for any type of ESS with a bidirectional dc-dc converter. Therefore,
the proposed FCS-MPC can be used as a mutual algorithm for both a supercapacitor and Li-ion battery
ESS. Figure 5 depicts the flow chart of the FCS-MPC algorithm of the dc-dc bidirectional converter that
controls the charging/discharging of the EES.
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Figure 5. The flow chart of model predictive control (MPC) algorithm of a dc-dc bidirectional converter.

4. Power Management System

The OWC power conversion system, as in many other renewable energy systems, depends on the
future availability of wave resources and the condition of ESS. Thus, a MPC strategy-based predictive
power management system (PPMS) can be used to predict the future level of power supply to the grid
based on the future availability of the renewable resources. This can be applied when determining
the time period and level of power commitment to the grid. Moreover, the future SOC% of energy
storage can be used to control the switching of the dc-dc bidirectional converter and protective circuit,
which can be effectively utilized to coordinate control of the OWC system as in [39]. In situations where
SOC% closes up the maximum limit, maintaining the dc-link voltage can be achieved using a protective
circuit, such as resistors, which dissipate extra energy [39]. The PPMS has been used in [39] to manage
the switching of components in stand-alone hydrogen systems with lead-acid BES and has validated
PPMS over other power management systems (PMSs), such as rule-based. A similar strategy can be
used to build an efficient and reliable OWC system with an ESS to minimize the energy lost and system
cost with improved system dynamics. Nevertheless, wave energy forecast unit commitment estimation
is beyond the scope of this paper. Instead, a simple power management strategy is used in this study by
taking the average power over a 20 s period. This study aims to maintain an optimal and safe operation
of OWC power convention to protect SCES from over-discharging and overcharging while maintaining
the dc-link voltage in a desirable range. The PMS is used to control the dc-dc bidirectional converter to
maintain the SCES SOC% between its minimum and maximum limits (30–80%) to improve its lifespan.

5. Simulation Results and Discussion

The parameters in Table A1, given in Appendix A.1, were used for the modeling and simulation
of the OWC wave energy conversion system and the ESS in MATLAB/Simulink. The modeling of the
air turbine, PMSG, back-to-back converter, grid, and filters can be found in [15]. The simulation results
shown in Figure 6a–k were used to evaluate the FCS-MPC performance of the dc-dc bidirectional
power converter along with the back-to-back converter.
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The main control goal in this study was to supply a set, quality grid power output by regulating
dc-bus voltage at a safe and effective voltage range while controlling the charging and discharging
of the ESS within its technical limits. The other major control objective in this study, as in [15],
was to maintain the OWC air turbine speed within the optimum range while extracting large discrete
power pulses.

Figure 6a depicts the mechanical torque produced by the unidirectional air turbine at its design
speed (650 rpm ≈ 68 rad/s) [6], while the turbine-generator rotor angular speed is shown in Figure 6b.
As evident in this figure, the rotational speed of the air turbine is regulated to be within the optimum
region throughout the simulation. This confirms that the turbine speed is kept at its control objective
throughout the simulation regardless of the significant variation in extracted power (0–1 MW). Figure 6c
depicts the PMSG stator current in the dq reference frame. The d-axis current is maintained closer to
zero while the q-axis current varies in proportion to the torque input. This q-axis current is directly
proportional to the active power drawn from the PMSG, which also varies with the extracted power as
shown in Figure 6d.

Figure 6d also illustrates the grid power and SCES power. The PMSG power and SCES power
waveforms confirm that the FCS-MPC of the dc-dc bidirectional converter successfully controls
the power exchange between the SCES and dc-link. The grid power is maintained at its reference
throughout the simulation. This is achieved by the charging and discharging the supercapacitor,
compensating the generated and demand power differences. The grid voltage and grid current are
shown in Figure 6e,f, respectively. The total harmonic distortion (THD) of the grid’s three-phase
current is less than 5% for this simulation, which allows the OWC to be integrated to the grid [40].
Figure 6g depicts the dc-link voltage, which is kept almost constant at 1200 V with more than 90%
accuracy. This waveform confirms that the dc-link voltage is controlled successfully by the proposed
MPC of the dc-dc bidirectional converter, adhering to the constraints. Also, according to the results,
when the generated power is less than the grid power, the dc-link voltage is maintained below its
set voltage by discharging the SCES, and when the generated power is more than the grid power,
the dc-link voltage is maintained almost at its set level while charging the SCES. Figure 6h–j illustrates
the SCES’s voltage, current, and SOC, respectively. These figures confirm that the FCS-MPC and
simple PMSs are capable of directing the buck and boost operation of the bidirectional converter while
adhering to the ESS’s technical limits, such as maximum discharge current, maximum charging current,
SCES maximum voltage, cut-off voltage, minimum SOC, maximum SOC, and so forth. The dc-dc
bidirectional converter, buck and boost operations, and switching pulses are shown in Figure 6k and
confirm the proposed control strategy of the bidirectional dc-dc converter controlling the switching
between the buck and boost modes, depending on the supply-demand power difference. The expanded
figures show how the duty cycles change in the buck and boost modes.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

 
(i) (j)

(k)

THD% < 5% 

Figure 6. The simulation results of the OWC grid-integrated system with SCES; (a) mechanical torque
profile (Tm); (b) generator rotor angular speed (ωm); (c) PMSG stator current in dq frame (isd and
isq); (d) power (PMSG, grid, SCES); (e) grid voltage (vg); (f) grid current (ig); (g) dc-link voltage (vdc);
(h) supercapacitor voltage (vsc); (i) inductor current (iL); (j) state of charge of the SCES (SOC); and (k)
dc-dc bidirectional converter switching pulses.

6. Conclusions

This paper can be considered as the preliminary study that looks into a grid-connected OWC
unidirectional air turbine generator with an SCES system. The air turbine generator is integrated
into the grid using a back-to-back power converter, as in authors’ previous work. This study applies
and connects a commercially available, affordable-type supercapacitor to the dc-link with a dc-dc
bidirectional converter. This approach confirms the smooth and quality power delivery to the grid by
absorbing the large discrete power pulses generated by the PMSG. FCS-MPC is applied to the controller
of the bidirectional dc-dc converter to direct charging and discharging of the SCES to maintain the
dc-link voltage at the set voltage range, directly controlling the inductor current. The control algorithm
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used for this power converter does not consider the SCES parameters other than the SCES’s voltage.
Therefore, it can be used for any type of ESS with minor adjustments. This also allows the authors to
carry out further research using either a Li-ion battery or supercapacitor ESS using the same converter
control algorithm. Moreover, the power management strategy is addressed to maintain the SOC of the
SCES at predefined technical limitations to increase the ESS’s lifespan. The simulation results were
analyzed to confirm the feasibility of the applied MPC strategy. The rotational speed of the turbine
generator was almost constant at 68rad/sec, while the THD of the output current was below the grid
code requirement of 5% during the entire simulation. These results confirm that the proposed MPC
strategy for the controllers is capable of maintaining a quality power supply, adhering to the grid code
irrespective of the significant intermittencies present in the extracted power from the waves under
varying sea conditions.

Although these results obtained from the software simulation are very promising, further
investigations and implementations are in progress for lab-scale hardware experimental validations
and the development of an adaptive system against parameter variations.
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Appendix A

Appendix A.1. System Parameters Used in the Design

Table A1. System parameters used in the design.

PMSG

Rated Power 2 MW
Rated rotate speed 650 rpm

Rated Voltage 690 VAC
Rated current 1673.5 A

Number of pole pairs 4
Resistance (Rs) 0.0024 Ω

Inductances (Ld = Lq) 0.3552 mH (line-phase)
Magnetic flux (Ψpm) 0.666 Wb

Inertia (J) 2 kgm2

Grid side Filter
Inductance 1.6 mH
Resistance 0.01 Ω

Rated charge/discharge currents 1500 A

Grid
Voltage 690 Vrms

Frequency 50 Hz

Generator Side Filter
Inductance 1 mH
Resistance 0.01 Ω

DC-link
Total power 265 kW

DC-link voltage (Vdc) 1200 V
DC-link current (Idc_max) 1000 A

Supercapacitor

Capacitance (Csc) (83F; 21 in series;
4 parallel loop) 15.8 F

Resistance (Rsc) 52.5 mΩ
Voltage Initial (Vinitial) (Csc_nominal:

48 V each) 650 V

Reference Values
Active Power 265 kW

Reactive Power 0

Other
Sample time (s)

(Rec./Inv./bidirectional) 10−4/10−4/7 × 10−5

Simulator run time 20 s
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Appendix A.2. FCS-MPC for Rectifier

function [Sa,Sb,Sc] = fcn(vdc, is, vs, �, ωm, Tm)
% Sa,Sb,Sc: Switching signals for the rectifier; vdc: dc-link voltage; is: PMSG current; vS: PMSG phase
voltage; �: angle of the reference frame (rad/s); ωm: PMSG rotational speed (rad/s); Tm: air-turbine
torque.
Ts = 1e−4; % Sample time (s)
% Load parameters
Rs = 0.01; % Stator Resistance + generator side filter resistance (Ω)
Ls = 1e−3; % stator Inductance + Generator side filter inductance (H)
np = 4; %pole pairs
flux = 0.66; % PMSG flux
J = 2; % inertia
ωm_ref = 68; % 68 rad/s
K = 2e−4; % constant
id_ref = 0;
% Switching states
states = [0 0 0;1 0 0;1 1 0;0 1 0;0 1 1;0 0 1;1 0 1;1 1 1];
states2 = [0 0 0; 2 −1 −1; 1 1 −2; −1 2 −1; −2 1 1; −1 −1 2; 1 −2 1; 0 0 0];
vAFE = vdc*states2/3;
% is is derived from phase currents ia, ib and ic
%ia (k+1) = ik1a
%ib (k+1) = ik1b
%ic (k+1) = ik1c
g_opt = 1e10;
x_opt = 1;
for i = 1:8
% Current prediction at instant k+1
ik1a = (1 − Rs* Ts /Ls)*is(1) − Ts /Ls*(vAFE (i,1) − vs(1));
ik1b = (1 − Rs* Ts /Ls)*is (2) − Ts /Ls*(vAFE (i,2) − vs (2));
ik1c = (1 − Rs* Ts /Ls)*is(3) − Ts /Ls*(vAFE (i,3) − vs (3));
% abc to dq conversion
idk1 =2*(ik1a*sin(�) + ik1b*sin(� − 2*pi/3) + ik1c*sin(� + 2*pi/3))/3;
iqk1 =2*(ik1a*cos(�) + ik1b*cos(� − 2*pi/3) + ik1c*cos(� + 2*pi/3))/3;
Te = 1.5*flux* np*iqk1; % Predicted torque
ωmk1 = ωm + Ts *(Tm − Te)/J; % Predicted speed
g = abs(ωm_ref − ωmk1) + K*abs(id_ref − idk1); % Cost function
if (g < g_opt) % Minimize cost function
g_opt = g;
x_opt = i;
end
end
% Output switching states
Sa = states(x_opt,1);
Sb = states(x_opt,2);
Sc = states(x_opt,3);

Appendix A.3. FCS-MPC for Inverter

function [Su,Sv,Sw] = fcn(vdc, Pref, ig, vg)
% Su,Sv,Sw: Switching signals for the inverter; Pref: Active and reactive power reference; vdc: dc-link
voltage; ig: grid current; vS: grid phase voltage.

159



Energies 2018, 11, 1871

Ts = 1e−4; % Sample time (s)
% Load parameters
Rg = 0.01; % grid side filter resistance (Ω)
Lg = 1e−3; % grid side filter inductance (H)
% Voltage vectors
v0 = 0 + 1j*0;
v1 = 2/3*vdc + 1j*0;
v2 = 1/3*vdc + 1j*sqrt(3)/3*vdc;
v3 = −1/3*vdc + 1j*sqrt(3)/3*vdc;
v4 = −2/3*vdc + 1j*0;
v5 = −1/3*vdc − 1j*sqrt(3)/3*vdc;
v6 = 1/3*vdc − 1j*sqrt(3)/3*vdc;
v7 = 0 + 1j*0;
v = [v0 v1 v2 v3 v4 v5 v6 v7];
% Switching states
states = [0 0 0; 1 0 0; 1 1 0; 0 1 0; 0 1 1; 0 0 1; 1 0 1; 1 1 1];
g_opt = 1e10;
x_opt = 1;
% Read power reference inputs at sampling instant k
Pkref = Pref(1) + 1j*Pref(2);
Pref(1) = 265e3; % grid active power reference (W)
Pref(2) = 0; % grid reactive power reference
% Read current and voltage measurements at sampling instant k
ik = (0.8165*(ig(1) − ig(2)/2 − ig(3)/2)) + 1j*(0.7071*(ig(2) − ig(3)));
vk = (0.8165*(vg(1) − vg(2)/2 − vg(3)/2)) + 1j*(0.7071*(vg(2) − vg(3)));
for i = 1:8
% Current and power prediction at instant k+1
ik1 = (1 − Rg* Ts /Lg)*ik + Ts /Lg*(v(i) − vk);
Pk1 = (real(vk)*real(ik1) + imag(vk)*imag(ik1)) + 1j*(imag(vk)*real(ik1) − real(vk)*imag(ik1));
% Cost function
g = (abs(real(Pkref − Pk1)))*(abs(real(Pkref − Pk1))) + (abs(imag(Pkref − Pk1)))*(abs(imag(Pkref − Pk1)));
% Selection of the optimal value
if (g < g_opt)
g_opt = g;
x_opt = i;
end
end
% Output switching states
Su = states(x_opt,1);
Sv = states(x_opt,2);
Sw = states(x_opt,3);

Appendix A.4. FCS-MPC for dc-dc Bidirectional Converter of Energy Storage

function [S1, S2] = fcn(vdc, vESS, iL, vdcref, PPMSG, Pg)
% S1: buck switching; S2: Boost switching; vdc: dc-link voltage; vESS: energy storage system voltage;
iL: inductor current; vdcref: dc-link reference (1200V); PPMSG: air-turbine generator power; Pgrid: grid
power.
Ts = 1e−5; % Sample time (s)
L = 5e−4; % Inductance (H)
vdcref = 1200; % dc-link voltage reference (V)
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g_opt = 1e10;
x_opt1 = 0;
x_opt2 = 0;
%Boost converter
if (vdc < vdcref) % Energy deficit condition. Boost converter should be selected
iLref = ((Pg − PPMSG)+(vdcref − vdc)*100)/vESS; % Inductor current reference. “100” is an arbitrary gain to
speed up.
for i = 0:1
iLk1 = iL + (vESS + ((i −1)*vdc))* Ts /L; %Predicted inductor current
g =abs(iLref − iLk1); %Cost function for the boost converter
if (g < g_opt) %Search for the switching state which minimizes the cost function
g_opt = g;
x_opt1 = i;
x_opt2 = 0;
end
end
end
%Buck converter
if (vdc > vdcref) % Energy excess condition. Buck converter should be selected
iLref = ((Pg − PPMSG)+(vdcref − vdc)*100)/vESS; % Inductor current reference. “100” is an arbitrary gain to
speed up.
for i = 0:1
iLk1 = iL - (i*vdc − vESS)* Ts /L; %Inductor current prediction
g =abs(iLref − iLk1); %Cost function for the buck converter
if (g < g_opt) %Search for the switching state which minimizes the cost function
g_opt = g;
x_opt1 = 0;
x_opt2 = i;
end
end
end
% Set output signals
S1 = x_opt2;
S2 = x_opt1;
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Abstract: This paper develops a methodology to determine the economic feasibility of implementing
offshore wave energy farms on the Portuguese continental coast. This methodology follows several
phases: the geographic phase, the energy phase, the economic phase, and the restrictions phase. First,
in the geographic phase, the height and the period of the waves, the bathymetry, the distance from
the farm to the shore, from farm to shipyard, and from farm to port, are calculated. In the energy
phase the energy produced by each wave energy converter is determined, and in the economic phase,
the parameters calculated in the previous phases are used as input to find the economic parameters.
Finally, in the restrictions phase, a limitation by the bathymetry will be added to the economic maps,
whose value will be different depending on the floating offshore wave energy converter (WEC). In this
study, three wave energy converters have been considered, Pelamis, AquaBuOY, and Wave Dragon,
and several scenarios for electric tariffs have been taken into account. The results obtained indicate
what the best WEC is for this study in terms of its levelized cost of energy (LCOE), internal rate of
return (IRR), and net present value (NPV), and where the best area is to install wave energy farms.

Keywords: feasibility study; floating offshore wave farm; WEC; IRR; LCOE; ocean energy;
marine energy

1. Introduction

The first wave power patent was from the 18th century and during the centuries, lots of
types of devices have been developed [1]. Wave energy converters (WEC) are the devices that
can extract the energy from ocean waves. There are many ways the WECs can be classified.
However, depending on their working principle, they can be classified as oscillating water columns,
oscillating bodies, and overtopping devices [2,3]. The oscillating water column device works
using an air turbine (Pico [4], LIMPET, Sakata, Mutriku [5], Mighty Whale [6], Ocean Energy,
SPERBOY [7], Oceanlinx [8], and REWEC3 [9]); the oscillating bodies work with a hydraulic motor,
a hydraulic turbine, and a linear electrical generator (AquaBuOY [10], IPS Buoy [11], FO3 [12],
PowerBuoy [12], Wavebob [13], Pelamis [14,15], PS Frog [16], SEAREV [17], AWS (Archimedes
Waveswing Submerged) [18], WaveRoller [19], and Oyster [20]); and the overtopping concept works
with a low-head hydraulic turbine (TAPCHAN [21], SSG (Sea Slot-cone Generator) [22], and Wave
Dragon [23]). They can also be classified by considering the water depth that they were designed to
operate in; fixed (less than 50 m of depth or onshore) or floating (more than 50 m of depth) or the
distance to shore [24]. Other WECs are: the Wavestar, which produces electricity due to the motion
of the floats that are attached by arms to the platform [25]; the SeaBeavl, which is a “taut-moored
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dual-body” WEC designed to improve the maintenance process [26]; and Falcão et al. analyze the
hydrodynamics of IPS Buoy [27]. This paper will be focused on floating WECs, which have the
advantage of operating in deep water where more wave energy can be found and in a larger range
of water depths, increasing the number of locations where they can be deployed. Veigas et al. [28]
studied the wave and offshore wind energy potential of a Spanish island located in the Atlantic Ocean.
This study is important because it presents maps of the areas selected. Liu et al. [29] studied the energy
conversion of a prototype WEC buoy in China and they considered a farm of buoys. Martinelli et al. [30]
developed a method to select the design power of WECs in the first steps of the development of the
product. In addition, Martinelli et al. develop an analysis based on statistic aspects of the power from
OWC (Oscillating Water Column) [31]. Zanuttigh et al. [32] analyze the feasibility of the use of WECs
for coastal protection and they consider the Adriatic coast. Arena et al. [33] analyze the resonant WECs.
In 2011, Portugal had an experimental project for wave energy: the WaveRoller prototype, with a
budget of five million euros [13]. This is the country selected to develop the case study because it is a
country very involved with ocean energies, having a pilot area in its north-west coast.

The present paper will be focused on three wave energy converters: Pelamis, AquaBuOY,
and Wave Dragon. These devices are not in commercial exploration and the main reason for their
selection is that they represent different types of devices, different sizes, and different energy outputs.
The Pelamis is an articulated structure similar to a snake and has “cylindrical sections linked by
hinged joints” [2]. It has been developed in the UK and it should be installed aligned with waves [2].
It has been tested in several sizes from 1998 to 2011 [34,35]. The AquaBuOY combines the hose-pump
and the IPS Buoy, being a small and modular WEC. Wave Dragon is based on the principle of wave
overtopping and has “two wave reflectors focusing the incoming waves towards a doubly curved
ramp, a reservoir and a set of low-head hydraulic turbines” [2,36].

Regarding the assessment, performance, and feasibility analysis: Rusu et al. [37] developed the
wave energy resource for Portugal; Bozzi et al. [38] analyzed the wave energy feasibility in Italy
considering three WECs: AquaBuOY, Pelamis, and Wave Dragon; Iuppa et al. [39] analyzed the case
of Sicily; Guedes Soares et al. [40] considered several coastal locations to determine their efficiency;
Vannucchi et al. [41] considered several Italian coasts: “Tuscany, Sardinia, Liguria et Sicily”; Dalton [42]
analyzed the “non-technical barriers of wave energy in Europe”; Dalton et al. [43] considered the
Pelamis in three different scenarios in Europe and the USA; and O’Connor et al. [44] analyzed the
analysis of Pelamis and Wavestar in Europe.

Bozzi et al. [38] decided on the offshore location of a wave farm in Italy only by considering a
particular set of points of the geography, while in the present paper all points of a particular geography
are considered (in this case Portugal). Iglesias et al. [45] and Veigas et al. [46] considered several points of
the geography (in this case, Galicia) but only the available energy was considered, while in the present
paper the economic aspects of each point of the geography is considered (Portugal). Beels et al. [47] did
not take into account the maps of the geography, and the economic calculations were very elementary,
while in the present paper detailed economic aspects are calculated for all locations producing economic
maps. O’Connor et al. [48] considered some economic aspects of wave energy but they did not consider
the map of all the locations of the selected region, however, the present paper shows the map of all the
locations. In the present method, all points of the geography are calculated, and this is very important
because, for example, in a point where the wave resource is very good it may not be possible to install
wave energy farms because there are restrictions. In this sense, the present method allows the addition of
restrictions (in this paper only bathymetry is considered, but other restrictions can also be added).

The aim of the present paper is to develop a methodology to calculate the economic feasibility
of floating offshore wave energy farms following several phases: geographic phase, energy phase,
economic phase, and restrictions phase. In the geographic phase, some parameters (the height and the
period of the waves [49,50], the bathymetry and the distance farm to shore, farm to shipyard, and farm
to port) are calculated to be used as input values in the economic phase. The energy phase determines
the energy produced by each wave energy converter (WEC). It can be calculated considering several
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methods, depending on the data available and the precision wanted. Afterwards, in the economic
phase, the economic parameters are calculated considering the inputs provided in the previous phases.
Finally, the restriction phase, imposed by the bathymetry, will be added to the economic maps,
whose value will be different depending on the floating offshore WEC. The WECs considered for this
study are Pelamis, AquaBuOY, and Wave Dragon, whose energy yields are calculated using several
scenarios for electric tariffs. They have been selected because they represent several types of devices,
although some of them are not in operation nowadays. Results indicate what the best WEC is in
terms of its LCOE (levelized cost of energy), IRR (internal rate of return), and NPV (net present value)
and where the best area to implement a floating offshore wave energy farm is located. The method
proposed was applied to Portugal, where a high wave energy resource can be found.

2. Materials and Methods

2.1. Procedure

The method proposed is based on four phases, as shown in Figure 1: geographic phase (inputs in
the figure), energy phase (power matrix and sea state location in the figure), economic phase (LCOE
calculation in the figure), and restrictions phase (restriction of bathymetry in figure).

 

Figure 1. Method adopted [source: own]. P: depth in meters; PWEC: wave energy converter (WEC)
electric power generated; LCOE: levelized cost of energy.
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2.2. Geographic Phase

The geographic phase is the first stage of this methodology. The parameters that have been used
as input maps to generate output economic maps were calculated in this phase. The parameters were
the significant wave height and the energy period of the waves, the bathymetry, the distance from
farm to shore [51], farm to shipyard, and farm to port.

The wave parameters—significant wave height (Hs) and wave period (Tm)—were obtained from
a previous hindcast study [49,50] using WW III (Wave Watch III) and SWAN (Simulating Waves
Nearshore) in a coupled system. In terms of the size of the grid, it is important that a floating offshore
wave energy farm can be located inside the cell. The distance between offshore WECs is 87.5 times the
diameter (D) of the WEC and the distance between lines of WECs is 47.5 times the diameter (D) of the
WEC, as Figure 2 shows. In the WECs considered, the main dimension is the diameter of the device.

 
Figure 2. Distance between wave energy converters (WECs) (87.5D) and distance between lines of
WECs (47.5D). [Source: own].

The restriction assessment was done using the bathymetry from GEBCO (General Bathymetric Chart
of the Oceans), which was also used in the SWAN simulations of the hindcast study mentioned above.

The grid maps of the bathymetry and the parameters Hs and Tm were interpolated so as to
have the size recommended for the wave energy farm implementation. The interpolation was from
a resolution of 0.05◦ × 0.1◦ in the case of Hs, Tm and bathymetry, and 0.5◦ × 0.5◦ in the case of
wind to a resolution of 0.15◦ × 0.3◦. The function interp2 of MATLAB was applied to the data in a
linear interpolation.

2.3. Energy Phase

In the energy phase, the energy produced by each WEC (E1WEC) is calculated by Equation (1).

E1WEC = NHAT·PWEC·ηavailability·ηtransmissionlosses (1)

This calculation depends on the number of hours per year (NHAT), the WEC electric power
generated (PWEC), the availability (ηavailability) and the losses due to transmission (ηtransmissionlosses).
The PWEC is calculated by Equation (2).

PWEC =
1

100
·

nT

∑
i=1

nH

∑
j=1

pij·Pij (2)

The power matrix of the WEC is associated with the sea state probability of occurrence in the
study location. In this equation, the nT is the number of period and nH is the number of wave height in
the table, the pij is the probability of occurrence of the sea state corresponding to the bin defined by the
line i and the column j and Pij is the electric power corresponding to the same sea state or energy bin
for the WEC considered [21]. Therefore, it is necessary to have the power matrix of the WEC, given by
the supplier of the WEC considered, and the probability distribution matrix of the sea states for each
point of the geography of the region of analysis. The devices studied here have their power matrices
given in open literature.
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2.4. Economic Phase

In the economic phase, two types of parameters were calculated to measure the economic viability
of a wave energy farm deployment: the life-cycle cost of the wave energy farm and the economic
parameters. For that, the values calculated in the geographic phase (the height of the waves, the period
of the waves, the bathymetry, the distance from farm to shore, farm to shipyard, and farm to port) and
energy phase (energy produced by the WEC) were used as inputs, which have different values for
different points in the map (k).

The calculation of the life-cycle cost of the floating offshore wave energy farm (FOWEF) was
based on the methodology developed in previous studies [22,23]. The methodology was based on the
life-cycle process of floating offshore renewable energy devices, composed by six phases, attributing to
each phase of the process the inherent costs, called the Life-cycle Cost System (LCS).

The phases along the life-cycle process and whose costs will be taken into account are [52]:
the concept definition (C1), the design and development (C2), the manufacturing (C3), the installation
(C4), the exploitation (C5), and the dismantling (C6). The Life-cycle cost system (LCS) of a floating
offshore wave energy farm (FOWEF) was then calculated as Equation (3) shows:

LCSFOWEF(k) = C1(k) + C2 + C3(k) + C4(k) + C5(k) + C6(k). (3)

Another measure of costs is the levelized cost of energy (LCOE), which takes into account the
Life-cycle costs (LCSFOWEFt), the energy produced by the wave energy farm (Et) (without considering
losses due to individual WEC efficiency or near field effects) in MWh/year and the capital cost of the
project (r) [53,54]. The formula to calculate LCOE is Equation (4).

LCOE =
∑Nfarm

t=0
LCSFOWEFt

(1+r)t

∑Nfarm
t=0

Et
(1+r)t

(4)

Also important is the parameter NPV (net present value, Equation (5)), which consists of the net
value of the cash flows of the floating offshore wave farm, considering its discount from the beginning
of the investment [54,55].

NPV = −G0 +
n

∑
t=1

CFt

(1 + r)t (5)

The NPV depends on the cash flow (CFt = Rt − Et, where Et is the expenses on year and Rt the
revenues on year), the life-cycle years (t), the initial investment (G0), and the discount rate (r) [26].

When the NPV is equal to zero, the IRR (internal rate of return) is calculated from Equation (6) [25,27].

− G0 +
n

∑
t=1

CFt

(1 + IRR)t = 0 (6)

The WACC (weighted average cost of capital) has been developed based on Equation (7).

WACC =
MVe·Re + MVd·Rd·(1 − T)

MVe + MVd
(7)

It is dependent on the variables of total equity (MVe) and its costs (Re), total debt (MVd) and its
costs (Rd), and the tax shield ((1 − T)).The floating offshore wave energy farm (FOWEF) studied is
economically feasible if the NPV > 0, the IRR > WACC, and LCOE presents low values.

2.5. Restrictions Phase

Once all the economic maps have been calculated, it is important to restrict the area where the
wave energy farm is to be installed. This is due to the fact that there could be a good region in economic
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terms (IRR, NPV, and LCOE), but with limitations of usage (seismic fault lines, environmental protected
areas, offshore electric cable lines, navigation areas, etc.). In this paper, the bathymetry is the only
restriction taken into account.

The bathymetry restriction will be from (Dc + 20), Dc being the maximum draft of all the floating
offshore WECs considered, to 1000 m of depth, which is considered an adequate value to install this
type of wave farm. The type of floating offshore wave platform also restricts the economic maps.

Finally, territorial waters (22.2 km) will also be shown in the maps because there is no law about
the offshore space for offshore waves at the moment.

2.6. Case Study

The case study is the offshore area of Portugal, as shown in Figure 3, characterized by deep waters,
as shown in Figure 4, and good wave energy resources.

 

Figure 3. Portugal and Spain.

Figure 4. Bathymetry of Portugal, with P being the depth in meters [56].
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It is important to know the life-cycle of the project, which is considered 20 years, and the size of
the grid, which is considered 16 km × 33 km.

Several floating offshore wave energy platforms have been taken into consideration: Pelamis,
AquaBuOY, and Wave Dragon, as shown in Figure 5. The characteristics of the wave farm will depend
on the type of WEC considered, as Table 1 shows. The final configuration (number of WECs per line,
number of lines, total number of WECs in the farm) was assembled considering the total power of the
farm, which in all the cases is close to 110 MW.

Table 1. Characteristics of the wave energy farms depending on the WEC taken into consideration.

Concept Pelamis AquaBuOY Wave Dragon Units

NAF Number of WECs per line 7 21 3 WECs/line
NL Number of lines 21 21 9 lines

NWEC Total number of WECs in the farm 147 441 27 -
D Main dimension 4 6 54 m

PWEC Power of each WEC 0.75 0.25 4 MW

PFOWEF Total power of the farm 110.25 110.25 108.00 MW
110,250 110,250 108,000 kW

 

 
(a) (b) (c) 

Figure 5. Types of WECs considered: Pelamis (a) [57], AquaBuOY (b) [58], and Wave Dragon (c) [23].

Due to the fact that Portugal does not have a specific electric tariff for wave energy, several tariffs
were considered and are presented in Table 2.

Table 2. Electric tariffs considered for a floating offshore wave energy farm.

Scenario Electric Tariff (€/MWh)

Scenario 1 300
Scenario 2 400
Scenario 3 600

The restriction considered for bathymetry was 50 m, based on adding +20 m to the maximum
draft of all the WECs considered, as shown in Figure 6.

The energy produced by a particular WEC is dependent on its power matrix, as shown in
Tables 3–5, and on the number of occurrences of each sea state at the point considered, as shown in
Table 6.
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Figure 6. Bathymetry restriction. The white area represents the region selected considering the
bathymetry restriction. The dashed line represents the territorial waters. [Source: own].

Table 3. Power matrix of the Pelamis [59]. Hs: wave height; Te: wave energy period.

Te (s)
Hs (m)

Power Matrix (in kW)
5 5.5 6 6.5 7 7.5 8 8.5 9 9.5 10 10.5 11 11.5 12 12.5 13

0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 22 29 34 37 38 38 37 35 32 29 26 23 21 0 0 0

1.5 32 50 65 76 83 86 86 83 78 72 65 59 53 47 42 37 33
2 57 88 115 136 148 153 152 147 138 127 116 104 93 83 74 66 59

2.5 89 138 180 212 231 238 238 230 216 199 181 163 146 130 116 103 92
3 129 198 260 305 332 340 332 315 292 266 240 219 210 188 167 149 132

3.5 0 270 354 415 438 440 424 404 377 362 326 292 260 230 215 202 180
4 0 0 462 502 540 546 530 499 475 429 384 366 339 301 267 237 213

4.5 0 0 544 635 642 648 628 590 562 528 473 432 382 356 338 300 266
5 0 0 0 739 726 731 707 687 670 607 557 521 472 417 369 348 328

5.5 0 0 0 750 750 750 750 750 737 667 658 586 530 496 446 395 355
6 0 0 0 0 750 750 750 750 750 750 711 633 619 558 512 470 415

6.5 0 0 0 0 750 750 750 750 750 750 750 743 658 621 579 512 481
7 0 0 0 0 0 750 750 750 750 750 750 750 750 676 613 584 525

7.5 0 0 0 0 0 0 750 750 750 750 750 750 750 750 686 622 593
8 0 0 0 0 0 0 0 750 750 750 750 750 750 750 750 690 625
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Table 4. Power matrix of the AquaBuOY [59]. Hs: wave height; Tp: wave peak period.

Tp (s)
Hs (m)

Power Matrix (in kW)
5 6 7 8 9 10 11 12 13 14 15 16 17

1 0 0 8 11 12 11 10 8 7 0 0 0 0
1.5 0 13 17 25 27 26 23 19 15 12 12 12 7
2 0 24 30 44 49 47 41 34 28 23 23 23 12

2.5 0 37 47 69 77 73 64 54 43 36 36 36 19
3 0 54 68 99 111 106 92 77 63 51 51 51 27

3.5 0 0 93 135 152 144 126 105 86 70 70 70 38
4 0 0 0 122 176 198 188 164 137 112 91 91 49

4.5 0 0 0 223 250 239 208 173 142 115 115 115 62
5 0 0 0 250 250 250 250 214 175 142 142 142 77

5.5 0 0 0 250 250 250 250 250 211 172 172 172 92

Table 5. Power matrix of the Wave Dragon [59]. Hs: wave height; Tp: wave peak period.

Tp (s)
Hs (m)

Power Matrix (in kW)
5 6 7 8 9 10 11 12 13 14 15 16 17

1 160 250 360 360 360 360 360 360 320 280 250 220 180
2 640 700 840 900 1190 1190 1190 1190 1070 950 830 710 590
3 0 1450 1610 1750 2000 2620 2620 2620 2360 2100 1840 1570 1310
4 0 0 2840 3220 3710 4200 5320 5320 4430 3930 3440 2950 2460
5 0 0 0 4610 5320 6020 7000 7000 6790 6090 5250 3950 3300
6 0 0 0 0 6720 7000 7000 7000 7000 7000 6860 5110 4200
7 0 0 0 0 0 7000 7000 7000 7000 7000 7000 6650 5740

Table 6. Example of the number of occurrences for different sea states (in % from the total) for a point
of Portugal. Hs: wave height; Tp: wave peak period.

Tp (s)
Hs (m)

5 6 7 8 9 10 11 12 13 14 15 16 17

1 0.63 0.41 0.93 1.26 0.70 0.38 0.11 0.06 0 0.03 0.02 0 0
2 2.43 5.93 3.38 5.67 6.77 8.50 7.23 2.68 0.06 0.77 0.22 0.06 0.02
3 0.01 1.27 6.20 2.07 1.10 2.79 7.73 6.05 0.07 2.19 0.41 0.22 0.04
4 0 0 0.44 2.98 0.58 0.38 1.55 3.66 0.07 2.28 0.39 0.24 0.03
5 0 0 0 0.53 1.10 0.30 0.25 1.11 0.03 1.57 0.30 0.24 0.01
6 0 0 0 0.02 0.23 0.54 0.09 0.13 0.01 0.68 0.47 0.19 0.05
7 0 0 0 0 0.02 0.16 0.20 0.03 0.01 0.09 0.11 0.22 0.04

The electric power generated by each WEC, considering the power matrix of each WEC and
the number of occurrences for different sea states for each point of the geography, are presented in
Figure 7.

   
(a) (b) (c) 

Figure 7. Power of Pelamis (a), AquaBuOY (b), and Wave Dragon (c). [Source: own].
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3. Results

The results obtained for each WEC in terms of LCOE, but without the bathymetry restriction,
are displayed in Figure 8a–c. The Wave Dragon, as shown in Figure 8c, was the one that presents
the best value for this parameter, with 316.90 €/MWh, followed by 735.94 €/MWh for the Pelamis,
as shown in Figure 8a, and 2967.85 €/MWh for the AquaBuOY, as shown in Figure 8b.

   
(a) (b) (c) 

Figure 8. Results for LCOE without bathymetry restrictions for Pelamis (a), AquaBuOY (b), and Wave
Dragon (c) platform. [Source: own].

However, it is important to notice that the installation of the WEC depends on the bathymetry,
so the previous maps shown in Figure 9 cannot be used in their totality for the choice of the best
deployment place. In this context, a restriction for bathymetry has been considered, as shown in
Figure 9a–c. However, in this study, this will not affect the results for the best LCOE.

   
(a) (b) (c) 

Figure 9. Results for LCOE with bathymetry restrictions for Pelamis (a), AquaBuOY (b), and Wave
Dragon (c). [Source: own].

Considering Scenario 1 for the electric tariff with 300 €/MWh, the implementation of a wave
farm is not economically feasible whatever the WEC used. The values of IRR for all the WECs
considered are lower than the WACC value, and the values of NPV are less than zero, the opposite of
the feasibility conditions. For IRR, the values are around 4.74% for Wave Dragon, 11.94% for Pelamis,
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and −50.94% for the AquaBuOY. In terms of NPV, the Wave Dragon had −67.56 M€, the Pelamis
−561.52 M€, and the AquaBuOY 2732.93 M€, as shown in Table 7.

Table 7. Results for the 300 €/MWh tariff. IRR: internal rate of return; NPV: net present value.

Type of WEC IRR NPV

Wave Dragon 4.74% −67.56 M€

Pelamis 11.94% −561.52 M€

AquaBuOY −50.94% 2732.93 M€

Scenario 2, which takes into account a 400 €/MWh electric tariff, has better results than the
previous one. The WACC, which is dependent of the location (the total equity (MVe) and the total debt
(MVd) depends of the life-cycle costs of each location), has values from 6% to 7%, which is lower than
the IRR value of Wave Dragon, as shown in Figure 10c, with 9.35%. For Pelamis, as shown in Figure 10a,
this parameter assumes the value of −5.67% and for AquaBuOY, as shown in Figure 10b, a value of
−36.29%. For the NPV, the Wave Dragon, as shown in Figure 11c, has a value of 246.80 M€ (NPV > 0),
the Pelamis, as shown in Figure 11a, a value of −429.67 M€, and AquaBuOY, as shown in Figure 11b,
a value of 2637.39 M€. Looking at the results, the Wave Dragon is the WEC that encompasses all the
requirements for a viable wave farm project.

   
(a) (b) (c) 

Figure 10. Results for IRR considering a tariff of 400 €/MWh and the bathymetry restriction for Pelamis
(a), AquaBuOY (b), and Wave Dragon (c). [Source: own].

   
(a) (b) (c) 

Figure 11. Results for NPV considering a tariff of 400 €/MWh and the bathymetry restriction for
Pelamis (a), AquaBuOY (b), and Wave Dragon (c). [Source: own].
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The last scenario, Scenario 3, which takes into consideration a 600 €/MWh electric tariff, gives
the best results of all the three scenarios. For IRR, the Wave Dragon, as shown in Figure 12c, presents
the best value with 17.25%, followed by Pelamis, as shown in Figure 12a, with 2.49%, and AquaBuOY,
as shown in Figure 12b, with −22.97%.

   
(a) (b) (c) 

Figure 12. Results for IRR considering a tariff of 600 €/MWh and the bathymetry restriction for Pelamis
(a), AquaBuOY (b), and Wave Dragon (c). [Source: own].

In terms of NPV, the best value for Scenario 3 is 881.24 M€ for the Wave Dragon, as shown in
Figure 13c, followed by −168.38 M€ for the Pelamis, as shown in Figure 13a, and −244.73 M€ for the
AquaBuOY, as shown in Figure 13b. Therefore, with this electric tariff, a wave farm project with Wave
Dragon WECs would be economically feasible.

   
(a) (b) (c) 

Figure 13. Results for NPV considering a tariff of 600 €/MWh and the bathymetry restriction for
Pelamis (a), AquaBuOY (b), and Wave Dragon (c). [Source: own].

With respect to the best area for the wave farm installation, the area located close to Lisbon,
in the center of Portugal, seems to be the better choice, as can be seen in all the economic maps with
bathymetry restrictions. In the future, this would be a good location to install this type of offshore
wave energy technology, when the reduction of costs, due to the commercial phase, guarantees the
economic feasibility of the project.
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4. Conclusions

The goal of this paper was to develop a method to calculate the economic feasibility of floating
offshore wave energy farms. Therefore, their internal rate of return (IRR), net present value (NPV),
and levelized cost of energy (LCOE) have been calculated. The method proposed has four phases:
geographic phase, energy phase, economic phase, and bathymetry restriction phase. The aim of the
geographic phase is to calculate the input values that will be used in the economic phase: the significant
height of the waves, the period of the waves, the bathymetry, the distance from farm to shore, farm
to shipyard, and farm to port. The second phase is the energy phase, which determines the energy
produced by each WEC. This can be calculated by several methods, depending on the data available
and the precision required. The next phase is the economic phase, where the economic parameters
are calculated using the parameter results of the previous phases as inputs. Finally, there is the
bathymetry restriction phase, where the restriction by bathymetry will be added to the economic maps,
whose value will be different depending on the floating offshore WEC.

The case study was the Portuguese continental coast, which has a good wave energy resource.
Different WECs were used for the evaluation: the Pelamis, AquaBuOY, and Wave Dragon, as well as
different scenarios for electric tariffs.

The results of LCOE, IRR, and NPV indicate what the best WEC to use in a wave farm is and what
the best location is to install it. The Wave Dragon has the best LCOE, with 316.90 €/MWh, followed by
Pelamis, with 735.94 €/MWh, and AquaBuOY, with 2967.85 €/MWh. This is due to the fact that Wave
Dragon generates more energy for the location selected, as its power matrix shows. This is a result of
being a larger device and benefiting from the effect of the scale of the energy produced, which then
makes it cheaper. According to the IRR and the NPV results, only Scenario 2 (400 €/MWh) and
3 (600 €/MWh) for the electric tariff are economically feasible when using a Wave Dragon platform.

The layout considered is similar for all the WECs, considering that each device is separated from
the other, taking into account the main dimensions of the platform. In the future, it can be improved
considering the different energy production systems that each WEC has.

This study presents a novelty compared to other studies because it takes into account the economic
aspects of wave energy, not only their technical aspects. It is very important to know the areas where
the farms can be installed in economic terms, and whose use can help to analyze maritime planning of
the countries in the future.

Portugal has good wave energy potential. In the future, areas close to Lisbon would be good
locations to install this type of offshore technology, when the reduction of costs, due to the commercial
phase, guarantees the economic feasibility of the project.
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Abstract: With the continuous improvement of people’s interest in ocean exploration, research on
deep-water profiling floats has received more and more attention. Energy supply is the key factor
that restricts the working hours of deep-water floats. For this consideration, a marine current energy
converter for deep-water profiling floats is proposed in this paper. A spiral involute blade is designed
so that energy can be captured in two directions. Specifically, in the shallow sea area, the energy of
the radial current is captured, and in the deep-sea area, the axial relative flow energy of the floats’
autonomous up and down motions is captured. This captured energy is then converted into electrical
energy to charge the battery and extend the working time of the floats. The novel spiral involute blade
has unique hydrodynamic characteristics. The turbine’s self-starting performance and its capacity
coefficient are the main research topics studied using the computational fluid dynamics technique.
Through numerical analysis and simulation, the self-starting response range and energy capture
were obtained. This paper verifies the feasibility of this innovative idea using a theory analysis and
provides the basis for future prototype testing and further applied research.

Keywords: marine current energy; spiral involute blade; hydrodynamic analysis;
numerical simulation

1. Introduction

Since entering the 21st century, many countries have shifted their strategic focus to the oceans.
United States proposed the establishment of Integrated Ocean Observing System (IOOS) [1,2],
the European Union proposed the “Leader SHIP 2020” initiative [3], the United Kingdom proposed
the “Oceans 2025” plan [4], and China implemented the “Strengthening Marine Powers” strategy [5],
and so on. The implementation and realization of these marine strategies cannot be separated from the
three-dimensional observation of oceans with marine observation equipment. As of 2016, there were
more than 20 types of profiling floats in normal operation, mainly designed by the United States and
France [6], and their maximum profile depth was mainly concentrated at about 2000 m.

However, the vast ocean far from the mainland has a depth of more than 2000 m, and the
average depth of the global ocean reaches 3850 m. In the North Atlantic, the temperature and salinity
relationship at 2000 m changes rapidly, and it is very difficult to use a delay mode correction for the
data obtained from the profiling floats [7]. It can be seen that it is necessary to extend the observation
depth of the automatic profiling floats to obtain deeper observational data. At present, the international
deep-sea automatic profiling floats mainly include Deep Sounding Oceanographic Lagrangian
Observer (Deep-SOLO), developed by the Scripps Institution of Oceanography, and Autonomous
Profiling Explorer Deep (APEX-Deep), developed by Teledyne Webb [8,9], with a maximum dive depth
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of 6000 m. In 2017, our team successfully developed the 4000-m deep-sea Argo profiling float and
conducted a sea trial in the Mariana Trench (as shown in Figure 1).

  
(a) (b) 

Figure 1. (a) The lifting process; (b) the deployment of our profiling float.

However, as the operational depth of floats increases, the required energy increases significantly,
and due to the corresponding increase in the environmental pressure, the wall thickness of the float
shell must be increased in order to meet the pressure requirements, resulting in an increase in mass and
volume. As a result, the energy consumption of the device is increased. Traditional battery systems
are large and have limited capacity. Lithium batteries also have the potential risk of contaminating
the marine environment. Therefore, we have adopted high-efficiency hydraulic pump buoyancy
drive technology and proposed an innovative concept for integrated ocean current energy generation.
We have also added a marine energy conversion device to our existing float. The energy of the ocean
current is converted into electricity to charge the battery and the working time of the buoy is extended.

The specific design concept uses a two-way energy-absorption turbine on the top of the float
(as shown in Figure 2). In different water depths and sea areas, the horizontal movement of the current
and the vertical movement of the float in the vertical direction can drive the rotation of the blade and
convert the kinetic energy into electrical energy. In the shallow sea areas where ocean current energy
density is high, the rotation of the blades is mainly driven by the horizontal currents; in the relatively
calm deep-sea areas, the motion of fluids caused by the float’s autonomous bobbing and submerging
movements drives the blades to rotate. To the best of our knowledge, the use of wave energy to power
floats has a definite application basis, the main working principle is that the buoy of the wave energy
converter vibrates up and down under the action of waves, which is then stored and converted into
electrical energy sufficient for marine lighting [10–12]. These ocean energy converters are usually not
less than two meters in diameter. We have not yet seen relevant research results on the application of
ocean energy in deep-sea profiling floats, and its volume is relatively small, the characteristic diameter
of the cylindrical profiling float mentioned in Figure 1 does not exceed 0.4 m. Moreover, the two-way
energy capture of the turbine is also a major innovation in this paper.

This paper will mainly introduce the design and analysis of the motion and the force of the
marine energy converter blades used for profiling floats and will describe a numerical simulation of
the hydrodynamics to determine the feasibility and applicable conditions of the innovative application.
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(a) (b) 

Figure 2. (a) 3D drawing of profiling float; and (b) Schematic diagram of the internal profile of the
turbine connecting mechanism.

2. Blade Design and Analysis

As the energy capture device, the turbine blades are the most important components that need
to be studied and designed. They are also the focus of this paper. Presently, there are mainly two
types of turbines used in ocean energy utilization technology, classified as the horizontal axis type
and the vertical axis type, according to the relative position of the flow direction and the rotation
axis [13–15]. The blades needed in this paper can achieve energy capture in both the horizontal and
vertical directions, that is, self-starting rotation and energy conversion can be realized in both the
horizontal and vertical directions, so can the existing two forms of turbines be combined? To answer
this question, a spiral involute blade has been designed.

2.1. Blade Design

The Indian Institute of Technology studied the helical Savonius rotor for the purpose of alleviating
the problem of uneven blade torque [16]. The tidal current rotor has good self-starting characteristics
and the maximum energy efficiency is about 0.18. Gorlov proposed a new spiral blade [17,18] and
the Gorlov Helical Turbine Company introduced the GHT vertical axis spiral tidal turbine. The spiral
blade has a specified torsion angle, good self-starting performance, and smooth operation. Ocean
Renewable Power (Portland, ME, USA) has developed spiral vane turbines that adapt to different
environments, such as RivGen, TidGen, and OCGen [19]. Some of these spiral vane turbines have been
field-tested. All of the above previous research work applied to a vertical axis tidal current energy
conversion device [20]. In our design, taking into consideration the particularity of the turbine’s
bidirectional flow drive, the vertical shaft spiral involute blade was designed. The schematic diagram
of the design scheme is shown in Figure 3. According to the overall size of the connected buoy,
the diameter D2 of the rotor shaft is designed to be 60 mm, the radial outer diameter D1 is 300 mm,
th axial arc length is 310 mm, the rotation angle is 30 degrees, and the involute base circle radius is
r0 = 0.233D1. The involute equation is:

{
X = r0·(t0·sin(t0) + cos(t0))

Y = r0·(sin(t0)− t0· cos(t0))
(1)

where t0 is the extent of the flare angle of the involute.

2.2. Movement and Stress Analysis

Taking the blade cross section as the analysis object, according to the radial flow and the axial
relative flow, the force and motion analysis coordinate systems of the blade are established.
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The axial relative flow conditions are shown in Figure 4a. The center point of the axis of rotation
is the origin of the coordinates, and the global coordinate system OXY is established. The blade
rotates counterclockwise around the axis of the turbine rotation, where the stable rotation speed is ω1,
the radius of rotation is R1, and the positive direction of the X-axis coincides with the incoming flow
direction. The local coordinate system oxy is established in the direction of the radial direction of the
blade section, as shown in Figure 4a. The origin o of the local coordinate system can be determined by
the radius of the blade and the angle of the blade rotation, which can be expressed as:

(X, Y)o = (R1 cos θ, R1 sin θ) (2)

where θ reflects the position of the entire blade in rotation. At any time t, there is: θ = ω1t. Supposing
the distance between any point on the blade p to o is r, then the included angle between p and the
x-axis is ϕ and the angle between the negative direction of the x-axis and the positive direction of the
X-axis is β, which is called the elevation angle. The position of any point on the blade is:

(X, Y)p = (R1 cos θ − 2r cos(β + ϕ), R1 sin θ − 2r sin(β + ϕ)) (3)

The combined velocity of the blades relative to the flow is VR1. The flow velocity V and the
rotation speed of the blades around the turbine axis satisfy the following expression:

⇀
VR1 =

⇀
V +

⇀
ω1R1 (4)

The angle between the combined speed VR1 and the x-axis is the angle of attack α. Therefore:

VR1 =

√
V2 + (ω1R1)

2 + 2ω1R1V sin θ (5)

α = arc tan(ω1R1 sin(β − θ)− V cos β/ω1R1 sin(β − θ)− V cos β) (6)

Similar to the previous analysis process, for radial flow conditions shown in Figure 4b, the section
perpendicular to the axis of rotation is taken as the analysis object in order to establish the coordinate
system O’X’Y’, and the center point of the rotation axis is taken as the coordinate origin. Then the
coordinate position of any point is:

(
X′, Y′)

p =
(

R2 cos θ′ − r2 cos
(
θ′ − ϕ′), R2 sin θ′ − r2 sin

(
θ′ − ϕ′)) (7)

and the combined velocity is:

VR2 =

√
V2 + (ω2R2 cos θ′)2 + 2Vω2R2 sin θ′ (8)

Generally, the direction of the drag force D in relation to the blade is the same as the direction
of the combined velocity VRi. The lift force L is perpendicular to the drag force D, and the drag and
lift are:

D = CD·12 ρVRi
2S (9)

L = CL·12 ρVRi
2S (10)

where CD and CL are the drag coefficient and the lift coefficient, respectively, and the values of the two
are related to the position of the material of the blade and the shape and position of the blade. ρ is the
density of the fluid and S is the inflow area of the blade. The vector expression of the resultant force of
a single blade is: ∫

Δp(V, ω, θ)dS = D + L (11)
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where Δp(V, ω, θ) is the pressure difference between the upstream and the back surface of the blade
and the differential pressure value varies with the flow velocity V, the turbine rotation speed ω, and the
position angle θ. The average torque of the blade in one cycle is:

MF =
1

2π

∫ 2π

0
T(θ)dθ (12)

 
 

(a) (b) (c) 

Figure 3. Blade design schematics for (a) Involute blade size determination; (b) Blade axial top view
schematic; and (c) Radial blade schematic.

 
(a) (b) 

Figure 4. Schematic diagrams of the blade section motion and the force analysis: (a) is driven by axial
flow and (b) is driven by radial flow.

3. Hydrodynamic Performance Analysis

3.1. Hydrodynamic Equation

At a specific flow velocity, in addition to the hydrodynamic torque MF, the turbine is connected
to the load and the movement of the turbine can be controlled through the change of the load; this is
called the load moment MA. The turbine is also subjected to the system’s frictional resistance moment
Mf. According to the D’Alembert principle and Newton’s second law of motion, the hydrodynamic
equation of motion is:

MF − MA − Mf = J
dω

dt
(13)

where J is the rotational inertia of the turbine and the effect of the frictional resistance torque is ignored
in the numerical simulation. The load torque is generated by the motor and acts on the rotating shaft
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in the form of damping torque. According to the empirical value, the load torque is linearly related to
the square of the rotational speed. The proportional coefficient of the two is represented by the load
factor b.

Since the load torque and rotational angular speed of the turbine are not constant, the output
power is also a function of time:

P = ∑
t

Mt·ω (14)

The energy utilization rate, Cp, is used to measure the turbine’s efficiency in extracting energy
from currents:

Cp =
P

1
2 ρvV3S

(15)

3.2. Numerical Models Establisment

The motion model equation was calculated and solved using the three-dimensional incompressible
unsteady Reynolds-Averaged Navier-Stokes equation and the standard k-ε turbulence model [21].
The Reynolds average momentum equation can be expressed as follows:

⎧⎨
⎩

∂ui
∂xi

= 0

ρ
(

∂ui
∂t + uk

∂ui
∂xk

)
= − ∂p

∂xi
+ ∂

∂xj

(
u ∂ui

∂xj

)
+

∂Rij
∂xj

(16)

where i, j = 1, 2, 3, denotes the three spatial coordinates of xyz. The Reynolds stress tensor is defined as:

Rij = uT

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
ρkδij (17)

Several authors have proven that the standard k-ε turbulence model is suitable for solving
problems involving rotating blades [22,23]. Therefore, we used this model in the present investigation.

A turbine driven by a flow current can be defined with two types of cases. In a shallow sea area,
the turbine is subjected to the impact of the horizontal current, while the buoy maintains a constant
velocity of 1.0 m/s. In a nearly calm deep-sea area, the turbine only moves vertically along the buoy.

A hexahedral structure grid was used to divide the grid. After the grid quality check and the
grid convergence verification, the total number of final elements was 4,866,240. The grid partitioning
is shown in Figure 5. In order to capture the translation and rotation response simultaneously and
facilitate the mesh update, the computational domain is divided into two zones: an accompanying
moving zone and a dynamic mesh zone. The accompanying moving zone around the structure is a
cylindrical surface, which can follow the translational and rotational motion of the system. The rest
of the computational domain is defined as a dynamic mesh zone, whose grids deform and perform
any needed adaptation during the calculation. Data is transferred between the overlapping interfaces
of the two zones. A User-Defined Function (UDF) was used to control the movement of the buoy
and the pressure changes as the depth decreased. The specific functions are shown in Appendix A.
The left and the top sections of the fluid domain are set as the velocity inlet. The left side flow velocity
simulation range is set to 0.1 m/s~2.0 m/s and the upper flow velocity is kept constant at 1.0 m/s
according to the designed operating speed of the profiling float. The right and the bottom sections
of the fluid domain are set as pressure outlets. In order not to affect the full development of the flow
field behind the turbine and reduce the flow field boundary effect, the computation domain used for
simulation is a cuboid region with size of 30 D1 × 30 D1 × 80 D1. Table 1 shows the computational
information. The Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm was used
for pressure-velocity coupling. All of the transport equations were discretized using the finite-volume
method with a second-order upwind scheme for all transport equations [24].
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Figure 5. Meshing and boundary conditions.

Table 1. Analysis conditions.

Description Analysis Condition

Working fluid Water (1025 kg/m3)
Left side velocity inlet 0.1~2.0 m/s

Upper flow velocity inlet 1.0 m/s
Pressure outlets Relative pressure = 0 Pa

3.3. Method Validation

The numerical method used in this work has been validated against the numerical and
experimental results of the study on the performance of tidal current turbines in our earlier studies [25].
In the numerical studies, tidal current turbines designed by our team compared with the experimental
results observed by Pascal and Bahaj [26,27], and the free-to-rotate tidal turbine was compared with
the experimental results reported in their results. The comparison of the results under the same
variable parameter settings is shown in Figure 6. The numerical results coincided well with the
experimental data, and the numerical method was verified to be capable of solving such a complicated
issue regarding rotation and translation simultaneously.

  
(a) (b) 

Figure 6. (a) Comparison of the Cp vs. λ response of the experimental results of [26,27] and the
simulation results of [25]; (b) comparison of the Cd vs. λ response of the experimental results of [26,27]
and the simulation results of [25].

4. Numerical Simulation Results Analysis

4.1. Self-Starting Analysis

The initial state of the turbine is static. With the impact of the incoming flow, when the torque
of the water flow is greater than the load torque, the turbine can start to rotate. This is also the point
at which the turbine suffers the largest resistance moment. Once the turbine is started, the resistance
moments that are experienced during operation will become smaller than they were initially.
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Figure 7 shows the time history curve of the turbine rotation angular velocity for different radial
flow velocities. It can be seen that an increase of the incoming flow velocity can effectively increase the
starting torque of the turbine, shorten the time of the starting phase, improve the self-starting capability,
and stabilize the turbine at a higher rotational speed. When the radial flow velocity is V = 0.8 m/s,
the steady rotation speed can reach 6.5 rad/s. When the flow velocity decreases to V = 0.45 m/s,
the start-up time is longer, about 8 s, the impeller rotation cannot reach the periodic stable state,
and the rotation changes irregularly. However, when the flow velocity is less than 0.3 m/s, the turbine
is only disturbed by the water flow and has no self-starting characteristics.

 
(a) (b) (c) 

Figure 7. (a)Time-domain curves of angular velocity at different flow velocities; (b) Velocity profile of
the cross section of the flow field around the turbine at a certain time; (c) A streamline diagram of the
velocity field around the turbine at a certain time.

Figure 8 shows the time history curve of the turbine rotation angular velocity for different load
factors at flow velocity of 0.1 m/s. Different load damping coefficients mean different load moments.
As can be seen from the Figure 8, the smaller the load damping coefficient, the earlier the turbine starts
to stabilize. In addition, the larger the load damping coefficient, the smaller the angular velocity at
which the turbine can reach the steady phase. When b = 0 N·ms2/rad2, it means that there is the ideal
state without load, and the angular velocity is also maximum at this time; when b = 0 N·ms2/rad2

to b = 1 N·ms2/rad2, the angular velocity decreases obviously. And then with the increase of b,
the angular velocity value decreases slowly. It can be seen that the load plays an important role in
limiting the speed of the turbine.

Figure 8. Time-domain curves of angular velocity at different load factors.
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In addition, considering the profiling float in the actual working process, the wave and the current
impact will cause the body to tilt, so that there is an angle between the turbine shaft and the direction
of the flow, which will affect the self-starting performance of the turbine. Figure 9 shows the time
history curve of the impeller rotation angular velocity corresponding to a flow velocity V = 0.8 m/s
and body motion inclination angles β of 5◦, 10◦, 15◦, and 20◦, where the black curve represents the
result of no inclination as a comparison. Due to the presence of the angle of inclination, the effective
speed at which the turbine rotates is reduced, and the self-starting of the turbine at the same flow
velocity is more difficult. The angular velocity variation of each rotation cycle of the impeller is greater,
and the variation of the angular velocity in one cycle reaches about 5 rad/s. There are two angular
velocity peaks in one rotation cycle. The calculated results show that when the range of the inclination
angle does not exceed 20◦, the initial self-starting velocity of the turbine is 0.43 m/s.

 
(a)  (b)  

 
(c)  (d)  

Figure 9. Time history curve of the turbine rotation angular velocity at different inclination angles.

According to the above analysis, the higher the flow velocity, the smaller the load factor, the smaller
the buoy inclination angle, the better the self-starting performance as well as the higher rotary angular
velocity of the turbine. However, the load fluctuation is greater. If the turbine’s own moment of inertia
is large and there is no effective braking capacity, the start-stop process will cause great damage to
the structural strength of the turbine. In actual work, the braking performance of the turbine needs to
be considered, and the excessive load will not be conducive to the rotation of the turbine, so the load
and the speed need to find the best fit to ensure the relative stability of the self-starting and rotating of
the device.

4.2. Energy Utilization Analysis

The curves of the lift L and the resistance D of the turbine can be obtained by numerical calculation.
According to the calculation formula of the second part, the resulting curve of the total hydrodynamic
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torque and the load moment can be obtained. Figure 10 shows the results of flow velocity V = 0.6 m/s.
Since the dynamic characteristics of the system are periodic, the integral of inertia of the right side of
the motion balance Equation (13) should be zero within one revolution,

∫ 360
◦

0◦ J
dω

dt
dθ = 0 (18)

At this point, the average hydrodynamic torque acting on the blade during one revolution of the
turbine should be equal to the average load moment at the output MF = MA.

It can be seen from Figure 10 that after the turbine enters a steady state, both the hydrodynamic
torque and the load moment pulsate up and down around 0.08 Nm. The pulsation frequencies of the
two are essentially the same. For the severity of pulsation, the hydrodynamic torque is significantly
higher than the load torque. The pulsation amplitude of the hydrodynamic torque can reach 0.17 Nm
or more, while the load torque is only about 0.11 Nm.

Figure 10. Time history curve of the hydrodynamic moment and the load moment.

The velocity ratio λ = ωR/V and the energy utilization coefficient Cp corresponding to the
different velocity ratios are calculated as shown in Figure 11. It can be seen that as the velocity ratio
increases, the energy utilization rate first increases and then decreases. Near the speed ratio λ = 2,
Cp reaches the maximum value of 0.208.

Figure 11. The energy utilization coefficient’s variation with the change in the velocity ratio.
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The relationships between the energy utilization coefficient and velocity ratio when the incoming
flow inclination angles are 10◦ and 20◦ are as shown in Figure 12. The results show that the energy
utilization decreases with the increase of the inclination angle, and the peak inflection point is advanced.
The maximum value is 0.169 when the inclination angle is 10◦ and the corresponding velocity ratio
is about 1.8. The maximum value is 0.148 when the inclination angle is 20◦ and the corresponding
velocity ratio is about 1.7.

Figure 12. The relationship between the energy utilization coefficient and the velocity ratio at different
inclination angles.

Considering that the wind turbine already has more mature research results, Figure 13
compares the results of this paper with the empirical curve of the four-blade fan energy utilization
coefficient [28,29]. It can be seen from the figure that the numerical results are very close to the
empirical curve of the fan. In the future, the energy utilization effect will be further optimized by
changing the number and the parameters of the blades.

Figure 13. Comparison of the fan energy utilization coefficient curve with the same number of blades.

5. Conclusions

A marine current energy converter for deep-sea profiling floats is proposed in this paper, and the
helical involute blade is designed to harness energy from the radial current and the axial relative flow.
The blades are analyzed using computational fluid dynamics technique to determine its motion and
hydrodynamic performance. This paper not only provides a specific theoretical research basis for the
application of ocean energy resources on profiling floats, but also expands the new ideas of ocean
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energy utilization technologies for different scales and different application environments. The main
findings of the present work are summarized as follows.

Through the analysis of fluid structure interaction, the minimum self-starting velocity of the
turbine is about 0.3 m/s, the minimum flow velocity during steady operation is 0.6 m/s, and the
maximum energy utilization coefficient is 0.208. When the profiling float is inclined by the current,
the minimum self-starting flow velocity is 0.43 m/s within 20◦, and the energy utilization coefficient is
about 0.15. According to China’s existing ocean energy resource data [30], the self-stating requirements
of the turbine can be met, thus ensuring the feasibility of this innovative application. By comparing
with the empirical curve of the energy utilization coefficient of the fan impeller, the numerical results
are also considerable.

In future research, an overall experimental test will be conducted in order to further optimize the
structural parameters and ensure the reliability and adaptability of the device, so as to fully prepare
for the final engineering application.
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Nomenclature

Parameter Symbol

Turbine diameter (mm) D1

Rotor shaft diameter (mm) D2

Involute base circle radius (mm) r0

Rotational speed (rad/s) ωi (i = 1, 2)
Rotational radius (mm) Ri (i = 1, 2)
Position angle (◦) θ, θ’
Elevation angle (◦) ϕ, β, ϕ’
Combined velocity (m/s) VRi (i = 1, 2)
Flow velocity (m/s) V
Attack angle (◦) α

Drag/lift force (N) D, L
Drag/lift coefficient (N) CD, CL

Fluid density (kg/m3) ρ

Inflow area (m2) S
Hydrodynamic torque (N·m) MF

Load moment (N·m) MA
Resistance moment (N·m) Mf
Rotational inertia (kg·m2) J
Load factor (N·ms2/rad2) b
Output power (W) P
Energy utilization rate Cp

Reynolds stress tensor Rij
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Appendix A

User defined function:
#include “udf.h”
#include “dynamesh_tools.h”
static real omega_x=0.0;

DEFINE_CG_MOTION (or,dt,vel,omega,time,dtime)
{int s_id=7;

real zx=1448.6e-6;
real domega_x;
#if! RP_HOST
face_t f;
cell_t c;
real f_glob [ND_ND], m_glob[ND_ND],x_cg[ND_ND],dv_x,dv_y,dv_z,domega_y,domega_z;
real total_m=0.0;
Domain *domain;
Thread *tf1;
int i;
domain=Get_Domain (1);
tf1=Lookup_Thread(domain,7);
for (i=0; i<ND_ND;i++)
x_cg[i]=DT_CG (dt)[i];
Message0(“%fn”, x_cg [0]);
Compute_Force_And_Moment (domain, tf1, x_cg, f_glob, m_glob,0);
total_m=m_glob [0];
domega_x=dtime*(total_m/zx);
omega_x+=domega_x;
omega [0] =omega_x;
vel [0] =-1.0;
#endif
node_to_host_real(vel,ND_ND);
node_to_host_real(omega,ND_ND);}
DEFINE_PROFILE(p_h,thread,position)
{real x[ND_ND];
real h;
face_t f;
begin_f_loop(f,thread)
{F_CENTROID(x,f,thread);
h=3.365-x [0];
F_PROFILE(f,thread,position)=998.1*9.81*h; }
end_f_loop(f,thread) }
DEFINE_CG_MOTION (ve,dt,vel,omega,time,dtime)
{vel [0] = -1.0;}
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Abstract: The first aim of the research presented here is to examine the effect of turbine
control by comparing a passive open-loop control strategy with a constant rotational speed
proportional–integral–derivative (PID) feedback loop control applied to the same experimental
turbine. The second aim is to evaluate the effect of unsteady inflow on turbine performance by
comparing results from a towing-tank, in the absence of turbulence, with results from the identical
machine in a tidal test site. The results will also inform the reader of: (i) the challenges of testing tidal
turbines in unsteady tidal flow conditions in comparison to the controlled laboratory environment;
(ii) calibration of acoustic Doppler flow measurement instruments; (iii) characterising the inflow to
a turbine and identifying the uncertainties from unsteady inflow conditions by adaptation of the
International Electrotechnical Commission technical specification (IEC TS): 62600-200. The research
shows that maintaining a constant rotational speed with a control strategy yields a 13.7% higher peak
power performance curve in the unsteady flow environment, in comparison to an open-loop control
strategy. The research also shows an 8.0% higher peak power performance in the lab compared to
the field, demonstrating the effect of unsteady flow conditions on power performance. The research
highlights the importance of a tidal turbines control strategy when designing experiments.

Keywords: tidal energy; experimental testing; acoustic Doppler profiler; Strangford Lough

1. Introduction

The economic feasibility of offshore wind energy has reached unprecedentedly low strike prices in
the recent Contracts for Difference (CfD) auction in the UK at £57.50/MWh in 2022/23, dropping 43%
since 2012 [1]. The offshore renewable energy sector must drive to deliver other significant technologies
that can achieve competitive levelised cost of electricity (LCOE). To deliver further cost reductions
in an economically sustainable manner, developers must improve their technical understanding of a
technology and gain experience of its performance in the real marine environment.

Even though numerical models and various design codes and methods for rotational power
generators such as wind turbines and hydropower turbines are well established and in general
yield excellent results, these models still require validation through experimental testing [2,3].
It is noted from this model scale testing that Reynolds independence is a key consideration for
non-dimensional comparison.

To date there is limited published research on the experimental testing of prototype devices in the
marine environment. However, Gaurier et al. [4] published a study comparing the test results from the
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same turbine undertaken in different lab facilities. They conclude that turbulence characteristics in
lab facilities need to be described more adequately to better assess performance results. Furthermore,
Mycek et al. studied the effect of turbulence intensity on a model turbine in a circulating flume.
The range of turbulence intensities used (3% and 15%) may be typical of what is found at a tidal test
site and the results show that this change in intensity has a near negligible effect on the time averaged
performance of the turbine [5].

To support the industry in understanding the challenges of tidal turbine performance assessment a
series of studies have been undertaken by Queen’s University Belfast at a significant scale in tank, lake and
tidal environments. The experimental campaigns are described in Table 1 and related publications are cited.

Table 1. Tidal Turbine Testing (TTT) project history.

Project Date Experiment Description Publications

TTT 2013–2014 ◦ Tandem pushing tests in Montgomery Lake
◦ Moored tandem tests in Strangford Narrows

[6–8]

TTT 2 2014–2015

◦ MaRINET (Marine Renewables Infrastructure Network)
transnational access to Consiglio Nazionale delle
Ricerche-Istituto nazionale per studi ed esperienze di
architettura navale (CNR-INSEAN) for turbine tests

◦ MaRINET transnational access to Strangford Narrows for
SCHOTTEL Hydro STG 50 turbine (SCHOTTEL,
Spay, Germany) tests

[9–12]

TTT 3 2015–2017
◦ Moored single turbine testing in Strangford Narrows
◦ Towing tank testing in CNR-INSEAN with Wave and

Yaw Angles
[13]

From this previous research and literature review it has been reported that experimental testing
in an unsteady marine environment results in power performance disparities when compared with
steady flow testing. Jeffcoate et al. [7] reports a 24% reduction in CP between steady and unsteady
flows. Meanwhile, Starzmann et al. [11] report comparable power performance between steady and
unsteady flows (only a 5% change in CP); however, the thrust performance was higher in the unsteady
conditions relative to the steady conditions. In addition to this previous work, applicable studies
have been conducted by other groups at a similar scale. The work of Forbush et al. [14] reports an
8% increase in performance with turbulent flow; however, the cross-flow tidal turbine used in this
research sets it apart as a unique result, which may be specific to the rotor type. Blackmore et al. [15]
performed repeat experiments in a circulating flume, the inflow characteristics were varied using a
grid. The inflow velocity was maintained, while the Turbulence Intensity (TI) and length scale varied.
The findings showed a 10% reduction in CP with an increase in TI, conversely an increase in length
scale resulted in an increase in CP.

In all field experiment cases, the cause of power disparity between lab and field is partly attributed
to uncertainty in the experiments. Further consideration of the source of uncertainty has identified
two critical contributing factors:

i. A crucial factor in the accuracy of performance measurements arises from the control strategy
imposed on the tidal turbine. The capability of the control system to keep the rotor operating
near its optimum Tip Speed Ratio (TSR), when driven by an unsteady and non-uniform
inflow velocity, and avoiding ‘stall’, is a key element in a successful commercial turbine.
Similarly, the control strategy adopted during an experiment can increase the error bounds
in derived performance indicators, such as CP. Control strategies used in previous tidal
turbine performance testing vary. For devices at low Technology Readiness Level (TRL)
scales [16], such as those used in laboratory scale experiments, an open-loop control may
suffice [9]. However, more commonly, a closed-loop, proportional–integral–derivative (PID)
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feedback control strategy is found [17,18] in higher TRL devices. It is recognised that in
order to develop the industry, advanced control strategies require development and testing
in highly parameterised conditions. Efforts are being made in this field in both research and
industry. The use of overspeed, pitch or stall control strategies with peak power tracking, or
surface mapping algorithms for condition monitoring purposes are under development [19,20].
Furthermore, future options may include the possibility of feed-forward algorithms such as
those being trialled in the wind sector [21].

ii. The second source of increased uncertainty comes from the increased variability of the inflow
velocity. This is of particularly significance since the power density scales with the cube of the
inflow velocity. Furthermore, both genuine variability and sampling errors are compounded
in real velocimetry data. Separating and quantifying their effects requires care in calibration
of instruments and data analysis. In order to promote consistent best practice in the power
performance testing of Tidal Energy Converters (TECs), Johnstone et al. published best practices
for the wave and tidal sector [22] which specifies the requirements for clear uncertainty analysis.
Further to this the IEC (Geneva, Switzerland) published a Technical Specification IEC/TS
62600-200 [23]. The specification provides the methodology for determining an average value
for velocity at a site, enabling the time average performance of a turbine to be captured and
reported to a common standard. The IEC specification has been used in other research projects
and across the industry [10,13,24] and will be used to guide the data analysis in this paper.

In summary, the literature review has highlighted experiments where turbine testing in the
lab has been compared to the field. The control strategy and inflow measurements are significant
parameters that must reflect the device TRL and testing environment. In order to inform the sector of
the significance of these parameters, the TTT turbine will be deployed in the lab and field, the derived
performance results will be compared for two control strategies, and in a steady and unsteady inflow
environment. The lab experiments will be used as an opportunity to calibrate and derive uncertainty
metrics for the inflow, this will then be applied to the field experiments and performances compared.

2. Experimental Setup

Under the TTT 3 project, both the laboratory and field tests were conducted using the same
instrument, maintaining continuity between experiments. This was achieved by using the same turbine,
velocity instruments and data acquisition system. The laboratory experiments were undertaken in the
controlled steady environment of the towing tank facility CNR-INSEAN, Italy. The field test experiments
were performed in the uncontrolled, unsteady environment of the tidal test site in Strangford Narrows,
Northern Ireland (Lat.: 54.381801◦, Long.: −5.556743◦).

The 1.5 m diameter turbine is pictured during operations in Strangford Lough in 2016 (Figure 1);
the device dimensions can be found in the supplementary appendix of previous work [6] and remain
consistent in this work. The rotor blades are an Eppler E387 airfoil geometry, each blade is 0.575 m long
and features a pitch distribution similar to industrial wind turbine blades, with a root pitch angle of
32◦ which recedes to 13◦ at the tip of the blade. As this is not a commercial blade and is not designed to
be scaled the significance of Reynolds independency is limited.

Figure 1. Tidal Turbine Testing (TTT) device and rotor.
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2.1. Flow Instrumentation

Acoustic Doppler profilers (ADPs) are often used for tidal flow resource assessment, and are
the given method for characterising inflow conditions by the IEC [23]. The Nortek 2 MHz
‘Aquadopp’ used in the experiments was the primary instrument for determining inflow velocity in
these experiments.

The experimental setup shown in this section relates to all work as part of the TTT 3 project.
Please refer to referenced papers for further details on previous experimental setups [6,9].
The supporting gantry also hosts a Nortek ‘Vector’ Acoustic Doppler Velocimetry (ADV) with the
sample volume located at the apex of swept area at 16 Hz, this provided insight into the inflow
turbulence. The deployment parameters for both instruments are given below. In accordance with
the IEC standards for power performance assessment, the inflow measurements were taken at an
upstream distance of between 2–5 equivalent diameters from the plane of rotation [23].

The geometrical setup can be seen in Figure 2 and is detailed in Table 2, where the parameter
D2 has two values: one for the towing tank and one for Strangford Lough tests, respectively.
This difference was due to the location of suitable mounting points in the towing carriage.

Figure 2. Turbine, Acoustic Doppler profiler (ADP) and Acoustic Doppler Velocimetry (ADV)
deployment Configuration.
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Table 2. Turbine, Acoustic Doppler profiler (ADP) and Acoustic Doppler Velocimetry (ADV)
deployment parameters.

Parameter
ADP ADV

Strangford CNR-INSEAN Strangford CNR-INSEAN

Distance D1 (m) 0.30 m 0.30 m 0.86 m 0.86 m
Distance D2 (m) 2.99 m 3.80 m 3.10 m 3.7 m
Distance D3 (m) 1.75 m 1.75 m 1.75 m 1.75 m

Power high high high high
Transmit length N/A N/A 8 mm 8 mm
Number of cells 20 20 N/A N/A

Cell Size (m) 0.25 m 0.25 m N/A N/A
Blanking Distance (m) 0.25 m 0.25 m N/A N/A

Co-ordinate System Beam Beam Beam Beam
Sample Frequency

(Hz) 1 Hz 1 Hz 16 Hz 16 Hz

Sample Period (s) 120–600 s 90–140 s 120–600 s 90–140 s

2.2. Flow Instrumentation Validation

Many ADP instruments have previously been independently calibrated and validated to verify the
quality of factory settings. Shih et al. [25] demonstrated the close agreement between calibrations for
two different ADP suppliers, RDI (Poway, CA, USA) & SonTek (San Diego, CA, USA) in a towing tank
facility in 2000. More recently, Oberg et al. [26] performed similar experiments with the most recent
instrument firmware, again using RDI and SonTek instruments. Little work has been found which
independently calibrates the Nortek Aquadopp ADP used in this experiment; however, Elsäβer et al.
showed discrepancies in time averaged velocities of up to 0.19 ms−1 between two instruments
collocated in the field [27]. In order to ensure instrument accuracy, the ADP (2 MHz Aquadopp)
was calibrated during the towing tests under conditions as close as were possible to the field. Seeding
of the towing tank was required to improve the Signal to Noise Ratio (SNR).

To validate this ADP calibration against another independent instrument while working in the
field, the Nortek Vector ADV was likewise calibrated during the tank work. 16 Hz Vector data
was averaged over 1-s bins to match the ADP (2 MHz Aquadopp) data bins. All the calibration
results are given in Table 3 and show the deviation of the instruments from their factory calibration.
Each calibration equations were derived for U, V and W from the towing tests for the Aquadopp (ADP)
and Vector (ADV) instruments. The linear equations demonstrate the precision and bias drift since
the previous calibration (in mm/s) as yielded by the Nortek transform matrices for each instrument.
Note the signs are chosen to make the output components have the same axis convention for both
instruments. U is the main direction of inflow, along the turbine axis.

Table 3. Deviation of Nortek instruments from factory calibration.

Nortek Transform Matrix Output ADP—Aquadopp ADV—Vector

x U = −1.0124x + 4.97 U = −1.0042x + 6.4
y V = −1.0124y + 0 V = +1.0042y + 0
z W = −1.0124z + 0 W = −1.0042z + 0

Bias in U (1 σ) −0.03% +0.05%
Precision in U (1 σ) ±0.6% ±0.9%

In summary, the calibration performed in the towing tank agrees closely with the factory
calibration, showing less than a percentage difference in bias and precision. The same individual
instruments, deployment parameters and locations were used during both the laboratory and fieldwork
testing. Further validation of the results has been undertaken using the fieldwork data, further detail

199



Energies 2018, 11, 1533

can be found in Appendix A. This provides confidence in instrument accuracy and draws attention to
the high spatial variability in tidal flows, as discussed by Elsäβer et al. [27].

2.3. Control Strategy

The control of wind turbines is an established and mature area of technology. The control strategy
involves multiple inputs and outputs [28] and more than one control loop, often extending to variables
intended to optimise the performance of an array and its grid interface.

In contrast, the original TTT 2 experimental design was an open-loop load control, as shown
in Figure 3. Control was provided by a binary array of resistors (5 values, each the double of the
previous: 10.25 ohms, 20.5 ohms etc.). Thus, 32 load values could be placed on the DC-bus by switching
combinations in and out. Electromechanical contactors select the load on command from the central
Data Acquisition System (DAQ), based on a National Instruments Compact Rio (cRio) running Labview
and further custom-made interface electronics and cabling.

Figure 3. TTT 2 open-loop control and binary load.

In developing the control system, a single control loop was included with only one process
variable as the input (the rotor shaft speed) and one output (the electrical demand placed on the
alternator). A review of Proportional–Integral–Derivative (PID) control theory, developed in the mid
20th century, is presented by Bennet [29]. In order to incorporate a closed-loop PID load control,
a linear regulator was used to place an electronic load on the turbine at the DC output terminals.
The upgraded PID control loop is shown in Figure 4. An absolute rotary encoder was included to
provide higher resolution of shaft speed for the PID loop.

The PID control system was run as a Labview virtual instrument in the DAQ programme,
which was written specifically for the project. Most of the programme’s other features were identical
for both TTT 2 (open-loop) and TTT 3 (PID; see Table 1 for project details). To control the turbine for
the TTT 3 system, the user selects a chosen shaft speed (set point) and the system then attempts to
maintain that speed independently of flow features in the field, or of towing speed in the laboratory.
The PID parameters used were identical in both the field and towing tank; all the results under PID
control were collected with the parameters set as in Table 4.
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Figure 4. TTT 3 closed-loop Proportional–Integral–Derivative (PID) control and programmable load.

Table 4. Proportional-Integral-Differential parameters.

Symbol Description Value

Kc Proportional constant 2.2 (no dimensions)
Ti Integration time constant 0.003 (min)
Td Differential time constant 0.001 (min)

The proportional constant, Kc or gain was either positive or negative, depending on the rotational
direction of the driveshaft. This also applied to the set RPM (Rotations per Minute) value in the
control system. The tuning of the loop parameters was done in the field with the Zeigler and Nichols
‘ultimate cycling’ method [30], followed by some minor optimisation by trial and error. It is worth
noting that the ultimate cycling method gave adequate robustness and precision of control for our
purposes and was only slightly adjusted with subsequent trial and error.

3. Non-Dimensional Performance Characteristics

As previously noted, the DAQ features a National Instrument Compact Rio, the cRio synchronises
the various instrument and control data streams into a common format, timestamps them and outputs
them as a data file for post-processing.

To compare and analyse the performance of the turbine between the various experimental
campaigns, the non-dimensional performance characteristics will be derived. These are shown in
Equations (1) and (2) and provide the Tip Speed Ratio (TSR) and Coefficient of Power (CP).

TSRi =
ωi × r

Ui
(1)

CP,i =
Pi

1
2 × ρ × A × Ui

3
(2)

where the rotational speed of the turbine ω was in rad/s, the turbine radius, r = 0.75 m, water density,
ρ = 1025 kg/m3 and the turbine area, A = 1.767 m2. The mean power, P was derived from the
product of the rotational speed and mechanical torque measurements averaged over the period of the
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test window. Both non-dimensional performance indicators require a value for the inflow velocity
to the turbine (Ui). To derive the mean current velocity, the method of bins, employed by the IEC
62600:200 [23], was used. This method has been outlined in previous work; however, the method
has since been developed by the authors to account for bias introduced by the Doppler noise and
thus determine the associated uncertainty in the inflow velocity. Further detail on the method and its
development can be found in Appendix B and previous research [13].

4. Results

The following section is presented in two subsections, time series results and derived performance
(time averaged) results. In each subsection, the comparison between field and lab results will be made
and a comparison of the two turbine control strategies (open loop and PID control).

4.1. Time Series Results

Figure 5 is a time series plot comparing the experimental data in the field (Strangford Lough)
and the lab (CNR-INSEAN); the two experimental setups feature the PID controller and were conducted
under the TTT 3 experiments in 2016/17. Turbine rotational speed, fluid inflow velocity and turbine
output power are plotted as time series. Figure 5a shows the rotational velocity from the PID controller
was set to 50 RPM for the field and lab. The stability in both sets of results are good with standard
deviations of 2σRPM = 1.57 and 0.45 respectively for the field and lab. Subplot (b) shows the relative
velocity of the water passing the turbine. One of the challenges of ADP and ADV deployments in
towing tanks is maintaining a sufficient level of seeding in the water to suit the acoustic reflection and
achieve strong SNR, this is not an issue in the field. For the lab velocity, the carriage encoder was used
to derive the velocity and subsequent performance characteristics. The ADP results from the field
show high flow variation (2σVel = 0.18) and this instability is carried through to the mechanical power
of the turbine (see Figure 5c, while the steady conditions in the lab result in a steady power output.

Figure 5. Time series plot of (a) turbine rotational speed; (b) inflow velocity; and (c) mechanical power.
(d) Tip Speed Ratio and (e) Coefficient of Mechanical Power using PID controller in the lab and field.

The derived non-dimensional performance characteristics are shown in subplots (d) and (e).
For the field results it is clear the TSR fluctuates with the inverse of the inflow velocity as expected.
More significantly, the slight difference in TSR results in a significant difference in the CP. The lab
results have a stable TSR and CP with 2σTSR = 0.16 and 2σCP = 0.03, while the fluctuating field results
have lower mean value and higher standard deviation (2σTSR = 0.70 and 2σCP = 0.07).
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Figure 6 shows the time series results from the open loop controller and PID controller from Strangford
Lough field campaigns in TTT and TTT 3. Time series were selected which had the same time-averaged
velocity and the time series (and thus average) extends to circa four minutes in both cases. The TTT
deployment in 2013 used an open loop control strategy setting a constant demand torque to the alternator,
while the TTT 3 deployment in 2016 used the PID (closed loop) control strategy with a set RPM, fluctuating
the demand torque to maintain the constant RPM. Note the PID Control case exhibits the same results as
shown in Figure 5. The open-loop control RPM time series (Figure 6a) has a higher standard deviation
(2σRPM = 6.37) than the equivalent closed-loop control time series (2σRPM = 1.49). However, maintaining a
constant RPM does not result in a constant power output due to the fluctuations in the inflow velocity
as shown in Figure 6b. The inflow velocity for both experiments is derived from the IEC method of bins
using the ADP data, as described previously. The mechanical power time series, Figure 6c, shows little
difference in signal fluctuation between the two control methods, as confirmed by the standard deviations
(2σPower = 110.58 and 109.88 respectively for open and PID control). The cause of the fluctuations has now
been isolated to the inflow velocity fluctuations, as opposed to the type of control strategy, and can be
considered independent of fluctuations in RPM. The further significance of these two control strategies
can be seen in the derived performance characteristics. Figure 6d,e show the TSR and CP it is clear
that while the PID experiences a more stable TSR value (2σTSR = 1.02 and 0.70 Open and PID control
respectively) the CP for both control strategies have similar fluctuations (2σCP = 0.06 and 0.07 Open and
PID control respectively).

Figure 6. Strangford Lough time series plot of (a) turbine rotational speed; (b) inflow velocity; and (c)
mechanical power. (d) Tip Speed Ratio (e) Coefficient of Mechanical Power.

4.2. Derived Performance Results

The power performance characteristics of the Eppler rotor using the same experimental setup and
PID control settings in CNR-INSEAN and Strangford Lough are shown in Figure 7. The varying inflow
experienced at Strangford Lough has been plotted in the figure using 0.1 ms−1 velocity bins associated
with each of the time averaged reading (this is in accordance with the IEC standard [23]). Two trends are
noted in to the uncertainty bounds; firstly, with increasing TSR, the uncertainty increases. This indicates
the uncertainty from rotational speed, ω and inflow velocity Ui are the dominating sources. Secondly,
the uncertainty bounds for low velocity bins (U0.8–U1.0) are comparably greater than higher velocity
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bins (U1.1–U1.4) at the same or similar TSR values. This may be due to the Signal to Noise Ratio (SNR)
of the instrument being poor at these lower velocities, increasing uncertainty. The two curves show very
close agreement at low TSR; however, as the power curves reach their peak, there is an 8.0% difference
in CP and a 4.5% difference in the TSR for peak CP. The separation between the curves is maintained
as the turbine approaches freewheeling. The uncertainty bounds in the results overlap, but there is
also a number of data points well below the performance curve. This deficit in power performance
is due to the unsteady inflow parameters and this outcome agrees with Starzmann et al. [11] and is
also comparable with results from the flume experiments by Blackmore et al. [15]. This shows that
turbine power performance is adversely affected by unsteady inflow. Further consideration of the
inflow turbulence metrics and their significance on hydrodynamic performance must be considered.

Figure 7. Mechanical Power performance for Eppler Rotor in the lab and field using PID Controller.

In its nature, a tidal test site will have a significantly varying inflow, this can be seen by the
data points corresponding to the average velocity over which they were taken. Table 5 further shows
this variation in velocities in accordance with the IEC standards for power performance of a tidal
turbine [23]. Each data set in the velocity bins comes from a time averaged result of at least 2 min.

Table 5. Tabulated results for Strangford Lough.

Velocity Bin
(ms−1)

Mean Current
Velocity, (Ui)

Mean Power
Output, (Pi)

Mean SD of Power
Output, ( ´SDP)

Number of
Data Sets, n

0.65–0.75 0.720 37.972 7.088 3
0.75–0.85 0.802 100.929 45.999 6
0.85–0.95 0.922 113.202 59.554 4
0.95–1.05 1.012 193.498 94.951 13
1.05–1.15 1.100 215.158 91.195 16
1.15–1.25 1.183 264.867 78.834 8
1.25–1.35 1.254 83.518 15.557 2

In Figure 8, the average mechanical power performance of the PID control system can be seen to
have a higher performance curve than the equivalent open loop control system. At peak performance,
the PID control turbine is 13.7% more efficient than the open-loop control turbine.
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Figure 8. Mechanical Power Performance of turbine in Strangford Lough using two control strategies.

In addition to the increase in performance, the inclusion of the closed-loop control system improves
the distribution of the data points across the CP-TSR curve. The open-loop control results have greater
scatter, resulting in a comparatively poorer fit (R2 = 0.84 and 0.96 for Open and PID Control respectively,
Degrees of Freedom = 4). Furthermore, on the right-hand side of the curve, the closed-loop control system
has reached a higher TSR, providing a fuller picture of the Eppler rotor performance curve, this is due to
the control system having a higher variability in resistance, thus getting closer to freewheeling.

5. Discussion

The comparison of performance in turbine response during experiments in the lab and field show
that the performance characteristics do change in the presence of unsteady inflow conditions. While there
is a performance drop in CP between the lines of best fit of the steady lab conditions and the unsteady field
conditions, the uncertainty bounds of the data points overlap suggesting the difference is with the region
of uncertainty. In order to improve these uncertainty bounds, it is suggested that increasing the number
of samples/sample rate or increasing the number of bins in the projected area of the rotor is required.
These options are limited when using an ADP due to their correlation with the Doppler noise source.
This highlights the importance of instrument selection and setup for deriving the inflow performance.

The method used to account for uncertainties shows robustness in its application in the field
and lab. The use of ADPs to measure inflow in the field is appropriate in high flow environments,
when characterising full-scale turbine performance, in accordance with the IEC standard. However,
awareness of the ADPs’ contribution to uncertainty in the derived performance characteristics
is important. Due to the difficulty in maintaining sufficient seeding material in towing tanks,
the appropriateness of ADPs remains a challenge; however, as shown in steady flow conditions,
the carriage velocity is sufficiently accurate. Alternatively, Particle Image Velocimetry (PIV)
measurements would be the favoured method in towing tanks.

The comparison of the PID controller with a set RPM and open-loop controller in unsteady inflow
conditions (Strangford Lough) showed a 13.7% difference in peak CP. The reasons for this distinction
in performance are shown in the time series results. Figure 6d shows that restricting the RPM with the
PID controller reduces the fluctuation in the TSR over the period of the experiment. As the open-loop
control experiences greater fluctuations in TSR, during experiments near peak performance the turbine
will be operating at suboptimal TSR in the CP-TSR curve. This accounts for the reduction in scatter and
higher performance at optimal TSR. However, the PID control with set RPM still results in a fluctuating
TSR. In a commercial system where characterising the performance curve isn’t the objective, a more
appropriate control strategy would use a set TSR, or peak power tracking. This may require knowledge
of both the turbine rotational speed and the inflow velocity. This is a consideration for further work.
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6. Conclusions

The experimental work presented in this paper successfully completed two experimental campaigns
in CNR-INSEAN, Italy and Strangford Lough, Northern Ireland. The continuity of experimental equipment
between the two sites provided the opportunity to investigate ADP and ADV calibration agreement with
factory settings. It was found that both instruments closely agreed with the factory transformation matrices.

The research has furthered the development of the IEC bin method [23] by the inclusion of a
Doppler noise bias correction factor and a method for calculating uncertainties in the derived performance
characteristics, with particular attention to uncertainties associated with inflow characterisation.

The work has shown that the effect of unsteady inflow on the derived turbine power performance
has a slight detrimental impact of circa 8%. This is in line with the findings of Starzmann et al. [11]
and Blackmore et al. [15] and can be considered within the experimental accuracy. To clarify this further
will require narrowing the confidence intervals and possible methods of doing this have been suggested.

The two control types, representative of typical strategies in experimental and prototype devices,
have shown that a PID feedback controller with set RPM helps achieve a distinctly higher performance
curve than the open loop control system, when applied to the turbine operating in unsteady flow
conditions such as Strangford Lough. This is critical to consider in experimental design. The fluctuating
TSR, as a result of unsteady flow and constrained RPM, remains a weakness in the system if in the
presence of large inflow fluctuations. For this reason, it is recognised as a suitable control strategy
for characterising a turbine in unsteady flow conditions. Continued development of the PID control
is an area of further work, using peak power tracking algorithms and a pre-defined power curve.
The inclusion of these strategies will bring the device further in-line with existing industry strategies
and make experimental output more relatable to the sector.
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Nomenclature

Parameter Symbol

Area of turbine (m2) A
Velocity Bin Identifier i
Time Instant Identifier j
Depth Profile Bin Identifier k
Number of samples n
Density (kg/m3) ρ

Extracted Power P
Extracted Torque Q
Turbine Radius (m) r
Sample Identifier s
Extracted Thrust T
Mean Velocity (m/s) U
Rotational Speed (rad/s) ω
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Standard Deviation σ

Two Standard Deviation (95% confidence interval) 2σ

Appendix A

ADP Towing Tank Calibration Results

To test the calibration equations shown in Section 2.2, the disagreement between Vector and Aquadopp
velocity measurements in Strangford Lough were examined over 30 runs. These measurements were completely
independently of all those used for the calibration. The inflow velocity in the Strangford was not necessarily well
aligned with the turbine axis during all tests, so the magnitudes and the yaw angles for the inflow velocities were
analysed. Poorer agreement between the two instruments was found at yaw angles of 15 degrees or more.

In Table A1, the variable S expresses the disagreement between concurrent Vector and Aquadopp velocity
measurements, as a percentage. The values predicted using the calibration data alone, as well as those obtained
from the validation data, are tabulated.

Table A1. Precision and bias of ADP and ADV.

Variable S (Percentage Disagreement
between Vector and Aquadopp)

Prediction from
Calibration

Whole
Validation Dataset

Validation for Yaw
within ±15 Degrees

Bias = Mean(S) −0.08% +1.03% +0.27%

Precision = Standard Deviation(S) ±1.1% ±2.53% ±2.02%

The Aquadopp is evidently a very good unbiased estimator of mean inflow velocity for yaw angles under
15 degrees.

The validation data utilises effectively 1.7 Aquadopp depth cells, where 5.7 are used over the full swept area.
This means that the precision in the inflow velocity expressed as a standard deviation is expected to be very close
to 1% when averaged over the swept area.

Appendix B

B.1. Deriving Single Measurement for Inflow Velocity

The IEC 62600:200 technical specification sets out the approach for determining the power performance of a
device using ADP inflow data. The ‘method of bins’ enables the velocities in the shear profile across the projected
area of the rotor to be represented as an area weighted and power averaged single point measurement.

Figure A1 illustrates this method, the projected area of the turbine is slices into a series of sections representing
the depth bins of the ADP. Meanwhile, the tubular sections represent each sample, or time. For the set-up in the
TTT 3 project, each depth bin is 0.25 m deep and each time period is 1 s. Each section has an area AK and a velocity
measurement Ui,j,k,n (see nomenclature for definitions).

The IEC approach to obtaining a single value for the flow across the swept area of the turbine during a given
test case follows this sequence of equations [23]. Firstly, the power-weighted and area average for the projected
area of the turbine for each period is calculated in Equation (A1), and illustrated by the thicker lines in Figure A1.

Ûi,j,n =

[
1
A

×
s

∑
k=1

U3
i,j,k,n × Ak

] 1
3

(A1)

The equation uses the instantaneous velocity measurement in each of profiler depth bins (Ui,j,k,n), which was
cubed and weighted by the area of the depth bin (Ak). The sum of these is then divided by the total swept area (A)
and cube rooted. This provides the power-weighted current velocity (Ûi,j,n) for each period.

Figure A1. Power-weighted current velocity calculation illustration.
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It is at this point that the adaptation of the IEC ‘method of bins’ is introduced. All ADP measurements are
subject to uncertainty from Doppler noise. The IEC method requires each 1 s sample at each depth cell to be
cubed, as shown in Equation (A1), thus cubing the measurement error from Doppler noise. To correct for this,
the Doppler noise bias correction method has been developed. To demonstrate the analytical derivation for the
Doppler noise bias correction; let us take m as the mean and σ as the standard deviation of a normal variate.
The variable q is introduced, which is related to the variance of the distribution as shown in Equation (A2).

σ2 = m2q (A2)

In the case of power measurements derived from ADP data, it is the distribution of the cube of samples,
(Xk)3, which have been obtained from the normal distribution N(m,σ) that is important. The effect of cubing a
measurement with an included sampling error was first formally examined by Haldane in statistical biology [31].
Haldane showed that the mean of this resulting distribution exceeds m3 by the ratio R, as follows in Equation (A3).

R = (1 + 3q) = (X3
k )/m3 (A3)

The values of q and m, as defined above, are readily obtainable from the ADP data. We have called the ratio
R the ‘Doppler noise bias’, and R can be applied as a correction wherever the cube of a noisy velocity signal is
sought and the ratio of m and σ is known. For the derivation of the power-weighted, area-averaged velocity,
as previously described in Equation (A1), this can now be re-written to include the bias correction factor derived,
as shown in Equation (A3). The outcome of this is an unbiased velocity measurement and reduced uncertainty in
the propagation of the performance metrics.

Ûi,j,n =

[
1
A

×
s

∑
k=1

U3
i,j,k,n × Ak

Ri,k,n

] 1
3

(A4)

The datasets were averaged over periods between 2 and 10 min for the Strangford Lough testing.
For CNR-INSEAN, due to the limited length of the tanks, the maximum averaging period was approximately 90 s;
however, given the controlled nature of the experiments in the laboratory this was not considered to be an issue.
The mean velocity for the data set (Ui,n) is calculated from the power weighted values Ûi,j,n over the time period
from j = 1 to j = L, the length of the run is in seconds. Lastly, the average for all the velocities recorded in the given
current velocity bin is calculated. The velocity bin increments were set to 0.10 ms−1 and only flood phase of the
tide is considered. These steps are described and equations defined in previous work [13,23].

The turbine’s instrumentation as described earlier includes a torque sensor and rotational encoder on the
driveshaft behind the rotor. These outputs provide the mechanical power (P, W) of the rotor in advance of
drivetrain losses. Power is calculated using Equation (A5).

Ṕi =
1
Ni

Ni

∑
n=1

Q́i,n × ώi,n (A5)

The same velocity bin increments apply here also. When sampled over the same time period as the ADP data,
the turbine data has more sample points (n), as it is sampled at 16 Hz as opposed to the 1 Hz sample frequency of
the ADP. The mechanical power performance can then be calculated using the non-dimensional performance
characteristic, CP as previously described in Equations (1) and (2) inserting Equations (A4) and (A5). The water
density was set to 1000 kg·m−3 and 1025 kg·m−3 for laboratory and field data respectively.

B.2. Propagation of Uncertainty

Understanding of the propagation of instrument uncertainties is crucial to determining the confidence
intervals of derived performance characteristics. Similar studies into the propagation of uncertainty have been
conducted in this area before [32]. The previous work showed the significance of uncertainties in the torque,
thrust and bending moments when propagated to derive the power performance coefficient. The propagation of
inflow uncertainties was not specifically considered by Doman et al., due to the close control afforded by towing
tank experiments. For experimental set-ups in real tidal flows, this exception can no longer be made. Therefore,
the following section concentrates on the propagation of the velocity uncertainty from the ADP data, through the
method of bins, used by the IEC technical specification (TS62600:200).

To ascertain the uncertainty of the derived performance indicators of a tidal turbine, the uncertainty of each
variable in the derived performance indicator must be pooled. Equations (A6)–(A8) shows the propagation of
uncertainty equation associated with each of the performance indicators.

σTSR = TSR ×
√(

σω

ώi

)2
+
(σr

r

)2
+

(
σÚi

Úi

)2
(A6)

σCP = CP ×
√(

σQ

Q́i

)2
+

(
σω

ώi

)2
+

(
σρ

ρ

)2
+
(σA

A

)2
+

(3 × σÚi

Úi

)2

(A7)
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σCT = CT ×
√(

σT

T́i

)2
+

(
σρ

ρ

)2
+
(σA

A

)2
+

(2 × σÚi

Úi

)2

(A8)

As Equations (A7) and (A8) show, the propagated uncertainty is most sensitive to uncertainties in the
inflow velocity. The uncertainty variables are derived from the Root Mean Squared (RMS) of bias and precision
uncertainties, as shown in other work [13,32]. This is the case for all uncertainty parameters derived, with the
exception of the inflow velocity uncertainty. The exception to the inflow velocity is due to the correction applied
for Doppler noise bias in Equation (A6). This correction accounts for the bias uncertainty, leaving only the
precision uncertainty, which is calculated in Equation (A9)

σÚi
=

(
σ√

s

)
/
√

n (A9)
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