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Turbulent burning of gaseous fuels is widely used for energy conversion in stationary power
generation, e.g., gas turbines, land transportation, e.g., piston engines, and aviation, e.g., aero-engine
afterburners. Nevertheless, fundamental understanding of turbulent combustion is still limited,
because it is a highly non-linear and multiscale process that involves various local phenomena
and thousands (e.g., for gasoline-air mixtures) of chemical reactions between hundreds of species,
including a number of reactions that control emissions from flames. Therefore, there is a strong need
for elaborating high fidelity, advanced numerical models and methods that (i) will catch complex
combustion chemistry and the governing physical mechanisms of flame-turbulence interaction and,
consequently, (ii) will make turbulent combustion computations an efficient predictive tool for applied
research. In particular, such computations are required to facilitate development of a new generation
of ultra clean and highly efficient internal combustion engines that will allow the society to properly
respond to current environmental and efficiency challenges. The goal of this special issue is to provide
a forum for recent developments in such numerical models and methods. The special issue contains
papers aimed at (i) developing and validating high fidelity models and efficient numerical methods for
Computational Fluid Dynamics research into turbulent, complex-chemistry combustion in laboratory
burners and in engines or (ii) improving fundamental understanding of flame-turbulence interaction
by analyzing data obtained in unsteady multi-dimensional numerical simulations.

Khan et al. [1] report results of a joint experimental and numerical study of chemical processes
that cause autoignition of a fuel-air mixture and, in particular, knock in Spark Ignition engines.
More specifically, ignition delay times computed invoking three reduced (semi-detailed) chemical
mechanisms for different gasoline surrogates are compared with timing of knock onset measured
for a wide range of temperatures and pressures. Obtained results indicate that the studied chemical
mechanisms and surrogate properties can feasibly be used in the calculation of gasoline autoignition
in a Spark Ignition engine, with the computed ignition delay time being sensitive to the choice of a
mechanism and/or surrogate.

Endres and Sattelmayer [2] present results of large eddy simulations performed by allowing for
complex combustion chemistry at various pressures. The goal of the study is to numerically explore
boundary layer flashback in a confined combustion chamber when burning hydrogen-air mixtures.
Results show that while the turbulent flame speed at conditions close to flashback decreases with
increasing pressure, the flashback propensity is increased by the pressure. This finding indicates that a
single quantity such as the turbulent flame speed is a poor indicator for the onset of boundary layer
flashback. The flashback is a complex process affected by the flame speed, the flame thickness, the
quenching distance, and the local separation zone size. Moreover, the computed results show that the
underlying assumptions of the boundary layer theory are not satisfied under conditions of the study.
For instance, application of one-dimensional pressure approximations results in overestimating the
pressure increase ahead of the flame.

To perform large eddy simulations of turbulent burning of ethanol sprays, Filho et al. [3] develop
a modeling strategy that allows for complex combustion chemistry by combining Flamelet Generated
Manifolds (GFM) and Artificially Thickened Flame (ATF) approach extended by the authors to take
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into account enthalpy variations due to evaporative cooling effects. Ethanol droplets are tracked
using an Euler–Lagrangian approach and applying an evaporation model to allow for the inter-phase
non-equilibrium. Numerical results are validated using experimental data obtained from flame EtF5 of
the Sydney diluted spray flame burner. Moreover, a parametric numerical study is performed to assess
magnitudes of effects due to evaporation cooling and wrinkling of flame surface by turbulent eddies,
with the latter effect being of more importance.

Heinrich et al. [4] apply large eddy simulation to study another problem, i.e., flame-wall interaction,
which can promote pollutant formations and increase heat losses, thus, lowing efficiency of an internal
combustion engine. Similar to Ref. [3], complex combustion chemistry and flame-turbulence interaction
are taken into account adopting the FGM and ATF approaches, respectively. The numerical model is
validated using experimental data on sidewall quenching of turbulent flames, obtained recently in
Darmstadt. The validation study shows that the adapted numerical approach can handle sidewall
quenching of turbulent flames. Moreover, in the paper, the computed instantaneous 3D fields are
analyzed and three different scenarios are revealed. These are: an upstream, a downstream and a
jump-like upstream movement of the flame. In the third case, the flame behaves locally like a head-on
quenching flame and the highest heat fluxes are calculated.

Alqallaf et al. [5] analyze direct numerical simulation data obtained from expanding, statistically
spherical turbulent premixed flames characterized by three different Lewis numbers, i.e., Le = 0.8,
1.0, and 1.2, with all other things being equal. By processing the data, various terms in the transport
equation for the local curvature of the instantaneous flame surface are evaluated and terms due to curl
of vorticity and normal strain rate gradients are found to play the most important roles in the studied
transport equation in all three cases. In the case of Le = 0.8, the net contribution of the considered
terms acts to augment turbulence-induced wrinkles on the flame surface. In two other cases of Le = 1.0
and 1.2, flame propagation tends to smoothen the flame surface. These findings shed a new light on
the influence of the Lewis number on turbulent burning rate.

Yu and Lipatnikov [6] compare direct numerical simulation data computed by studying two
model problems relevant to premixed turbulent combustion. These are (i) motion of a self-propagating
interface in a constant-density turbulence and (ii) propagation of a reaction wave of a finite thickness
in a constant-density turbulence. Both data sets are obtained from statistically the same turbulence.
In the former case, the computed mean speed of the interface is proportional to the rms turbulent
velocity u’, whereas the dependence of the mean wave speed on u’ shows bending, which is more
pronounced in the case of a higher diffusivity of the reactant, i.e., a larger local wave thickness.
Analysis of the data indicates that the bending effect is controlled by a decrease in the rate of an
increase in the reaction-zone-surface area with increasing u’. This decrease stems from inefficiency of
small-scale turbulent eddies in wrinkling the reaction-zone surface, because such small-scale wrinkles
characterized by a high local curvature are efficiently smoothed out by molecular diffusion within the
reaction wave.

Lipatnikov et al. [7] suggest new closure relations for turbulent scalar fluxes of flame surface
density and scalar dissipation rate in the corresponding transport equations. These closure relations
are validated by analyzing direct numerical simulation data obtained from three statistically stationary,
one-dimensional, planar, weakly turbulent premixed flames characterized by three different density
ratios. The models predict the fluxes reasonably well without using any tuning parameter and can
yield both gradient and countergradient fluxes in different zones of the mean flame brushes, with the
zone sizes depending on the density ratio.

I thank all of the authors for submitting their manuscripts for this special issue. I also thank all of
the reviewers for their time and valuable comments increasing the quality of the published papers.
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Abstract: Evaporative cooling effects and turbulence flame interaction are analyzed in the large eddy
simulation (LES) context for an ethanol turbulent spray flame. Investigations are conducted with
the artificially thickened flame (ATF) approach coupled with an extension of the mixture adaptive
thickening procedure to account for variations of enthalpy. Droplets are tracked in a Euler–Lagrangian
framework, in which an evaporation model accounting for the inter-phase non-equilibrium is applied.
The chemistry is tabulated following the flamelet generated manifold (FGM) method. Enthalpy
variations are incorporated in the resulting FGM database in a universal fashion, which is not limited
to the heat losses caused by evaporative cooling effects. The relevance of the evaporative cooling
is evaluated with a typically applied setting for a flame surface wrinkling model. Using one of the
resulting cases from the evaporative cooling analysis as a reference, the importance of the flame
wrinkling modeling is studied. Besides its novelty, the completeness of the proposed modeling
strategy allows a significant contribution to the understanding of the most relevant phenomena for
the turbulent spray combustion modeling.

Keywords: spray combustion; evaporative cooling; flame surface wrinkling modeling; thickened flame;
flamelet generated manifold

1. Introduction

Turbulent spray combustion features the unsteady interaction of many strongly coupled physical
phenomena varying in a broad range of time and length scales. The complexity resulting from such
interacting phenomena can be appraised with the studies presented for instance by Jenny et al. [1],
Gutheil [2], and Sacomano Filho [3]. Heat and mass transfer between phases and the effects of
the turbulence on a flame, as well as their reciprocal, stand out among these coupled phenomena.
Although both interactions are strongly coupled, they are not always comprehensively addressed
in numerical simulations. The cooling down of the gas mixture caused by the evaporation process,
namely the evaporative cooling (EC), is often neglected [4–8] or simplified [9,10] in the context of
tabulated chemistry. Herein, the consideration of heat losses is not trivial and typically involves high
computational efforts [11–13]. Commonly, the low volume fraction of diluted sprays are used to justify
simulations without heat losses [14,15]. Nevertheless, as analyzed in [16] for one-dimensional flames
propagating in droplet mists, the inclusion of the evaporative cooling is quite relevant in the spray
combustion modeling. Yet the importance of the proper modeling of the turbulence-flame interaction is

Fluids 2019, 4, 187; doi:10.3390/fluids4040187 www.mdpi.com/journal/fluids
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a well known topic in the spray combustion community [1,4,6–10,13,17–21]. In view of the application
of the artificially thickened flame (ATF) approach, many works have been using a similar value for
the exponent of the power-law function used to model the flame surface wrinkling (FSW), namely 0.5.
Recent investigations presented in [3,21] show that the characterization of the turbulence-spray flame
interaction can be significantly improved according to the value choice of such a model parameter.
However, this has not been consistently analyzed with spray flames accounting for the evaporative
cooling up to the present study.

An initial approach to account for evaporative cooling effects is to consider heat losses in the
mixture without including modifications in the chemistry table [9,10]. According to this formalism,
influences of heat losses concentrate on the computation of droplet evaporation rates which indirectly
interfere with the combustion process. As evaporation rates change, the mixture composition
arriving at the reaction zone also changes. However, the influences of heat losses are not strictly
accounted for in the chemistry. Knudsen et al. [13] proposed a low computational cost strategy
to include heat losses exclusively caused by droplets in the flamelet-progress variable approach.
They compute freely propagating and counter-flow flamelets to generate two tables (one based on
freely propagating and another based on counter-flow flamelets) which would be chosen during the
simulation evolution by means of a flame index. Instead of considering flamelets in diverse enthalpy
levels, this variable is constrained with the mixture fraction by assuming that all the fuel existing
in the fresh mixture comes from liquid evaporation. As a result, no enthalpy must be transported.
This simplification can be applied in cases where the unitary Lewis number (Le) approach is adopted.
The validity of this method for the description of the reaction evolution in mixtures richer than the
mixture fraction corresponding to saturated vapor is not comprehensively investigated. As mentioned
by van Oijen and de Goey [11], freely propagating flamelets become unphysical below a certain level
of enthalpy. Therefore, care must be taken in order to suitably describe rich reactions with this method.
Recently, Olguin and Gutheil [22] presented a new procedure to tabulate the chemistry involving
spray flames. It does not only account for the effects of heat losses, but also to the presence of
droplets in the reaction zone. Hu et al. [23] show that this method is quite promising to address
turbulent spray flames. However, some obstacles can also be encountered there. For instance,
the increase of table dimensions that request more storage and computational efforts, as well as
the difficulty to find correspondence of the droplet trajectories in the counter-flow setup used to
construct such a table [16] with the other found in a multi-dimensional flame. Similar to [22], Luo et al.
[24] and Franzelli et al. [25] propose a method based on spray flamelets to characterize spray flames in
view of tabulated chemistry. Despite being considered, effects of the evaporative cooling in [24] are
limited since droplets are injected at constant (boiling point) temperature. As in [22], such limitation is
not found in [25]. However, this last study considers a monodisperse droplet cloud, which is a more
restrictive condition for the dispersed phase when compared with [22,24].

The ATF model stands out among methods based on deterministic approaches to characterize
the turbulence-flame interaction in turbulent spray flames [9,10,17,20,21]. This model showed a
great capability to predict the behavior of turbulent spray flames in the Eulerian–Eulerian two-phase
flow approach (e.g., [9,17]) as well as in the Euler–Lagrangian framework (e.g., [10,20,21]). Initially
proposed to model laminar premixed flames [26], the ATF was gradually expanded to address turbulent
premixed [27,28] and stratified flames [29]. In view of turbulent spray combustion, a further extension
to include effects of the dispersed phase in the Euler–Lagrangian context are recently presented in [21].
A common characteristic to all of these preceding works involving turbulent flames (i.e., [9,10,20,21])
refers to the usage of a global and presumed definition of the exponent of the power-law function (β)
proposed by Charlette et al. [28] to model the FSW. According to the analysis conducted for premixed
flames in [30], no universal value exists for this parameter, which may be determined by adjusting with
experimental data or by some modeling approach (e.g., the dynamic method proposed by Charlette
et al. [30]). Preliminary studies accounting for the dynamic modeling of such a model parameter
(see [3]) showed promising results for the characterization of turbulence-spray flame interactions.
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However, further investigations are still necessary to turn this approach more consistent for general
turbulent spray flame simulations. On the other hand, analysis of the influence of the model parameter
β are needed for spray flames, which have not been comprehensively addressed in cases where heat
losses are considered.

In the present work, the effectiveness of the evaporative cooling and the FSW modeling to
characterize a diluted turbulent spray flame is analyzed. The chemistry tabulation method proposed
by van Oijen and de Goey [11] and comprehensively tested for spray flames in [16] is employed here.
Namely, effects of the evaporative cooling interfere with reaction rates, and the consideration of heat
losses are not limited to the evaporative cooling in the flamelet generated manifold (FGM) table.
Simulations are conducted following the large eddy simulation (LES) approach coupled with the
ATF method. Besides the novelty associated with such a consistent consideration of heat losses in a
turbulent spray flame, the mixture adaptive thickening approach [21] is extended to include effects
of enthalpy variations. The flame EtF5 of the Sydney diluted spray flame burner [31] is selected as
a benchmark to the subsequent analysis. Detailed chemistry effects are included by 57 species and
379 intermediary reactions mechanism of ethanol-air proposed by Marinov [32] by means of the FGM
methodology. The unsteadiness arising from the turbulent dispersion of evaporating droplets are
captured by a Euler–Lagrangian spray module relying on the LES approach. An evaporation model
accounting for the inter-phase non-equilibrium is applied to describe the droplet evaporation process.
A parametric study has been performed to evaluate the effectiveness of the evaporative cooling and
the turbulence flame interaction modeling consideration.

The remaining structure of this paper is divided into three parts. An overview of the theoretical
background is described in Section 2. In Section 3, simulation results are presented. Analyses of
effects of the evaporative cooling and its coupling with the flame surface wrinkling modeling are
systematically addressed. In the last part, final remarks and the main conclusions are summarized.

2. Materials and Methods

A Euler–Lagrangian approach was adopted to represent the two-phase flow. Herein, a full
inter-phase two-way coupling was accounted for. Carrier gas-phase quantities were interpolated into
droplets positions, while influences of the dispersed phase were introduced through source terms in
computational cells.

2.1. Gas Phase

The turbulent motions of the carrier phase are described in the LES context following a
variable-density low Mach number formulation. According to this approach, mass and momentum
equations are described by

∂ρ

∂t
+

∂ρũj

∂xj
= Sm (1)

∂ρũi
∂t

+
∂ρũiũj

∂xj
=

∂

∂xj

(
2μS̃ij − 2

3
μ

∂ũk
∂xk

δij − ρτ
sgs
ij

)
− ∂p

∂xi
+ ρgi + Su,i. (2)

The dependent filtered variables were obtained from spatial filtering as ψ = ψ̃ + ψ” with ψ̃ =

ρψ/ρ̄. Over-bars and tildes express spatially filtered and density-weighted filtered values with a filter
width Δmesh, respectively, while double prime represents sub-grid scale (SGS) fluctuations. ρ is the
mixture density , t time, uj components of velocity in j (j = 1, 2, 3) direction, p pressure, xj Cartesian
coordinate in j direction, μ the dynamic viscosity, gi the component of gravitational acceleration, δij the
Kronecker’s delta, and Sij the strain rate. The term Sm corresponds to the introduction of mass from
the droplets into the carrier phase, while Su,i is the source term of momentum due to the presence of
the dispersed phase. Both follow the implementations presented by Chrigui et al. [33]. The SGS stress
tensor τ

sgs
ij is closed by means of the Smagorinsky model with the dynamic procedure of Germano et al.
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[34]. More details about the mathematical treatment given here to mass and momentum equations can
be found in Sacomano Filho et al. [21].

2.1.1. Mixture Formation and Combustion Modeling

In order to account for the evaporative cooling and general heat exchanges, three scalar quantities
are used to characterize the mixture following the FGM method: the mixture fraction Z, the reaction
progress variable Ypv, and the absolute enthalpy of the gas mixture h. The transport equation for them
can be written in terms of a general variable ψ within the ATF modeling as

∂(ρψ̃)

∂t
+

∂(ρψ̃ũj)

∂xj
=

∂

∂xj

[(
FE∗

Δ
μ

σψ
+ (1 − Ω)

μt

σt,ψ

)
∂ψ̃

∂xj

]
+

E∗
Δ

F
ω̇ψ + Sψ, (3)

where μt is the turbulent viscosity. For the transport equations of Z and Ypv, σψ and σt,ψ respectively
represent the laminar Sc and the turbulent Sct Schmidt numbers (Sc = Sct = 0.7), while for h both
respectively correspond to the laminar Pr and the turbulent Prt Prandtl numbers (Pr = Prt = 0.7).
It is important to highlight that, with these values for Sc and Pr the unitary Le = Pr/Sc approach is
maintained. The quantity F corresponds to the thickening factor, E∗

Δ to the efficiency function, and Ω
denotes the flame sensor. Details about these quantities are addressed below.

The term ω̇ψ = ω̇ψ

(
Z̃, Ỹpv, h̃

)
corresponds to the reaction rate for the Ypv whereas it is set to

zero for the mixture fraction and absolute enthalpy equation. Similarly to the reaction progress
variable source term, ρ = ρ

(
Z̃, Ỹpv, h̃

)
and μ = μ

(
Z̃, Ỹpv, h̃

)
are obtained from the employed FGM

table. Therefore, these are expressed as functions of the transported scalar quantities Z, Ypv, and h.
The source term Sψ consists of the source of vapor introduced by the dispersed phase in the transport
equation for Z, specifically SZ = Sm. Considering that the mass fraction of fuel is not present in the
combination used to define the reaction progress variable (see Equation (15)), as well as no isolated
droplet burning model is included in the employed approach, Sψ does not contribute (therefore it is
set to zero) for the transport of Ypv. For the transport equation of h, Sh is given by

Sh =
N

∑
p=1

Np

V

[
md,p

(∫ Tt
d

Tref

cldT −
∫ Tt+Δt

d

Tref

cldT

)
+ ṁd,p

(
h f − Lv

)]
, (4)

where ṁd,p denotes the mass of vapor released by the parcel p into the control volume V, md,p is the
droplet mass, Np the number of real droplets in parcel p, N the total number of tracked parcels, cl the
specific sensible heat of liquid, Tref a reference temperature (298 K), Tτ

d the droplet temperature at time
step τ, h f the formations enthalpy, and Lv the heat of vaporization. More description about how the
phase coupling source terms are computed in the ATF context can be found in [3,21].

Following the ATF method, the flame thickening is performed by means of a dynamic procedure.
Accordingly, only the flame region is thickened and no interferences of the ATF with the
pre-vaporization zone occur. The flame sensor Ω used by Aschmoneit [35] to simulate partially
premixed flames is employed here. The quantity ω̇pv,max

(
Z̃, h̃

)
in Equation (5) is associated to the

maximum value of the source term ω̇pv

(
Z̃, Ỹpv, h̃

)
at the same mixture composition and enthalpy level.

Ω = min

⎛⎝1.0,

⎛⎝0.25Ωc + 0.75 × 2.0
ω̇pv

(
Z̃, Ỹpv, h̃

)
ω̇pv,max

(
Z̃, h̃

)
⎞⎠⎞⎠ , (5)

where Ωc is the flame sensor proposed by Durand and Polifke [36] as implemented in [29]. In this
context, a progress variable in its normalized form is needed, which is defined as c = Ypv/Yeq

pv. Herein,
Yeq

pv denotes the equilibrium value of Ypv for a specific mixture composition.
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In order to facilitate the access of ω̇pv,max during the simulation time, an extra look-up table is
stored with its values mapped on Z̃ and h̃. According to the dynamic method, the thickening factor F
is defined as

F = 1 + (Fmax − 1)Ω. (6)

in which Fmax is defined according to an extension of the mixture adaptive thickening proposed in [21]
to account for enthalpy variations as

Fmax = max
(

1,
Δmesh
Δx,max

)
= max

(
1,

V
1
3

Δx,max

)
(7)

in which V denotes the cell volume and Δx,max is the maximum cell size necessary to capture the
laminar flame speed with less than 15 % error in one-dimensional simulations [29]. In agreement with
Kuenne et al. [29], Δx,max ≈ 0.3δ0

l (Z̃, h̃). Additionally, two safety factors are also considered to this
maximum cell size definition. The first of 1/

√
3 is included to account for the worst scenario of flame

propagating in cell diagonal direction for three-dimensional cases, the second 1/α is used to account
for the non-uniformity of cells in F. Applying both safety factors, the maximum cell size is defined
here as

Δx,max =
0.3

α
√

3
δ0

l (Z̃, h̃), (8)

with α = 1.0, since cubic cells are employed in the jet core region (see Section 2.3).
To recover the modifications introduced by the ATF on the turbulence-flame interaction while

including the effects of the unresolved FSW, the efficiency function EΔ follows the fractal model. It is
written as

EΔ =

(
Δ
δ0

l

)β

, (9)

where Δ = F · δl is the combustion LES filter width, δ0
l is the laminar flame thickness defined from the

temperature gradient, β a model exponent, and δl an equivalent laminar flame thickness in terms of
Gaussian LES filter as proposed in [37] (see more details in the sequel). This is a reasonable approach
in the simulations presented here, since we could notice that

Γ
u′

Δ
sl

> max

(
Δ
δ0

l
− 1, 0

)
, (10)

already for flames presenting a smaller Reynolds number (Re) in [3]. Considering the minimum
operator in

EΔ =

(
1 + min

[
max

(
Δ
δ0

l
− 1, 0

)
, Γ

u′
Δ

sl

])β

, (11)

this inequality shows that the saturation holds.
Equation (9) is connected with the efficiency function E∗

Δ by means of

E∗
Δ = 1 + (EΔ − 1)Ω. (12)

Equation (12) is used to enforce that E∗
Δ → 1 outside the flame region, since an efficiency function

is no longer necessary in this part of the domain. Hence, the term FE∗
Δ
(
μ/σψ

)
in Equation (3) reduces

to μ/σψ, whereas (1 − Ω)μt/σt,ψ becomes μt/σt,ψ. Since σ = σt = 0.7, both terms are merged in
which the molecular viscosity is added with the turbulent one and the effective viscosity μeff = μ + μt

is obtained. In contrast to this scenario, within the flame region Ω → 1 and the term (1 − Ω)μt/σt,ψ is
canceled, where molecular and turbulent transport in the flame are modeled by FEΔ

(
μ/σψ

)
.
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The determination of Δ follows a formulation that can be directly applied for future
implementations accounting for the dynamic modeling of β. Accordingly, the equivalent laminar
flame thickness used to define the LES combustion filter is given by δl = ζδ0

l (in agreement with [37]),
in which ζ is an adjusting factor to enforce that the efficiency function goes to one for laminar flames.
Values of ζ are supposed to vary according to the mixture state, however only the variations associated
with the composition are accounted for in this work. As a result, the actual formulation of the mixture
adaptive thickening which accounts for enthalpy variations is considered to achieve

Δ = δl Fmax = ζδ0
l Fmax = ζδ0

l (Z̃, h̃)

[
max

(
1.0, α

√
3

0.3
V

1
3

δ0
l (Z̃, h̃)

)]
. (13)

In regions where the cell sizes deliver F greater than 1, Equation (13) reduces to

Δ = ζ

(
α

√
3

0.3
V

1
3

)
. (14)

2.1.2. Chemistry

To construct our non-adiabatic FGM table, the strategy proposed by van Oijen and de Goey [11]
is applied. Particularly, the reference table described in [16] is employed. It is based on the combination
of freely propagating adiabatic flamelets for a mixture composition span of Z ∈ [0.050, 0.194] with
fresh gas temperature varying from 250 K to 900 K with burner stabilized and extrapolated flamelets.
The maximum value of this temperature determines the upper enthalpy value, while its minimum
defines the lowest temperature (Tlow) allowed in the computational domain. Interpolations are
done [38] between the limiting values of Z up to pure air and ethanol at 300 K, which corresponds
to the ambient temperature of the investigations performed in this work. To compute both kinds of
flamelets, the chemical mechanism proposed by Marinov [32] is employed. It represents the oxidation
of ethanol in the air by means of 57 species and 379 intermediate reactions.

The inclusion of burner-stabilized and extrapolated flamelets in our table allows a more universal
description of the heat losses. Burner-stabilized flamelets mimic premixed flames burning attached to a
porous medium with controlled temperature. By keeping the temperature of this medium constant and
adjusting the inflow velocity, heat losses can be introduced in the domain resulting in different enthalpy
levels for the flame. In this particular step, the temperature is set to the same value as for the unburned
gas of the coldest adiabatic flamelet. When the lowest enthalpy levels with the burner stabilized
flamelets is reached, the burnt gas is still far away from Tlow. To cover the remaining range of physical
states, step-wise extrapolations of the thermo-chemical data are done to the lowest enthalpy level.
This is computed by assuming the equilibrium mixture composition at Tlow. Finally, once a manifold is
generated, the look-up table is build up over the controlling variables Z, Ypv, and h. Following the
strategy of Ketelheun et al. [12], an additional table is created to facilitate the establishment of the
boundary conditions in terms of temperature.

The definition of Ypv follows the combination of mass fractions presented in [16]. This was
empirically defined in view of a valid progress variable for the full range of enthalpy levels encountered
in the employed table. Namely, a monotonically evolving variable from fresh to burnt gases along all
flamelets used to construct the employed FGM table. The Ypv can be written as

Ypv =
1

MCO2

YCO2 +
1

2.5MH2O
YH2O +

1
1.5MCO

YCO, (15)

where Mk is the molar mass of species k. For more details about the definition of a progress variable in
FGM context, the reader is referred to [11]).
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2.2. Liquid Phase

The computation of the motion of non-rotating droplets considers only drag and buoyancy forces.
Once that the density ratio of liquid ethanol and the gaseous mixture has an order of 103,
complementary forces are neglected.

Heat and mass exchanges are computed following the model proposed by Miller et al. [39] with the
correction procedure derived in [21] to include effects of the flame thickening onto the dispersed phase.
Both phenomena are described by

dTp

dt
=

1
F

[
f2Nu
3Pr

(
θ1

τp

)
(T − Tp) +

(
LV
cl

)
ṁp

mp

]
, (16)

and
dmp

dt
= − 1

F
Sh
3Sc

(
mp

τp

)
HM, (17)

with T the temperature, Nu the Nusselt number, f2 a correction factor due to evaporation computed
as in [39], Pr the Prandtl number, θ1 the ratio of the gaseous and liquid specific sensible heat (cp/cl),
τp = ρpd2

p/18μ expresses the particle relaxation time, ṁp = dmp/dt, Sh the Sherwood number, and HM
represents the specific driving potential for mass transfer according to [39]. It is important to highlight
that vapor pressures, necessary to determine HM are computed here with the Wagner equation as
in [40].

For the vast majority of droplets tracked in our simulations, the relaxation time exceeded the
scales within the subgrid. As a consequence, SGS turbulent dispersion and micro-mixing modeling for
the evaporation process had little effect.

2.3. Experimental Configuration and Numerical Setup

The flame EtF5 of the Sydney diluted spray flame burner [31] is used as a benchmark for the
performed LES. This flame belongs to a series of flames (EtF1, EtF2, EtF5, and EtF7), where the
premixed flame mode is dominant. This is an important feature in view of the chosen modeling
approach, which has been originally developed for premixed flames. EtF5 was produced by a round
jet burner with a diameter D of 10.5 mm fueled with ethanol. The flame stabilization was achieved
with a series of pilot flames disposed of in a concentric arrange to the main jet nozzle with an annular
diameter of 25 mm. A co-flow surrounded both streams with an annular diameter of 104 mm and
a velocity of 4.5 m/s, which corresponds to the air velocity of the wind tunnel where the burner is
mounted. The bulk velocities of main jet and pilot were 48 m/s and 11.6 m/s, respectively. At the
nozzle exit, a mixture of droplets, air, and fuel vapor was formed with a Re of 38,200 and an equivalence
ratio φ = 0.15 for the gaseous phase, which is found below the lower flammability limit (φlow).

The computational domain is constructed with a Cartesian grid in order to keep the cell growth
rate smooth and to avoid large values of the factors F and α (see Equations (3) and (14), respectively).
Specifically, mean values of F are about 7.0 but no bigger than approximately 9.0, while α = 1.0 due
to the cubic cell arrangement in the jet core region. When compared to the “O-grid”arrangement
(as employed in [3]), which would be an alternative to run in the used block-structured code,
the Cartesian arrangement avoids the high cell diagonal growth rate. Figure 1 presents a sketch
of the employed grid, which is composed of approximately 5.4 million cells distributed over 468 blocks.
In this figure black lines represent block limits, whereas gray lines are cell sides. The dashed orange
box indicates the jet core region, in which cells have uniform size with a side of 0.75 mm. A contour
plot of the instantaneous value of ω̇pv is included to show that the main reaction zone is entirely found
within the jet core. The computational domain starts at the exit of the experimental burner and extends
up to 70 D (735 mm). The most upstream part of this domain has a diameter of 10 D that linearly
grows up its maximum with 20 D. The employed grid can be seen as an improvement of the coarse
grid used in [3], since it preserves similar characteristics of the previous one (e.g., longitudinal and
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radial cell sizes are the same, however with higher homogeneity here). In [3] a comprehensive grid
study has been conducted for reactive and non-reactive flows.

Regarding the boundary conditions, attention is given to the description of the pilot flame.
This flame is fueled by a mixture of acetylene and hydrogen at the hydrogen to carbon proportion of
the stoichiometric reaction of ethanol. Under adiabatic assumptions, such a boundary condition can
be easily represented by adjusting the mixture composition to the stoichiometry. This procedure is
previously adopted for simulations presented in [3] and it is commonly employed by diverse research
groups (e.g., [7,33,41]) which also used data from the Sydney diluted spray flame burner for modeling
validation. Concerning a non-adiabatic formulation, the introduction of the enthalpy transport allows
a more accurate representation of the pilot flame. It is important to notice that, despite the same
proportion of hydrogen and carbon elements, the presence of the hydroxyl (OH) into the ethanol
molecules does not allow the mixture of acetylene and hydrogen to produce the same composition
of products. This characteristic becomes clear comparing the stoichiometric reaction of ethanol and the
corresponding mixture of acetylene and hydrogen with air

C2H5OH + 3 (O2 + 3.76N2) −→ 2CO2 + 3H2O + 11.28N2 , (18)

C2H2 + 2H2 + 3.5 (O2 + 3.76N2) −→ 2CO2 + 3H2O + 13.06N2. (19)

Since the main function of a pilot flame consists in the production of hot products to stabilize the
main flame, the mixture fraction is adjusted to match the products ratio generated by Equation (19).
Namely, the ratio formed by the sum YCO2 +YH2O considering only products. As a result, the following
reaction is used to define the mixture composition of the pilot flame for the non-adiabatic simulations
performed here

0.89C2H5OH + 3 (O2 + 3.76N2) −→ 1.78CO2 + 2.67H2O + 11.28N2 + 0.33O2 . (20)

Figure 1. Computational domain. The dashed orange box indicates the jet core.

Once that the absolute enthalpy of the reaction given by Equation (20) does not match with
that obtained from Equation (19), the reactants are lightly pre-heated in order to pair up with the
desired value. It is important to highlight that with a tabulation method where heat losses are
exclusively linked to the evaporation process as in [13,22], such a modeling feature would not be
realizable. The relevance of the specification for this boundary condition has been analyzed in [3] for
the flame EtF2.

The turbulent boundary condition follows the synthetic turbulence generator proposed
by Klein et al. [42]. To account for the pre-vaporized mass of fuel exiting the injection’s tube,
the mixture fraction receives the explicit value of 0.0165 (corresponding to φover = 0.15). Effects of
the heat transfer throughout the injection tube are considered. For that, the mixture composed by
dispersed fuel droplets and air entering at 300 K into the burner exchanges heat with the injections tube
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wall at 300 K, which results in a mixture exiting the nozzle with 298 K. This arises from our assumption
that the mixture of vapor and air with φ = 0.15 and Re = 38,200 results from the evaporation of liquid
in an air stream where both were initially at 300 K. This mixture was then heated up by tube walls
at 300 K assuming Re = 38,200. Considering the remaining boundary conditions for the enthalpy,
walls are treated as adiabatic and incoming streams of air are kept at 300 K.

With respect to the boundary conditions of the diluted phase (i.e., droplet size distributions,
conditioned velocities on size, injected mass, and injection position), these have been extracted
from experimental measurements presented in [31]. An exception occured for the radial component
of droplets velocities, for which the procedure suggested by De and Kim [6] was employed here.
More details about this procedure are presented in Section 3.1. The initial droplet temperature has
been set to 298 K, namely droplets and the pre-vaporized mass of fuel exiting the injection’s tube had
the same temperature.

Calculations for this research were conducted with the coupled version of the academic software
FASTEST (see [3]). Different from previous works, some improvements in numerical methods and
algorithms are included. For instance, the ordinary differential equations of the evaporation modeling
are integrated in time here with the fifth-order Runge–Kutta scheme of [43].

Simulations are initialized from reactive single-phase computations obtained after 0.055 s,
which coincides with one flow-through-time (FTT). The FTT of this configuration corresponds to
the time necessary for the gas flow to fill a volume defined from the droplets injection position to
30 D downstream the burner exit, where the last measurement plane is set. Namely, a cylinder with a
diameter of 10 D (to account for the burner coflow) and a length of 30 D. Thereafter, parcels start to
be injected and a stable number of them is achieved after approximately 1 FTT. Once a stable number
of parcels is reached, simulations run for an additional FTT until the averaging begins. Statistics
(mean and rms) are collected for 2 FTT for all cases, which amounts circa 35,300 core-hours on 80 CPUs
and corresponds to a reduced computational time (RCT) of ≈ 7.11 × 10−8 s [RCT = elapsed time ×
number of CPU/(number of cells × number of iterations)].

To perform the time integration, a second-order, three steps Runge–Kutta scheme (see details
in [44]) has been employed. The time-step is maintained constant at 2.4 × 10−6 s. Particles are coupled
at each three-time steps. As a result, particles were tracked in a coupling time step of 7.2 × 10−6 s.
Despite this discrepancy, the corresponding Courant–Friedrichs–Lewy (CFL) number is kept below
1 respectively for droplets and the gas phase. This coupling strategy alleviates the computational
costs of the particle tracking, which amounts in our calculations approximately 50% of the entire
computational time.

3. Results

The evaluation of the proposed modeling strategies starts with the establishment of a reference
scenario. This corresponds to simulation performed with a fixed exponent β (i.e., β = 0.5) of
Equation (9) and the inclusion of evaporative cooling effects. The value 0.5 resembles the one
used in the first investigations of Charlette et al. [28] and is a typical value assumed by different
authors (e.g., [9,20,29,44]), therefore it is chosen as a reference here. Altogether three cases are studied,
besides the mentioned reference case, one neglecting effects of the evaporative cooling and another
considering a parametric variation of the model parameter β while including EC effects. In this last
case, the value of β is defined as 0.2.

The influence of the evaporative cooling onto the flow is expressed in terms of the heat necessary
to vaporize an amount of liquid (i.e., that associated with the latent heat of vaporization) and the
heat-up of droplets. In order to investigate such an influence, EC effects are neglected by removing the
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terms associated with the latent heat of vaporization and the heat-up of droplets from Equation (4).
As a result, only the term including the vapor formation’s enthalpy is preserved

Sh =
N

∑
p=1

Np

V

(
ṁd,ph f

)
. (21)

The source term presented in Equation (21) is necessary for our approach since the energy equation
is expressed in terms of the absolute enthalpy. In cases where sensible enthalpy is transported Sh = 0.

The remainder of this section is divided into two parts. In the first one, simulations results are
compared with available experimental data following a validation process. In the second part, analysis
of the simulated flames characteristics are conducted in a qualitative fashion.

3.1. Validation of Modeling Strategies

Radial profiles of mean and RMS values of the resolved longitudinal and radial components
of droplet velocities are compared with experimental data in Figure 2. As a Cartesian coordinate
system is employed the radial direction is represented by the coordinate Y, while the longitudinal
by X. Focusing on the first column, one can observe that the proposed strategy is able to recover the
mean values of droplets longitudinal velocities reasonably well. Deviations from experimental data
are more pronounced downstream of the positions 25 X/D for all cases. Comparing the different
simulated cases, further deviations are noticed between positions 5 X/D to 15 X/D. Similar to the
observations in [3], it can be clearly noticed that the FSW modeling affects the estimation of mean
droplet velocities. Specifically, when β = 0.2, results better agree with experimental data. Considering
this aspect and the fact that such deviations are located in a radial region far from the jet centerline
(i.e., Y/D > 0.5), it is possible to state that deviations occur in regions where droplets interact with
reaction zones. Nevertheless, due to the strong coupling among the diverse modeling approaches it is
not straightforward to draw an exact explanation for it. Influences of velocity fluctuations, thickening
factor, and mixture stratification are also supposed to contribute to it, as pointed out throughout the
discussions presented in this section. Concerning both cases computed with the same value for the
model parameter β, marginal deviations are observed for Ud between them. Close to the jet core
(i.e., Y/D < 0.5) both models deliver the same results. Influences are supposed to be caused by the
variations of the flame speed caused by heat losses in the flame front as marginal deviations are noticed
when Y/D > 0.5 between positions 5 X/D to 15 X/D.

Considering the second column of Figure 2, it is important to highlight that despite the absence
of an SGS turbulent dispersion model, droplet velocity fluctuations agree reasonably well with the
experimental data. The discrepancies noticed for the positions 10–15 X/D are in great parts assigned
to the flame-dispersed phase interaction, which directly influences the droplet tracking. This aspect is
supposed to justify the inflection observed when 0.5 < Y/D < 1.0 in the positions 10 X/D and 15 X/D.
By comparing the different cases, it is again noticed that the flame wrinkling model also contributes
to deviations.

According to the radial profiles of Vd, the experimental values are different from zero at Y/D
≈ 0.0, i.e., the jet centerline. As already discussed in [3], the measurements of this velocity component
expose a problem on the experimental configuration. For vertical jets, the time averaged radial velocity
along the centerline is always zero. However, this is not observed for all comparison planes, including
the injection position. This result possibly indicates that the experimental spray is not strictly vertical.
Due to this characteristic, the procedure suggested by De and Kim [6] is used here to define the
radial velocity of droplets. Namely, the radial velocities of the carrier phase are used to define the
starting conditions for droplets. This option justifies the disparity observed in the boundary condition’s
plane (Figure 2) for Vd. Altogether, simulations results follow a similar trend as the measured data.
The existence of non zero values of Vd in the proximity of the jet centerline motivates the addition of a
constant offset for all points (for which a zero velocity is attained at the centerline) of the experimental
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data. Considering them as a reference, a better agreement is noticed for the computed sprays and even
better for the case with β = 0.2. However, because of the anomalies perceived in the experimental
measurements (see e.g., spray jet anomaly in [45,46]), further discussions about the radial components
of mean droplets’ velocity are difficult to be conducted. The same is valid for the last column of Figure 2,
where the RMS values of the fluctuations of such velocity components are exhibited. These data are
rather used here to give support to the discussions about the different simulated cases.
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Figure 2. Radial profiles of mean (capital letter) and rms of the fluctuations (lower case letters) of the
longitudinal (Ud and u′

d) and radial (Vd and v′
d) components of droplets velocity. Squares-original

experimental data, triangles-offset, blue line-evaporative cooling (EC) with β = 0.5, red line-no EC
with β = 0.5, black line-EC with β = 0.2.

An important quantity to observe the mass transfer between phases is the liquid volumetric
flux (LVF), whose radial profiles at different longitudinal positions are presented in the first column
of Figure 3. Both cases computed with β = 0.5 show lower values for LVF downstream of the
position 10 X/D when compared with the case with β = 0.2. This is a straightforward outcome
caused by the increased flame surface wrinkling obtained with β = 0.5. As the total FSW increases,
the consumption flame speed also increases and the overall flame becomes shorter in the longitudinal
direction while broader in the radial direction. Consequently, the spray inner core faces a gas flow with
higher temperatures than the case computed with β = 0.2 (see Figure 4). Such higher temperatures
increase the evaporation rate and reduce the corresponding LVF. The hot mixture that intensifies
the evaporation process is an outcome of the combustion process, which is found in reaction and
oxidation zones. As droplets cross a reaction zone, interference with the reaction progress is expected
to occur. The amount of droplets interacting with reaction zones has not been quantified in the present
work. Nevertheless, studies conducted in [9,16,21] show that FGM tables constructed with premixed
flamelets are able to recover the effects of variations of the mixture fraction throughout a flame with
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good accuracy.The effects of the temperature reduction of the jet inner core and the consequent increase
of the simulated LVF are also noticed between both cases computed with β = 0.5. The inclusion of
EC effects indeed decreases the mass transfer between phases as observed by the higher values of
LVF downstream of the position 15 X/D. Sacomano Filho et al. [16] indicated by means of flames
propagating in droplet mists that the evaporative cooling effects also contribute to the reduction
of the laminar flame speed. Bearing this aspect in mind, the increase of LVF and decrease of gas
temperature (see Figure 4) when including EC are combined features from the reduction of the inner
core temperature and the flame speed. However, the contribution given by the inclusion of EC over
the LVF is not so pronounced as that given by the reduced value of the model parameter β. It is
important to highlight that the case computed with β = 0.2 agrees much better with the experimental
data than the other cases. Again, this gives an indication of the relevance of the turbulence-flame
interaction modeling.

Considering the droplet size distribution, reasonably good agreement with the experimental data
can be perceived for the Sauter mean diameter (SMD-D32) in the inner part of the jet (i.e., Y/D < 0.5)
and up to 25 X/D. In the farther downstream regions, the SMD becomes slightly smaller than the
measured values in all radial positions. A probable cause for it is the penetration of droplets in
higher temperature zones, which also agrees with the observed evolution of LVF radial profiles.
The interaction of the dispersed phase with reaction zones may justify the deviations noticed for the
SMD for radial positions far from the jet centerline (i.e., Y/D > 0.5) from 5 X/D to 20 X/D.

Figure 3. Radial profiles of mean liquid volumetric fluxes, the Sauter mean diameter D32, as well
as mean (U) and the rms of the fluctuations (u’) of the longitudinal component of the gas velocity.
Marks-experiment, blue line-EC with β = 0.5, red line-no EC with β = 0.5, black line-EC with β = 0.2.

In the last two columns in Figure 3, radial profiles of the mean and the RMS values of the resolved
longitudinal component of the carrier phase velocity are shown. Experimental data acquired for
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droplets smaller than 10 μm are used as a reference. In fact, both quantities are not strictly comparable,
but the experimental data is used here to guide the subsequent discussions. Many aspects observed
for the dispersed phase in Figure 2 are noticed in the gas flow. As for the spray, deviations occur
close to reaction zones and in a similar fashion among the different cases. The correct prediction of
the flame topology is supposed to contribute to these observed deviations. Concerning the velocity
fluctuations, it is important to bear in mind that comparisons performed here do not take into account
the contribution of SGS quantities since these are not available. Veynante and Knikker [47] showed
that this lack of information does not modify mean but RMS values. As a consequence, the inclusion
of these SGS contributions should modify the scenario regarding the rms values.

Figure 4. Radial profiles of time averaged and rms of the fluctuation of the equivalence ratio and the
temperature of the carrier phase. Marks-experiment, blue line-EC with β = 0.5, red line-no EC with
β = 0.5, black line-EC with β = 0.2.

To conclude the validation process, radial profiles of the mean gas temperature are compared
with the available experimental data in Figure 4. Results obtained with β = 0.2 better agree with
experiments when compared with those from the remaining cases. Effects of the evaporative cooling
are noticed in all positions, but these are more pronounced as the distance from the burner nozzle
increases. This is expected since the heat removed from the gas phase increases due to the cumulative
impact of the evaporation. However, the effects of FSW modeling are more pronounced than the
sole consideration of EC while keeping β = 0.5. Specifically, deviations between cases computed
with β = 0.2 and β = 0.5 are more pronounced at 10 X/D and 20 X/D. At 30 X/D, similar results
can be seen between cases including EC. This overall behavior regarding FSW modeling is explained
considering the flame structures presented in the next section. The FSW modeling is strictly connected
with the source term ω̇pv (see Equation (3)). According to the qualitative contour plots presented
in Figure 8, source terms of the progress variable are predominantly found upstream 25 X/D. Hence,
the effects of the FSW modeling are more pronounced upstream of this region. Downstream of it,
unburned combustion products are mixed together with fuel vapor released from droplets that are
able to cross this main reaction zone. The resulting mixture burns further in a diffusion flame mode,
which is less affected by the FSW model. Therefore, different approaches for the computation of β

deliver similar results at 30 X/D.



Fluids 2019, 4, 187

Analyzing the temperature results with more details, simulations computed with β = 0.5 show
broader regions with high-temperature values than the results obtained with β = 0.2 at 10 X/D. In fact,
simulations computed with β = 0.2 agree quite good with the experimental data at this position.
Contributions from the inclusion of EC are seen at the region where the temperature peaks, but these
are not high. As previously mentioned, effects of the EC are better seen at 20 X/D and 30 X/D
throughout the coordinate Y. At 20 X/D, the ascending part of the temperature profile in Y direction
for the case in which β = 0.2 agrees better with experiments than the other cases. The performance of
this case at these two positions explain the more accurate prediction of LVF in Figure 3.

3.2. Qualitative Analysis of Simulated Cases

To facilitate the interpretation of the mixture composition, Figure 4 presents time-averaged and
RMS values of the equivalence ratio (obtained from the resolved fields of mixture fraction as in [48]).
The time averaged values of φ point out how strong the FSW model and the inclusion of EC affect
the flame structure. Particularly, this variable is connected with the LVF seen in Figure 3, as the vapor
released from droplets directly affects the mixture composition. Overall deviations among cases are
more pronounced between different definitions of β than the two treatments reserved for the EC.
Deviations between both cases computed with β = 0.5 occur at the position 20 X/D. Observing the
time-averaged Lagrangian source terms of mass Sm and enthalpy Sh respectively in Figures 5 and 6,
we see that such effect is a direct outcome of the inclusion of EC. Both cases show similar Sm profiles
at 20 X/D and upstream this position, while clearly different profiles of Sh. Therefore, the inclusion
of EC effects clearly interferes with the mixture composition, as it is a product of higher transported
temperatures of the gas phase (see Figure 4) through the higher droplet evaporation rates observed
in terms of LVF profiles in Figure 3. With respect to the FSW modeling, the case computed with
β = 0.2 already interferes with the mixture composition at 10 X/D. As seen in Figure 4 and reinforced
in Figures 5 and 6, the main contribution to this aspect stems from the region where the reaction
zone is found (Figure 8 points out the position of reaction zones by means of the time-averaged ω̇pv),
i.e., 0.5 < Y/D < 1.0. Figures 5 and 6 indicate that small impact of this modeling approach is found in
the jet core region, namely Y/D < 0.5. As the flame evolves, more interactions with the spray at the jet
inner core occur at a downstream position as seen through the Lagrangian source terms at 20 X/D and
30 X/D. The topology of the flame is directly related to this observation. As seen in Figures 7 and 8
upstream of 20 X/D both flames computed with β = 0.5 depict similar topology. Downstream of this
position small flame interactions occur with the spray, whereas droplets that are able to cross the flame
tip interact with combustion products coming out of the main flame. The Lagrangian source term
profiles indicate that differences between models are also happening at 30 X/D. Nevertheless, these are
less intense as no significant impact is noticed in time-averaged profiles of φ in Figure 4 at this position.
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Figure 5. Radial profiles of the Lagrangian source term of mass Sm. Blue line-EC with β = 0.5,
red line-no EC with β = 0.5, black line-EC with β = 0.2.
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Figure 6. Radial profiles of the Lagrangian source term of enthalpy Sh. Blue line-EC with β = 0.5,
red line-no EC with β = 0.5, black line-EC with β = 0.2.

Considering the RMS of φ, higher values are found in the region that coincides with the descending
part of the temperature profiles. Such an outcome can be seen as a combined effect of the interaction
of droplets with high-temperature combustion products and radial flow coming out of the main jet
core as seen through the radial profiles of Vd in Figure 2. Deviations among cases are analogous to
those found in the time-averaged profiles of the gas temperature. These are significant between FSW
modeling approaches at 20 X/D, whereas between EC treatments at 30 X/D.

(a) (b) (c)

Figure 7. Contour plots of instantaneous values of the source term ω̇pv [kmol/m3s] in a plane of size
10 D × 40 D at Z/D = 0 for: (a) EC with β = 0.5; (b) no EC with β = 0.5; (c) EC with β = 0.2.

Regarding the RMS of gas temperature, similar trends are noticed among cases, except at 20 X/D.
At this position, higher values are found for the case with β = 0.2 in the proximities of the jet
centerline. This characteristic can be explained considering the instantaneous plots of the source term
ω̇pv presented in Figure 7. Different from the cases computed with β = 0.5, the case with β = 0.2
deliver a longer flame in which pockets are frequently formed and released close to the flame tip.
This occurs close to 20 X/D, where high fluctuations appear for β = 0.2 in Figure 4.
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(a) (b) (c)

Figure 8. Contour plots of the time averaged source term ω̇pv [kmol/m3s] in a plane of size 10 D × 40 D
at Z/D = 0 for: (a) EC with β = 0.5; (b) no EC with β = 0.5; (c) EC with β = 0.2.

An additional aspect that can be extracted from the contour plots of ω̇pv presented in Figures 7 and 8
refers to the mixture stratification. Such a feature can be observed in terms of the different intensities of
ω̇pv throughout the flame. The stratification is also noticed in φ radial profiles of Figure 4. The variation
of the mixture composition within the computational domain is a direct outcome of the evaporation of
liquid droplets. Due to the free jet configuration, the amount of released vapor increases as the spray
penetrates into the domain. The opposite behavior is noticed in the liquid phase by means of the LVF
profiles in Figure 3.

Contour plots of time-averaged values of the gas temperature give a more complete overview of
this quantity for the different cases in Figure 9 than the radial profiles shown in Figure 4. The higher
penetration length of the flame computed with β = 0.2 is also observed here considering the penetration
of the cold jet core. Additionally, the higher temperatures observed for the case where EC effects are
neglected (using the other case computed with β=0.5 as a reference) are also noticed. The extension
of the slice plane used in Figure 9 allows the visualization of another import aspect. Considering
the jet centerline (i.e., Y/D = 0.0), as the distance from the nozzle increases, the temperature initially
grows from the cold-core level up to a first pick which coincides with the main flame tip position.
Downstream of it, the temperature slightly reduces and grows up again for positions above 30 X/D.
Particularly, at the region located between 20 X/D and 35 X/D for cases computed with β = 0.5,
whereas between 24 X/D and 38 X/D for the one computed with β = 0.2, a local cold-core is identified.
A similar structure is also perceived, but with much less contrast, in Figure 8 in terms of time-averaged
values of the source term ω̇pv. The appearance of it is a result of the combustion of unburnt products
mixed with the vapor released from droplets that are able to cross the main reaction zone. In Figure 7
isolated flame structures are found downstream of the main reaction zone. Besides being quite sparse
these structures are preferentially located on the jet borders, where the mixture of products and vapor
diffuses with the co-flowing air stream. Accordingly, the occurrence of these secondary reactions
resemble processes controlled by the flow mixing. This characteristic aligns with the definition of
diffusion flames, namely mixing controlled combustion reactions [49]. It is important to highlight
that such a multi-regime flame differs from those observed in [10], where the main premixed flame is
enveloped by a diffusion-reaction layer. Such an overall behavior is supposed to do not significantly
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affect the conducted analysis in the present work since the focus has been given to positions upstream
of the second cold-core region. Nevertheless, the inclusion of the method recently proposed in [40] to
improve the evaporation modeling of droplets interacting with combustion products, as well as the
adoption of a multi-regime combustion model (e.g., [50]), may improve the characterization of this
post main flame phenomena which may not be reserved to this configuration.

(a) (b) (c)

Figure 9. Contour plots of the time averaged values of the gas phase temperature [K] in a plane of size
10 D × 40 D at Z/D = 0 for: (a) EC with β = 0.5; (b) no EC with β = 0.5; (c) EC with β = 0.2.

4. Conclusions

Investigations of the effects caused by the consistent consideration of the evaporative cooling
and the turbulence flame interaction demonstrated that both phenomena do interfere not only with
the estimation of the flame structure, but also with the prediction of spray properties. As previously
pointed out in [3] for a similar flame but with lower Reynolds number, such an outcome reveals the
strong interaction among turbulence, flame, and dispersed phase. The necessity of an appropriate
computation of each of these phenomena is again reinforced in the present study.

The combination of evaporative cooling effects through the FGM method and the flame
surface wrinkling model considering β = 0.2 demonstrated to have the best performance in the
validation process. The corresponding simulated case showed the best overall agreement with available
experimental data and could recover the main phenomena observed experimentally. For the validation
process, the experimentally measured flame EtF5 of the Sydney diluted spray flame burner [31]
was used as a benchmark. The other two cases have been used to allow a parametric study of the
influence of the EC effects and FSW modeling. The raised hypothesis in that EC effects could be quite
important [16] was accessed by comparing two cases, with and without consideration of EC effects at
a rather standard of the FSW model parameter β. Although EC effects were shown to be important for
the correct flame prediction, the influence of the turbulence-flame interaction modeling demonstrated
to be more pronounced.

Thanks to the phenomena explicitness that LES and ATF approaches allow, the main features
observed in the simulation results could be recalled by analyzing further computed quantities. Such a
clear interpretation of different phenomena could not be easily done if the proposed modeling
extensions to account for heat losses were not consistently done.
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Places for improvements are found as well as pointed out throughout the result presentation and
discussion. It is important to highlight that the proposed modeling strategy is still limited since part of
the underlying phenomena to turbulent spray combustion is not accounted for. Indeed, some effects
were not comprehensively studied or even understood to allow to infer on their relevance in the
simulations. Two of them are the inclusion of actual mixture composition on droplet evaporation (see
e.g., [40]) and effects of differential diffusion in spray flames (see e.g., [16]). Additional effects that may
improve the predicting ability of the proposed modeling strategy is, on the one hand, the inclusion of
models capable to represent multi-regime combustion, as studied by Knudsen et al. [13] and Hu
and Kurose [50], and the incorporation of single droplet burning effects (see [51]) on the other.
Nevertheless, it worths to be noticed that the proposed methods following the inclusion of the
evaporative cooling effects in the chemistry and the selected FSW modeling converge to an optimum
combination of strategies which better approaches the experimental observations. Models able
to represent the above-listed phenomena are desired and should improve the capability of the
presented module.
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Abbreviations

The following abbreviations are used in this manuscript:

ATF artificially thickened flame
CFL Courant–Friedrichs–Lewy
EC evaporative cooling
FGM flamelet generated manifolds
FSW flame surface wrinkling
FTT flow-through-time
LVF liquid volumetric flux
RCT reduced computational time
SGS sub-grid scale
SMD Sauter mean diameter
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Abstract: A numerical and experimental investigation in to the role of gasoline surrogates and
their reduced chemical kinetic mechanisms in spark ignition (SI) engine knocking has been carried
out. In order to predict autoignition of gasoline in a spark ignition engine three reduced chemical
kinetic mechanisms have been coupled with quasi-dimensional thermodynamic modelling approach.
The modelling was supported by measurements of the knocking tendencies of three fuels of very
different compositions yet an equivalent Research Octane Number (RON) of 90 (ULG90, PRF90 and
71.5% by volume toluene blended with n-heptane) as well as iso-octane. The experimental knock
onsets provided a benchmark for the chemical kinetic predictions of autoignition and also highlighted
the limitations of characterisation of the knock resistance of a gasoline in terms of the Research and
Motoring octane numbers and the role of these parameters in surrogate formulation. Two approaches
used to optimise the surrogate composition have been discussed and possible surrogates for
ULG90 have been formulated and numerically studied. A discussion has also been made on the
various surrogates from the literature which have been tested in shock tube and rapid compression
machines for their autoignition times and are a source of chemical kinetic mechanism validation.
The differences in the knock onsets of the tested fuels have been explained by modelling their
reactivity using semi-detailed chemical kinetics. Through this work, the weaknesses and challenges
of autoignition modelling in SI engines through gasoline surrogate chemical kinetics have been
highlighted. Adequacy of a surrogate in simulating the autoignition behaviour of gasoline has
also been investigated as it is more important for the surrogate to have the same reactivity as the
gasoline at all engine relevant p − T conditions than having the same RON and Motored Octane
Number (MON).

Keywords: autoignition modelling; reduced chemical kinetics; gasoline surrogates; engine knock

1. Introduction

The knock phenomenon limits the compression ratio and the thermodynamic efficiency of a spark
ignition (SI) engine. At some operating conditions, avoiding it will force the spark advance away
from the maximum brake torque point further lowering engine performance. If knock occurs, it can
be severely damaging to the engine components. Knock, i.e., onset of strong pressure oscillations,
has been known to be caused by the autoignition of the end gas ahead of the propagating flame which
is controlled by chemical kinetics. Therefore, numerical modelling of autoignition may be used to
predict knock onset. This has been demonstrated in various studies by modelling the autoignition
chemistry of a simpler gasoline surrogate such as primary reference fuels (PRFs), i.e., a mixture of
iso-octane and n-heptane [1–3].
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Chemical kinetic mechanisms are routinely validated against shock tube and rapid compression
machine measurements of the ignition delay times (τign) of various gasoline surrogate fuels.
The conditions for these laboratory measurements are similar to those which prevail before ignition in
homogeneous charge compression ignition (HCCI) or controlled autoignition (CAI) engine, and the
recent kinetic mechanisms, e.g., [4–6], perform remarkably well in these regimes. Application of
such gasoline surrogate mechanisms have been seen in various studies demonstrating autoignition
predictions in HCCI and CAI engines, [4,7]. The question arises of whether the reduced chemical
mechanisms will perform equally well in predicting autoignition in SI engines. This work attempts to
address this subject.

2. Practical Gasoline Surrogates

The simplest surrogate, a primary reference fuel (PRF), i.e., mixture of iso-octane and n-heptane,
is used in the well known Research and Motored Octane Number (RON and MON) tests to quantify
the knock resistance of a gasoline by matching knock intensities in a standard engine. Compared to
the RON test, in the MON test the end gas temperature is higher at the same pressures and therefore,
unless gasoline exhibits a negative temperature coefficient (NTC) phase at those temperatures,
the MON value tends to be lower than RON. The sensitivity S, i.e., the difference of octane numbers
(S = RON − MON) is a measure of fuel’s response to varying pressures and temperatures. PRF’s have
zero sensitivity by definition. However, gasoline, owing to its complex composition, is likely to exhibit
autoignition behaviour different from that of the PRF which matches its RON or the MON value,
when the pressure and temperature history of the end gas does not match the standard RON and MON
tests. Blends of iso-octane, n-heptane with toluene (Toluene Reference Fuels, TRFs) have an advantage
of having non-zero sensitivity. Binary blends of toluene with iso-octane and n-heptane have also been
studied in order to isolate their cross-oxidation chemistry [8], however such blends have found little
application as gasoline surrogates.

Use of iso-octane and n-heptane as components of a surrogate is hardly avoidable as they represent
linear and branched alkanes, major gasoline components. Besides, the chemistry leading to their
auto-ignition is relatively well understood. However, gasoline does not consists only of alkanes. Thus,
EN228, the European standard for gasoline specifies aromatic content of up to 35% by volume, it also
allows 5% oxygenates by volume. Therefore, it seems natural to seek surrogates going beyond PRF’s
and TRF’s which contain compounds approximating various families of hydrocarbons present in the
gasoline [9].

Table 1 presents a list of such gasoline surrogates for which the auto-igntion delay times were
experimentally determined using rapid compression machines (RCM), shock tubes (ST) and HCCI
engines. The work of Gauthier et al. [10] presents a fairly comprehensive shock tube study of two TRFs
for p − T conditions of 12–25 and 45–60 atm at 850–1280 K. Two TRF’s were proposed to approximate
a standard research gasoline, RD387, with an anti knock index (AKI) of 87. The measurements
demonstrated a good similarity between the surrogates and the gasoline. However the RON and MON
of these surrogates were later determined by Knop et al. [11] and the AKI of the surrogates were found
to be lower than 87, see Table 1. But, even more importantly, the sensitivity S of the two TRFs was
found to be much lower than the usual gasoline range of S of 8 to 12 points.

While shock tube measurements offer an important benchmark for validation of the chemical
kinetic mechanisms, they are difficult to perform at temperatures below 850 K and this makes validation
of chemical kinetic mechanisms at engine conditions difficult. At these temperatures, many individual
components of gasolines have ignition delays decreasing with temperature, the phenomenon known
as negative temperature coefficient (NTC) behaviour. Work of Mehl et al. [12] demonstrated that the
sensitivity of a surrogate can be correlated to the slope of the NTC region, dlog(τign)/dT, while the
values of the auto-ignition delay time τign in the NTC region depend on the AKI of the surrogate.
These two correlations and knowledge of the gasoline composition provides constraints for the
aromatic and olefinic content of the surrogate which are key to achieving a realistic NTC behaviour



Fluids 2019, 4, 157

and thus sensitivity. The PRF content was then varied to achieve the correct H/C ratio and the
octane numbers. This approach was applied to another RD387 gasoline [12], for which a 4-component
surrogate (Table 1, last entry) was proposed. Work of Kukkadapu et al. [13] further investigated one
of the TRF formulation proposed in [10]; this surrogate is referred to as Gauthier TRF-A (iso-octane
63%, n-heptane 17%, toluene 20% by volume). Comparison of igntion delays for Gauthier TRF-A and
the 4-component surrogate proposed by Mehl et al. [12], measured in an RCM, Kukkadapu et al. [13]
revealed that the correlations of Mehl et al. [12] overestimate the fuel sensitivity thereby indicating a
weakness of an empirical prediction of octane numbers.

Table 1. Volumetric composition of various gasoline surrogate blends the iginition delays of which
have been measured.

Iso-Octane n-Heptane Toluene Ethanol Olefin RON/MON Reference

% by Volume

63 17 20 - - 86.6/84.2 * Gauthier et al. [10]
69 17 14 - - 85.7/84.6 * Gauthier et al. [10]
62 18 - 20 - 95.1/89.5 Fikri et al. [14]
25 20 45.0 - 10 (DIB **) 94.6/85 Fikri et al. [14]

37.8 10.2 12 40 - - Cancino et al. [15]
30 22 25 10 13 (DIB) - Cancino et al. [15]
57 16 23 - 4 (C5H10−2) 91/83 est. Mehl et al. [12]

* determined by Knop et al. [11]; ** di-iso-butylene (JC8H16); est. estimated values.

Ethanol addition to gasoline is now common mainly due to legislative impetus. Ethanol acts
as an octane improver and is commonly blended in amounts of up to 10% by volume. Works of
Fikri et al. [14] and Cancino et al. [15] performed shock tube measurements of four multicomponent
gasoline surrogates including ethanol, see Table 1.

The EN 228 gasoline standard specifies a maximum olefin content of 18% vol. Most European
gasolines have olefin content between 5% and 9% vol, mostly branched rather than straight or cyclic
compounds [9]. Oxidation characteristics of some olefins, such as 1-hexene, cyclohexene and 1-pentene
have been studied, however, other very common ones, e.g., 2-methyl-2-butene are little studied. It
is because of this lack of understanding of common gasoline olefins that proposed chemical kinetic
schemes differ significantly in olefine oxidation pathways. For autoignition simulations, the choice of
olefin is crucial for producing correct ignition delays while also matching the H/C ratio. Surrogates
tabulated in Table 1 have therefore only limited capability to emulate gasoline in SI engine conditions.

3. Chemical Kinetics Schemes for Gasoline Surrogates

An earlier study [16] compared autoignition predictions in an adiabatic homogeneous reactor and
an HCCI engine using 8 chemical kinetics mechanisms of different sizes. However, these mechanisms
can describe only a limited amount of gasoline compounds, this is why this work turns to
more comprehensive, semi-detailed kinetic schemes referred to as Andrae’s [4], Golovitchev’s [5],
and Reitz’ [6], mechanisms. For individual substances, all these three mechanisms are capable of
producing ignition delay times in fairly good agreement to experiments, see Figure 1. It may be inferred
from this Figure that biggest discrepancy between experiments and models arises at high pressures
and low, 600–850 K, temperatures. The observed difference would amount to a substantial deviation
in terms of crank angle timing, e.g., at 1500 rpm, 1 ms equals 9◦ of the crank rotation. The integrated
error along the complete p − T history of the end gas may therefore result in a substantial difference
between the predicted and observed autoignition onsets.
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Figure 1. Ignition delay time predictions (lines) of four individual key gasoline surrogate components:
(a) iso-octane, (b) n-heptane, (c) toluene (d) ethanol. Symbols show shock tube measurements of
Fieweger et al. [17], Hartmann et al. [18], Davidson et al. [19] and Cancino et al. [15].

Performance of the three reduced mechanisms studied in this work for the ignition delay time
predictions for the gasoline surrogates remains similar to the one for the individual icomponents.
Ignition delay times for the stoichiometric mixtures of two surrogates at high pressures is presented
in Figure 2. The over-prediction of the NTC behaviour of iso-octane by Golovitchev model as seen
in Figure 1a is inheriteded in the surrogate simulations as well and, as a consequence, considerably
lower ignition delay times are produced for both surrogates. It can be seen that Andrae’s mechanism
outperforms the others at low, 600–850 K, temperatures crucial for the prediction of autoignition in
SI engines.
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Figure 2. Predicted vs. measured ignition delay times of the (a) Gauthier TRF-A and (b) an
ethanol-containing gasoline surrogate by Fikri et al. [14].

The chemical kinetic calculations presented in this work have been done using a solver routine
written in Fortran as part of the library of 1-D engine modelling code at Leeds University, refered to as
LUSIE (Leeds University Spark Ignition Engine). For chemical kinetics, the solution of the stiff-type
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differential equations is carried out by using an implementation of the modified extended backward
differentiation formulas developed by Cash [20]. The chemistry solver has been coupled with the
engine simulation package in which the main combustion event is modelled using a multi-zone
thermodymanic approach to flame propagation [21].

4. Gasoline Surrogate Formulation

Optimal surrogate formulation depends on its application. A large number of physical and
chemical properties of the target fuel can be targeted in the surrogate, among those are the distillation
curve, RON, MON, stoichiometric air-to-fuel ratio, molecular weight, thermal conductivity and
laminar burning velocity. At the same time, the number of components in gasoline surrogate is
limited by the availability of chemical kinetic data and complexity of blending rules. Since gasoline
constituents belong to one of the five main classes it seems natural to seek surrogate with the same
number of components. One mathematical constraint which must always be met while determining
the composition of a surrogate is that the sum of the mole or volume fractions of its constituents must
be one. This means that for a n component surrogate, n − 1 properties can be used as constraints
to optimise the surrogate composition. For a correct prediction of the cumulative heat release the
stoichiometric air to fuel ratio (A/Fs) and the calorific value of the gasoline must also be matched.
The correct H/C/O atomic proportions and the molar mass, M will automatically produce the
desired A/Fs.

For the quasi-dimensional combustion modelling in SI engine coupled with chemical kinetic
modelling of surrogate autoignition in the end gas, the H/C and O/C ratios are crucial. Therefore,
these constraints are used in the determination of the surrogate composition:

∑n
i=1 xi Hi

∑n
i=1 xiCi

= H/C ∑n
i=1 xiOi

∑n
i=1 xiCi

= O/C (1)

Reproducing the autoignition behaviour of the gasoline is the biggest challenge in surrogate
formulation. The capablity of the surrogate to represent the anti-knock properties of the petrol is only
partially dependent on the used model for octane number. A true surrogate for gasoline autoignition
will match ignition delay of the gasoline at all conditions. It will show the emergence of similar ignition
precursors at similar rates to that of the gasoline and therefore it will have, not only the same RON
and MON as the gasoline, but similar octane index no matter which engine the two are compared in.
Matching just the RON and MON of the surrogate with that of the gasoline does not guarantee that the
surrogate will reproduce the autoignition behaviour of the gasoline universally in all engines. To make
matters worse, the empirical/theoretical octane number models are far from perfect.

Detailed composition-based octane number models such as [22] account for the non-linear
blending interactions of surrogate constituents. The model developed in [22] accounts for the
paraffin-olefin and paraffin-naphthene interactions. The non-linear octane blending between ethanol
and other gasoline constituents is a subject of on-going research [23] but as yet no well tested octane
number model has emerged. Pera and Knop [9] advocated the use of a linear-by-moles additivity rule
for the TRF blends shown to perform better than the non-linear model of Morgan et al. [24] or the
composition-based octane model of Ghosh et al. [22]. Pera and Knop [9] proposed an improvement to
the linear-by-moles expression for TRFs by suggesting blend octane numbers for toluene (RON
116/MON 101.8) and demonstrated that their expression yielded the lowest absolute errors in
comparison to 7 other octane number models [11]. Their approach has been found to produce
appreciable octane numbers in the present work and due to its accuracy and simplicity it has been
adopted in this work for the calculation of TRF octane numbers as well as surrogates containing olefin:

n

∑
i=1

ONixi = ON (2)
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Equations (1) and (2) and the unity sum of molar fractions provide 5 constraints for
the determination of the so-called properties-based surrogate. Alternative to this would be
a composition-based surrogate formulated by representing major constituents of gasoline by
a surrogate of that particular family. The resulting surrogate will be expected to have different
properties from that of the target gasoline as the surrogate components do not correctly represent all of
the substances in that family. However, one of the findings of this work is that a composition-based
surrogate whose composition represents accurately fractions of the actual gasoline may perform
superior in replicating the autoignition behaviour as compared with a purely properties based
surrogate which may contain unrealistic amounts of aromatics and oxygenates.

5. Supporting Experiments

Experiments were performed in a single cylinder optical engine (LUPOE2-D) at Leeds University
with a disc shaped combustion chamber, the details of the engine and the experimental methods
has been presented in [25]. Iso-octane, as well as three fuels of very different compositions,
commercial unleaded petrol ULG90, PRF and TRF, with the same RON of 90 were tested in the
knocking regime to assess the differences in their auto-ignition behaviour. For all fuels stoichiometric
mixtures were tested. TRF90 was blended with toluene and n-heptane only as most of the octane
quality of ULG90 came from its branched paraffin content.

For autoignition modelling, cycles with similar pressure traces were chosen for the different fuels
to allow a comparison of the knocking tendencies of different fuels at similar conditions, Figure 3.
The subject of autoignition modelling with predictive combustion for the full range of slow and fast
burning cycles has been covered in [1–3]. For this study, because fuel composition has only a small
effect on the heat loss during compression phase, matching the cycle pressure effectively means very
similar end-gas temperatures will result.
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Figure 3. The knocking experimental cycles for the four different fuels which have pressures similar to
the pre-knock pressure of ULG90.
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i
Figure 4. Statistical variation in measured knock onsets for 100 combustion cycles of the four fuels
tested. Squares: mean knock onset, diamonds: earlier and latest knock onsets, box: 25/75 percentile,
whiskers: 5/95 percentile.

Difference in the reactivity of the two fuels was expected to manifest as different knock onsets
regardless of the equivalent RON. However, TRF90 resulted in similar knock onset as ULG90 unlike
PRF90 (Figure 4). The effective octane rating of ULG90 and TRF90 appears to be superior than the
corresponding PRF of ON 90.

6. Results and Discussion

The relationship between the end gas thermodynamic state and the autoignitive tendency of a fuel
can be depicted as ignition delay time (τign) contours on a p − T carpet plot as shown in Figures 5–7.

Figure 5. The τign contour map of PRF90 as predicted by the Andrae model superimposed with the
unburned zone p − T history of LUPOE2-D and typical RON/MON tests.
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The end gas thermodynamic path in LUPOE2-D as well as the RON and MON tests are
superimposed on the τign maps for PRF90 and TRF90; the latter calculated using Andrae’s model.
The differences in fuel reactivity are shown by the shape of the contours and the extent to which the
regions of different τign span. In the case of PRF90, the LUPOE2-D p − T trajectory follows a path
before the start of NTC phase where the regions of shorter τign are met earlier. Combustion phasing
with respect to the top dead centre (TDC) is such that the regions of longer τign are passed relatively
slowly as the pressure increase is initially slower. This phase of combustion corresponds to the period
of the initial acceleration of the flame after spark until it reaches a steady turbulent burning velocity
after which it starts to decelerate approaching the wall [26].

Figure 6. The τign contour map of TRF90 as predicted by the Andrae model superimposed by the
unburned zone p − T history of LUPOE2-D and typical RON/MON tests.

Figure 7. The τign contour map of iso-octane as predicted by the Andrae model superimposed by the
unburned zone p − T history of LUPOE2-D and typical RON/MON tests.

The integration of the individual τign along an engine’s p − T trajectory using the Livengood-Wu
integral suggests that it is the short ignition delay region towards the later stages of combustion when
the p − T are at their highest, which contribute the most in producing ignition. Comparison of the τign
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contours for PRF90, TRF90 and iso-octane shows that the regions of short τign are situated at lower
p − T domain for PRF90 and a significant portion of the LUPOE2-D trajectory lies in these critical
regions bringing the knock onset to an earliest value of 2.8◦ CA after TDC (aTDC) among the four
fuels studied. Iso-octane shows the latest knock onset as the p − T trajectory stays within fairly long
τign regions, Figure 7.

The end gas thermodynamic path in a RON test passes the same amount of time in regions of very
similar τign for both PRF90 and TRF90, thus giving them the same RON values. This means that PRF90
can be regarded as a surrogate for TRF90 and ULG90 at only such the unburned zone p − T conditions
as encountered in the RON test. Similarly a PRF with octane number of 84.7 may be regarded as
a surrogate for ULG90 at p − T conditions of MON test. However, a single multi-component blend
can be used to reproduce the autoignition behaviour of a gasoline at both RON and MON test p − T
conditions. Such a blend which has been matched to the RON/MON of a gasoline will have the same
reactivity for only a narrow region of the p − T landscape. It is therefore tempting to consider such
a blend as a surrogate at all p − T conditions. The fact that most modern SI engines operate with
temperature and pressure history very similar to LUPOE2-D or at even higher pressures resulting
from turbocharging, RON and MON are not sufficient to characterise auto-ignition of gasoline in such
engines. Moreover, weaknesses in the empirical octane number models and the lack of ignition delay
time data for gasolines reduces the surrogate formulation for SI engine autoignition to guess work.

Autoignition predictions of the three RON 90 fuels have been made for the LUPOE2-D conditions
of Figure 3 using the three reduced mechanisms and the comparison to the observed knock onsets
is presented in Figure 8. The three fuels are subject to that same end gas p − T and equivalence
ratio history. Since LUPOE2-D was operated in skip firing mode, all trapped residual gases were
expunged, hence an ideal scavenging was assumed in the modelling. Owing to this, the differences in
the predicted autoignition times are caused solely by differences in the autoignition chemistry of the
three fuels. Across the range of studied conditions, the Andrae’s model appears to perform consistently
better than competitors, however more accurate PRF submodel in the Reitz model produces accurate
autoignition prediction in the case of PRF90. Golovitchev’s model predicts shorter delays in contrast
to what can be seen in the ignition delay time calculations at the constant pressure, see Figure 1.
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Table 2 lists the possible surrogates for ULG90. The constraints discussed in Section 4 have been
optimised for ULG90 to formulate a properties-based surrogate. Only the Reitz model has pathways
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for a naphthene, here cyclohexane, a suitable surrogate component. A composition-based surrogate
is also studied whose composition is the same as that of the major gasoline constituent families.
A tri-component TRF with the same RON and MON as ULG90 has also been studied. The autoignition
onsets of the composition and properties based surrogates for the ULG90 p − T history in LUPOE2-D
have been simulated using the Reitz model. The autoignition onset of the TRF has been predicted
by the three mechanisms. It is found that it is the TRF with Andrae model which predicts the closest
autoignition to that of the ULG90. Among the two 4-component surrogates, it is the composition based
surrogate which yields predictions closer to the observed knock onset.

Table 2. Key properties and volumetric composition of ULG90 and its surrogates. Predicted surrogate
autoignition onsets for the ULG90 p − T condition of Figure 3 have also been tabulated.

Gasoline ULG90 Surrogate Comp. Props. TRF
Components % Vol. Components Based Based

Iso-paraffins 60.0 Iso-octane 60.0 54.51 54.81
N-paraffins 8.0 N-heptane 8.0 16.35 16.74
Aromatics 21.0 Toluene 21.0 27.89 28.45
Naphthenes 11.0 Cyclohexane 11.0 1.26 -

RON 90 94.38 90 90
MON 84.7 89.65 84.7 84.67
A/Fs 14.69 14.56 14.69 14.49

Knock (aTDCF) 4.2◦ AI * (Reitz) 2.87◦ 1.52◦ 1.16◦
AI (Golov.) - - −1.06◦
AI (Andrae) - - 3.2◦

* AI: Autoignition onset.

7. Conclusions

It has been demonstrated that reduced chemical kinetics can feasibly be used in the prediction
of gasoline autoignition in a SI engine by approximating its properties by a surrogate. The choice of
the mechanism and the surrogate affect greatly the prediction accuracy. The choice of the surrogate
components is however limited by the availability of chemical kinetics schemes for their oxidation.
Although the prediction of octane numbers is important in the formulation of a surrogate but matching
of the RON and MON does not guarantee the correct reproduction of gasoline ignition behaviour in
the surrogate as the modern SI engines operate at conditions much different form the RON and MON
tests. Moreover, a compositional fidelity of the surrogate to that of the gasoline is also important in
producing the correct autoignition behaviour in the surrogate.

The mechanisms generally over-predict the ignition delay time at low temperatures and pressure
of about 40 bar. However, earlier autoignition onsets in an engine have been predicted by the three
models; in particular the Golovitchev and Reitz models, indicating shorter ignition delay time
predictions at lower pressures. There is still a need of validating reduced mechanisms at p − T
conditions which are found in modern downsized, turbocharged SI engines.
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Abstract: Boundary layer flashback from the combustion chamber into the premixing section is
a threat associated with the premixed combustion of hydrogen-containing fuels in gas turbines.
In this study, the effect of pressure on the confined flashback behaviour of hydrogen-air flames
was investigated numerically. This was done by means of large eddy simulations with finite rate
chemistry as well as detailed chemical kinetics and diffusion models at pressures between 0.5 bar and
3 bar. It was found that the flashback propensity increases with increasing pressure. The separation
zone size and the turbulent flame speed at flashback conditions decrease with increasing pressure,
which decreases flashback propensity. At the same time the quenching distance decreases with
increasing pressure, which increases flashback propensity. It is not possible to predict the occurrence
of boundary layer flashback based on the turbulent flame speed or the ratio of separation zone size to
quenching distance alone. Instead the interaction of all effects has to be accounted for when modelling
boundary layer flashback. It was further found that the pressure rise ahead of the flame cannot be
approximated by one-dimensional analyses and that the assumptions of the boundary layer theory
are not satisfied during confined boundary layer flashback.

Keywords: large eddy simulation; confined; boundary layer flashback; turbulent combustion;
hydrogen

1. Introduction

The combustion of hydrogen-rich fuels instead of pure hydrocarbon fuels in gas turbines is
one possible measure to reduce anthropogenic CO2 emissions in power production. Hydrogen-rich
synthetic fuels can be produced by reforming or gasification of hydrocarbon fuels. The low carbon
content of these synthetic fuels results in low CO2 production during the combustion process. The CO2

emissions that accrue during the synthesis process on the other hand can be captured and stored prior
to the combustion process [1,2]. Another measure to decrease CO2 emission in power production
is the exploitation of renewable energy resources. Power production from renewable resources
and power demand generally show strong fluctuations. Hydrogen can be produced from the
electrolysis of water in times of excess power output. By using the produced hydrogen as a fuel in gas
turbines, the imbalance of power production and demand can be compensated without additional
CO2 emission [1,2].

In order to meet the strict regulations of NOx emissions, lean premixed combustion is usually
applied in gas turbines [3]. By mixing fuel and oxidizer upstream of the combustion chamber,
combustible fuel-air mixtures exist upstream of the combustion chamber. This allows for flame
flashback into the premixing channel of the burner, which potentially causes critical damage to the
premixing channel and requires engine shutdown. Boundary layer flashback (BLF) is upstream flame
propagation which takes place in the low velocity region of the boundary layer. Hydrogen flames
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show high burning velocities and a high reactivity near walls. This makes hydrogen combustion in
gas turbines prone to BLF [4].

Due to the risk associated with BLF, it is essential to be aware of the flashback limits and their
influencing parameters. The influence of preheat temperature [5,6], flame confinement [7] and acoustic
oscillations [8] on the flashback behaviour, for example, have been investigated experimentally.
Furthermore, Daniele et al. [5] and Kalantari et al. [6] investigated the influence of pressure on
the flashback limits of unconfined turbulent lean premixed flames with high hydrogen content.
They observed that the flashback equivalence ratio ΦFB decreases with pressure p and follows the
power law ΦFB ∝ p−n. Depending on the operating conditions in the experiments, the pressure
exponent n lay between 0.27 and 0.51. They concluded that this strong increase in flashback tendency
with increasing pressure is mainly caused by the decrease in quenching distance. The change in
turbulent flame speed with pressure on the contrary only had a minor effect on the flashback limits.

Hoferichter and Sattelmayer [8] showed that the flashback limits of unconfined flames, which
are acoustically excited, approach the flashback limits of confined flames, which are not acoustically
excited. The confined case of BLF is thus the limiting of both cases regarding the flashback safety of
burners. Although it is of high technical relevance, the pressure influence on the flashback process
of confined turbulent flames has not been investigated yet. Furthermore, only the global influence
of pressure on unconfined flashback limits has been investigated so far. The influence of pressure on
parameters, such as the quenching distance, had to be estimated from analytical considerations [5,6].

Hoferichter et al. [9] developed an analytical model to predict atmospheric confined boundary
layer flashback limits. In their model, flashback is assumed to occur when the average flame front
causes a pressure rise which is large enough to cause boundary layer separation. The adapted Stratford
separation criterion [10],

Δpmax

ρuUFB
2 = 0.0975

2
3 , (1)

is applied for the prediction of boundary layer separation and the confined flashback limits. UFB
is the channel centerline velocity at which boundary layer separation and flashback are expected.
The pressure rise Δpmax ahead of the flame front is estimated from one-dimensional considerations.
The conservation of mass and momentum and assuming equal pressures far upstream and downstream
of the flame results in the pressure rise

Δpmax = ρuS2
t,max

(
Tad
Tu

− 1
)

, (2)

which is dependent on the fresh gas density ρu, the maximum turbulent flame speed St,max and the
ratio of unburnt gas temperature Tu to adiabatic flame temperature Tad. The turbulent flame speed
is estimated from the laminar flame speed, flame stretch and the maximum turbulent fluctuation
velocity [9]. The pressure rise from Equation (2) and the Stratford separation criterion (1) lead to the
flashback criterion

S2
t,max

U2
FB

(
Tad
Tu

− 1
)
= 0.0975

2
3 , (3)

or

UFB = 0.0975−
1
3 St,max

√
Tad
Tu

− 1. (4)

This criterion implies that the flashback centerline velocity is only dependent on the maximum
turbulent flame speed and the gas expansion ratio given by the temperatures Tad and Tu.
This contradicts the observation of Daniele et al. [5] and Kalantari et al. [6], who found that the
quenching distance has a strong influence on unconfined BLF limits. Furthermore, the one-dimensional
approximation of the pressure rise ahead of the flame front contradicts the findings of Eichler [11]
from two-dimensional simulations of confined laminar BLF. He observed that the velocity field and
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the pressure rise ahead of the flame are of two-dimensional nature, which prohibits the prediction of
the pressure rise based on one-dimensional considerations.

Several numerical simulations of turbulent flashback of hydrogen-rich fuels have been presented
in recent years [4,12–14]. These simulations significantly improved the understanding of the BLF
process. Endres and Sattelmayer [15] recently presented first simulations that accurately reproduced
confined flashback limits of turbulent hydrogen-air flames at atmospheric pressure. They applied large
eddy simulations (LES) with finite rate chemistry and a detailed species diffusion model. The study
also showed that under atmospheric conditions, upstream flame propagation occurs when the flow
separation zone size ahead of the propagating flame front is significantly larger than the quenching
distance of the flame.

A similar LES model as previously presented for atmospheric calculations [15] is applied in
the present work. This approach allows for a detailed analysis of the flashback process at different
pressure levels. The comparison of the numerically obtained flashback limits at atmospheric pressure
with experimental flashback limits [16] ensures that the chosen simulation approach is capable of
accurately reproducing the flashback process. Flashback can then be investigated at pressures between
0.5 bar and 3 bar, where no experimental data is available. Although changing the pressure leads to
altered molecular viscosities and Reynolds numbers, the atmospheric channel flow approaching the
flame is left unchanged in this work. Comparing the results at different pressure levels allows for the
investigation of the influence of average quantities, such as the maximum turbulent flame speed and
the average flow deflection, on the flashback limits. This is followed by an analysis of the influence
of local quantities, such as the local quenching distance and the local separation zone size, on the
flashback process. Finally, the results are used to investigate the applicability of the one-dimensional
pressure estimation (2) and the Stratford separation criterion (1) for BLF prediction.

2. Numerical Model

Despite introducing in-situ adaptive tabulation and a low-Mach number approximation in the
reactive solver, the numerical model is similar to the numerical model of Endres and Sattelmayer [15].
For the sake of completeness, a shortened presentation of the numerical model will be given here.
For more details on the model, the reader is referred to the article of Endres and Sattelmayer [15].

The numerical model for inert and reactive simulations is implemented in the framework of
the open source computational fluid dynamics package OpenFOAM [17]. The governing equations
are solved with a finite volume discretization. Derivatives in time are discretised by a second order
accurate quadratic backward differencing scheme. Spatial discretization is handled by the second
order accurate central differencing scheme and by a stabilised central differencing scheme [18].

2.1. Inert Simulations

An accurate inert base flow is a basic requirement for the atmospheric flashback simulations in
order to precisely predict the experimental BLF limits. In the experiments, the velocity profile at the
beginning of the flame stabilization section well reproduced the characteristics of a fully developed
channel flow [16]. Therefore, the inert simulations also aim at accurately predicting the mean velocity
profile and the velocity fluctuations of a fully developed channel flow.

The incompressible OpenFOAM solver pimpleFoam is used for the inert simulations. In this
solver, the incompressible Navier-Stokes equations are solved with a segregated approach. The time
step size is automatically adapted in order to keep the local non-acoustic Courant number below 0.8.
The OpenFOAM version of the Smagorinsky model [15,17,19,20] is used for modelling the subgrid
scale (SGS) kinematic viscosity νSGS. The chosen model constants are equivalent to a Smagorinsky
constant of cS = 0.168 and are close to the original value of cS = 0.17 proposed by Lilly [21]. The filter
width Δ is approximated by the cube root of the local cell volume. Van Driest damping is applied to
the filter width in order to account for low Reynolds effects near walls and to ensure a vanishing SGS
viscosity at walls [22,23].
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The numerical flashback results at atmospheric pressure are compared with experimental
flashback results in a rectangular channel [7]. Bulk velocities Ub of 10 m s−1, 20 m s−1 and
30 m s−1 are investigated. For the representation of the experimental rectangular channel geometry,
the computational domain for the inert simulations is a channel with a half height of δ = 8.75 mm,
a length of 6δ and a width of 3δ. Cyclic boundary conditions are prescribed at the front and back
patches in order to obtain a quasi two-dimensional configuration. Cyclic boundary conditions are also
set at the inlet and outlet patches. This allows for full development of the channel flow. In order to
obtain the desired bulk velocities, an average streamwise pressure gradient is automatically prescribed
along the channel. The walls are modelled as no-slip walls without applying a wall model. Therefore,
small wall-normal cell sizes y+1 < 0.8 of the cells adjacent to walls are chosen. The wall-normal cell size
is gradually increased towards the channel centerline where the cell size is ten times the cell size at the
wall. The resulting maximum cell sizes and cell counts in streamwise (x), wall-normal and spanwise
(z) direction are given in Table 1. All cell sizes are made non-dimensional by the kinematic viscosity ν

and the theoretical friction velocity calculated with the empirical correlation developed by Pope [24],

uτ,Pope = 0.09
y
δ

Re0.88. (5)

The kinematic viscosity was fixed to ν = 1.8 × 10−5 m2 s−1.
This numerical setup resulted in accurate average velocity profiles and turbulent kinetic

energy profiles compared to literature DNS results [15]. It was furthermore shown by Endres and
Sattelmayer [15] that the flashback limits obtained from the atmospheric reactive simulations were
insensitive to changes in the domain size of the inert simulations and to changes in the resolution of
the inert base flow. The time-dependent velocity profiles from the inert simulations were therefore
again sampled and projected onto the inlet of the domain of the reactive simulations.

Table 1. Simulation parameters for inert large eddy simulations (LES).

Ub Re uτ,Pope Reτ,Pope y+
1 Δx+ Δy+ Δz+ Nx × Ny × Nz

10 m s−1 9722 0.598 290.7 0.63 13.42 12.52 8.90 130 × 118 × 98
20 m s−1 19,444 1.101 535.2 0.66 13.72 13.11 9.02 234 × 208 × 178
30 m s−1 29,167 1.573 764.4 0.79 18.35 16.24 12.07 250 × 240 × 190

The chosen viscosity well represents the viscosity of the investigated hydrogen-air mixtures at
atmospheric pressure. By changing the domain pressure to subatmospheric or elevated pressure,
the kinematic viscosity of the hydrogen-air mixtures is changed. This modifies the flow Reynolds
number and the channel flow characteristics. In the present work, the inert viscosity and the inert base
flow are however left unchanged compared to the atmospheric calculations. The effect of pressure on
the inert velocity profile is thereby eliminated and the sole effect of pressure on the combustion and
flow separation properties is investigated.

2.2. Reactive Simulations

The numerical model for the reactive simulations applied by Endres and Sattelmayer [15] was
proven to accurately predict the flashback behaviour of atmospheric turbulent hydrogen-air flames.
However, it was later noted that despite applying a wave-transmissive boundary condition, acoustic
pressure oscillations occured in the domain, which possibly influenced the results. A low Mach
number approximation

ρ =
p0

RsT
(6)

is thus applied to the compressible governing equations [25]. By calculating the gas density ρ from
a constant thermodynamic pressure p0, the specific gas constant Rs and temperature T, density
changes are decoupled from pressure changes and acoustic oscillations are prevented. The constant
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thermodynamic pressure is also used to calculate the molecular gas properties as well as the chemical
reaction rates. The Navier-Stokes equations on the other hand are solved for the dynamic pressure pd.
In addition, the transport equation for sensible enthalpy and the Favre-filtered transport equations

∂
(

ρỸk

)
∂t

+
∂
(

ρũiỸk

)
∂xi

+
∂jk,i

∂xi
− ∂

∂xi

(
ρ

νSGS
ScSGS

∂Ỹk
∂xi

)
= ω̇k (7)

for the mass fractions Yk of each species k are solved in order to include chemical reactions. The SGS
Schmidt number ScSGS is assumed to be unity. The Smagorinsky model is used for modelling the
SGS viscosity νSGS. The chemical reaction rate ωk is obtained from a system of chemical reactions of
Arrhenius type solved by the Seulex ordinary differential equations (ODE) solver [26]. The detailed
chemical kinetics mechanism of Burke et al. [27] is used for modelling the chemistry of hydrogen
combustion. This mechanism consists of 9 species and 23 reactions. In order to increase the speed
of the calculations compared to the calculations in Reference [15], in-situ adaptive tabulation [28,29]
is applied in the present work. By storing the results of the direct solution of the chemical reaction
mechanism, a look-up table is created for mapping the gas composition, pressure and temperature
from the previous solver iteration to the current iteration. The number of computationally costly
ODE integrations is thereby kept at a minimum. The reaction mapping is approximated linearly by a
mapping gradient matrix. The maximum error of this linear approximation is set to 10−4.

The filtered chemical reaction rate ω̇k of species k is assumed to be equivalent to the reaction
rate directly obtained from the filtered temperature, pressure and species mass fraction distribution.
This approach is usually referred to as implicit LES (ILES) [25,30] or quasi-laminar combustion
model [31]. The subgrid turbulence-chemistry interaction is neglected in ILES. Therefore, it has to be
ensured that the flame either has a laminar character at the subgrid scales [15,32] or that the LES cells
are perfectly stirred by turbulent fluctuations [25].

Endres and Sattelmayer [15] showed that a detailed diffusion model is essential for the prediction
of correct flame shapes and flashback limits. The diffusion mass flux jk,i is therefore calculated as the
sum of the diffusion mass flux due to species mass fraction gradients jYk,i and the Soret diffusion mass
flux jT

k,i due to temperature gradients.

jk,i = jYk,i + jT
k,i = −ρDk

∂Yk
∂xi

− DT
k

1
T

∂T
∂xi

(8)

The mixture diffusion coefficient Dk of species k is obtained from the binary diffusion coefficients
Dj,k of species j through species k and a gas composition dependent mixture equation [33,34].
The binary diffusion coefficients are in turn obtained from an empricial equation based on the
kinetic gas theory [35,36]. The Soret diffusion coefficients DT

k are calculated according to an empirical
correlation [37]. The mixture thermal diffusivity α for the transport equation of sensible enthalpy is
calculated from the thermal diffusivities of each species by applying a gas composition dependent
mixture equation [34,38]. The species thermal diffusivities are approximated by a third degree
logarithmic polynomial [15]. The polynomial coefficients are calculated beforehand by applying a least
squares fit to the species thermal diffusivities obtained with Cantera [38]. The kinematic viscosity ν is
obtained from the Sutherland law [39] with the Sutherland parameter AS = 1.671 21 kg m−1 s−2 K−0.5

and the Sutherland temperature TS = 170.672 K.
Hoferichter and Sattelmayer [8] showed the flashback limits of confined BLF are of high technical

relevance for unconfined flames with acoustic excitation. The present simulations therefore aim at
reproducing the confined flashback limits presented by Eichler et al. [16]. As in the atmospheric
calculations of Endres and Sattelmayer [15], the computational domain depicted in Figure 1 represents
a rectangular channel with a length of 6δ and a width of 3δ for Ub = 10 m s−1 and a width of 2.23δ

for Ub = 20 m s−1 and Ub = 30 m s−1. The time dependent velocity profile is prescribed at the inlet
and a constant dynamic pressure is prescribed at the outlet. In order to obtain the flow characteristics
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of an infinitely wide channel, cyclic boundary conditions are prescribed at the front and back patch.
The lower wall is modelled as an isothermal wall at 293.15 K up to x ≤ 3δ and as an adiabatic wall for
x > 3δ, in order to represent the cooled steel walls followed by a ceramic tile for flame stabilization in
the experiments [16]. The base mesh from the inert calculations is left unchanged. In order to well
resolve the stable and propagating flame front, the mesh is automatically refined by adaptive mesh
refinement. The hexahedral cells are split in each spatial direction resulting in eight smaller hexahedral
cells. This cell split is applied to a cell if the change ΔH2 =

∣∣∣∇YH2 V1/3
c

∣∣∣ of hydrogen mass fraction
in one cell of volume Vc is larger than 10 % of the unburnt hydrogen mass fraction. The maximum
number of splits per cell is limited to one or two splits in the investigated cases.

Figure 1. Computational domain and stable flame shape for reactive LES.

The approach for obtaining flashback limits is similar to the atmospheric calculations in
Reference [15]. A constant velocity is assumed in the channel at the beginning of the calculations.
The species mass fractions of hydrogen, oxygen and nitrogen are set to an equivalence ratio at which
no flashback is expected. The flame front is initialized by setting the temperature and species mass
fractions in a rectangular box with a height of 1 mm to the burnt gas values. As soon as the velocity
fluctuations prescribed at the inlet reach the flame front, the flame front is wrinkled and stabilizes at the
leading edge of the adiabatic wall. When the flame wrinkling is fully developed, the equivalence ratio
Φ at the inlet is increased by a small step of 0.02 to 0.05. This is repeated until the flame front propagates
upstream along the isothermal wall without being completely washed out. This equivalence ratio is
defined as the flashback equivalence ratio ΦFB.

2.3. Les Regimes for Hydrogen Combustion

The requirement for the applicability of the ILES approach is that the SGS flame either has a
laminar structure, or that the reaction and mixing processes are not influenced by SGS fluctuations.
The LES combustion regimes developed by Pitsch and Duchamp de Lageneste [32] can be used to point
out the laminar character of the SGS flame structure in the presented simulations. In the derivation
of the original LES combustion regime diagram, Pitsch and Duchamp de Lageneste assume that the
diffusivity D of the gas mixture equals the kinematic viscosity ν. This assumption is however invalid
for hydrogen combustion. In the following, the LES combustion regimes are therefore analyzed for the
general case, where D �= ν.

The combustion regimes are defined by the Karlovitz number Ka and the ratio of the LES
filter width Δ to the laminar flame length scale l f = D/sl,0 [40], where sl,0 is the laminar flame
speed. The Karlovitz number is defined as the ratio of the flame time scale t f = l f

2/D to the time

scale tη = η2/ν of the Kolmogorov eddies. The Kolmogorov length scale η =
(
ν3/ε

)0.25 can be
approximated by the kinematic viscosity ν and the dissipation rate ε = cεkSGS

1.5Δ−1. Here, kSGS is the
SGS turbulent kinetic energy and cε is a model constant. This results in the diffusivity and viscosity
dependent Karlovitz number calculated from LES quantities,
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Ka =

√
cεkSGS

1.5D2

Δsl,0
4ν

. (9)

The wrinkled flamelet regime and the corrugated flamelet regime are separated by the Gibson
length scale. The Gibson length scale is defined by the equality of the laminar flame speed and the SGS
velocity fluctuation

√
kSGS. In the wrinkled flamelet regime, the SGS velocity fluctuation is smaller or

equal to the laminar flame speed. According to Peters [40], fluctuations with a velocity smaller than the
laminar flame speed do not wrinkle the flame front. The SGS flame therefore has a laminar character
in the wrinkled flamelet regime while it has a non-laminar character in the corrugated flamelet regime.
With the assumption that D = ν, the condition sl,0 =

√
kSGS for the Gibson length scale leads to a

mixture independent relation between the Karlovitz number and Δ/l f . For hydrogen however, D �= ν

and the condition for the Gibson length scale lead to

Δ
l f

= Ka−2 D
ν

, (10)

when assuming cε ≈ 1. This takes the viscosity and diffusivity of the gas mixture into account when
evaluating the SGS combustion regime. This results in the different lines between the wrinkled flamelet
and corrugated flamelet regime in Figures 2 and 3.

Figure 2. LES combustion regimes for Ub = 10 m s−1.

Figures 2 and 3 show the SGS combustion regimes at different pressure levels for the highest
corresponding equivalence ratios investigated in the current work. Each data point represents one
cell along the y-axis of the unrefined mesh. The velocity fluctuations are obtained from the inert
calculations and the laminar flame speed is calculated from the correlation developed by Böck [41] for
atmospheric flames. The influence of pressure on the laminar flame speed is taken into account by the
proportionality sl,0 ∝ pm. The pressure exponent m is obtained from the results of Bradley et al. [42].
Following Bechtold and Matalon [43], the Lewis number Le of gas mixtures can be obtained from the
species diffusivities and a mixture and flame temperature dependent weight function.
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Le =
α

D
= 1 +

(
αO2
DO2

− 1
)
+
(

αH2
DH2

− 1
) (

1 + Ze
(

1
Φ − 1

))
2 + Ze

(
1
Φ − 1

) (11)

For this calculation, the species diffusivities DH2 = 7.29 × 10−5 m2 s−1 and DO2 =

1.88 × 10−5 m2 s−1 and species thermal diffusivities αH2 = αO2 = 2.25 × 10−5 m2 s−1 are assumed
to be mixture independent. The Zeldovich number

Ze =
E (Tad − Tu)

RTad
2 (12)

is calculated from the adiabatic flame temperature Tad, the unburnt gas temperature Tu = 293.15 K the
constant activation energy E = 20 kcal mol−1 = 8.368 × 104 kJ kmol−1 and the universal gas constant
R. With the resulting Lewis numbers and the actual mixture thermal diffusivities α obtained from
Cantera, the mixture diffusivities D can be computed using the Lewis number definition Le = α/D.
The input and resulting parameters for the diffusivity calculation for all cases are listed in Table A1 in
Appendix A.

Figure 3. LES combustion regimes for Ub = 20 m s−1 and Ub = 30 m s−1.

It is evident from Figure 2 that all cases at Ub = 10 m s−1 lie within the laminar flamelet and
the DNS regimes. In the laminar flamelet regime the filter width Δ is smaller than the Kolmogorov
length scale η. The SGS flow is therefore approximately laminar and no SGS turbulence fluctuations
will have an influence on the combustion process [32]. At Ub = 20 m s−1 and p = 1 bar, all cells
also lie within the laminar flamelet and DNS regimes. At Ub = 20 m s−1 and p = 2 bar as well as at
Ub = 30 m s−1 and p = 1 bar, some cells lie within the thin reaction zones regime. In this regime,
the SGS turbulent eddies are small enough to penetrate the flame preheat zone and affect the mixing
processes in the preheat zone [32]. The cells in the thin reaction zone regime should therefore not
be modeled with the ILES combustion model. This has to be taken into account when analyzing the
results of the two cases. Especially for Ub = 30 m s−1 and p = 1 bar, the majority of the cells however
lie within the laminar flamelet and DNS regimes and show a laminar SGS flame structure. In order to
also investigate the pressure influence for different bulk velocities, the Ub = 20 m s−1 case at p = 2 bar
and the Ub = 30 m s−1 case at p = 1 bar are included here nevertheless. For all other cases the ILES
approach is valid and the results are expected to deliver accurate results.
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3. Results

The presented approach leads to flashback limits at different pressure levels with the unaltered
inert base flow. In the following, the pressure influence on the flashback limits is investigated. This is
followed by an analysis of the macroscopic flame structure and the flame resolution resulting from the
macroscopic flame structure. Finally, the influence of pressure on the combustion and flow separation
characteristics is investigated on the basis of average pressure and velocity fields and on the basis of
local flame quenching and boundary layer separation.

3.1. Pressure Influence on Confined Flashback Limits

At atmospheric pressure, confined boundary layer flashback is modeled at bulk velocitites of
10 m s−1, 20 m s−1 and 30 m s−1. It was shown by Endres and Sattelmayer [15] that one cell split is
sufficient to resolve the flame front at Ub = 10 m s−1 and Ub = 20 m s−1. Applying two cell splits
by the adaptive mesh refinement algorithm at Ub = 20 m s−1 and Ub = 30 m s−1 is furthermore
prohibitive due to the associated computational costs. The adaptive mesh refinement is therefore set to
a maximum of one cell split for the atmospheric simulations. With this refinement strategy, the flame
is stable up to equivalence ratios of 0.38, 0.55 and 0.7 for bulk velocities of 10 m s−1, 20 m s−1 and
30 m s−1, respectively. Although flame tongues already form and propagate at these equivalence ratios,
they are generally flushed out by high speed flow structures after a few millimeters of propagation.
When further increasing the equivalence ratios to 0.4, 0.6 and 0.75 for bulk velocities of 10 m s−1,
20 m s−1 and 30 m s−1, flame propagation can no longer be prevented by the approaching flow and
the flame is not fully flushed out of the isothermal channel section. It is noted that the flashback limit
for Ub = 20 m s−1 and atmospheric pressure has increased from Φ = 0.55 to Φ = 0.6 compared to
the results presented in Reference [15]. This is due to the changed definition of the flashback limit.
Flame propagation was previously declared flashback if the flame was capable of propagating for more
than 5 mm [15]. For Ub = 20 m s−1 and Φ = 0.55 it is however observed that the flame may still be
flushed out after a propagation of more than 5 mm. Flame propagation is therefore now only declared
flashback if the flame is not fully flushed out of the isothermal channel section.

In Figure 4, the numerically obtained stable equivalence ratios and the equivalence ratios at
flashback are compared with experimental flashback limits obtained by Eichler et al. [16] with a similar
channel configuration. In the experiments, flashback was first observed approximately at Φ = 0.35,
Φ = 0.54 and Φ = 0.71. It is evident that despite a slight underestimation of the flashback tendency
for bulk velocities of 10 m s−1 and 20 m s−1, the numerical simulations are capable of reproducing
the experimental flashback limits with reasonable accuracy. The simulations are therefore capable of
representing the flashback process not only qualitatively but also quantitatively. This is in accordance
with the findings in Reference [15], where no low Mach number approximation was applied.

In addition to the atmospheric simulations, flashback simulations are performed at a subatmospheric
pressure of 0.5 bar and at slightly elevated pressures of 2 bar and 3 bar. At p = 0.5 bar, bulk velocities
of 10 m s−1 and 20 m s−1 are numerically investigated. As the flame thickness is expected to be larger
at lower pressure levels, no additional mesh refinement is necessary compared to the atmospheric
simulations. Only one cell split is thus applied to the base mesh by the adaptive mesh refinement
algorithm. The flame thickness is however reduced at higher pressure levels. Two cell splits are
therefore applied at p = 2 bar and a bulk velocity of 10 m s−1. As already mentioned for the
atmospheric simulations, two cell splits can not be applied to simulations with Ub = 20 m s−1

due to limited computational resources. A maximum of only one cell split is therefore applied
at Ub = 20 m s−1 and p = 2 bar. As one cell split is not expected to be sufficient for p = 3 bar and
Ub = 20 m s−1, the investigation of the highest pressure level is limited to Ub = 10 m s−1. Here,
the initial inert mesh is refined in x-direction by increasing the cell count in x-direction by a factor
of 1.5. The adaptive mesh refinement additionally refines the mesh by applying a maximum of two
cell splits.
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Figure 4. Atmospheric flashback limits obtained from the reactive LES compared to experimental
flashback limits of Eichler et al. [16].

The flashback limits at different pressure levels resulting from this refinement strategy are depicted
in Figure 5. Here, the flashback limit is defined as the first equivalence ratio, where the flame is not
flushed out of the isothermal section of the channel. The error bars illustrate the fact that flashback
might already occur at any equivalence ratio between the last stable simulation and the first simulation
in which flashback occurs. For p = 0.5 bar and Ub = 20 m s−1, no flashback was observed up
Φ = 1.7. The laminar flame speed obtained from Cantera simulations reaches its maximum below
this equivalence ratio. Increasing the equivalence ratio beyond Φ = 1.7 does therefore not increase
flashback propensity and flashback is not expected to occur for p = 0.5 bar and Ub = 20 m s−1.
From Figure 5 it is evident that increasing the pressure leads to lower flashback limits. Only the case
at p = 3 bar and Ub = 10 m s−1 shows an identical flashback limit compared to the lower pressure
case at p = 2 bar. At Ub = 10 m s−1, the pressure exponent of the dependency ΦFB ∝ p−n is n = 0.46,
n = 0.37, n = 0.29 at pressures of 1 bar, 2 bar and 3 bar compared to the flashback limit at p = 0.5 bar.
At Ub = 20 m s−1, the pressure exponent is n = 0.26 at p = 2 bar compared to the flashback limit at
p = 1 bar. In literature, pressure exponents of unconfined flashback have been found to lie between
n = 0.27 and n = 0.51 for H2-CO-air flames and between n = 0.43 and n = 0.49 for H2-air flames [5,6].
The numerically obtained pressure exponents for confined flames are thus similar to experimentally
obtained pressure exponents for unconfined flames. In the confined simulations, there is however
no unique pressure exponent for one bulk velocity. Instead, the pressure exponent for Ub = 10 m s−1

decreases with increasing pressure.

Figure 5. Pressure influence on numerical flashback limits.
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3.2. Macroscopic Flame Structure and Turbulent Flame Speed

The propagating flame fronts at all four pressure levels can be compared in Figure 6. It is evident
that flame front wrinkling increases with pressure. Furthermore, the radius of the propagating flame
tongue decreases with increasing pressure. This is caused by the decrease of flame thickness with
higher pressure. The smaller flame thickness makes the flame more susceptible to flame wrinkling and
allows for smaller flame structures. The flame thickness δ f is defined by

δ f =
Tad − Tu

max
(∣∣∣ ∂T

∂xi

∣∣∣) , (13)

where ∂T/∂xi is the temperature gradient. The turbulent flame thickness is obtained by sampling
the magnitude of the temperature gradient of one time step on isosurfaces of the progress variable c.
The progress variable for lean mixtures is defined by the unburnt hydrogen mass fraction YH2,u and
the local hydrogen mass fraction YH2 :

c =
YH2,u − YH2

YH2,u

. (14)

(a)

(c)

(b)

(d)

Figure 6. Instantaneous flame fronts and separation zones during flashback at the pressure levels
(a) 0.5 bar, (b) 1 bar, (c) 2 bar and (d) 3 bar for Ub = 10 m s−1. The flame front is represented by the red
c = 0.5 isosurface. The separation zone is represented by the blue u = 0 isosurface.

19 isosurfaces of c between 0.05 and 0.95 from at least 27 time steps during flame flashback are
considered for sampling the temperature gradient. Wall normal turbulent flame thickness profiles
are obtained for each of the 19 isosurfaces by calculating the flame thickness from the streamwise,
spanwise and time average of the sampled temperature gradient. A minimum average flame thickness
of all flame thickness profiles is computed for each wall normal distance. This approach results in
the minimum flame thickness profiles in Figure 7. It is evident that although the equivalence ratio is
reduced with increasing pressure, the flame thickness significantly reduces with increasing pressure.

The flame thickness profiles in Figure 7 can be used to obtain a minimum resolution of the
simulations. The flame thickness is therefore divided by the cube root of the cell volume. This results
in minimum resolutions of 3.0 cells per flame thickness for Ub = 10 m s−1 and Φ = 0.33 at p = 3 bar
up to 5.5 cells per flame thickness for Ub = 10 m s−1 and Φ = 0.55 at p = 0.5 bar. The minimum
resolution requirement of 3 cells per flame thickness [25] is thus fulfilled for all cases.
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Figure 7. Flame thickness profiles at flashback conditions for (a) Ub = 10 m s−1 and for (b) Ub =

20 m s−1 and Ub = 30 m s−1.

Increasing the pressure from 2 bar to 3 bar at Ub = 10 m s−1 and Φ = 0.33 does not decrease the
average flame thickness as strongly as at lower pressures. This is confirmed by the laminar flame
thicknesses in Figure 8 obtained from freely propagating flame simulations with Cantera [38]. It is
evident that at low pressures, flame thickness decreases with increasing pressure. At higher pressures,
the flame thickness however increases with increasing pressure. At very high pressure levels, the flame
thickness of all equivalence ratios decreases again with increasing pressure. It is therefore expected
that the flame thickness is increased and the susceptibility to flame front wrinkling is decreased at low
equivalence ratios and higher pressures. In addition, the laminar flame speed decreases with increasing
pressure [38]. The turbulent flame speed at flashback conditions does therefore not necessarily increase
with pressure.

Figure 8. Pressure dependence of the laminar flame thickness obtained from one-dimensional freely
propagating flame simulations.

The turbulent flame speed in the simulations can be estimated from Figure 9, where the average
stable flame shapes are shown for all operating conditions. The flame shapes are represented by
isolines of the averaged progress variable, which are obtained by spatially averaging the temporal
average of the hydrogen mass fraction field. The decreasing laminar flame speed at higher pressures
can not be compensated by the increased flame front wrinkling due to smaller flame thicknesses.
This leads to smaller average flame angles at higher pressure. The average flame shape is however
only an inaccurate measure for the turbulent flame thickness. Figure 10 therefore shows the turbulent
flame speed profiles of all stable cases at Ub = 10 m s−1 and Ub = 20 m s−1. Here, the turbulent flame
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speed is defined as the average gas velocity component normal to the flame front [40]. This gas velocity
is measured at the c = 0.05 isoline of the average flame front. The measured gas velocity is corrected
by the factor Tu/T in order to account for the temperature rise to the flame temperature T at c = 0.05.
The actual turbulent flame speeds depend on the chosen value of c for the flame speed evaluation.
The turbulent flame speed profiles in Figure 10 are therefore normalized by the maximum turbulent
flame speed at the corresponding bulk velocity. The turbulent flame speed profiles demonstrate that
the maximum turbulent flame speed at conditions close to flashback varies strongly with pressure.
The maximum turbulent flame speed at Ub = 10 m s−1 and p = 3 bar is only 73 % of the maximum
turbulent flame speed at Ub = 10 m s−1 and p = 0.5 bar. From Equation (4), this difference in turbulent
flame speed would result in a deviation of 40 % in flashback channel centerline velocity. This shows
that the average flame shape, the turbulent flame speed and Equation (4) are poor indicators for the
susceptibility of boundary layer flashback.

Figure 9. Comparison of average stable flame shapes at different pressure levels evaluated at c = 0.5.
(a) for Ub = 10 m s−1 and (b) for Ub = 20 m s−1.

Figure 10. Comparison of turbulent flame speeds at different pressure levels for (a) Ub = 10 m s−1 and
for (b) Ub = 20 m s−1.
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3.3. Average Pressure and Velocity Fields

Eichler et al. [16] showed that confined flames induce a pressure rise ahead of the flame which
leads to flow deflection away from the wall. This can also be observed in Figure 11a, where the
streamlines of the time and spanwise averaged velocity field are depicted together with the average
flame shape and pressure field for the stable case at Ub = 10 m s−1 and p = 0.5 bar. Ahead of the flame
the streamlines are deflected away from the wall. The turbulent flame brush redirects the streamlines
back towards the wall. The flow redirection is caused by the fact that the tangential gas velocity is not
changed by the flame front, while the velocity component normal to the flame front increases due to the
density decrease across the flame. Ahead of the flame the flow is deflected away from the wall and the
axial gas velocity decreases. The two-dimensional flow pattern is linked to a two-dimensional pressure
field with a pressure maximum just ahead of the leading flame tip. This confirms the two-dimensional
nature of the velocity field and of the pressure rise ahead of the flame observed by Eichler [11].
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Figure 11. Average streamlines, average flame shape and average pressure field of the stable cases at
Ub = 10 m s−1 at (a) p = 0.5 bar and at (b) p = 3 bar. The average flame shape is represented by the
blue c = 0.5 isoline.

The flashback equivalence ratio decreases with increasing pressure. The expansion ratio ρu/ρb
of unburnt gas density ρu to burnt gas density ρb therefore also decreases with increasing pressure.
This leads to weaker flow deflection at higher pressures, which can be seen when comparing the
streamlines in Figure 11b for the stable case at p = 3 bar with the streamlines in Figure 11a at p = 0.5 bar.
The different streamline patterns in Figure 11 show that average boundary layer separation is not an
indicator for flame flashback. The boundary layer at p = 0.5 bar shows stronger flow deflection and is
much closer to average boundary layer separation than the boundary layer at p = 3 bar. At elevated
pressures, flashback thus occurs at reduced turbulent flame speeds, reduced expansion ratios and at
reduced average flow deflection ahead of the flame. These average quantities alone can therefore not
describe the flashback propensity of a flame. Instead, local processes at the flame tip, such as flame
quenching and local flow separation have to be taken into account.

3.4. Quenching Distance and Local Flow Separation

In addition to the average quantities previously presented, the local quantities at the propagating
flame front also show significant differences depending on the operating conditions. By tracking
the flame front during flashback, the separation zone size and quenching distance during flashback
are obtained. Figure 12 exemplarily shows the hydrogen reaction rate and flow separation zone on
a cutting plane through the foremost flame tip during flashback at Ub = 20 m s−1 and p = 1 bar.
From this cutting plane, a wall-normal profile of the maximum hydrogen reaction rate can be obtained.
The quenching distance δq is then defined as the wall distance of the first local maximum of this
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maximum hydrogen reaction rate profile. The separation zone size ys is the wall-normal size of the
region, where the streamwise velocity u ≤ 0.
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Figure 12. Hydrogen reaction rate and flame separation during flashback. Blue line represents the
u = 0 isosurface.

Endres and Sattelmayer [15] showed that upstream flame propagation takes place when the
separation zone size is significantly larger than the average quenching distance. This is also evident for
Ub = 20 m s−1 and p = 1 bar in Figure 13, where the x position of the foremost flame tip is compared to
the separation zone size and the quenching distance during flashback. This is however not necessarily
always the case. During flashback at Ub = 10 m s−1 and p = 0.5 bar, upstream flame propagation
also occurs in time periods where the separation zone size is considerably smaller than the quenching
distance. This implies that the flame speed for this operating condition is high enough for the flame to
propagate upstream at wall distances above the separation zone and not only in the backflow region
of the separation zone.

The average quenching distances and separation zone sizes during upstream propagation of
all cases under investigation are listed in Table 2. The quenching distance decreases with increasing
pressure. This is in accordance with the trend of the flame thickness, which also decreases with pressure.
Dividing the quenching distance by the average flame thickness at the quenching wall distance from
the profiles in Figure 7 results in the quenching Peclet numbers Peq in Table 2. For head-on quenching
of laminar hydrogen-oxygen and hydrogen-air flames, Dabireau et al. [44] and Gruber et al. [45] found
quenching Peclet numbers of Peq = 1.7 and Peq = 1.4. Except for Ub = 20 m s−1 and p = 2 bar, where a
few cells lie in the thin reaction zones regime, the current quenching Peclet numbers are of the same
order of magnitude as the Peclet numbers from literature. The difference in quenching Peclet numbers
are likely to arise due to the difference in quenching configuration. The Peclet numbers given here are
for turbulent sidewall quenching while the cited literature values are for laminar head-on quenching.

Table 2. Quenching and separation parameters at flashback conditions.

p Ub Φ δq δf

∣∣∣
y=δq

Peq ysep ysep/δq

in bar in m s−1 in mm in mm in mm

0.5 10 0.55 0.78 0.81 0.96 0.66 0.84
1 10 0.4 0.42 0.39 1.06 0.65 1.56
1 20 0.6 0.36 0.39 0.92 0.55 1.53
1 30 0.75 0.37 0.39 0.94 0.53 1.45
2 10 0.33 0.24 0.18 1.31 0.54 2.23
2 20 0.5 0.18 0.26 0.68 0.28 1.58
3 10 0.33 0.18 0.18 1.00 0.39 2.16

The average separation zone size also decreases with increasing pressure. With increasing
pressure, the flame thickness and the flame tip radius decrease while the fresh gas density increases
with increasing pressure. This leads to weaker flow deflection ahead of the flame, as already seen from
the average streamlines in Figure 11. From Table 2 it is however evident that the ratio of separation
zone size to quenching distance is not constant. For Ub = 10 m s−1 for example, it increases from 0.84
at p = 0.5 bar to 2.23 at p = 2 bar. The decrease of quenching thickness with pressure is thus stronger
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than the decrease of separation zone size. There is hence no unique ratio between separation zone size
and quenching distance which could be used as a criterion for the onset of flame flashback.

Figure 13. Flame front position, separation zone size and quenching distance during flame flashback.
Flame front position x f is given by the foremost cell with c > 0.5.

From p = 2 bar to p = 3 bar, the ratio of separation zone size to quenching distance is reduced
from 2.23 to 2.16. This indicates that here, the separation zone size decreases more strongly than the
quenching distance. In addition to the turbulent flame speed, this is another reason why the simulation
at Ub = 10 m s−1 and p = 3 bar does not show a higher flashback equivalence ratio than at p = 2 bar.
It was shown in Section 3.2 that the laminar flame thickness increases with pressure at very lean gas
mixtures and higher pressures than investigated in the present study. It is possible that the quenching
distance and the separation zone size show a similar trend and increase with increasing pressure.
Depending on the ratio of separation zone size to quenching distance, this may increase or decrease
the flashback propensity of the confined flames at higher pressures.

3.5. Implications for Analytical Flashback Prediction

The comparison of the pressure rise estimated by the analytical model of Hoferichter et al. [9]
with the pressure rise obtained from LES shows that the analytical model does not accurately predict
the quantitative values of the pressure rise. According to the analytical model the pressure rise for the
stable atmospheric case at Ub = 10 m s−1 and Φ = 0.38 is 32.2 Pa, while in the simulations only 5.5 Pa
are observed. This pressure rise is similar to the pressure rise observed with the compressible solver
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from Reference [15]. The low Mach number assumption thus does not have a strong effect on the
average pressure rise ahead of the flame front. At Ub = 20 m s−1 and Φ = 0.55 and at Ub = 30 m s−1

and Φ = 0.7 the pressure rise ahead of the flame is 22.9 Pa and 63.7 Pa in the simulations. The analytical
model however predicts a pressure rise of 106.4 Pa and 214.3 Pa for the same operating conditions.
The pressure rise ahead of the flames of all cases is thus overestimated by the one-dimensional
pressure calculation of the analytical model. At the same time, the Stratford separation criterion
underestimates the separation propensity at BLF. The Stratford criterion is based on the boundary
layer theory. The application of the boundary layer theory requires a uniform wall-normal pressure.
Figure 14 shows the average wall-normal pressure profile just upstream of the stable atmospheric
flame at Ub = 20 m s−1. It is evident that the pressure is not constant over the channel height. Such
a non-uniform pressure profile does not only cause flow deceleration but also flow deflection. This
increases the tendency for boundary layer separation. The boundary layer theory and the Stratford
criterion cannot be applied in this case.

Figure 14. Wall-normal average dynamic pressure profile ahead of the stable flame front at atmospheric
pressure and Ub = 20 m s−1.

4. Conclusions

The influence of pressure on the combustion and flow characteristics was investigated by
comparing LES results of confined BLF at different pressure levels and bulk velocities. At elevated
pressure the flame thickness decreases and the flame is corrugated more strongly by turbulence and
thermal-diffusive instabilities. The turbulent flame speed and the flame angle at conditions close to
flashback however decreased with increasing pressure. The average flow deflection ahead of the flame
also decreased with increasing pressure. Lower turbulent flame speeds and weaker flow deflection
ahead of the flame at higher pressure levels would imply a reduced flashback propensity at higher
pressure levels. It was however shown that the flashback propensity increased with increasing pressure.
The turbulent flame speed, the average flame shape and flow deflection alone are thus poor indicators
for the onset of BLF.

Instead, additional quantities such as the quenching distance and the local separation zone size
have to be accounted for. The quenching thickness decreases with increasing pressure. At the same time,
the local separation zone size ahead of the propagating flame tip decreases with increasing pressure.
The reduced flame thickness and quenching distance lead to a smaller flame tip diameter, which reduces
the deflection of the approaching flow by the flame. Although these two local effects are counteracting,
they do not cancel out and their influence on the flashback limits cannot be neglected. Confined
BLF is instead a complex process, which is influenced by the local flame speed, the flame thickness,
the quenching distance and the separation tendency of the approaching flow. The low separation zone
sizes and high quenching distances at low pressure increase the flashback resistance of the flame, thus
allowing for higher stable equivalence ratios. As the flame speed increases with increasing equivalence
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ratio at low pressures, the susceptibility of the flame to flashback increases. Usually flame propagation
occurs inside the recirculating flow of the separation zone. The high flame speeds at low pressures
however also allows for flame propagation in regions without recirculating flow.

Finally it was noted that the underlying assumptions of the boundary layer theory and of
one-dimensional pressure approximations are not satisfied in confined BLF. The application of
one-dimensional pressure approximations leads to an overestimation of the pressure rise ahead of the
flame. The application of the boundary layer theory leads to an underestimation of the separation
probability. These two errors are counteracting and might possibly compensate each other. Due to this
inconsistency, the analytical flashback prediction model [9] should however rather be regarded as a
correlation on the experimental flashback data, which is capable of accurately accounting for flashback
influences such as preheat temperature or fuel composition.
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Abbreviations

The following abbreviations are used in this manuscript:

BLF Boundary Layer Flashback
LES Large Eddy Simulation
ILES Implicit LEL
ODE Ordinary Differential Equations
SGS Subgrid Scale

Appendix A

Table A1. Parameters for the mixture diffusivity calculation.

p Φ Tad sl,0

∣∣
p=1 bar

m α ν Le D
in bar in K in m s−1 in m2 s−1 in m2 s−1 in m2 s−1

0.5 0.55 1741.4 0.76 −0.26 7.275 × 10−5 3.722 × 10−5 0.458 1.587 × 10−4

1 0.4 1422.3 0.35 −0.35 3.248 × 10−5 1.754 × 10−5 0.394 8.246 × 10−5

1 0.6 1838.6 0.92 −0.24 3.698 × 10−5 1.864 × 10−5 0.484 7.640 × 10−5

1 0.75 2096.8 1.40 −0.18 4.003 × 10−5 1.944 × 10−5 0.572 7.000 × 10−5

2 0.33 1257.2 0.20 −0.40 1.559 × 10−5 8.689 × 10−6 0.370 4.212 × 10−5

2 0.5 1640.7 0.61 −0.29 1.763 × 10−5 9.166 × 10−6 0.435 4.053 × 10−5

3 0.33 1257.2 0.20 −0.40 1.039 × 10−5 5.793 × 10−6 0.370 2.808 × 10−5
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Abstract: In this study, closure relations for total and turbulent convection fluxes of flame surface
density and scalar dissipation rate were developed (i) by placing the focus of consideration on
the flow velocity conditioned to the instantaneous flame within the mean flame brush and (ii) by
considering the limiting behavior of this velocity at the leading and trailing edges of the flame brush.
The model was tested against direct numerical simulation (DNS) data obtained from three statistically
stationary, one-dimensional, planar, premixed turbulent flames associated with the flamelet regime
of turbulent burning. While turbulent fluxes of flame surface density and scalar dissipation rate,
obtained in the DNSs, showed the countergradient behavior, the model predicted the total fluxes
reasonably well without using any tuning parameter. The model predictions were also compared
with results computed using an alternative closure relation for the flame-conditioned velocity.

Keywords: turbulent flame; premixed turbulent combustion; countergradient transport; flame
surface density; scalar dissipation rate; modeling; direct numerical simulations

1. Introduction

Among various approaches to modeling premixed turbulent combustion, concepts that deal with
a transport equation for the mean flame surface density (FSD) 〈Σ〉 = 〈|∇c|〉 [1,2] or the Favre-averaged
scalar dissipation rate (SDR) 〈χ〉~ = 〈ρD∇c·∇c〉/〈ρ〉 [3] have become particularly popular over the
past decade [4–6]. Here, c is the combustion progress variable, which characterizes the state of a
reacting mixture in a flame, and is equal to zero and unity in unburned reactants and equilibrium
combustion products, respectively, ρ is the mixture density, D is the molecular diffusivity of c, and
〈q〉 and 〈q〉~ = 〈ρq〉/〈ρ〉 designate the Reynolds and Favre (i.e., mass-weighted), respectively, mean
values of an arbitrary quantity q. As reviewed elsewhere [4–6], both transport equations involve a
number of terms that should be modeled, but the present communication is solely restricted to total
transport terms 〈uΣ〉 = 〈u〉〈Σ〉 + 〈u′Σ′〉 and 〈ρuχ〉 = 〈ρ〉〈u〉~〈χ〉~ + 〈ρu”χ”〉, turbulent contributions
to which (i.e., 〈u′Σ′〉 and 〈ρu”χ”〉) require closure relations. Here, u is the flow velocity vector, and
q′ = q − 〈q〉 and q” = q − 〈q〉~ are fluctuations of q with respect to its Reynolds and Favre-averaged
values, respectively.

As reviewed elsewhere [4–6], in applications, the turbulent transport terms are commonly
modeled invoking a paradigm of gradient diffusion, for example, 〈u′Σ′〉 = −Dt∇〈Σ〉 and 〈ρu”χ”〉 =
−〈ρ〉Dt∇〈χ〉~, where Dt > 0 is turbulent diffusivity. However, at least for the turbulent flux 〈ρu”c”〉

Fluids 2019, 4, 43; doi:10.3390/fluids4010043 www.mdpi.com/journal/fluids
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of the combustion progress variable c, such a paradigm is challenged by countergradient turbulent
transport [7,8], that is, 〈ρu”c”〉·∇〈c〉~ > 0, which is well documented in various flames, as reviewed
elsewhere [9–11]. For the FSD or SDR concept, an issue of eventually countergradient flux of 〈u′Σ′〉
or 〈ρu”χ”〉 is of particular importance, because the corner-stone assumption of the two concepts
(i.e., a linear relation between the mean mass rate 〈W〉 of creation of c and ρu〈Σ〉 [1,2] or 〈ρ〉〈χ〉~ [3]) is
best justified under conditions of the flamelet combustion regime [12], which are commonly associated
with the countergradient transport [9–11]. Accordingly, the goal of the present work is to suggest
and validate simple closure relations capable of predicting the total convection fluxes 〈uΣ〉 = 〈u〉〈Σ〉
+ 〈u′Σ′〉 and 〈ρuχ〉 = 〈ρ〉〈u〉~〈χ〉~ + 〈ρu”χ”〉 and, in particular, the countergradient turbulent fluxes
〈u′Σ′〉 and 〈ρu”χ”〉 in the flamelet combustion regime.

In the next section, the developed model is presented and the direct numerical simulation (DNS)
data used to access it are summarized. In the third section, results of the model validation using the
DNS data are discussed and the model is compared with alternative approaches. Conclusions are
drawn in the fourth section.

2. Method of Research

2.1. Model

Using velocities
〈u〉f,Σ = 〈uΣ〉/〈Σ〉 (1)

and
〈u〉f,χ = 〈ρuχ〉/〈ρχ〉 (2)

conditioned to flamelets, modeling of the total fluxes 〈uΣ〉 = 〈u〉f,Σ〈Σ〉 and 〈ρuχ〉 = 〈u〉f,χ〈ρ〉〈χ〉~ in the
transport equations for 〈Σ〉 and 〈χ〉~, respectively, is reduced to modeling the conditioned velocities,
whereas closure relations for the turbulent fluxes 〈u′Σ′〉 and 〈ρu”χ”〉 are not required.

In order to model the conditioned velocities, let us start with a discussion of a constant-density
flow. In such a case, the following simple closure relation,

〈u〉f = (1 − 〈c〉)〈u〉b + 〈c〉〈u〉u, (3)

was proposed [13] and validated in a recent DNS study [14] of self-propagation of an infinitely thin
interface in a constant-density turbulent flow. Here, 〈u〉f is velocity conditioned to the interface,
subscripts u and b designate quantities conditioned to reactants and products, respectively, which are
separated by the interface. Note that the conditioned velocities 〈u〉u and 〈u〉b vary along the normal to
the mean reaction wave. For instance, in the statistically 1D, planar, and stationary case, 〈u〉u = 〈u〉u(x)
and 〈u〉b = 〈u〉b(x) if the x-axis is normal to the mean wave, with averaging being performed over
transverse planes.

Equation (3) is based on the following simple physical reasoning. For an infinitely thin interface,
its arrival to the trailing edge of a mean reaction-wave brush is always accompanied by the arrival
of reactants to the same trailing point. Therefore, 〈u〉f→〈u〉u at 〈c〉→1. Due to similar arguments,
〈u〉f→〈u〉b at 〈c〉→0. Thus, Equation (3) is nothing more than a linear interpolation between two
limiting relations.

Let us assume that the same interpolation holds both for 〈u〉f,Σ and 〈u〉f,χ, that is, 〈u〉f,Σ = 〈u〉f,χ =
〈u〉f, in the case of a constant-density “flamelet” of a finite thickness. Such an assumption is based on a
small thickness of a flamelet when compared to a mean flame brush thickness in a typical case.

If we allow for combustion-induced thermal expansion, effects due to the finite flamelet
thickness appear to be of more importance due to significant velocity variations within thin flamelets.
In particular, 〈u〉f,b·n < 〈u〉f·n < 〈u〉f,u·n, because local flow acceleration within a flamelet occurs in
the direction opposite to the direction of a unit vector n = −∇c/|∇c| that is locally normal to the
flamelet (i.e., (〈u〉f,b − 〈u〉f,u)·n < 0). Here, 〈u〉f,u and 〈u〉f,b are evaluated on the reactant and product
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sides of the flamelet along the local normal to it. Because the peak value of Σ(c) or χ(c) is shifted to
the product side of a typical laminar premixed flame, the simplest way to allow for the discussed
difference between the conditioned velocities 〈u〉f,u, 〈u〉f, and 〈u〉f,b appears to consist in (i) neglecting
the difference in 〈u〉f,Σ or 〈u〉f,χ and 〈u〉f,b→〈u〉b at 〈c〉→0, but (ii) assuming that both |〈u〉f,b − 〈u〉f,Σ|
� |〈u〉f,b − 〈u〉f,u| and |〈u〉f,b − 〈u〉f,χ| � |〈u〉f,b − 〈u〉f,u| at 〈c〉→1. For example,

(〈u〉f,b − 〈u〉f,Σ)=σ−1(〈u〉f,b − 〈u〉f,u) or (〈u〉f,b − 〈u〉f,χ) = σ−1(〈u〉f,b − 〈u〉f,u)

in order to avoid invoking tuning parameters. Here, σ = ρu/ρb is the density ratio. Consequently,

〈u〉f,Σ→σ−1〈u〉f,u + (1 − σ−1)〈u〉f,b and 〈u〉f,χ→σ−1〈u〉f,u + (1 − σ−1)〈u〉f,b at 〈c〉→1.

If we further assume that 〈u〉f,b = 〈u〉b at 〈c〉→1, then,

〈u〉f,Σ→σ−1〈u〉u + (1 − σ−1)〈u〉b and 〈u〉f,χ→σ−1〈u〉u + (1 − σ−1)〈u〉b at 〈c〉→1.

Note that 〈u〉f,u→〈u〉u at 〈c〉→1, because the unburned gas can arrive at the trailing edge of the mean
flame brush only together with a flamelet. Finally, since 〈u〉b = 〈u〉 = 〈u〉~ at 〈c〉 = 1, we arrive at

〈u〉f,Σ→σ−1〈u〉u + (1 − σ−1)〈u〉~ and 〈u〉f,χ→σ−1〈u〉u + (1 − σ−1)〈u〉~ at 〈c〉→1

or
(〈u〉f,Σ − 〈u〉~)→σ−1(〈u〉u − 〈u〉~) and (〈u〉f,χ − 〈u〉~)→σ−1(〈u〉u − 〈u〉~) at 〈c〉→1.

Thus, in the case of σ > 1, we have the following two approximate limiting relations: 〈u〉f,Σ→〈u〉b
or 〈u〉f,χ→〈u〉b at 〈c〉→0 and (〈u〉f,Σ − 〈u〉~)→σ−1(〈u〉u − 〈u〉~) or (〈u〉f,χ − 〈u〉~)→σ−1(〈u〉u − 〈u〉~)
at 〈c〉→1. Then, linear interpolation results in

〈u〉f,Σ − 〈u〉~ = 〈c〉σ−1(〈u〉u − 〈u〉~) + (1 − 〈c〉)(〈u〉b − 〈u〉~) (4)

and
〈u〉f,χ − 〈u〉~ = 〈c〉σ−1(〈u〉u − 〈u〉~) + (1 − 〈c〉)(〈u〉b − 〈u〉~). (5)

In the case of σ = 1 (constant density), Equations (4) and (5) reduce to Equation (3) and yield correct
values of 〈u〉f,Σ and 〈u〉f,χ at least at the boundaries 〈c〉→0 and 〈c〉→1 of the mean “flame” brush.

It is worth noting that Equations (4) and (5) extend Equation (3) by allowing for effects due to
density variations and finite flamelet thickness. Since such an extension was performed by invoking a
few simple assumptions, the developed model required validation and the results of such a validation
performed by analyzing DNS data will be reported in Section 3. As we will see in that section, the
model works reasonably well, but some differences between the model predictions and the DNS data
were observed, probably due to the invoked simplifications. It is also worth remembering that the
conditioned velocities 〈u〉u and 〈u〉b in Equations (4) and (5) are not averaged over the flame brush
volume, but vary along the normal to the mean flame brush.

Finally, using the following well-known Bray–Moss–Libby (BML) expressions [8,9,12],

ρu(1 − 〈c〉) = 〈ρ〉(1 − 〈c〉~), ρb〈c〉 = 〈ρ〉〈c〉~, (6)

〈u〉~ = (1 − 〈c〉~)〈u〉u + 〈c〉~〈u〉b, (7)

and
〈ρu”c”〉 = 〈ρ〉〈c〉~(1 − 〈c〉~)(〈u〉b − 〈u〉u), (8)
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we arrive at

〈u〉f,Σ = 〈u〉f,χ = 〈u〉~ − 〈c〉σ−1〈ρu”c”〉/[〈ρ〉(1 − 〈c〉~)] + (1 − 〈c〉)〈ρu”c”〉/[〈ρ〉〈c〉~]
= 〈u〉~ − 〈c〉~〈ρu”c〉”/[ρu(1 − 〈c〉~)] + 〈ρu”c”〉(1 − 〈c〉~)/[ρu〈c〉~]

= 〈u〉~ + (1 − 2〈c〉~)〈ρu”c”〉/[ρu〈c〉~(1 − 〈c〉~)].
(9)

The problem of modeling the turbulent flux 〈ρu”c”〉 in Equation (9) is not specific to the FSD
or SDR concept and should be resolved by any approach that deals with the transport equation for
the Favre-averaged 〈c〉~. Accordingly, there are various closure relations for 〈ρu”c”〉, as reviewed
elsewhere [9–11]. Therefore, modeling of this flux is beyond the scope of the present communication,
that is, 〈ρu”c”〉 is considered to be known here. Thus, Equation (9) is the final result of the present
model. It is worth stressing that this closure relation does not involve any tuning parameter.

2.2. Direct Numerical Simulations

In order to test Equation (9), we analyzed DNS data obtained earlier by Nishiki et al. [15,16].
Because these data were used by different research groups in a number of papers [17–36], we will
restrict ourselves to a brief summary of these compressible simulations.

The well-known unsteady 3D balance equations for mass, momentum, energy, and mass fraction
Y of the deficient reactant were numerically solved. The ideal gas state equation was used. Combustion
chemistry was reduced to a single reaction. The molecular transport coefficients were increased by the
temperature T (e.g., the kinematic viscosity ν = νu(T/Tu)0.7). The Lewis and Prandtl numbers were
equal to 1.0 and 0.7, respectively. Accordingly, the mixture state was completely characterized with a
single combustion progress variable c = 1 − Y/Yu = (T − Tu)/(Tb − Tu).

The computational domain was a rectangular box Λx × Λy × Λz, with Λx = 8 mm and Λy = Λz =
4 mm, and was resolved using a uniform rectangular (2Δx = Δy = Δz) mesh of 512 × 128 × 128 points.
The x-axis was normal to the mean flame brush and was parallel to the direction of its propagation.

Homogeneous isotropic turbulence (the rms turbulent velocity u′ = 0.53 m/s, an integral length
scale of turbulence L = 3.5 mm, the turbulent Reynolds number Ret = u′L/νu = 96 [15]) was generated
in a separate box and was injected into the computational domain through the left boundary x = 0.
In the computational domain, the turbulence decayed along the direction x of the mean flow. The flow
was periodic in y and z directions.

At t = 0, a planar laminar flame (c = 0 at x = 0 and c = 1 at x = Λx) was embedded into statistically
the same turbulence assigned for the velocity field in the entire computational domain. Subsequently,
in order to keep the flame in the computational domain until the end t3 of the simulations, the mean
inflow velocity, which was parallel to the x-axis, was increased twice, that is, U(0 ≤ t < t1) = SL < U(t1

≤ t < t2) < U(t2 ≤ t), with U(t2 ≤ t) being approximately equal to the mean turbulent flame speed 〈ST〉.
Here, SL is the laminar flame speed.

Three cases signifying high (H), medium (M), and low (L) respectively, density ratios were
simulated. The basic flame characteristics are reported in Table 1, where Kath = (u′/SL)3/2(L/δth)−1/2

and Dath = (SL/u′)(L/δth) are the Karlovitz and Damköhler numbers, respectively, δth = (Tb −
Tu)/max|∇T| is the thermal thickness of the laminar flame, and the mean turbulent burning velocity
is equal to

ρu〈UT〉 = [ΛyΛz(t3 − t2)]−1
∫ ∫ ∫ ∫

W(x,t)dxdt, (10)

with the mean turbulent flame speed 〈ST〉 being equal to 〈UT〉 in the considered statistically
one-dimensional, planar case.
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Table 1. Studied cases. H–high, M–medium, L–low.

Case σ Ret u′/SL L11/δF Da Ka 〈UT〉/SL

H 7.53 96 0.88 15.9 18.1 0.24 1.91
M 5.0 96 1.0 18.0 18.0 0.24 1.90
L 2.50 96 1.26 21.8 17.3 0.24 1.89

As discussed in detail elsewhere [25], the present DNS conditions and results are fully consistent
with the paradigm of the flamelet regime [12] of premixed turbulent combustion. Accordingly, the
DNS data are particularly useful for the goal of the present communication. Indeed, (i) the DNS
conditions and data are consistent with the BML, FSD, and SDR concepts, see References [25,29],
and [25], respectively, (ii) the axial turbulent flux 〈ρu”c”〉 shows the countergradient behavior [16] due
to combustion-induced thermal expansion effects [9–11], and (iii) the use of different density ratios
offers an opportunity to vary the magnitude of these effects.

Results presented in the next section were averaged over transverse planes and over time t2 ≤ t < t3

(approximately 200 snapshots). During that time interval, the computed turbulent burning velocity and
flame brush thickness oscillated around statistically steady values [26].

3. Results and Discussion

Results of the developed simple model validation are reported in Figures 1–6. Dotted lines in
Figure 1a, Figure 2a, and Figure 3a show the total axial FSD flux 〈uΣ〉 extracted directly from the DNS
data, whereas solid lines show the flux 〈u〉f,Σ〈Σ〉 computed using the model, that is, Equations (1) and
(9), with 〈c〉~, 〈u〉~, 〈ρu”c”〉, and 〈Σ〉 being extracted from the same DNS data. In all three cases H, M,
and L, the agreement between the DNS and model results is very good. Similarly, Figure 1b, Figure 2b,
and Figure 3b show the total axial SDR flux 〈ρuχ〉 extracted directly from the DNS data, whereas solid
lines show the flux 〈u〉f,χ〈ρχ〉 computed using the model, that is, Equations (2) and (9), with 〈c〉~, 〈u〉~,
〈ρu”c”〉, and 〈ρχ〉 being extracted from the same DNS data. Again, the model is well validated in all
three cases.

(a) (b) 

Figure 1. Total axial fluxes of (a) flame surface density (FSD) Σ and (b) scalar dissipation rate (SDR) χ.
Case H.
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(a) (b) 

Figure 2. Total axial fluxes of (a) FSD Σ and (b) SDR χ. Case M.

 
(a) (b) 

Figure 3. Total axial fluxes of (a) FSD Σ and (b) SDR χ. Case L.

 
(a) (b) 

Figure 4. Turbulent axial fluxes of (a) FSD Σ and (b) SDR χ. Case H.
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(a) (b) 

Figure 5. Turbulent axial fluxes of (a) FSD Σ and (b) SDR χ. Case M.

 
(a) (b) 

Figure 6. Turbulent axial fluxes of (a) FSD Σ and (b) SDR χ. Case L.

It is worth noting, however, that the magnitudes of the total fluxes 〈uΣ〉 and 〈ρuχ〉 can mainly be
controlled by the mean advection fluxes 〈u〉〈Σ〉 and 〈ρ〉〈u〉~〈χ〉~, respectively, which do not require
modeling. Accordingly, to better access Equation (9), turbulent fluxes were also evaluated as follows:

〈u′Σ′〉 = 〈uΣ〉 − 〈u〉〈Σ〉, (11)

〈ρu”χ”〉 = 〈ρuχ〉 − 〈ρ〉〈u〉~〈χ〉~. (12)

Results plotted in Figures 4–6 show that Equation (9) predicts the axial turbulent fluxes 〈u′Σ′〉
and 〈ρu”χ”〉 very well in the largest parts of mean flame brushes, that is, at 〈c〉 < 0.8, in cases H and M,
respectively, cf. dotted and solid lines in Figures 4a and 5b, respectively. Moreover, the flux 〈ρu”χ”〉 is
well predicted in case L (see Figure 6b), whereas the peak value of the flux is slightly overestimated.
As far as flux 〈u′Σ′〉 in cases M and L or flux 〈ρu”χ”〉 in case H is concerned, Equation (9) yields
qualitatively correct results, but some quantitative differences between them and the DNS data are
observed, probably due to a simplified treatment of the effects of density variations and finite flamelet
thickness in Equations (4) and (5). Nevertheless, these differences do not impede quantitatively
predicting the total fluxes 〈u〉〈Σ〉 and 〈ρ〉〈u〉~〈χ〉~, in particular, because 〈uΣ〉 is close to the mean
flux 〈u〉〈Σ〉 in cases M and L, cf. scales of ordinate axes in Figure 2a or Figure 3a and in Figure 5a or
Figure 6a, respectively.

It is worth stressing that the turbulent axial fluxes 〈u′Σ′〉 and 〈ρu”χ”〉 show the countergradient
behavior in all studied cases (i.e., 〈u′Σ′〉d〈Σ〉/dx > 0 and 〈ρu”χ”〉d〈ρχ〉/dx > 0), because d〈Σ〉/dx and
d〈ρχ〉/dx are positive (negative) in the leading (trailing) part of the mean flame brushes (reactants on
the left side). Consequently, the widely used concept of gradient diffusion yields wrong direction of
the fluxes 〈u′Σ′〉 and 〈ρu”χ”〉 under conditions of the present DNSs.
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It is also worth noting that an alternative model for evaluating the flamelet-conditioned velocity
〈u〉f was suggested by Bidaux and Bray in an unpublished work (1994) and was subsequently used by
Veynante et al. [37]. The model consists in the following linear interpolation:

〈u〉f = (1 − K)〈u〉u + K〈u〉b, (13)

where the constant K could “be related to the iso-c line used to define the flame location” [37]. Equations
(7), (8), and (13) yield

〈u〉f = 〈u〉~ + (K − 〈c〉~)〈ρu”c”〉/[〈ρ〉〈c〉~(1 − 〈c〉~)]. (14)

In the cited paper, the constant K was set equal to 0.5 and we are not aware of any alternative suggestion
for K. If K = 0.5, Equation (14) can be rewritten in the following form:

〈u〉f = 〈u〉~ + (ρu/2〈ρ〉)(1 − 2〈c〉~)〈ρu”c”〉/[ρu〈c〉~(1 − 〈c〉~)], (15)

which is similar to Equation (9), but the last term on the right-hand side (RHS) of Equation (15) is
multiplied by a factor of R = ρu/2〈ρ〉. This factor tends to 1/2 and σ/2 at the leading and trailing
edges of the mean flame brush. It is equal to unity somewhere in the middle of the mean flame brush.

While Equations (13)–(15) were never applied to model turbulent fluxes of FSD and SDR, to the
best of our knowledge, this gap can easily be filled by assuming that 〈u〉f,Σ = 〈u〉f,χ = 〈u〉f and using
Equations (1) or (2), (11) or (12), and (13)–(15). The outcomes of such tests of the model by Bidaux
and Bray with K = 0.5 are shown in dashed and dotted-dashed lines in Figures 1–6. There are some
differences between the results computed using Equations (13) and (15), because Equation (15) is
obtained from Equation (13) using Equations (7) and (8), which are exact only in the case of an infinitely
thin flame front. In the present DNSs, flamelets have finite thicknesses and, consequently, there are
some (sufficiently small) differences between the left-hand side and right-hand side of Equation (7) or
(8), extracted from the DNS data (e.g., see Figure 3b in Reference [25]).

The comparison of Equation (13) with Equation (9) shows that Equation (13) with K = 0.5 yields
better results for flux 〈ρu”χ”〉 in case H (see Figure 4b), but worse results for flux 〈u′Σ′〉 in cases H and
M (see Figures 4a and 5a). Similarly, when compared to Equation (9), Equation (15) yields better results
for flux 〈u′Σ′〉 in cases M and L (see Figures 5a and 6a), but worse results for both 〈u′Σ′〉 and 〈ρu”χ”〉
in case H, see Figure 4. Moreover, for both fluxes, Equation (9) is superior to Equation (13) or (15) at
the leading edge of the mean flame brush (i.e., at 〈c〉→0). For instance, Equation (15) yields wrong
direction of the fluxes at very low 〈c〉 in cases H and M, whereas Equation (13) underestimates the
magnitudes |〈u′Σ′〉| and |〈ρu”χ”〉| at very low 〈c〉 in all cases. This difference between Equation (9)
and Equation (13) or (15) appears to be of paramount importance, because the leading edge of
premixed turbulent flame brush can play the crucial role in its propagation, as discussed in detail
elsewhere [38–45]. Furthermore, Equation (13) or (15) yields the same wrong limit behavior of
〈u〉f→〈u〉u/2 + 〈u〉b/2, both at the leading and trailing edges of the mean flame brush in the simplest
case of the propagation of an infinitely thin, dynamically passive front in the constant-density turbulent
flow. On the contrary, in such a case, Equation (9) obtained in the present work (i) reduces to
Equation (3), which was well validated in Reference [14], and (ii) yields 〈u〉f→〈u〉b and 〈u〉f→〈u〉u at
〈c〉→0 and 〈c〉→1, respectively, in line with the simple physical reasoning discussed at the beginning
of Section 2.1.

4. Conclusions

In this study, closure relations for total and turbulent fluxes of flame surface density Σ and
scalar dissipation rate χ were developed. The relations did not involve a tuning parameter, very
well predicted the total axial fluxes 〈uΣ〉 and 〈ρuχ〉, and reasonably well predicted turbulent axial
fluxes 〈u′Σ′〉 and 〈ρu”χ”〉 in three flames characterized by significantly different density ratios and
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associated with (i) the flamelet regime of premixed turbulent burning, (ii) the validity of the FSD
and SDR concepts, and (iii) the countergradient turbulent fluxes of Σ and χ. In the case of a constant
density, the developed closure relation reduced to Equation (3), which was recently validated under
conditions of gradient turbulent transport [14].
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Abstract: Propagation of either an infinitely thin interface or a reaction wave of a nonzero thickness
in forced, constant-density, statistically stationary, homogeneous, isotropic turbulence is simulated
by solving unsteady 3D Navier–Stokes equations and either a level set (G) or a reaction-diffusion
equation, respectively, with all other things being equal. In the case of the interface, the fully
developed bulk consumption velocity normalized using the laminar-wave speed SL depends linearly
on the normalized rms velocity u′/SL. In the case of the reaction wave of a nonzero thickness,
dependencies of the normalized bulk consumption velocity on u′/SL show bending, with the effect
being increased by a ratio of the laminar-wave thickness to the turbulence length scale. The obtained
bending effect is controlled by a decrease in the rate of an increase δAF in the reaction-zone-surface
area with increasing u′/SL. In its turn, the bending of the δAF(u′/SL)-curves stems from inefficiency
of small-scale turbulent eddies in wrinkling the reaction-zone surface, because such small-scale
wrinkles characterized by a high local curvature are smoothed out by molecular transport within the
reaction wave.

Keywords: reaction waves; turbulent reacting flows; turbulent consumption velocity; bending effect;
reaction surface area; molecular transport; direct numerical simulations

1. Introduction

In turbulent reacting flows, the so-called bending effect consists in decreasing the rate (dUT)/du′

of an increase in turbulent consumption velocity UT by the rms turbulent velocity u′ with increasing
u′, i.e., the second derivative of the function UT(u′) is negative. As illustrated in Figure 1, due to
this effect, the curve plotted in an orange solid line is bent and, at high u′, shows significantly
lower consumption velocities when compared to the straight dashed red line. Since this basic
phenomenon was documented, e.g., in premixed turbulent flames [1,2], it has been challenging
the research community and different approaches to explaining and modeling the bending effect have
been put forward.

The most recognized approach consists in highlighting the so-called stretch effect, i.e., variations
in the local structure of reaction wave (e.g., flame) and the local consumption velocity uc, caused by
turbulent stretching of the wave [3–5]. Here, uc is a properly normalized rate of production of a major
reaction product, integrated along the local normal to a thin reaction zone, which is assumed to be
inherently laminar within the framework of the discussed concept. The straightforward manifestation
of the stretch effect consists in changing the mean value 〈uc〉 of the local consumption velocity with
increasing u′, followed by eventual local reaction extinction at sufficiently high u′. A decrease in
〈uc〉 and the local reaction extinction can also affect the area AF of the reaction-wave surface, but this
manifestation of the discussed mechanism is indirect, i.e., it is a consequence of the dependence of uc or
〈uc〉 on the local stretch rate or u′, respectively. According to the theory of stretched laminar premixed

Fluids 2019, 4, 31; doi:10.3390/fluids4010031 www.mdpi.com/journal/fluids



Fluids 2019, 4, 31

flames [6,7], which is well developed in the case of single-step chemistry and the asymptotically high
activation energy E of the global combustion reaction, the dependence of uc on the local stretch rate s
is controlled by differences in molecular diffusivities of a fuel, DF, oxygen, DO, and the heat diffusivity
κ of the mixture. In the equidiffusive (DF = DO = κ) adiabatic case, uc does not depend on s if E tends
to infinity, but uc can depend on s and the flame extinction by the stretch rate can occur at a finite
activation energy [8]. The reader interested in further discussion of the stretch effect in premixed
flames is referred to review paper [9].

Figure 1. A sketch of the bending effect for turbulent consumption velocity UT as a function of the rms
turbulent velocity u′.

Even if the mean 〈uc〉 is close to the speed SL of the unperturbed laminar reaction wave, the
bending effect can occur. For instance, a recent Direct Numerical Simulation (DNS) study [10] has
shown that the bending effect can be controlled by the mean flame surface area 〈AF〉, i.e., the second
derivative of the function 〈AF〉(u′) can be negative in spite of 〈uc〉 ≈ SL. Under such conditions, the
bending effect might be attributed to various physical mechanisms, e.g., statistical equilibrium between
small-scale turbulent eddies and reaction rate [11], collisions of reaction waves [12,13], or smoothing
of small-scale wrinkles of the reaction-wave surface due to its propagation [14].

While all the aforementioned approaches [3–5,11–14] were developed by studying premixed
flames, they place the focus of consideration on the influence of turbulence on combustion, but
disregard the back influence of the combustion on the turbulence. However, phenomena caused
by combustion-induced thermal expansion can also contribute to the bending effect. For instance,
small-scale turbulent eddies may be inefficient in wrinkling reaction-zone surface, because they
disappear due to dilatation and an increase in the kinematic viscosity of the preheated mixture [15,16].
The reader interested in further discussion of the thermal expansion effects is referred to review
papers [17,18].

It is also worth noting that Damköhler [19] has arrived at the following scaling UT∝SL(u′L/κ)1/2

by reducing the influence of very intense turbulence on reaction wave to enhancement of heat and
mass transfer within the wave by turbulent eddies. Here, L is an integral turbulent length scale. From
the purely mathematical viewpoint, this scaling results in the bending, but the physical mechanism
hypothesized by Damköhler [19] is associated an increase in 〈uc〉 when compared to SL.

Finally, the bending effect can be pronounced differently in different reaction waves. For instance,
levelling-off of UT(u′)-curves, followed by a decrease in UT with increasing u′, is well documented in
expanding statistically spherical flames [1,2], but the positive dUT/du′ was obtained from statistically
stationary flames at much higher values of u′/SL [20,21].
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Besides the reaction-wave-configuration effects, which are beyond the scope of the present
study, the aforementioned physical mechanisms of the bending may be divided into three groups;
(A) mechanisms that highlight differences in the molecular transport coefficients, i.e., the stretch
effect [3–5], (B) mechanisms that highlight thermal expansion effects in flames, and (C) mechanisms
that address equidiffusive flames, but disregard the thermal expansion effects [11–14,19]. The
physical mechanisms of the bending may also be divided into two other groups; (a) mechanisms that
highlight variations in local consumption velocity uc due to the stretch effect [3–5] or the transport
enhancement [19] and (b) mechanisms that highlight the bending of 〈AF〉(u′)-curves.

To conclude this brief introduction, it is worth noting that the fact that various physical
mechanisms of the bending effect are discussed in the literature does not mean that all relevant
physical mechanisms have already been revealed.

The present communication does not aim at comparing all the aforementioned physical
mechanisms. The goals of the communication are solely restricted to (i) supporting recent finding [10]
that the bending of UT(u′)-curves can be controlled by the bending of 〈AF〉(u′)-curves, (ii) comparing
physical mechanisms from Group (C), and (iii) emphasizing a physical mechanism that controls the
bending of 〈AF〉(u′)-curves under conditions of the present study, but has yet been outside of the
mainstream discussions, to the best of the present authors’ knowledge. It is worth stressing that,
under certain conditions in turbulent flames, the emphasized physical mechanism might play a less
important role when compared to preferential diffusion or thermal expansion effects, which are not
addressed in the present study. This reservation should be borne in mind when applying the reported
results to modeling premixed turbulent combustion.

2. Method of Research

For these purposes, a DNS study of propagation of (i) an infinitely thin interface, see fine red line
in Figure 1, and (ii) a single-reaction wave of a finite thickness, see thick orange shape, in statistically
the same (in both cases) homogeneous, isotropic, forced, constant-density turbulence affected neither
by the interface nor by the reaction was performed.

The constant-density turbulence is described by the continuity

∇·u = 0 (1)

and Navier–Stokes equations

∂u/∂t + (u·∇)u = −ρ−1∇p + ν∇2u + f, (2)

where t is time, u is the flow velocity vector, ρ, ν, and p are the density, kinematic viscosity, and
pressure, respectively, and a vector-function f is added in order to maintain constant turbulence
intensity by using energy forcing at low wavenumbers.

Propagation of the infinitely thin interface is modeled by level set (or G) equation [22]

∂G/∂t + u·∇G = SL|∇G|, (3)

where G is a signed distance function to the closest interface associated with G(x,t) = 0. Attributes,
methodology, and results of the simulations that dealt with Equations (1)–(3) were already discussed
by us in details in References [23,24].

Moreover, propagation of a reaction wave of a non-zero thickness is modeled by the following
reaction-diffusion equation

∂c/∂t + u·∇c = DΔc + W, (4)

for a scalar field c, which is equal to zero and unity in fresh reactants and products, respectively. Here,

W = (1 − c)exp[−(Ze(1 + τ)2)/τ(1 + τc)]/[τr(1 + τ)] (5)
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is the reaction rate, τ = 6, and Ze = 6. DNS cases are set up (i) by specifying the reaction-wave speed SL

and thickness δF = D/SL and (ii) by finding required constant values of D and reaction time scale τr in
pre-simulations of a planar 1D laminar-wave modeled by Equations (4) and (5).

Because the attributes, methodology, and results of the simulations that dealt with Equations (1),
(2), (4), and (5) were already discussed by us in detail [25,26], we will restrict ourselves to a very brief
summary of those DNSs and refer the interested reader to the cited papers.

The computational domain is a rectangular box of size of Λx × Λ × Λ. It is discretized using a
uniform staggered Cartesian grid of Nx × N × N cells with Nx = N(Λx/Λ) = 4N. Therefore, spatial
resolution Δx = Λx/Nx = Λ/N = Δy = Δz is the same in the axial (x) and transverse (y and z) directions.
The boundary conditions are periodic in all three directions, thus, enabling a piece of reaction zone
that comes to the left boundary (x = 0) at certain t, y and z to enter the computational domain through
the right boundary (x = Λx) at the same t, y and z, respectively.

Turbulence is generated and forced using techniques discussed elsewhere [27–29]. As shown
earlier [23–26], the turbulence achieves statistical stationarity, homogeneity, and isotropy over the
entire domain, with correlations Rxx(r) = 〈u(x,y,z,t)u(x + r,y,z,t)〉, Ryy(r) = 〈v(x,y,z,t)v(x,y + r,z,t)〉, and
Rzz(r) = 〈w(x,y,z,t)w(x,y,z + r,t)〉 being very close to each over and vanishing at r = Λ/2. Here, the
mean values 〈·〉 are evaluated by averaging the velocity fields over transverse coordinates and time.

The simulations are performed using three velocity fields A, B, and C, whose characteristics are
reported in Table 1. Here, L11 is the longitudinal integral length scale of the turbulence evaluated by
the integrating the correlation Rxx(r) over distance r, η = (ν3/〈〈ε〉〉)1/4 is the Kolmogorov length scale,
〈〈ε〉〉 is the dissipation rate ε = 2νSijSij averaged over the computational volume and time, and Sij =
(∂ui/∂xj + ∂uj/∂xi)/2 is the rate-of-strain tensor. The major difference between the three velocity fields
consists of the width Λ of the computational domain, which controls the length scale L11 and the initial
Reynolds number Re0 = u′Λ/(4ν). In other words, L11 and Re0 are increased by increasing Λ, whereas
u′ or ν remain the same in the simulations.

Table 1. Studied cases.

Case Re0 Nx × N × N η/Δx L11/η u′/SL L11/δF Da Ka 〈UT,c〉/u′ 〈UT,G〉/u′

A1 50 256 × 642 0.68 12 0.5 2.0 4.1 1.34 2.18 3.66
A2 - - - - 1.0 - 2.0 2.69 1.31 2.68
A3 - - - - 2.0 - 1.0 5.38 0.89 2.19
A4 - - - - 5.0 - 0.4 13.4 0.57 1.83
A5 - - - - 10.0 - 0.2 26.9 0.40 1.67
B1 100 512 × 1282 0.87 17 0.5 3.7 7.5 0.84 2.45 3.66
B2 - - - - 1.0 - 3.8 1.67 1.69 2.71
B3 - - - - 2.0 - 1.9 3.34 1.27 2.23
B4 - - - - 5.0 - 0.8 8.36 0.80 1.87
B5 - - - - 10.0 - 0.4 16.7 0.55 1.77
C1 200 1024 × 2562 1.07 25 0.5 6.7 14. 0.55 2.77 3.70
C2 - - - - 1.0 - 6.7 1.10 2.06 2.80
C3 - - - - 2.0 - 3.4 2.21 1.61 -
C4 - - - - 5.0 - 1.4 5.52 1.11 -
C5 - - - - 10.0 - 0.7 11.0 0.76 1.87

TRW - - - - - 2.1 0.2 36.2 0.42 -

All cases studied by solving either Equations (1–3) or Equations (1 and 2) and (4 and 5) and using
velocity field A, B, or C are reported in Table 1, where Da = τt/τf and Ka = τf/τη are the Damköhler
and Karlovitz numbers, respectively, τf = δF/SL, τt = L11/u′, and τη = (ν/〈〈ε〉〉)1/2 are the reaction
wave, eddy-turn-over, and Kolmogorov time scales, respectively. For each velocity field, five cases
characterized by different ratios of u′/SL are studied by varying SL. When propagation of a reaction
wave of a nonzero thickness is addressed using Equations (1 and 2) and (4 and 5), the laminar-wave
thickness δF retains the same value in all 15 cases A, B, and C in spite of variations in SL. In order to
keep δF constant, the Schmidt number Sc = ν/D is changed. A ratio of L11/δF is increased by increasing
the width Λ of the computational domain from field A to field C. In a single TRW (thick reaction wave)
case, the ratio of L11/δF is decreased by increasing the thickness δF when compared to Case C5. It is
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worth remembering that the values of L11/δF, Da, and Ka, reported in Table 1, characterize the reaction
waves described with Equations (1 and 2) and (4 and 5), whereas L11/δF = Da = ∞ and Ka = 0 for an
infinitely thin interface, which is characterized solely with u′/SL in the present study.

In order to initiate the studied process, either an interface G(x0,y,z,t) = 0 or a planar wave c(x,t) =
cL(ξ) is released at x0 = Λx/2 and t = 0 so that the value of the combustion progress variable integrated
over the half-space of x < x0 to be equal to the value of c integrated over the half-space of x > x0. Here,
ξ = x − x0 and cL(ξ) is the pre-computed laminar-wave profile. Subsequently, evolution of the field
G(x,t) or c(x,t) is simulated by solving Equation (3) or Equations (4) and (5), respectively. In the former
case, c(x,t) = H[G(x,t)], where H is Heaviside function.

Mean bulk turbulent consumption velocity is evaluated as follows [24]

〈UT〉 = Λ−2d/dt〈∭ c(x,t)dx〉 (6)

because this method can be applied to both sets of simulations. When processing the DNS data
obtained by solving the reaction-diffusion Equation (3), the following alternative method

〈UT〉 = Λ−2〈∭ W(x,t)dx〉 (7)

is also applied. Because Equations (6) and (7) yield very close results in all studied cases, solely values
of 〈UT〉, obtained using Equation (6), will be reported in the following. Here, 〈·〉 designates a mean
value averaged over time from t* till t* + Δt, the starting instant t* allows the forced turbulence to
reach statistical stationarity, and Δt is longer than 50 time scales τ0 = Λ/(4u′). Reported in the two
right columns in Table 1 are normalized fully developed mean bulk turbulent consumption velocities
obtained by solving Equations (4 and 5) and (3), respectively. Cases C3 and C4 were not simulated by
solving the G-equation (3) in Reference [24].

It is worth stressing that the major difference between the two sets of the simulations consists
in solving either the G-equation (3) or the reaction-diffusion Equation (4), whereas numerical
methods, turbulence characteristics, etc. are basically similar in both sets. Accordingly, in the present
communication, the focus of consideration is placed on phenomena that stem from the finite thickness
of the reaction wave.

As far as the physical mechanisms discussed in Section 1 are concerned, the present simulations
allow for all mechanisms from Group (C). Moreover, the stretch effect is also addressed. Indeed,
variations in the local consumption velocity in and the local quenching of stretched inherently laminar
flames can occur in the studied adiabatic equidiffusive flames, because the Zeldovich number Ze
in Equation (5) is finite [8]. However, it is worth remembering that the stretch effect can be much
more pronounced if DF �= DO �= κ or if heat losses play a substantial role. The thermal expansion
effects are not taken into account in the present simulations, because the physical mechanisms from
Group (C) do not allow for them. We may also note that (i) the vast majority of approximations
of experimental data on UT, e.g., see review papers [30,31], do not invoke the density ratio σ, thus,
implying a weak influence of σ on UT or ST, (ii) recent target-directed experiments [32], as well as
earlier measurements [33], did not reveal a substantial influence of σ on UT either, and (iii) recent DNS
studies, e.g., Figures 10 and 11 in [34] or Figure 2a in [35], do not indicate such an influence.

3. Results

Normalized fully developed turbulent consumption velocities 〈UT〉/SL obtained by solving either
the G-equation (2) or the reaction-diffusion Equation (3), with all other things being equal, are plotted
in open or filled symbols, respectively, in Figure 2. Comparison of the two sets of results indicates, first,
that 〈UT,G〉 is significantly higher than 〈UT,c〉, with the difference in 〈UT,G〉 and 〈UT,c〉 being increased
by u′/SL. Therefore, the nonzero thickness of the reaction wave reduces its bulk consumption velocity
when compared to the infinitely thin interface. Second, if u′/SL is kept constant, then, the ratio of
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〈UT,c〉/SL is increased by L11/δF, cf. filled blue squares, black circles, and red triangles. Third, while
〈UT,G〉/SL depends linearly on u′/SL, see open symbols and dashed lines, the solid curves, which fit
to the DNS data on 〈UT,c〉/SL, are clearly bent. Fourth, the bending effect is more pronounced at a
lower L11/δF, see filled blue squares.

Figure 2. Normalized fully developed turbulent consumption velocity 〈UT〉/SL (symbols) and a
relative increase δA in the wave surface area (dotted-dashed lines) vs normalized root mean square
(rms) velocity u′/SL. Open symbols show DNS data obtained in the case of an infinitely thin interface,
while dashed lines are linear fits to these data. Filled symbols show results simulated in the case of a
reaction wave of a nonzero thickness, while solid lines are power-law fits to these data.

It is worth noting that the computed increase in 〈UT,c〉/SL by L11/δF or u′/SL agrees with
available experimental data, at least qualitatively. In particular, solid lines in Figure 2 show power-law
fits a(u′/SL)b, where b = 0.44, 0.51, and 0.58 for L11/δF = 2.0, 3.7, and 6.7, respectively. Similar
values of the scaling exponent q in UT∝u′q were documented in various experimental studies, e.g.,
q ≈ 0.5 [30,31,36,37], q = 0.56, see data by Kido et al. [38] fitted in Reference [31], q = 0.63 [39], or
q = 0.67, see data by Kobayashi et al. [40,41] fitted in Reference [31]. All these experimental databases
also indicate an increase in UT by an integral length scale of turbulence.

Curves plotted in dotted-dashed lines in Figure 2 show that a relative increase δAF

δAF = Λ−2(c2 − c1)−1〈∭ |∇c|f(x,t)dx〉 (8)

in the area AF of the reaction-zone surface depends on u′/SL very similarly to 〈UT,c〉/SL. Here,
|∇c|f is the value of the Flame Surface Density |∇c| conditioned to the reaction zone c1 ≤ c ≤ c2,
whose boundaries c1 and c2 are given by W(c1) = W(c2) = max{W(c)}/2. In fact, the bending of the
δAF(u′/SL)-curves (dotted-dashed lines) is even more pronounced when compared to 〈UT,c〉/SL-curves
(solid lines), thus, implying a slight increase in 〈uc〉/SL by u′/SL. This observation could be attributed
to (i) an increase in the reaction rate integrated over the mixing zones (c ≤ c1), as such zones are
expanded by small-scale turbulent eddies [19], or (ii) an increase in the local reaction rate in the vicinity
of cusps [42]. Because the increase in 〈uc〉/SL by u′/SL does not contribute to the bending effect, but
weakly resists it, further discussion of this trend is beyond the scope of the present communication.

All in all, DNS data reported in Figure 2 indicate that, under conditions of the present study, the
bending of 〈UT,c〉/SL(u′/SL)-curves is mainly controlled by the bending of δAF(u′/SL)-curves, in line
with the recent finding by Nivarti and Cant [10]. The present DNS data imply that the bending effect
stems from the finite thickness of the reaction wave. Indeed, because the sole difference between the
previous [23,24] and present simulations consists in substituting the G-equation (3) with Equations (4)
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and (5), the obtained difference between the linear and bent 〈UT,c〉/SL(u′/SL)-curves should not
be attributed to the exploited method of turbulence generation, numerical resolution or scheme,
insufficiently large width of the computational domain, etc. The difference between the linear and
bent curves can solely be controlled by δF. Let us discuss physical mechanisms that could control
this difference.

First, the DNSs yield 〈UT,c〉/SL ≈ δAF, thus, implying that, under conditions of the present study,
the influence of turbulence on 〈UT,c〉 is not controlled by an increase in local burning rate due to
enhancement of the local heat and mass transfer by turbulent eddies. It is worth noting, however,
that DNS data computed by us at significantly higher Ka � 1 [26,43] support scaling of 〈UT,c〉/SL∝
(u′L11/D)1/2, as predicted by Damköhler [19] by reducing the influence of turbulence on burning
rate to the enhancement of the local heat and mass transfer by the turbulence. In other words, the
mechanism by Damköhler [19] can play an important role, but under conditions that differ significantly
from the conditions of the present study (e.g., the present DNS data show a substantially weaker
dependence of 〈UT,c〉 on L11 when compared to the Damköhler’s scaling).

Second, eventual reduction in δAF due to interface-interface or wave-wave collisions [12,13]
is taken into account when numerically solving Equation (3) or (4), respectively. Nevertheless, the
bending effect is not pronounced in the former case, thus, implying that the collisions do not control
the effect under conditions of the present study. If the collisions were of importance, they would yield
the bending in the simulations with Equation (3) also.

Third, a physical mechanism that controls the bending effect under conditions of the present
study is revealed in Figure 3. In particular, DNS data plotted in lines in Figure 3 indicate that the
cumulative probability of finding highly curved reaction zones characterized by a sufficiently large
product |ηhm|>b of the Kolmogorov length scale and the local iso-surface curvature conditioned
to c1 ≤ c ≤ c2 (i) is weakly affected by L11 if the laminar-wave thickness δF is kept constant, cf.
dotted-dashed lines which show results obtained in cases A5, B5, and C5, but (ii) is significantly
increased when δF is decreased, cf. (ii.a) violet dashed line (case TRW) and the three dotted-dashed
lines or (ii.b) magenta solid and black double-dashed-dotted lines, which show results computed by
solving Equations (3)–(5), respectively, in case C5. Here, b is a positive number of unity order, hm =
∇·nG and nG = −∇G/|∇G| or hm = ∇·nc and nc = −∇c/|∇c| in the simulations that deal with
Equation (3) or Equations (4) and (5), respectively. Therefore, when the thickness δF is decreased,
the probability of appearance of small-scale highly curved wrinkles on the reaction-zone surface is
increased, thus, increasing the surface area AF and, hence, the turbulent consumption velocity 〈UT,c〉.
The highest values of AF and 〈UT,G〉 are associated with the infinitely thin interface and 〈UT,G〉∝u′ in
this case, see open symbols and dashed lines in Figure 2. An increase in δF results in decreasing 〈UT,c〉
when compared to 〈UT,G〉∝u′, i.e., the bending effect.

DNS data plotted in symbols in Figure 3 support such a scenario by indicating that the cumulative
probability of finding highly curved reaction zones characterized by |δFhm| > b at c1 ≤ c ≤ c2 (i)
is decreased with increasing L11/δF, cf. filled symbols, but (ii) is weakly affected by variations in
the velocity field (A or C), Ka, and Kolmogorov scales, provided that u′/SL, L11/δF, and, hence,
the Damköhler number are kept constant, cf. red triangles (case A5) and violet crosses (case TRW).
Therefore, comparison of lines and symbols in Figure 3 implies that the curvature magnitude is
primarily controlled by the thickness δF. Because variations in δF in cases C5 and TRW result from
variations in the diffusivity D, the significant dependence of the curvature magnitude on δF implies
that it is the molecular transport that impedes wrinkling reaction-zone surface by small-scale eddies in
intense turbulence.

In other words, the DNS data plotted in Figure 3 imply that the magnitude of the local curvature
of the reaction zone is bounded by the reaction-wave thickness δF, whereas smaller-scale turbulent
eddies are inefficient in wrinkling the reaction-zone surface. Accordingly, the small-scale range of the
turbulence spectrum weakly contributes to an increase in the area AF of the surface. Such a hypothesis
is further supported by approximately equal values of 〈UT,c〉 obtained in cases A5 and TRW, associated
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with almost the same Da (which characterizes large-scale eddies), but substantially different Ka (which
characterizes the smallest-scale turbulent eddies).

Figure 3. Cumulative probability that the normalized absolute value of local curvature of reaction zone
is larger than a positive threshold number b. Lines and symbols show results obtained by normalizing
the curvature using the Kolmogorov length scale η and the laminar-wave thickness δF, respectively. All
results were obtained in cases characterized by the same u′/SL = 10, but different L11/δF = 2.1 (cases
A5 and TRW), L11/δF = 3.7 (case B5), or L11/δF = 6.7 (case C5). In case TRW, the laminar reaction-wave
thickness δF is larger by a factor of four when compared to a reference value used in all other cases
associated with Equations (4) and (5). Magenta solid line shows DNS data obtained by solving the
level set Equation (3).

To illustrate a mechanism that bounds |hm| by δF, let us follow Zel’dovich et al. [44] and rewrite
Equation (4) as follows

∂c/∂t + u(∂c/∂r) − 2(D/r)(∂c/∂r) = D(∂2c/∂r2) + W (9)

in the spherical coordinate framework. For an expanding reaction wave, the last term on the left-hand
side reduces the wave speed when compared to the counterpart planar wave. If the local radius rw

of the wave curvature is on the order of the Kolmogorov length scale η, the magnitude D/rw of the
negative speed resulting from the considered term is on the order of the Kolmogorov velocity (if the
Schmidt number Sc = O(1)) and can be much larger than SL if Ka � 1. This curvature-induced speed is
negative (positive) for a local wrinkle with the curvature center in products (reactants) and, therefore,
tends to damp the local wrinkle. This physical mechanism is controlled by the molecular diffusion and
acts even if the local consumption velocity does not depend on the curvature radius rw. Moreover,
while a turbulent eddy whose length scale is significantly smaller than δF perturbs the local wave
surface during a short lifetime of the eddy, the considered mechanism can smooth the perturbation
even after disappearance of the eddy until D/rw = O(SL) and rw = O(δF). Accordingly, if η < δF, the
small-scale range of the entire turbulence spectrum appears to be inefficient in wrinkling the wave
surface due to such a smoothing mechanism and this inefficient range expands to smaller length scales
when η/δF is decreased due to an increase in u′/SL. This physical mechanism acts to reduce increasing
the wave surface area and turbulent consumption velocity with increasing u′/SL, thus, causing the
bending effect.

Indeed, filled black triangles in Figure 4 show that, in case TRW associated with the most
pronounced bending effect, the probability of finding high locally negative displacement speed Sd =
(D∇2c + W)/|∇c| of the reaction zone is strongly increased by hm if |δFhm| < 1. The probability
of Sd/SL < −1 is larger than 60% if δFhm > 2. Accordingly, if the local curvature of the reaction zone
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is positive and sufficiently high (δFhm > 1), the zone statistically tends (i) to move to products, i.e.,
to the curvature center, and, therefore, (ii) to smooth out the local wrinkle of the zone surface. If the
local curvature of the reaction zone is negative and sufficiently high (δFhm < −1), the zone moves to
reactants (the probability of finding positive Sd > SL is almost equal to unity, see red stars), i.e., to the
curvature center, and, therefore, smooths out the local wrinkle on the zone surface again.

Figure 4. Probabilities of Sd/SL < −1 (violet dashed line and black triangles) and Sd/SL > 1 (blue
dotted-dashed line and red circles), conditioned to (i) the local curvature (symbols) hm of the reaction
zone, normalized using δF, or (ii) the local total strain (lines) S2 normalized using 〈ε〉/(2ν). Case TRW.

On the contrary, violet dashed or blue dotted-dashed line shows that the probability of finding
Sd < −SL or Sd > SL, respectively, in the reaction zone (c1 ≤ c ≤c2) depends weakly on the total strain
S2=Sij Sij. This result implies that turbulent strain rates affect propagation of the reaction zone with
respect to the local flow weakly from the statistical viewpoint.

4. Discussion

The above analysis of the present DNS data indicates that the bending of 〈UT,c〉/SL(u′/SL)-curves,
computed in the case of δF > 0 (see filled symbols in Figure 2) is controlled by the bending of the
mean area of the reaction-zone surface as a function of u′/SL (see dotted-dashed lines in Figure 2).
The latter bending is controlled by the following physical mechanism. When a reaction front has
a negligible thickness, turbulent eddies of various scales can wrinkle the front surface, increase its
area, and, hence, increase turbulent consumption velocity. However, if the local thickness δF of the
reaction wave is comparable with or larger than the Kolmogorov length scale η, the local molecular
transport efficiently smooths out small-scale wrinkles of the reaction-zone surface. Therefore, the local
molecular transport impedes increasing the surface area due to the highest local stretch rates created
by the smallest turbulent eddies. Consequently, the turbulent consumption velocity UT is reduced
when compared to the case of the infinitely thin interface.

It is worth noting that the above analysis is consistent with DNS data by Wenzel and Peters [45],
who simulated self-propagation of a passive interface in constant-density turbulence by solving
Equation (3), where SL was substituted with SL−νSc−1 ∇·nG. Indeed, results obtained at Sc = ∞, i.e.,
using the unperturbed laminar-wave speed SL indicate a linear dependence of δAF on u′ [45], with UT

= SLδAF being very close to 〈UT,G〉 obtained by us by solving Equation (3), cf. stars with other symbols
in Figure 4 in Reference [24]. However, at Sc = 0.25 or 0.50, the bending of AF(u′)-curves reported
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in [45] is well pronounced due to the physical mechanism highlighted above, as the second term in
SL−νSc−1 ∇·nG models the smoothing effect of the curvature-induced displacement speed.

The smoothing effect emphasized in the present work differs fundamentally from the
well-recognized stretch effect [3–5]. In particular, the smoothing effect (i) is controlled by the molecular
diffusivity D of the deficient reactant and (ii) manifests itself in the reduction in AF independently
of a ratio of 〈uc〉/SL. On the contrary, the stretch effect (i) is mainly controlled by the differences in
DF, DO, and κ in the adiabatic case and (ii) manifests itself in significant variations in the mean local
consumption velocity 〈uc〉 independently of the area AF. In the present study, the stretch effect is not
pronounced, because the differences in the molecular transport coefficients are not allowed for.

At first glance, the smoothing mechanism emphasized in the present communication appears to
be similar to the smoothing effect of flame propagation, which is considered to play an important role
by fractal models of premixed turbulent combustion. For instance, the latter mechanism controls the
Gibson length scale [46]. However, there are fundamental differences between this well-known
propagation-smoothing mechanism and the diffusion-smoothing mechanism emphasized in the
present communication. For instance, first, the former and latter mechanisms are associated with the
right-hand side and the third term on the left-hand side of Equation (9), respectively. Accordingly,
a ratio of magnitudes of effects caused by the two mechanisms may be estimated as follows rwSL/D. If
the radius rw of the curvature created by the smallest-scale turbulent eddies is significantly less than
δF = D/SL, the diffusion-smoothing mechanism should dominate. Second, the propagation-smoothing
mechanism can act not only in the case of a reaction wave of a finite thickness, but also in the case
of self-propagation of an infinitely thin interface. The fact that the simulations with the G-equation
do not yield the bending effect, see open symbols and dashed lines in Figure 2, implies that the
propagation-smoothing mechanism is of minor importance under conditions of the present study. It is
also worth noting that the present results are qualitatively consistent with experimental data [47] that
indicate that the inner cut-off length scale of wrinkles on a flame surface scales as the laminar flame
thickness, rather than the Gibson length scale.

In a variable density case, the efficiency of small-scale eddies in wrinkling the reaction zone can
be reduced not only due to the smoothing mechanism emphasized in the present communication,
but also due to the disappearance of the small-scale eddies due to dilatation and an increase in the
mixture viscosity by the temperature. In order to understand what mechanism (smoothing or thermal
expansion) dominates and under which conditions, the present DNS study should be extended to
flames characterized by substantial density variations.

5. Conclusions

A DNS study of propagation of either an infinitely thin interface or a reaction wave of a nonzero
thickness in forced, constant-density, statistically stationary, homogeneous, isotropic turbulence was
performed by solving Navier–Stokes equations and either a level set or a reaction-diffusion equation,
respectively. In the latter case, the computed mean wave speed <UT,c> (i) is reduced when a ratio
L11/δF of the longitudinal integral length scale L11 of the turbulence to the laminar wave thickness
δF is decreased and (ii) is significantly lower than <UT,G> simulated in the former case, with all other
things being equal. Moreover, the following results obtained in the present work stem from the finite
thickness δF of the reaction wave.

First, the computed <UT,c>/SL(u′/SL)-curves show bending. The bending effect is less
pronounced at higher L11/δF and vanishes in the case of the infinitely thin interface.

Second, under conditions of the present study, the bending effect is controlled by a decrease in the
rate of an increase δAF in the reaction-zone-surface area with increasing u′/SL. In its turn, the bending
of the δAF(u′/SL)-curves stems from inefficiency of small-scale turbulent eddies in wrinkling the
reaction-zone surface, because small-scale wrinkles are smoothed out by molecular transport within
the local reaction wave. Such a smoothing effect is not pronounced in the case of self-propagation of
the infinitely thin interface at a constant speed SL in statistically the same turbulence.



Fluids 2019, 4, 31

Author Contributions: Data curation, R.Y.; Formal analysis, R.Y. and A.N.L.; Methodology, R.Y. and A.N.L.;
Investigation, R.Y. and A.N.L.; Software, R.Y.; Writing—original draft preparation, A.N.L.; Writing—review and
editing, R.Y. and A.N.L.

Funding: The first author (R.Y.) gratefully acknowledges the financial support by the Swedish Research Council
(VR) and the National Centre for Combustion Science and Technology (CeCOST). The second author (A.N.L.)
gratefully acknowledges the financial support by Chalmers Area of Advance Transport and the Combustion
Engine Research Center (CERC).

Acknowledgments: The simulations were performed using the computer facilities provided by the Swedish
National Infrastructure for Computing (SNIC) at Beskow-PDC Center. Some results of this work were orally
presented at the 10th Mediterranean Combustion Symposium and were reported in the Proceedings of the
Symposium, see http://ircserver2.irc.cnr.it/.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Karpov, V.P.; Sokolik, A.S. Ignition limits in turbulent gas mixtures. Proc. Acad. Sci. USSR Phys. Chem. Sect.
1961, 141, 866–869.

2. Abdel-Gayed, R.G.; Bradley, D. Dependence of turbulent burning velocity on turbulent Reynolds number
and ratio of laminar burning velocity to r.m.s. turbulent velocity. Symp. Int. Combust. 1977, 16, 1725–1735.
[CrossRef]

3. Abdel-Gayed, R.G.; Al-Khishali, K.J.; Bradley, D. Turbulent burning velocities and flame straining in
explosions. Proc. R. Soc. London A 1984, 391, 391–414. [CrossRef]

4. Bray, K.N.C.; Cant, R.S. Some applications of Kolmogorov’s turbulence research in the field of combustion.
Proc. R. Soc. London A 1991, 434, 217–240. [CrossRef]

5. Bradley, D. How fast can we burn? Symp. Int. Combust. 1992, 24, 247–262. [CrossRef]
6. Clavin, P. Dynamical behavior of premixed flame fronts in laminar and turbulent flows. Prog. Energy

Combust. Sci. 1985, 11, 1–59. [CrossRef]
7. Matalon, M. Flame dynamics. Proc. Combust. Inst. 2009, 32, 57–82. [CrossRef]
8. Klimov, A.M. Laminar flame in a turbulent flow. ZhPMTF 1963, 4, 49–58.
9. Lipatnikov, A.N.; Chomiak, J. Molecular transport effects on turbulent flame propagation and structure.

Prog. Energy Combust. Sci. 2005, 31, 1–73. [CrossRef]
10. Nivarti, G.V.; Cant, R.S. Direct numerical simulation of the bending effect in turbulent premixed flames.

Proc. Combust. Inst. 2017, 36, 1903–1910. [CrossRef]
11. Zimont, V.L. Theory of turbulent combustion of a homogeneous fuel mixture at high Reynolds number.

Combust. Explos. Shock Waves 1979, 15, 305–311. [CrossRef]
12. Klimov, A.M. Premixed turbulent flames—Interplay of hydrodynamic and chemical phenomena. In Flames,

Lasers and Reactive Systems; Bowen, J.R., Manson, N., Oppenheim, A.K., Soloukhin, R.I., Eds.; AIAA:
New York, NY, USA, 1983; Volume 88, pp. 133–146.

13. Duclos, J.M.; Veynante, D.; Poinsot, T. A comparison of flamelet models for premixed turbulent combustion.
Combust. Flame 1993, 95, 101–117. [CrossRef]

14. Gouldin, F.C. An application of fractals to modelling premixed turbulent flames. Combust. Flame 1987, 68,
249–266. [CrossRef]

15. Poinsot, T.; Veynante, D.; Candel, S. Quenching processes and premixed turbulent combustion diagrams.
J. Fluid Mech. 1991, 228, 561–606. [CrossRef]

16. Roberts, W.L.; Driscoll, J.F.; Drake, M.C.; Goss, L.P. Images of the quenching of a flame by vortex—To
quantify regimes of turbulent combustion. Combust. Flame 1993, 94, 58–69. [CrossRef]

17. Lipatnikov, A.N.; Chomiak, J. Effects of premixed flames on turbulence and turbulent scalar transport. Prog.
Energy Combust. Sci. 2010, 36, 1–102. [CrossRef]

18. Sabelnikov, V.A.; Lipatnikov, A.N. Recent advances in understanding of thermal expansion effects in
premixed turbulent flames. Annu. Rev. Fluid Mech. 2017, 49, 91–117. [CrossRef]

19. Damköhler, G. Der einfuss der turbulenz auf die ammengeschwindigkeit in gasgemischen. Z. Electrochem.
1940, 46, 601–652.

20. Venkateswaran, P.; Marshall, A.; Shin, D.H.; Noble, D.; Seitzman, J.; Lieuwen, T. Measurements and analysis
of turbulent consumption speeds of H2/CO mixtures. Combust. Flame 2011, 158, 1602–1614. [CrossRef]



Fluids 2019, 4, 31

21. Wabel, T.M.; Skiba, A.W.; Driscoll, J.F. Turbulent burning velocity measurements: Extended to extreme levels
of turbulence. Proc. Combust. Inst. 2017, 36, 1801–1808. [CrossRef]

22. Kerstein, A.R.; Ashurst, W.T.; Williams, F.A. Field equation for interface propagation in an unsteady
homogeneous flow field. Phys. Rev. A 1988, 37, 2728–2731. [CrossRef]

23. Yu, R.; Lipatnikov, A.N.; Bai, X.S. Three-dimensional direct numerical simulation study of conditioned
moments associated with front propagation in turbulent flows. Phys. Fluids 2014, 26, 085104. [CrossRef]

24. Yu, R.; Bai, X.S.; Lipatnikov, A.N. A direct numerical simulation study of interface propagation in
homogeneous turbulence. J. Fluid Mech. 2015, 772, 127–164. [CrossRef]

25. Yu, R.; Lipatnikov, A.N. Direct numerical simulation study of statistically stationary propagation of a reaction
wave in homogeneous turbulence. Phys. Rev. E 2017, 95, 063101. [CrossRef] [PubMed]

26. Yu, R.; Lipatnikov, A.N. DNS study of dependence of bulk consumption velocity in a constant-density
reacting flow on turbulence and mixture characteristics. Phys. Fluids 2017, 29, 065116. [CrossRef]

27. Eswaran, V.; Pope, S.B. An examination of forcing in direct numerical simulations of turbulence. Comput.
Fluids 1988, 16, 257–278. [CrossRef]

28. Lamorgese, A.G.; Caughey, D.A.; Pope, S.B. Direct numerical simulation of homogeneous turbulence with
hyperviscosity. Phys. Fluids 2005, 17, 015106. [CrossRef]

29. Yu, R.; Bai, X.S. A fully divergence-free method for generation of inhomogeneous and anisotropic turbulence
with large spatial variation. J. Comp. Phys. 2014, 256, 234–253. [CrossRef]

30. Bradley, D.; Lau, A.K.C.; Lawes, M. Flame stretch rate as a determinant of turbulent burning velocity.
Phil. Trans. R. Soc. London A 1992, 338, 359–387.

31. Lipatnikov, A.N.; Chomiak, J. Turbulent flame speed and thickness: Phenomenology, evaluation, and
application in multi-dimensional simulations. Prog. Energy Combust. Sci. 2002, 28, 1–74. [CrossRef]

32. Lipatnikov, A.N.; Li, W.Y.; Jiang, L.J.; Shy, S.S. Does density ratio significantly affect turbulent flame speed?
Flow Turbul. Combust. 2017, 98, 1153–1172. [CrossRef] [PubMed]

33. Burluka, A.A.; Griffiths, J.F.; Liu, K.; Orms, M. Experimental studies of the role of chemical kinetics in
turbulent flames. Combust. Explos. Shock Waves 2009, 45, 383–391. [CrossRef]

34. Fogla, N.; Creta, F.; Matalon, M. The turbulent flame speed for low-to-moderate turbulence intensities:
Hydrodynamic theory versus experiments. Combust. Flame 2017, 175, 155–169. [CrossRef]

35. Lipatnikov, A.N.; Chomiak, J.; Sabelnikov, V.A.; Nishiki, S.; Hasegawa, T. A DNS study of the physical
mechanisms associated with density ratio influence on turbulent burning velocity in premixed flames.
Combust. Theory Modelling 2018, 22, 131–155. [CrossRef]

36. Smith, K.G.; Gouldin, F.G. Turbulence effects on flame speed and flame structure. AIAA J. 1979, 17, 1243–1250.
37. Liu, C.C.; Shy, S.S.; Peng, M.W.; Chiu, C.W.; Dong, Y.C. High-pressure burning velocities measurements for

centrally-ignited premixed methane/air flames interacting with intense near-isotropic turbulence at constant
Reynolds numbers. Combust. Flame 2012, 159, 2608–2619. [CrossRef]

38. Kido, H.; Kitagawa, T.; Nakashima, K.; Kato, K. An improved model of turbulent mass burning velocity.
Memoirs Faculty Engng, Kyushu University 1989, 49, 229–247.

39. Daniele, S.; Jansohn, P.; Mantzaras, J.; Boulouchos, K. Turbulent flame speed for syngas at gas turbine
relevant conditions. Proc. Combust. Inst. 2011, 33, 2937–2944. [CrossRef]

40. Kobayashi, H.; Tamura, T.; Maruta, K.; Niioka, T.; Williams, F.A. Burning velocity of turbulent premixed
flames in a high-pressure environment. Symp. Int. Combust. 1996, 26, 389–396. [CrossRef]

41. Kobayashi, H.; Kawabata, Y.; Maruta, K. Experimental study on general correlation of turbulent burning
velocity at high pressure. Symp. Int. Combust. 1998, 27, 941–948. [CrossRef]

42. Poludnenko, A.Y.; Oran, E.S. The interaction of high-speed turbulence with flames: Turbulent flame speed.
Combust. Flame 2011, 158, 301–326. [CrossRef]

43. Sabelnikov, V.A.; Yu, R.; Lipatnikov, A.N. Thin reaction zones in highly turbulent medium. Int. J. Heat Mass
Transfer 2019, 128, 1201–1205. [CrossRef]

44. Zel’dovich, Y.B.; Barenblatt, G.I.; Librovich, V.B.; Makhviladze, G.M. The Mathematical Theory of Combustion
and Explosions; Plenum Publ. Corp.: New York, NY, USA, 1985.

45. Wenzel, H.; Peters, N. Direct numerical simulation and modeling of kinematic restoration, dissipation and
gas expansion effects of premixed flames in homogeneous turbulence. Combust. Sci. Technol. 2000, 158,
273–297. [CrossRef]



Fluids 2019, 4, 31

46. Peters, N. Laminar flamelet concepts in turbulent combustion. Symp. Int. Combust. 1986, 21, 1231–1249.
[CrossRef]

47. Gülder, Ö.L.; Smallwood, G.J. Inner cutoff scale of flame surface wrinkling in turbulent premixed flames.
Combust. Flame 1995, 103, 107–114. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).





fluids

Article

Effects of Lewis Number on the Evolution of
Curvature in Spherically Expanding Turbulent
Premixed Flames

Ahmad Alqallaf 1, Markus Klein 2 and Nilanjan Chakraborty 1,*

1 School of Engineering, Newcastle University, Newcastle-Upon-Tyne NE1 7RU, UK;
A.K.E.R.H.Alqallaf2@newcastle.ac.uk

2 Department of Aerospace Engineering, Bundeswehr University Munich, LRT1, Werner-Heisenberg-Weg 39,
85577 Neubiberg, Germany; markus.klein@unibw.de

* Correspondence: nilanjan.chakraborty@ncl.ac.uk; Tel.: +44-191-208-3570

Received: 30 November 2018; Accepted: 11 January 2019; Published: 16 January 2019

Abstract: The effects of Lewis number on the physical mechanisms pertinent to the curvature
evolution have been investigated using three-dimensional Direct Numerical Simulation (DNS) of
spherically expanding turbulent premixed flames with characteristic Lewis number of Le = 0.8,
1.0 and 1.2. It has been found that the overall burning rate and the extent of flame wrinkling increase
with decreasing Lewis number Le, and this tendency is particularly prevalent for the sub-unity Lewis
number (e.g., Le = 0.8) case due to the occurrence of the thermo-diffusive instability. Accordingly,
the Le = 0.8 case has been found to exhibit higher probability of finding saddle topologies with large
magnitude negative curvatures in comparison to the corresponding Le = 1.0 and 1.2 cases. It has
been found that the terms in the curvature transport equation due to normal strain rate gradients and
curl of vorticity arising from both fluid flow and flame normal propagation play pivotal roles in the
curvature evolution in all cases considered here. The net contribution of the source/sink terms of
the curvature transport equation tends to increase the concavity and convexity of the flame surface
in the negatively and positively curved locations, respectively for the Le = 0.8 case. This along
with the occurrence of high and low temperature (and burning rate) values at the positively and
negatively curved zones, respectively acts to augment positive and negative curved wrinkles induced
by turbulence in the Le = 0.8 case, which is indicative of thermo-diffusive instability. By contrast,
flame propagation effects tend to weakly promote the concavity of the negatively curved cusps,
and act to decrease the convexity of the highly positively curved bulges in the Le = 1.0 and 1.2
cases, which are eventually smoothed out due to high and low values of displacement speed Sd at
negatively and positively curved locations, respectively. Thus, flame propagation tends to smoothen
the flame surface in the Le = 1.0 and 1.2 cases.

Keywords: Lewis number; flame curvature; iso-scalar non-material surfaces; turbulent premixed
spherical flame

1. Introduction

Spherically expanding turbulent premixed flames are of fundamental importance in Spark Ignition
(SI) engines and for understanding accidental explosions. Hence, they are often used as a canonical
configuration for laboratory-scale experiments [1–9] and numerical investigations [10–31]. The role
of mean flame curvature [20–22,26] on Flame Surface Density (FSD) [20,25] and Scalar Dissipation
Rate (SDR) [25,27], which are central to determine the fuel burning rate, has been demonstrated in
several previous DNS studies on ignition kernels [11,22] and spherically expanding flames [15,17–27].
Moreover, LES of spherical flames using the flame wrinkling factor [14,16], FSD [27,29] and
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combined FSD-probability density function (PDF) [28] sub-grid closures, and Reynolds Averaged
Navier–Stokes (RANS) simulations using various combustion modelling approaches [10,13,30] showed
good agreement with experimental measurements. However, several analyses [20–22,24,27,30,31]
demonstrated that there are significant differences between statistically planar and spherical flames,
specifically in terms of flame propagation and fuel burning rate. Although these past studies provided
important physical insights on spherical flames, they seldom considered thermo-diffusive effects
arising from differential diffusion of heat and mass, characterised by Lewis number Le (i.e., ratio of
thermal and mass diffusivities). The presence of thermo-diffusive instabilities augments the burning
rate as demonstrated in experiments [4,5] and thus spherical flames in lean hydrogen–air mixture
grow quicker compared to those in hydrocarbon–air mixture under statistically similar turbulent flow
conditions. The necessity to include these effects was demonstrated by computing stoichiometric and
fuel-lean hydrogen–air and methane–air spherical flames [30,31].

The flame wrinkling is often characterised in terms of flame front curvature distribution,
which plays a key role in determining the local flame propagation behaviour. This is reflected in the
correlation between displacement speed Sd and curvature κm [21,22,24,32–41]. Moreover, in non-unity
Lewis number flames the consumption speed Sc also demonstrates correlation with local flame
curvature κm [42]. Furthermore, tangential strain rate and curvature have been found to be negatively
correlated for small turbulence intensities and the strengths of the correlations of tangential strain rate
and flame speed with curvature weaken with increasing turbulence intensity. The flame curvature
κm is also known to affect the curvature and propagation terms in the Surface Density Function
(SDF = |∇c| with c being the reaction progress variable) transport equation [43–50], which in turn
influence the evolutions of FSD and SDR [27,29–31,50]. It has been demonstrated in several previous
analyses [27,39,44,47] that the curvature dependences of displacement speed, temperature and SDF are
influenced by the characteristic Lewis number Le, and thus it is expected that the curvature evolution
is also likely to be affected by Le.

Pope [51] derived a transport equation for a parameterised surface and recently, Dopazo et al. [52]
derived a transport equation of flame front curvature κm and analysed the statistical behaviours of the
different terms of this transport equation for passive scalar mixing without the effects of heat release.
This analysis has been extended by Cifuentes et al. [53] to analyse the statistical behaviours of the
terms in the curvature transport equation in a bluff-body stabilised turbulent premixed flame burner
configuration using a flame-resolved high-fidelity simulation. However, the effects of characteristic
Lewis number on the flame curvature evolution in a configuration with a non-zero mean curvature,
as in the case of spherically expanding turbulent premixed flames, are yet to be analysed in detail.
For example, the reasons for the differences in flame topology in terms of curvature distribution in
response to the variation of Le, and the predominance of positively curved bulges and the presence
of intermediate sharply negatively curved cusps between positively curved bulges for the Le < 1
flames have not been sufficiently explained in the existing literature. This distribution has strong
implications on the augmentation of flame wrinkling and overall burning rate with decreasing
Lewis number [39,42,44,54–58]. Thus, it is important to gain a better understanding of the curvature
evolution in the presence of thermo-diffusive instabilities and their interrelation with flame shape
and propagation in order to be able to derive high fidelity models, which can predict the non-unity
Lewis number effects on premixed turbulent combustion. The flame curvature transport equation in
Cartesian coordinates is a relatively new concept and the effects of thermo-diffusive instabilities on
curvature transport are yet to be understood in detail. In order to address the aforementioned deficits
in the existing literature, the statistical behaviours of the curvature transport have been analysed in
this paper for statistically spherical flames with characteristic Lewis numbers Le = 0.8, 1.0 and 1.2.
In this respect, the main objectives of this paper are:

1. To demonstrate the effects of Lewis number on the terms of the transport equation of flame
curvature κm in spherically expanding turbulent premixed flames.
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2. To identify the mechanisms, which lead to the effects of thermo-diffusive instability
(i.e., augmentation of burning rate and flame wrinkling and a positive correlation between
local burning rate and flame curvature) in the flames with Le < 1.

The mathematical and numerical background pertaining to this analysis are presented in the next
two sections of this paper. Following that, the results will be presented and subsequently discussed.
The main findings will be summarised and conclusions are drawn in the final section of this paper.

2. Mathematical Background

In the current analysis, the chemical mechanism has been simplified by a single-step irreversible
reaction so that the effects of characteristic Lewis number Le can be investigated in isolation, as done
in several previous analyses [39–42,44,54–58]. The present analysis considers three characteristic Lewis
numbers Le = 0.8, 1.0 and 1.2 following previous analyses [39–42,44,54–58]. Furthermore, the current
analysis only focuses on Lewis number effects (i.e., differential diffusion of heat and mass) and not the
differential diffusion between species.

In the case of non-unity Lewis number flames, the scalar field can be characterised by the reaction
progress variable c and non-dimensional temperature θ, which are defined as:

c =
YR0 − YR

YR0 − YR∞
(1)

θ =
(T − T0)

(Tad − T0)
(2)

where YR is the mass fraction of a suitable reactant which is used for defining the reaction progress
variable. The subscripts 0 and ∞ are used to refer to values in the unburned gas and fully
burned products, respectively. In Equation (2), T, T0 and Tad denote the dimensional temperature,
unburned gas temperature and adiabatic flame temperature, respectively.

The transport equation of the reaction progress variable c(x, t) is given by:

∂c
∂t

+ uj
∂c
∂xj

=
1
ρ

∂

∂xj

(
ρDc

∂c
∂xj

)
+

.
wc =

1
ρ

∂

∂xN

(
ρDc

∂c
∂xN

)
+ Dc

∂c
∂xN

ni,i +
.

wc (3)

where uj is the jth component of the flow velocity, ρ is the fluid density, Dc is the diffusivity of c and
.

wc is chemical reaction rate. The reaction rate
.

wc variation with c for the present thermo-chemistry
is shown in Figure 1 of ref. [59] and thus will not be repeated in this paper. The flame normal vector,
n, of a c iso-surface is defined as:ni = −(∂c/∂xi)/|∇c| = −c,i/|∇c| = c,i/(∂c/∂xN), where xN is the
coordinate in the normal direction to the iso-surface. The quantity, ni,i/2 = 0.5∂ni/∂xi = κm is the
mean value of two principal curvatures of the iso-surface and will henceforth be referred to as the
flame curvature in this paper. According to the convention used here, the flame normal points towards
the reactants and the flame surface has a positive (negative) curvature where it is convex (concave) to
the reactants. The transport equation of c(x, t) can alternatively be presented in the kinematic form
as [21,22,24,32–41]:

∂c
∂t

+ uj
∂c
∂xj

= Sd|∇c| (4)

where Sd is the displacement speed, which is expressed as [21,22,24,32–41]:

Sd(x, t) =
1

ρ|∇c|
∂

∂xN

(
ρDc

∂c
∂xN

)
− 2Dcκm +

.
wc

|∇c| (5)
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(a) (b) (c) 

Figure 1. Instantaneous isosurfaces of reaction progress variable c = 0.8 colored by non-dimensional
temperature θ (a), local values of normalised curvature κm × δth (b) and normalised Gauss curvature
κg × δ2

th (c) for cases with Le = 0.8, 1.0 and 1.2 (1st–3rd row).

Differentiating Equation (3) with respect to xi yields [52,53]:

1
|∇c|

(
∂|∇c|

∂t
+ vc

j
∂|∇c|

∂xj

)
= −nivc

j,inj (6)

∂ni
∂t

+ vc
j
∂ni
∂xj

= −(δij − ninj
)
Sc

jknk + Wc
ijnj; (7)

where vc
j = uj + Sdnj is the jth component of local propagation velocity of a given c isosurface.

The quantity nivc
j,inj = niSc

ijnj = ac
N = aN + ∂Sd/∂xN is often referred to as the total or effective

normal strain rate [46,48,49,53,56,57], whereas aN = niSijnj is the fluid-dynamic normal strain rate and
∂Sd/∂xN is an added normal strain rate induced by flame propagation [46,48,49,53,60,61]. The gradient
of the flame propagation velocity vc

j takes the following form [52,53]:
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1
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+ Sd

1
2
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∂nj
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)
= Sc
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ij

(8)

Table 1 presents the nomenclature associated with Equation (8), where the total strain rate and
rotation rate tensors are expressed as Sc

ij = Sij + Sa
ij and Wc

ij = Wij +Wa
ij respectively [52,53]. The strain

rate Sij and rotation rate Wij tensors originate due to the fluid motion, and the additional strain rate Sa
ij

and rotation Wa
ij rate tensors originate due to the gradients of spatially dependent Sd.
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Table 1. Nomenclature associated with the velocity gradient tensor vc
i,j of an iso-surface element.

Description Term

Total strain rate tensor Sc
ij = 0.5

(
∂vc

i /∂xj + ∂vc
j /∂xi

)
Total rotation rate tensor Wc

ij = 0.5
(

∂vc
i /∂xj − ∂vc

j /∂xi

)
Flow strain rate tensor Sij = 0.5

(
∂ui/∂xj + ∂uj/∂xi

)
Flow rotation rate tensor Wij = 0.5

(
∂ui/∂xj − ∂uj/∂xi

)
Added strain rate tensor

Sa
ij = 0.5[

(
∂Sd/∂xj

)
ni + (∂Sd/∂xi)nj

]
︸ ︷︷ ︸

Space dependence of Sd

+ Sd0.5
(

∂ni/∂xj + ∂nj/∂xi

)
︸ ︷︷ ︸

Propagating curved iso−c

Added rotation rate tensor
Wa

ij = 0.5[
(

∂Sd/∂xj

)
ni − (∂Sd/∂xi)nj]︸ ︷︷ ︸

Space dependence of Sd

+ Sd0.5
(

∂ni/∂xj − ∂nj/∂xi

)
︸ ︷︷ ︸

Propagating curved iso−c

Taking the derivative with respect to xi on both sides of Equation (7) yields a transport equation
of κm = 0.5(κ1 + κ2) = 0.5ni,i (with κ1 and κ2 being the two principal curvatures) [52,53]:

∂κm
∂t + vc

j
∂κm
∂xj

=
aN(ni,i)

2︸ ︷︷ ︸
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+
1
2
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T2
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T3

−1
2

∂Sij

∂xi
nj︸ ︷︷ ︸

T4

+
1
2

∂Wij

∂xi
nj︸ ︷︷ ︸

T5︸ ︷︷ ︸
f low terms

+
1
2

∂Sd
∂xN

ni,i︸ ︷︷ ︸
T6

+
1
2

∂2Sd
∂xN2︸ ︷︷ ︸
T7

−Sa
ijnj,i︸ ︷︷ ︸
T8

−1
2

∂Sa
ij

∂xi
nj︸ ︷︷ ︸

T9

+
1
2

∂Wa
ij

∂xi
nj︸ ︷︷ ︸

T10︸ ︷︷ ︸
added terms

(9)

The terms T1−5 arise due to fluid motion, whereas T6−10 originate due to flame propagation.
The positive (negative) contributions of these terms tend to increase the convexity (concavity) of
iso-surfaces. The physical significances of the terms on the right side of Equation (9) are summarised
in Table 2.

Table 2. Description of the various terms in the curvature transport Equation (9).

Flow Terms Added Terms

Terms Description Terms Description

T1
Contribution due to curvature and flow
normal strain rate correlation T6

Term due to curvature and added normal
strain rate correlation

T2
Contribution due to flow normal strain rate
normal variation T7

Contribution due to added normal strain
rate normal variation

T3 Flow stretching term T8 Added stretching term
T4 Contribution of flow strain rate gradients T9 Contribution of added strain rate gradients
T5 Contribution of flow vorticity curl T10 Contribution of added vorticity curl

It can be appreciated from Equation (9) that curvature transport depends mainly on the statistics
of fluid velocity/vorticity, scalar gradient and displacement speed. It has been demonstrated in the
past that displacement speed statistics from simple chemistry [38–41,45] and detailed chemistry [32–37]
DNS are qualitatively similar. The same is true for the statistics of the reactive scalar gradient obtained
from simple chemistry [43–45,62] and detailed chemistry [47,62] DNS studies. Moreover, the vorticity
and sub-grid flux statistics obtained from simple chemistry [59,63,64] DNS are found to be qualitatively
consistent with those obtained from detailed chemistry [65,66] DNS. Furthermore, several models
developed based on simple chemistry data [64,67,68] have been found to perform equally well in the
context of detailed chemistry and transport [66,69,70].
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3. Numerical Implementation

In the present analysis, DNS simulations of spherically expanding turbulent premixed flames with
Le = 0.8, 1.0 and 1.2 have been carried out using a well-known compressible code SENGA [71] where
the conservation equations of mass, momentum, energy and reaction progress variable have been
solved in non-dimensional form. The Le = 0.8 case is representative of hydrogen-blended methane-air
mixtures (e.g., 10% by volume hydrogen blended methane-air flames with overall equivalence ratio
of 0.6) and the Lewis number 1.2 case is representative of a hydrocarbon-air mixture involving a
hydrocarbon fuel which is heavier than methane (e.g., ethylene-air mixture with equivalence ratio
of 0.7) [72,73]. The unity Lewis number flames are analogous to the stoichiometric methane-air
flame [72,73]. The spatial discretisation for internal grid points has been carried out using a 10th
order central difference scheme and the order of differentiation decreases gradually to a one-sided
2nd order scheme at the non-periodic boundaries [71]. The time-advancement has been carried
out using a 3rd order explicit Runge–Kutta scheme [74]. The computational domain is taken to
be a cube of 58.10δth × 58.10δth × 58.10δth (where δth = (Tad − T0)/max|∇T|L is the thermal flame
thickness and the subscript ‘L’ is used to refer to conditions in the unstrained laminar premixed flame),
which is discretised by a uniform Cartesian grid of 650 × 650 × 650. In all the cases considered here,
the boundaries of the computational domain are taken to be partially non-reflecting and are specified
using the Navier–Stokes Characteristic Boundary conditions (NSCBC) technique [75]. The reacting
scalar fields obtained from a steady state unstrained laminar flame have been utilised to create a
burned gas sphere with its centre initially at the centre of the domain. This reacting scalar field is
allowed to evolve in a quiescent environment at least for one chemical time scale (i.e., t = δth/SL).
For all simulations, standard values are taken for Prandtl number Pr and Zel’dovich number
β = Tac(Tad − T0)/T2

ad (i.e., Pr = 0.7 and β = 6.0 with Tac being the activation temperature) and the
heat release parameter τ = (Tad − T0)/T0 is taken to be 4.5 for all cases considered here. The spherical
laminar flame kernels for different Lewis numbers with a normalised radius of rSL/αT0 = 10.6 (where
αT0 is the thermal diffusivity of the unburned gas) based on the region corresponding to c ≥ 0.85
have been considered as the initial condition for turbulent simulations. A standard pseudo-spectral
method [76] has been adopted to initialise homogeneous isotropic turbulent velocity fluctuations
following the model spectrum by Pope [77]. For all cases the initial values of the normalised
root-mean-square velocity fluctuation and longitudinal integral length scale are given by: u′/SL = 7.5
and l/δth = 4.58, respectively. These values of u′/SL and l/δth are representative of the thin reaction
zones regime of combustion according to the regime diagram by Peters [78]. All the turbulent
simulations have been continued for 2 initial eddy turnover times (i.e., t = l/

√
k where k is the

turbulent kinetic energy based on the whole domain), which is equivalent to 1.0 chemical timescale
(i.e., tchem = δth/SL). By this time, the turbulent kinetic energy was not varying rapidly with time and
u′ decayed by 40% in comparison to its initial value.

4. Results and Discussion

4.1. Curvature Characterisation

The flame topology is often characterised by the mean of principal curvatures
(i.e., κm = 0.5(κ1 + κ2)) and Gauss curvature κg = κ1κ2 [79] where κ1 and κ2 are the principal
curvatures. The c = 0.8 isosurface coloured by local values of non-dimensional temperature θ,
normalised mean curvature κm × δth and normalised Gauss curvature κg × δ2

th for the Le = 0.8, 1.0 and
1.2 flames are shown in Figure 1. It is worth noting that the reaction rate

.
wc assumes maximum value

close to c = 0.8 for the present thermochemistry and this isosurface can be taken to be the flame
surface for the purpose of this analysis.

It is evident from Figure 1 that the extent of wrinkling and burned gas volume increase with
decreasing Le, and especially the occurrences of saddle point topologies (i.e., κg < 0) and sharply
negatively curved cusps (i.e., large magnitudes of negative κm) increase with decreasing Lewis number.
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The augmentation of flame wrinkling with decreasing Le has implications on the extent of burning and
flame surface area, which can be substantiated from Table 3 where the normalised volume-integrated
burning rate ΩT/ΩL and flame surface area AT/AL are listed. Here, Ω and A are evaluated by
volume-integrals Ω =

∫
V ρ

.
wcdV and A =

∫
V |∇c|dV, respectively and the subscripts T and L refer

to the values in turbulent flame and initial laminar flame kernels, respectively. The fresh reactants
diffuse faster into the reaction zone than the rate at which heat diffuses out in the Le = 0.8 flame.
This gives rise to higher burning rate in the Le = 0.8 flame than in the corresponding unity Lewis
number case. The diffusion of reactants is slower into the reaction zone than the rate at which heat
diffuses out in the Le = 1.2 flame, which in turn reduces the burning rate in the Le = 1.2 case than
in the corresponding unity Lewis number case. This is qualitatively consistent with several previous
findings [1,39,41,42,44,54–58].

Table 3. Lewis number dependence of the normalised volume-integrated burning rate ΩT/ΩL and
flame surface area AT/AL when the statistics were extracted.

Le ΩT/ΩL AT/AL

0.8 13.75 13.22
1.0 6.86 7.30
1.2 3.86 4.66

It can be seen from Figure 1 that high temperature zones are associated with positive κm values in
the Le = 0.8 case, whereas the high temperature zones are associated with negatively curved zones
(i.e., κm < 0) in the Le = 1.2 case. The non-dimensional temperature θ remains uniform and equal
to 0.8 (i.e., θ = c = 0.8) on the c = 0.8 isosurface in the unity Lewis number case. The statistically
spherical flames have predominantly positive curvatures where the combination of strong focussing
of reactants and weak defocussing of heat gives rise to high reaction rate in the positively curved
regions in the Le = 0.8 flame. Just the opposite mechanisms lead to low reaction rate at the negatively
curved regions in the Le = 0.8 flame. This also gives rise to θ > c at the positively curved locations
in the Le = 0.8 flame. As a result of this, the Le = 0.8 case exhibits stable positively curved bulges
with large radius of curvature separated by sharply negatively curved cusps. In the Le = 1.2 case,
the focussing of heat is faster than the defocussing of reactants at the negatively curved locations,
which increases the reaction rate magnitude in these locations and may give rise to local occurrences
of θ > c. Thus, the sharply negatively curved pockets burn faster in the Le = 1.2 case and as a result
sharp negatively curved cusps with small radius of curvature are unlikely to survive in this case.
The unity Lewis number case is thermo-diffusively neutral and thus, for low-Mach number adiabatic
conditions, the non-dimensional temperature θ remains equal to the reaction progress variable.

The high temperature values at the positively curved zones significantly increase the fuel
consumption rate per unit area in the turbulent Le = 0.8 case in comparison to the corresponding
unstrained laminar flame value and this gives rise to a ΩT/ΩL value, which is greater than AT/AL.
The consumption rate per unit area in the turbulent Le = 1.0 case remains comparable to the
corresponding unstrained laminar flame value and thus ΩT/ΩL and AT/AL remain close to each other.
The combination of strong thermal diffusion and weak diffusion of reactants into the reaction zone
reduces the consumption rate per unit area in the positively stretched zones in turbulent Le = 1.2 case in
comparison to the corresponding unstrained laminar flame value, which results in ΩT/ΩL < AT/AL
in this case.

The probability density functions (PDFs) of normalised curvature κm × δth for different
c-isosurfaces across the flame front are shown in Figure 2. It is evident from Figure 2 that the width of
the curvature PDFs tends to increase with decreasing Lewis number due to increased flame wrinkling
with decreasing Lewis number Le. The most probable value of κm has been found to be close to zero
for all flame kernels considered here but the mean value of κm remains positive due to the statistically
spherical configuration. In the Le ≥ 1 flames, the PDFs of normalised curvature κm × δth remain
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almost symmetric around κm × δth = 0 towards the unburned gas side of the flame front (e.g., c = 0.1)
due to the strong deformation of the flame surface as a result of the interaction between energetic
eddies with the preheat zone. However, the PDFs of normalised curvature κm × δth exhibit higher
propensity to obtain positive values for the major part of flame front. It can be seen from Figure 2 that
the high magnitudes of negative κm are more frequent for the c = 0.5, 0.7 and 0.9 isosurfaces in the
Le = 0.8 case than in the corresponding Le = 1.0 and 1.2 cases. This tendency for the Le = 0.8 flame
could be a consequence of thermo-diffusive instability associated with Le < 1, where sharply negative
curved cusps with small radii of curvature are found in between positively curved bulges with large
or moderate radii of curvature.

 
(a) (b) 

 
(c) (d) 

 
(e) 

Figure 2. Probability density functions (PDFs) of κm × δth on (a–e) c = 0.1, 0.3, 0.5, 0.7 and 0.9
isosurfaces for Le = 0.8, 1.0 and 1.2.
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The Joint Probability Density Functions (JPDFs) of normalised mean curvature κm × δth and
normalised Gauss curvature κg × δ2

th for different c iso-surfaces across the flame are shown in Figure 3.
The region corresponding to κg > κ2

m on the κm − κg plane corresponds to complex principal curvature
values and thus cannot be realised in practice. The combination of κm > 0 (κm < 0) and κg > 0
corresponds to cup convex (concave) shapes. By contrast, the combination of κm > 0 (κm < 0) and
κg < 0 corresponds to saddle convex (concave) shapes. Finally, the combination of κm > 0 (κm < 0)
and κg = 0 corresponds to tile convex (concave) flame topologies. For a schematic diagram of these
topologies interested readers are referred to Figure 1 of ref. [53]. The spread of κm × δth values on both
positive and negative sides for the Le = 0.8 case is greater than that in the corresponding Le = 1.0
and 1.2 cases, which is indicative of larger extent of flame wrinkling in the Le = 0.8 case (see Figure 1
and Table 3). The highest values of joint PDFs are obtained for a positive value of κm close to κm ≈ 0,
which is consistent with the observations made from Figure 2. Figure 3 demonstrates that the joint
PDFs in the Le = 0.8 case show skewness for the negative values of κm × δth on the unburned gas side
of the flame, but the joint PDFs eventually become skewed towards the positive values of κm as the
burned gas side is approached. The distribution depicted by the joint PDF also shows a propensity to
obtain predominantly positive κm towards the burned gas side of the flame front for both Le = 1.0
and 1.2 cases but this tendency is more prevalent for the Le = 1.2 case. The high probability of finding
negatively curved cusps (κm < 0) for the Le = 0.8 case is a reflection of the thermo-diffusive instability
in this flame. Both cup and saddle topologies appear considerably for convex and concave curvatures
throughout the flame front in all cases. However, the cup like topology, whether for concave or
convex structure, is more probable than the saddle and tile topologies for all cases considered here.
The probability of finding saddle topologies decreases from the unburned to the burned gas side for
all flames considered here. Moreover, the probability of finding saddle topologies decreases with
increasing Le, which is consistent with the observations made from Figure 1.

Figure 3. Joint PDF (coloured from blue to dark red) between normalised curvature κm × δth and
normalised Gauss curvature κg × δ2

th for c = 0.3, 0.5, 0.7 and 0.9 (1st–4th column) isosurfaces for cases
Le = 0.8,1.0 and 1.2 (1st–3rd row).

The budgets of the various terms in the curvature transport equation conditional on c will be
discussed in the next section. Based on this analysis it will be possible to judge the magnitude of the
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different terms and which terms possibly balance each other. Beside this, another focus of this paper is
to establish a relation between the terms of the curvature transport equation and flame instabilities that
might occur under certain conditions. It will therefore be instructive to analyse the terms T1, . . . , T10

conditional on mean curvature in the next but one section. Only by this additional representation,
it will be possible to understand if positive or negative flame curvature elements are damped or
possibly amplified in the presence of flame instabilities.

4.2. Mean Profiles of Source/Sink Terms of the Curvature Transport Equation

The profiles of mean values of Ti × δ2
th/SL conditional on c for Le = 0.8, 1.0 and 1.2 cases are shown

in Figure 4a–c respectively. The objective of Figure 4 is to provide insights into the mean behaviour of
the terms on the right-hand side of the curvature transport equation (i.e., Equation (9)) across the flame.
It can be seen from Figure 4 that the term T1 × (δ2

th/SL), originating from the correlation between
curvature and normal strain rate, assumes weakly negative values for the major part of the flame front
for the for Le = 1.0 and 1.2 cases. In these cases, the mean value of T1 × (δ2

th/SL) remains weakly
positive towards the burned gas side of the flame front. However, the mean values of T1 × (δ2

th/SL)

remain positive throughout the flame front for the Le = 0.8 case. Therefore, the term T1 tends to
increase the convexity of iso-surface in the Le = 0.8 case, while the opposite behaviour is obtained
in the Le = 1.0 and 1.2 cases. In the Le = 1.0 and 1.2 flames the reaction progress variable gradient
∇c aligns predominantly with the most compressive principal strain rate due to stronger turbulent
straining than the strain rate arising from flame normal acceleration induced by chemical heat release.
This leads to predominantly negative normal strain rate aN = (eα cos2 θα + eβ cos2 θβ + eγ cos2 θγ)

(where eα, eβ and eγ are the most extensive, intermediate and the most compressive eigenvalues of the
strain rate tensor Sij = 0.5(∂ui/∂xj + ∂uj/∂xi) and θα, θβ and θγ are the angles of their eigenvectors
with ∇c, respectively) in the Le = 1.0 and 1.2 flames considered here. In these cases, ∇c exhibits some
tendency for local preferential collinear alignment with eα only in the heat release zone. However,
the alignment of ∇c with the most extensive principal strain rate weakens especially in the positively
curved locations due to defocussing of heat [27,39,40,43,80–82], which gives rise to a situation where
the highly negative aN values are associated with highly positively curved locations. This gives rise
to negative mean value of T1 × (δ2

th/SL) in the Le = 1.0 and 1.2 cases considered here. In the case of
Le = 0.8, the alignment of ∇c with the eigenvector associated with eα (eγ) is stronger (weaker) than the
Le = 1.0 and 1.2 cases owing to stronger heat release effects. Furthermore, the alignment of ∇c with
the eigenvector associated with eα increases in the positively curved regions due to high reaction rate
and heat release associated with these locations. As a result, high positive values of aN are obtained at
the positively curved locations in the Le = 0.8 case to yield positive mean values of T1 × (δ2

th/SL).
The mean contribution to the curvature transport due to normal gradients of the flow normal

strain rate, T2 × (δ2
th/SL) = [(∂aN/∂xN)/2]/(δ2

th/SL), assumes negative values on the reactant side
but becomes positive towards the burned gas side of the flame. The normal strain rate aN increases
gradually from the reactant side toward the product side due to the heat release and reaches its
maximum close to the reaction zone, and hence its normal gradient ∂aN/∂xN becomes zero, then it
decreases again near the product side [61]. Accordingly, the tendency of (∂aN/∂xN) < 0 is high on
the reactant side, while the opposite occurs on the product side of the flame front. Consequently,
T2 tends to act as a sink (source) term toward the reactant (product) side of the flame front. However,
the profile and the magnitude of aN change due to differential diffusion effects induced by non-unity
Lewis number [61]. This also alters the location at which the highest value of aN is obtained [61]. As a
result of this, the magnitude of T2 increases with decreasing Le and in all cases the magnitude of the
positive mean value of T2 × (δ2

th/SL) remains greater than the negative mean contribution towards the
unburned gas side.
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Figure 4. Profiles of the normalised mean values of the fluid flow induced terms (i.e., T1−5 × δ2
th/SL)

(left column) and flame propagation induced terms (i.e., T6−10 × δ2
th/SL ) (right column) of the curvature

transport equation conditional upon c for cases (a–c) Le = 0.8, 1.0 and 1.2.

The mean value of the curvature flow stretching term T3 × (δ2
th/SL) = −(Sijnj,i)(δ

2
th/SL) is found

to be positive throughout the flame brush in all cases considered here. The magnitude of T3 becomes
comparable to T2 for the Le = 1.2 case but its magnitude in comparison to T2 remains small in the
Le = 0.8 case. Using (xT1, xT2) as the local principal axes along the tangential directions on a given c
isosurface, the curvature flow stretching term can be expressed as T3 = −(S11κ1 + S22κ2), where S11

and S22 are the tangential strain rates along axes xT1 and xT2, respectively. The mean tangential strain
rate aT = S11 + S22 assumes positive values throughout the flame front for all flames considered
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here [43–49]. A positive magnitude of T3 is obtained for a combination of cup and saddle concave
iso-scalar topologies. For S11 > 0 and S22 > 0, one can obtain T3 > 0 for a cup concave structure where
κ1 < 0 and κ2 < 0 or for a saddle topology where either κ1 < 0 and κ2 > 0 when S11 > S22 or κ1 > 0
and κ2 < 0 when S11 < S22.

The statistical behaviour of the mean value of the term T4 × (δ2
th/SL) =

−{[(∂Sij/∂xi)nj]/2}(δ2
th/SL) conditional on c shows an opposite trend in comparison to that

of T2, in other words it exhibits positive contribution toward the reactant side but becomes negative on
the burned gas side. This means that the two vectors with components ∂Sij/∂xi and nj, respectively are
in the same direction on the reactant side, while they point in the opposite direction on the burned
gas side. The magnitudes of T2 and T4 are mostly comparable and remain in balance for all cases
considered here.

The normalised contribution to the curvature transport due to vorticity
gradients, T5 × (δ2

th/SL) = {[(∂Wij/∂xi)nj]/2}(δ2
th/SL), can alternatively be written

as: T5 = {[niεijk(∂ωk/∂xj)]/4}(δ2
th/SL). The mean value of T5 can be expressed as

T5 = (∂ω2/∂x1 − ∂ω1/∂x2)/4, using the local principal axes (xT1, xT2, xN) and n = (0, 0, 1),
where ω1 and ω2 are the components of the flow vorticity tangent to the c iso-surface. Thus, co-rotating
parallel vortices of different intensity and counter-rotating parallel vortices of the same intensity can
potentially curve a planar local iso-surface structure, leading to positive or negative curvatures. For the
cases considered here, the mean value of T5 shows negligible contribution throughout the flame front.

In the Le = 1.2 case, the mean values of the term T6 × (δ2
th/SL) = {(∂Sd/∂xN)ni,i/2}(δ2

th/SL)

which arises due to the correlation between (∂Sd/∂xN) and κm, exhibit positive contributions
throughout the flame front, while a weakly positive trend is seen in the Le = 1.0 case for the major part
of the flame. However, this term shows negative contribution throughout the flame in the Le = 0.8
case. It has been demonstrated elsewhere that the contributions of (∂Sd/∂xN) and aN are of same
order of magnitude but opposite in behaviour [61], and hence an opposite behaviour for the mean
values of T1 and T6 is observed. It is also worth noting that (∂Sd/∂xN) is predominantly negative and
its magnitude decreases with increasing Le [61]. Furthermore, small values of the flame thickness are
associated with the positively curved locations in the Le = 0.8 case [60], which tends to increase the
magnitude of negative (∂Sd/∂xN) at positive κm values. This leads to predominantly negative mean
contribution of T6 in the Le = 0.8 flame. By contrast, small values of the flame thickness are associated
with the negatively curved locations in the Le = 1.2 case [61], and this increases the magnitude
of negative (∂Sd/∂xN) at negative κm values, leading to positive mean values of T6. The quantity
(∂Sd/∂xN) remains weakly correlated with κm in the Le = 1.0 case [61], which leads to weak positive
mean value of this term throughout the flame front.

The normalised mean value of the term T7 × (δ2
th/SL) = [(∂2Sd/∂xN

2)/2](δ2
th/SL), due to the

normal gradient of the added normal strain rate, assumes a positive mean value towards the unburned
gas side but becomes negative toward the burned gas side of the flame. The magnitude of T7 decreases
with increasing Le. As it has been shown elsewhere [61] that the contributions of (∂Sd/∂xN) and aN are
of the same order of magnitude but opposite in sign, their normal gradients (∂2Sd/∂xN

2 and ∂aN/∂xN)
are expected to exhibit the opposite behaviour, and thus, T7 exhibits an opposite trend to T2.

In the thin reaction zones regime flames considered here, the normalised added stretching term
T8 × (δ2

th/SL) = −(Sa
ijnj,i)(δ

2
th/SL) acts as a leading order contributor in all cases where it remains

negative throughout the flame. Using the local principal axes (xT1, xT2, xN) and for n = (0, 0, 1),
one can express the term as T8 = −Sd(κ

2
1 + κ2

2), which explains the predominant negative contribution
of T8 throughout the flame front. The magnitude of T8 increases with decreasing Le due to a larger
spread of displacement speed Sd and principal curvatures κ1 and κ2 as a result of greater extent of
flame wrinkling.
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The second derivatives of Sd and ni determine the normalised mean contributions due to the
added strain rate gradients T9 × (δ2

th/SL) = −{[(∂Sa
ij/∂xi)nj]/2}(δ2

th/SL), which exhibit negative
(positive) contribution towards reactant (product) side in all cases. The mean contribution of the
added vorticity contribution term T10 = [−0.25(δij − ninj)∂

2Sd/∂xi∂xj + 0.25(∂Sd/∂xN)ni,i] remains
negligible in all cases considered here.

It can be inferred from Figure 4 that the terms T2, T4, T7, T8 and T9 are the leading order terms
of the mean curvature transport for all cases. In addition, the term T3 plays a leading order role for
the Le = 1.2 case. However, in all cases considered here, the mean contributions of T2 and T4 assume
comparable magnitudes with opposite signs and remain mostly in balance.

4.3. Mean Profiles of the Terms of the Curvature Transport Equation Conditioned Upon Curvature

The normalised mean values of flow-induced terms (i.e., T1−5) and added flame propagation
terms (i.e., T6−10) in the mean curvature transport equation conditional upon the normalised curvature
κmδth for the c = 0.8 isosurface are shown in Figure 5. It can be seen from Figure 5 that the magnitudes
of the mean values of T1−10 increase with decreasing Le. In Figure 5, the positive contributions
of the terms in the positively curved locations tend to increase the convexity of the flame surface,
whereas the negative contributions of the terms act to reduce the convexity at κm > 0. By the same
token, the positive contributions of the terms in the negatively curved locations tend to decrease the
concavity of the flame surface, whereas the negative contributions of the terms act to increase the
concavity at κm < 0.

It is evident from Figure 5 that the mean contribution of T1 = [(aNni,i)/2] assumes negative
values for κm < 0 and positive values for κm > 0 for all cases on the c = 0.8 isosurface. In the
reactive region aN assumes predominantly positive values due to predominant preferential alignment
between ∇c with the eigenvector associated with eα, and this leads to negative (positive) values of
T1 = [(aNni,i)/2] at the negatively (positively) curved zones on the flame surface.

In all cases, the term T2 exhibits negative mean values associated with κm > 0 and positive mean
values are obtained for κm < 0. The flow divergence ahead of the positively curved zones and flow
convergence ahead of the negative curved regions lead to positive mean values of T2 for κm < 0 and
negative values of T2 for κm > 0. The mean contribution of the flow stretching term T3 = −(Sijnj,i)

shows large positive values for convex topologies and weakly positive mean values for topologies with
concave curvatures in the Le = 1.0 and 1.2 cases, whereas large positive mean values of T3 are obtained
at both highly positive and negative curved locations for the Le = 0.8 case. This is in agreement
with Figure 4, which shows that the mean value of T3 conditional on c remains positive throughout
the flame. The probability of finding both cup concave and saddle concave topologies is greater in
the Le = 0.8 case than in the Le = 1.0 and 1.2 cases, where T3 can assume positive values, and thus
the mean value of T3 conditional on κm assumes large positive values in the negative curved zones.
The mean value of T4 conditional on κm shows an opposite behaviour in comparison to T2, and thus it
exhibits positive (negative) mean values for κm > 0 (κm < 0). The mean value of T5 conditioned on
curvature shows almost similar behavior to T4 but the conditional mean value of T5 remains negligible
for κm < 0.
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Figure 5. Profiles of the normalised mean values of the fluid flow induced terms (i.e., T1−5 × δ2
th/SL)

(left column) and flame propagation induced terms (i.e., T6−10 × δ2
th/SL ) (right column) of the curvature

transport equation conditional upon normalised curvature κm × δth on the c = 0.8 isosurface for cases
(a–c) Le = 0.8, 1.0 and 1.2.

The mean contributions of the additional normal strain term T6 = {(∂Sd/∂xN)ni,i/2} and the
term due to the normal gradient of the added normal strain rate T7 conditional upon curvature remain
negligible in comparison to the conditional mean values of T8, T9 and T10. The mean contribution
to the added stretching term, T8 = −(Sa

ijnj,i) conditioned on curvature plays a leading order role.
It has already been mentioned that in the coordinate aligned with principal axes of curvature, T8 can
be expressed as: T8 = −Sd(κ

2
1 + κ2

2), which implies a non-linear (e.g., cubic) curvature dependence
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of T8 due to the curvature dependence of displacement speed Sd [32–41]. Consequently in all cases
considered here, T8 exhibits an asymmetric trend with respect to κm = 0, where its negative (positive)
mean values correlating to κm < 0 (κm > 0), with κm = 0 being the inflection point for the Le = 0.8,
1.0 and 1.2 cases. However, in the Le = 0.8 case, the negative mean contribution of T8 conditioned
on κm for negatively curved regions remains much greater than the positive mean contribution in
the positively curved zones. By contrast, the positive mean contribution of T8 conditioned on κm for
positively curved regions remains much greater than the negative mean contribution in the negatively
curved zones in the Le = 1.0 and 1.2 cases. The mean contribution of the term T9 due to the added
strain rate gradients conditional upon curvature κm exhibits large positive values for topologies with
highly negative curvatures but its mean value assumes small negative values in the positively curved
zones for the Le = 1.0 and 1.2 cases. In the Le = 0.8 case, the negative mean contribution of T9

remains negligible at highly positively curved locations. The mean values of the added vorticity curl
contribution T10 conditional upon κm exhibit similar qualitative trend as that of T9.

4.4. Overall Behaviour of the Terms in the Curvature Transport Equation

Figure 6 (left column) shows the normalised mean values of net fluid flow contributions
(T1 + · · ·+ T5)× (δ2

th/SL), flame propagation induced added contributions (T6 + · · ·+ T10)× (δ2
th/SL)

and the total contribution (T1 + · · ·+ T10)× (δ2
th/SL) conditional upon the reaction progress variable c.

As T1 and T5 have negligible contributions and T4 nullifies T2, the net mean values of fluid
motion terms (T1 + · · ·+ T5)× (δ2

th/SL) follow the statistical trend of the curvature flow stretching
term T3 × (δ2

th/SL) in all cases considered here. It is evident from Figure 6 (left column) that
the net contribution of the added terms due to flame propagation (T6 + · · ·+ T10) × (δ2

th/SL)

dominates over the net contribution of the terms (T1 + · · ·+ T5)× (δ2
th/SL) arising from fluid flow.

The mean contributions of (T6 + · · ·+ T10)× (δ2
th/SL) and (T1 + · · ·+ T10)× (δ2

th/SL) remain negative
throughout the flame front for all cases. This behaviour originates because the negative contributions
of T8 and T9 dominate over the positive contribution arising from T7 on the unburned gas side,
whereas the combined negative contributions of T7 and T8 dominate over the positive contribution of
T9 on the product side of the flame front.

The statistical behaviours of the normalised mean values of flow contributions (T1 + · · ·+ T5)×
(δ2

th/SL), flame propagation induced contributions (T6 + · · ·+ T10) × (δ2
th/SL) and the total

contribution (T1 + · · ·+ T10) × (δ2
th/SL) to the curvature transport, conditioned on curvature κm

are shown in Figure 6 (right column) for the c = 0.8 isosurface. It is clear from Figure 6 (right column)
that the mean values of the flow contributions (T1 + · · ·+ T5) are negligible in comparison to the mean
values of the overall added flame propagation terms (T6 + · · ·+ T10) in the negative curved locations,
whereas the flow terms (T1 + · · ·+ T5) dominate over (T6 + · · ·+ T10) for positive curvatures in the
Le = 0.8 case. However, in the Le = 1.0 and 1.2 cases, the net mean flame propagation contribution
(T6 + · · ·+ T10) dominates over the mean contribution of the flow terms (T1 + · · ·+ T5) especially for
the highly positive and negative curvatures. It can clearly be seen that the net contribution of the
added terms induced by flame propagation conditional upon mean curvature κm shows the same trend
of the added strain rate and vorticity gradients terms T9 and T10 in the positively curved locations,
whereas the added curvature stretching term T8 determines the net mean behaviour of the added
flame propagation contribution in the negatively curved zones. Thus, the net mean contribution
of (T6 + · · ·+ T10) remains negative for both highly negative and positive curvatures. However,
the magnitudes of mean negative (T6 + · · ·+ T10) in the positively curved zones are much greater
than that in the negative curvatures in the Le = 1.0 and 1.2 cases. Just the opposite behaviour can be
seen for the Le = 0.8 case, and the magnitude of the negative mean contribution of (T6 + · · ·+ T10) at
the negatively curved locations is especially large in this case due to large negative values of T8. It is
recalled that positivity (negativity) of (T1 + · · ·+ T10) leads to increasing positivity (negativity) of mean
curvature. As a result of such an amplification of positive (negative) curvature values, the position
of flame elements in the diagrams shown in the right column of Figure 6 moves towards the right
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(left) and the opposite happens for a damping of curvature values. In other words, Figure 6 implies a
characteristic motion of the location of flame elements in this diagram until they either behave in a
neutral manner or small-scale wrinkles with characteristic length scales considerably smaller than the
inner cut-off scale are smoothed out by molecular diffusion effects.

Figure 6. Profiles of normalised mean values of the flow contributions (T1 + · · ·+ T5) × (δ2
th/SL),

flame propagation induced contributions (T6 + · · ·+ T10) × (δ2
th/SL) and the total contribution

(T1 + · · ·+ T10)× (δ2
th/SL) to the curvature transport, conditioned on the reaction progress variable c

(left column) and normalised curvature κm × δth on the c = 0.8 isosurface (right column) for cases (a–c)
Le = 0.8, 1.0 and 1.2.
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Figure 6 (right column) shows that the mean contribution of (T1 + · · ·+ T10) remains strongly
negative at negative values of κm and mildly positive at positive values of κm in the Le = 0.8 case.
However, in the Le = 1.0 and 1.2 cases, the mean contribution of (T1 + · · ·+ T10) assumes negative
values at highly positive and negative curved locations and positive values are obtained at moderately
positive curved locations. The above findings indicate that the concavity of the negatively curved
cusps, and the convexity of the positively curved bulges are promoted by the curvature transport in the
Le = 0.8 case, which is further aided by the presence of high and low temperature (and thus burning
rate) regions at positively and negatively curved regions, respectively. As a result, positively curved
bulges with large radii of curvature and intermediate negatively curved cusps with small radii of
curvature are likely to be observed in the Le = 0.8 case, which is consistent with the observations
made from Figure 1 and the expected picture of the flame surface associated with Le < 1. In the
Le = 1.0 and 1.2 cases, the negative mean contribution of (T1 + · · ·+ T10) acts to reduce the convexity
of the positively curved bulges. By contrast, the negative mean (T1 + · · ·+ T10) values at negatively
curved locations in the Le = 1.0 and 1.2 cases act to increase the concavity of the negatively curved
cusps. However, these structures are unstable and are eventually smoothed out due to increased Sd
at negatively curved locations. This effect is particularly strong in the Le = 1.2 case because of large
temperature (and thus also burning rate) at the negatively curved regions.

4.5. Relations of the Terms of the Curvature Transport Equation with Local Curvature

The mean values of T1−5 × (δ2
th/SL) conditional on κm × δth and κg × δ2

th for the Le = 0.8,
1.0 and 1.2 cases are shown in Figure 7 for the c = 0.8 isosurface. The corresponding variations
of T6−10 × (δ2

th/SL) conditional on κm × δth and κg × δ2
th on the c = 0.8 isosurface are shown in Figure 8

for these cases. Figure 7 indicates high magnitudes of T1 and T3 are mostly obtained for concave
topologies on the flame surface for the Le = 0.8 case. The same trend is seen for T1, T2 and T4 in
the Le = 1.0 and 1.2 flames. The large magnitudes of T5 are associated with the cup convex flame
topologies in all cases, and the magnitudes of these terms increase with decreasing Lewis number.

It is evident from Figure 8 that the terms T6−10 in the Le = 0.8 case show high magnitudes
for cup concave (i.e., κm < 0 and κg > 0) and saddle concave (i.e., κm < 0 and κg < 0) topologies.
However, large magnitudes of these terms are mostly obtained for cup convex and saddle convex
flame topologies in the Le = 1.0 and 1.2 cases. Moreover, large negative magnitudes of T8 and large
positive magnitudes of T9 and T10 can be discerned for small (both positive and negative) values of κg

for weakly negatively curved zones (i.e., κm < 0) in the Le = 1.0 case.

4.6. Modelling Implications

It can be seen from Figures 4–8 that the net flame propagation contribution to the curvature
κm transport plays significant roles for all flames considered here. This suggests that displacement
speed Sd is not only interlinked with curvature (i.e., a negative correlation exists between Sd and
κm [32–41]) but it also affects flame wrikling through the curvature evolution. Moreover, it was
demonstrated elsewhere [67,69,83–86] that the curvature κm and its interrelation with displacement
speed Sd plays a key role in the Flame Surface Density (FSD) and scalar dissipation rate (SDR)
transports. Furthermore, the analysis of curvature evolution also reveals that the displacement speed
induced terms are principally responsible for the generation of negatively curved cusps in the flames
with Le < 1.
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Figure 7. Variations of the mean values of T1−5 × (δ2
th/SL) (1st–5th row) conditional on κm × δth and

κg × δ2
th for Le = 0.8, 1.0 and 1.2 flames (1st–3rd column) for c = 0.8 isosurface.
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Figure 8. Variations of the mean values of T6−10 × (δ2
th/SL) (1st–5th row) conditional on κm × δth and

κg × δ2
th for Le = 0.8, 1.0 and 1.2 flames (1st–3rd column) for c = 0.8 isosurface.

5. Conclusions

The effects of characteristic Lewis number on the statistical behaviours of the different terms of
the curvature transport equation have been analysed based on three-dimensional compressible DNS
data of spherically expanding turbulent premixed flames with Le = 0.8, 1.0 and 1.2. The statistically
spherical flames with Le = 0.8, 1.0 and 1.2 had the same initial radius before they were allowed to
interact with initially homogeneous isotropic decaying turbulence. It has been found that the flame
surface area and volume-integrated burning rate increase with decreasing Le, which is consistent with
several previous findings. The greater extent of flame wrinkling in the Le = 0.8 case is reflected in
the wider range of both positive and negative curvatures than in the corresponding Le = 1.0 and 1.2
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cases where the joint PDF remains almost symmetrical about κm = 0 on the reactant side, but skews
gradually toward positive values of κm in the reaction and hot product zones. The PDFs of curvature
for the Le = 0.8 case show higher probabilities of finding sharply negatively curved cusps than in the
corresponding Le = 1.0 and 1.2 cases. Moreover, the saddle topologies have been found to be more
frequent in the Le = 0.8 case than in the other cases considered in this analysis.

It has been found that the mean contributions of flame normal gradient of normal strain
rate and the added strain rate due to flame displacement speed (i.e., T2 and T9) assume negative
values (i.e., promote concavity of the flame surface) towards the unburned gas and positive values
(i.e., promote convexity of the flame surface) on the burned gas side of the flame. By contrast, the mean
contributions arising from flow strain rate gradient and the flame normal gradient of the added strain
rate (i.e., T4 and T7) tend to promote positive and negative curvatures on reactant and product sides of
the flame. The mean added curvature stretch term T8 exhibits negative mean values throughout the
flame, while the curvature flow stretching term T3 remains positive throughout the flame front.

The mean added curvature stretch term T8 conditional on curvature shows different behaviour
in response to the changes in Le. The added curvature stretch term T8 shows negative mean values
for κm < 0 and negligible mean value of T8 is obtained for κm > 0 in the Le = 0.8 case but positive
(negative) mean values of T8 are obtained for positive (negative) κm values in the Le = 1.0 and 1.2 cases.
The mean value of curvature flow stretching term T3 remains positive for both κm > 0 and κm < 0
but the magnitude of T3 associated with κm < 0 increases significantly with decreasing Le. The terms
due to normal gradient of added strain rate T9 and the curl of added vorticity T10 assume positive
(negative) values for negative (positive) κm values. The net mean contribution of the terms arising
from flame propagation (i.e., (T6 + · · ·+ T10)) dominates over the net mean contribution of the terms
due to background fluid motion (i.e., (T1 + · · ·+ T5)) for the negatively curved locations but the
opposite behaviour has been observed for the positively curved zones in the Le = 0.8 case. However,
in the Le = 1.0 and 1.2 cases the net mean flame propagation contribution (T6 + · · ·+ T10) dominates
over the mean contribution of the flow terms (T1 + · · ·+ T5) especially for high magnitudes of κm.
For the Le = 1.0 and 1.2 cases, the net mean contribution of (T1 + · · ·+ T10) remains negative for
high positive curvatures but this contribution assumes weak negative values for negatively curved
regions. By contrast, in the Le = 0.8 case, the net mean contribution of (T1 + · · ·+ T10) assumes
negative values for κm < 0 and mild positive values are obtained for κm > 0, which is indicative of
promoting sharply negatively curved cusps and positively curved bulges with large radii of curvature.
This tendency is further augmented by high temperatures (also burning rates) in the positively curved
and low temperatures (also burning rates) in the negatively curved regions in the Le = 0.8 case,
which is expected in the presence of thermo-diffusive instability. By contrast, highly positively curved
bulges are not promoted in the Le = 1.0 and 1.2 cases, and weak negative mean contributions of
(T1 + · · ·+ T10) at the negatively curved zones tend to produce negatively curved cusps which are
eventually smoothed by large values of Sd in these regions. Thus, flame propagation tends to smoothen
the flame wrinkles induced by turbulence in the Le = 1.0 and 1.2 cases and this effect is stronger in the
Le = 1.2 case due to high temperature (and thus high reaction rate) at the negatively curved regions.
Furthermore, it has been found that flame propagation plays a pivotal role in the curvature evolution
irrespective of the characteristic Lewis number and thus the interrelation between displacement speed
and curvature needs to be explicitly accounted for in the context of FSD and SDR closures, especially in
order to predict thermo-diffusive instability effects for Le < 1 flames. This model development along
with further analysis of curvature evolution using detailed chemistry and transport-based DNS data
will form the basis of further investigations.
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Abstract: Combustion will play a major part in fulfilling the world’s energy demand in the next
20 years. Therefore, it is necessary to understand the fundamentals of the flame–wall interaction
(FWI), which takes place in internal combustion engines or gas turbines. The FWI can increase heat
losses, increase pollutant formations and lowers efficiencies. In this work, a Large Eddy Simulation
combined with a tabulated chemistry approach is used to investigate the transient near wall behavior
of a turbulent premixed stoichiometric methane flame. This sidewall quenching configuration
is based on an experimental burner with non-homogeneous turbulence and an actively cooled
wall. The burner was used in a previous study for validation purposes. The transient behavior
of the movement of the flame tip is analyzed by categorizing it into three different scenarios: an
upstream, a downstream and a jump-like upstream movement. The distributions of the wall heat
flux, the quenching distance or the detachment of the maximum heat flux and the quenching point
are strongly dependent on this movement. The highest heat fluxes appear mostly at the jump-like
movement because the flame behaves locally like a head-on quenching flame.

Keywords: sidewall quenching; LES; premixed methane; flame–wall interaction; FGM

1. Introduction

The world’s primary energy demand will be increasing about 30% in the next 20 years, and 75%
of this demand will be provided by combustion [1,2]. Since resources are limited and combustion can
cause pollution, it is necessary to better understand the fundamentals. One important field, in which
research is required, is the flame–wall interaction (FWI). Due to technical improvements, e.g., of internal
combustion engines or gas turbines, its relevance rises [3,4]. Here, the reaction zone of the flame
gets close to cold walls and quenches. This reduces efficiencies and increases pollution formation [5].
The FWI can be subdivided into two canonical configurations, namely head on quenching (HOQ) and
sidewall quenching (SWQ) [5]. In the latter case, the flame moves perpendicular along the wall and
only the flame tip is affected. In case of HOQ, the flame moves parallel towards the wall and the whole
flame quenches. The dimensionless quantities for the quenching distance and heat flux differ clearly in
both cases. Because of the importance of the FWI, an SWQ configuration is considered in this work.

In terms of premixed conditions, SWQ has been widely studied theoretically, experimentally and
numerically. Primarily, fuels like hydrogen and gaseous hydrocarbons, such as methane, ethylene,
propane or butane, were used. The most simple fuel, but experimentally difficult to handle, is hydrogen.
It was investigated by Cheng et al. [6] for an experimental turbulent boundary layer over a heated
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wall. They determined the limits of the reactions near the wall depending on the equivalence ratio.
A more recent study regarding hydrogen combustion was conducted by Gruber et al. [7]. Within their
three-dimensional direct numerical simulation (DNS), the authors used detailed chemistry (DC). Their
data suggests that near-wall coherent turbulent structures are important for the wall heat flux and that
the heat release rate at the wall is strongly controlled by exothermic radical recombination reactions.
However, hydrogen behaves differently than hydrocarbon based fuels because it has a much higher
consumption speed and it will not be investigated in this current work.

The effect on the quenching layer thickness of different hydrocarbons with variations in the
equivalence ratio and different wall conditions was researched by Saffman [8]. The investigations of
Lu et al. [9] and Ezekoye et al. [10] used different fuels and equivalence ratios as well, but in a constant
volume chamber. They measured the unsteady heat transfer during SWQ. Boust et al. [11] developed a
thermal formulation for single-wall quenching without any empirical coefficients. This formulation
is based on experimental data and is applicable for lean and stoichiometric methane/air mixtures in
a pressure range from 0.05–0.35 MPa. DNS studies combined with a single step mechanism, which
mimics a lean methane flame with an inlet temperature of 600 K were carried out by Alshaalan
and Rutland [12,13]. They investigated a V-shaped flame in a weakly turbulent Couette flow.
Nevertheless, the number of simulations with a chemistry treatment beyond single step mechanisms
for hydrocarbons is sparse and most turbulent premixed FWI investigations were focused on the HOQ
configuration.

In the present numerical study, an SWQ burner configuration is investigated, which is based
on the experimental design of Jainski et al. [14,15]. In the experimental setup, a premixed V-shaped
flame interacts with a cooled wall under laminar and turbulent conditions. First numerical results for
both cases have been already provided by Heinrich et al. [16,17] with a highly-resolved (large eddy
simulation) LES with DNS-like spatial resolution. The turbulent and laminar cases were compared
and analyzed with each other and the experiments. The global structure of the flame, the flame
position, the temperature field and the velocities are given correctly by the methods used. Compared
to other highly resolved simulations [7,12,13], which used simple configuration, this setup is more
complex and the turbulent structures of the flow are not comparable with channel or pipe flows. In this
work, a transient analysis of the flame–wall–turbulence interaction (FWTI) is conducted. This gives
further insight into heat fluxes, quenching distances and quenching positions beyond the experimental
findings. It will be shown that a strong dependency of the moving direction of the flame tip for
characteristic properties exist. Moreover, it will be explained that the highest heat fluxes occur because
the turbulent SWQ flame behaves locally like an HOQ flame.

The remainder of the paper is structured as follows: the numerical description, the chemistry
treatment and the domain are given in Section 2. The transient analysis of the FWI is provided in
Section 3. Finally, conclusions are given in Section 4.

2. Methods

2.1. Numerical Description

The simulation in this work has been conducted with the Finite Volume code FASTEST.
It is a block-structured code that uses hexahedral, boundary fitted grids to represent complex
geometries. The Massage Passing Interface (MPI) is utilized for the inter-processor communication.
The incompressible Favre-averaged Navier–Stokes equations with a low-Mach number formulation for
the variable density ρ are discretized with a second order spacial scheme [18] and the time integration
is done by an explicit low storage three-stage Runge–Kutta scheme with second order accuracy.
In each Runge–Kutta step, the pressure correction procedure is applied. The corresponding mass and
momentum equations are the following:



Fluids 2018, 3, 65

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 , (1)

∂

∂t
(
ρ ũj

)
+

∂

∂xi

(
ρ ũiũj

)
=

∂

∂xi

(
τij − ρτsgs

)− ∂p
∂xj

+ ρgj . (2)

The quantity u is the velocity, p is the pressure, τij is the shear stress tensor and the operators˜ and ¯ represent the Favre-averaging and filtering operation, respectively. The sub grid fluxes
of the momentum τsgs are accounted by eddy viscosity approach proposed by Smagorinsky [19].
The model coefficient is determined by the dynamic procedure proposed by Germano et al. [20] with
a modification by Lilly [21]. For the discretization of the convective terms in the scalar transport
equations, a total variation diminishing (TVD) limiter as proposed by Zhou et al. [22] is used.

2.2. Numerical Domain

Figure 1 displays the numerical domain used in this work, which is based on the experimental
setup of Jainski et al. [14]. The dimensions are given on the left side of this figure. On the
right side, an instantaneous velocity field of the center plane with the flame front is shown in the
three-dimensional domain. The turbulent inlet flow and acceleration of the fluid due to the flame front
is clearly visible.
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Figure 1. Numerical domain of the simulation. (a) dimensions of the domain; (b) snapshot of the 3D
LES with velocity magnitude together with the flame front (orange iso-surface, ω̇CO2 = 60 kg/(m3 s)).

Like in the experiments [14], the wall temperature is kept constant at Tw = 350 K and the rod
temperature is set to 300 K. The numerical rod is fully resolved with an O-grid. To stabilize the
stoichiometric methane main flow, it is surrounded by a pure air co-flow (see Figure 1a). The inlet
temperatures of the main and co-flow are 300 K. The turbulent inlet flow was calculated in a
pre-processing step by simulating the experimental burner geometry. Each time step, a turbulent
velocity field is set at the inlet. How this was calculated will be explained in the next paragraph.
At the outlets, convective boundary conditions are used. A block structured grid with approximately
21.5 million control volumes is applied. Distant from the wall, the spatial resolution ranges from
200μm to 400μm. Towards the wall, the mesh is refined to 90μm. As discussed in [17] this grid
leads to an direct numerical simulation (DNS)-like spatial resolution and no additional wall modeling
is needed.
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The complete validation and verification of the simulation of the non-reacting turbulent inlet flow
can be found in Heinrich et al. [17]. Here, the basic idea will be pointed out. Therefore, the body of
the experimental burner was simulated (Figure 2a) and the experimental mass flows for the main and
co-flow were set as inlet conditions [14].
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Figure 2. Characterization of the simulated burner geometry used for the turbulent inlet profiles.
(a) sketch of the burner geometry. The boundary conditions are color-coded; (b) velocity profiles 11 mm
after the nozzle exit.

The simulated geometry includes the main and co-flow, the perforated plate, the flame stabilizing
rod and the wall. The height of the nozzle exit is marked in Figure 2a. The velocity fields were
extracted along this area for each time step and stored in a database. Within the burner, the turbulence
was generated by the perforated plate. After the nozzle exit, a boundary layer developed at the wall.
The Reynolds number based on the nozzle exit is Re = 5300. The resulting turbulent intensity at the
nozzle exit section is approximately 8%. The analyses of the flow field revealed that the structures are
inhomogeneous. In Figure 2b, the time averaged velocity and its rms-value are shown for the main
component 11 mm downstream the nozzle exit. Both quantities are in very good agreement with the
experimental values, since the maximum difference between the profiles is less than 0.18 m/s.

2.3. Chemistry Treatment

Depending on the quantities of interest, a very detailed description of the near-wall chemistry
may be required. However, the application of full reaction mechanisms, typically covering tens of
species and hundreds of elementary reactions, is not possible in complex configurations. Even for the
laboratory scale system considered here, the computational cost given by the resolution requirement,
the number of transported scalars and their stiff coupling prohibit its application. Accordingly,
a chemistry reduction approach by means of tabulation is employed. In the framework of the Flamelet
Generated Manifolds (FGM) approach introduced by van Oijen and de Goey [23], pre-computed
detailed chemistry solutions of premixed flames enter the chemistry database. By that, vital information
is included such that important quantities like the flames’ propagation speed or its spatial structure
including all species can be exactly reproduced by means of the controlling variables. The table
generation, its assessment in a FWI situation, and its treatment in turbulent flow are briefly outlined in
the following.
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2.3.1. Construction of the FGM Table

A three-dimensional chemistry table is used where the physical processes of this configuration
being the reaction, the heat transfer to the wall and the mixing with the co-flowing air are accounted
for by a reaction progress variable YCO2 (being the mass fraction of CO2), the enthalpy h, and the
mixture fraction Z, respectively. The table is illustrated in Figure 3b where the temperature and
equivalence ratio have been chosen as the axis for illustrative purposes. As shown on the left, first a
slice is generated by joining flamelets obtained with the GRI3.0 reaction mechanism [24,25] for different
enthalpy levels. Hereby, region a) can be covered using different preheating temperatures while the
burner stabilized method [26] is utilized in region b) where chemical reactions evolve under significant
heat losses as present at the wall. Finally, in region c), the absence of activation energy suppresses
most of the chemical activity and it mostly corresponds to a cooling of exhaust gases. Accordingly,
the thermo-chemical states in this region can no longer be obtained by detailed chemistry simulations
and Ketelheun et al. [27] approximated them by a thermo-dynamically consistent extrapolation.
To cover mixing (i.e., different equivalence ratios), several of those slices are then combined to build
the final three-dimensional table as given on the right of Figure 3b. Here, the source term ω̇CO2 has
been added representing one of the quantities extracted during the lookup in the simulation.

(a) (b)

Figure 3. Representation of the table used. (a) cut at φ = 1 with three flamelet types, a) freely
propagating, b) burner stabilized, c) extrapolated. (b) 3D table with a cut at φ = 1 and CO2 source
term ω̇CO2 .

2.3.2. Evaluation of Simplifying Assumptions for FWI Application

The above-mentioned tabulation approach has been successfully applied to turbulent laboratory
scale combustors [28–30] where the FWI is not a crucial part of the physics. With respect to the latter,
some works have been conducted to evaluate the accuracy of FGM near cold walls. Specifically,
Meier et al. [31] and Ganter et al. [32] performed comparisons to detailed chemistry simulations.
It turned out that FGM can generally satisfactorily predict the flame attachment position and the
transported major species as well as the temperature profiles. Pollutants such as the accumulation
of carbon-monoxide near the wall could not be predicted by FGM (Ganter et al. [33]). They showed
that this is also possible by advanced or at least more specific tabulation techniques, which, however,
require further development. Based on the analysis, we consider that the FGM approach is sufficiently
accurate for the quantities analyzed in this study.

Specific for this work and the assumptions made, Figure 4 shows the evaluation of the employed
FGM in a generic, two-dimensional SWQ configuration. Detailed chemistry simulations represent the
verification basis for the tabulation in general and also to justify diffusivity assumptions. Regarding
the latter, within the table generation, the unity Lewis number assumption is employed, since it
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simplifies the mapping process due to having a constant enthalpy and mixture fraction throughout
a flamelet. The under prediction of the flame speed caused by this assumption (about 30% for the
relevant conditions) is then corrected afterwards by consistently altering the chemical sources and
diffusivities which accelerates the flame according to classical flame theories [34] while preserving its
structure [35].

(a) (b)

Figure 4. Comparison of different chemistry treatments: DC with mixture averaged diffusion (dashed
lines), DC with Le = 1 assumption (solid lines) and FGM (dotted lines). (a) temperature field
of the DC simulation. The black lines represent iso-lines of T = 1700 K and the white lines of
ω̇CO2 = 60 kg/(m2 s); (b) the colors of the lines represent the extracted position from (a). The top figure
shows the corresponding temperature lines and the bottom figure the mass faction of CO2.

First, Figure 4a shows the temperature field in the region around the quenching point for
orientation. Added to this graphs are lines marking the flame by means of an isothermal as well as
the chemical source term obtained by three different simulations. The first (dashed line) is a detailed
chemistry simulation employing individual diffusivities for all species and can be considered as the
most accurate physical description. The Second (solid line) is also a detailed chemistry simulation but
with the Le = 1 assumption. Finally, the dotted line is the FGM solution. Due to the above-mentioned
correction of the flame speed, the flame–wall attachment points and flame angles are in close agreement.
Slightly upstream of the quenching point (coordinate zero) the individual diffusivities cause the flame
to reach slightly closer to the wall while the FGM solution is close to the Le = 1 detailed chemistry
indicating that these deviations are due to the remaining transport simplifications. Downstream of
the quenching point, the isothermal of the detailed chemistry simulations then approach each other
while the FGM slightly depart from them. Accordingly, and as also analyzed by Ganter et al. [33],
this is due to tabulation assumption regarding diffusive fluxes orthogonal to the controlling variables.
As mentioned, correcting this would require an immensely increased tabulation effort being currently
not yet applicable to this configuration. Considering the rather small errors this seems acceptable.
A quantification of the temperature and species evolution is furthermore provided on the right of
Figure 4 where profiles are shown extracted along the horizontal lines added on to the left of Figure 4.
Here, the blue, magenta and black lines represent the states at the quenching point and one millimeter
up- and downstream of it. All of these positions being in the region of intense FWI confirm a very
good approximation by the FGM approach for the purpose of this work.
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2.3.3. Treatment in the Turbulent FWI Flow

As mentioned above, the thermo-chemical state is described with three transported quantities,
the mixture fraction Z, the reaction progress variable Ypv and the enthalpy h:

∂ρZ̃
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+
∂

∂xj

(
ρũj Z̃

)
=
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where μ is dynamic viscosity, Sc the Schmidt number, F the thickening factor, E the efficiency function,
Ω the flame sensor and ω̇pv the reaction source term. To capture the flame–turbulence interaction
correctly, the artificially thickened flame (ATF) approach is used. In this context, the flame has been
thickened with F to resolve its structure on the LES grid. Therefore, the transformation of Butler and
O’Rouke [36] is used, where the flame speed is preserved. A dynamic version of the procedure based
on a sensor Ω is used in this work [37,38]:

F = 1 + (Fmax − 1)Ω , (6)

Ω = 16
(
Yn,pv(1 − Yn,pv)

)2 , (7)

where Fmax is the grid depending maximum thickening factor and Yn,pv is the normalized
progress variable:

Yn,pv =
Ypv − Ypv,min

Ypv,max − Ypv,min
. (8)

Due to the small thickening factor Fmax of 1.4 in this work, the flame turbulence interaction is
only slightly altered. Since ATF is used for the flame–turbulence interaction, the turbulent diffusion is
switched of in the region of the flame. As explained in [16], the influence of the dynamic thickening
on relevant quantities, like wall heat flux, the flame position and quenching point determination is
negligible because the thickening can be retransformed. In general, the interaction with the turbulence
is reduced if the flame is artificially thickened. To compensate these effects, Colin [35] used a so-called
efficiency function E . The formulation of the implemented efficiency function E can be found in
Charlette et al. [39]. Within this work, E is nearly negligible because the grid resolution is fine enough
and Fmax is relatively small. Following the classical turbulent premixed combustion diagram from
Peters [40], this setup operates in the wrinkled flamelet regime, meaning that the inner flame structure
is close to a laminar flame and the thin flame front is wrinkled by the turbulent motion due to the fact
that the flamelet concept is valid [40]. Additionally, the effects of curvature and stretch on the mass
burning rate have been investigated for the thin reaction zone regime [41] and the corrugated flamelet
regime [42]. The resulting errors have been found to be within 5% when using a single progress
variable as done in this work. Therefore, FGM can be applied for the considered configuration.

2.4. Determination of the Quenching Point

Following Heinrich et al. [16], the quenching point yqp is determined by tracking the maximum
value of the CO2 source term, which defines the flame front. Due to the enthalpy losses at the wall, this
source term decreases and if it drops under a certain threshold the flame is quenched. The threshold is
defined as the half of the maximum CO2 source term along the flame front. This procedure is analogous
to the experimental determination where the OH gradient was used. For this FGM approach, using
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the CO2 source term is validated against detailed chemistry simulations and it appears to be the most
reliable method [16].

2.5. Comparison with Experimental Data

As mentioned before, the models used lead to good results compared to the experimental laminar
and turbulent SWQ burner. This was shown before by Heinrich et al. [16,17]. Within these references,
the comparisons of the laminar and turbulent for the non-reacting and reacting configurations can be
found. For the analyses conducted in Section 3, the velocity, flame position and quenching points are
of importance. For the sake of completeness, these quantities are shown again in Figure 5.
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Figure 5. Comparisons of the turbulent data with experiments at z = 60 mm in the conditioned
coordinated system. (a) time averaged velocity profiles 5 mm upstream the quenching point;
(b) averaged flame position; (c) quenching probability.

Firstly, a conditioned coordinated system has to be introduced (xq, yq) with respect to local
averaged quenching point is introduced. It is centered at the wall with xq = 0 mm and yq = 0 at
the averaged axial quenching point (exemplary marked with the black solid circles in Figure 6).
The experimental data is taken from Jainski et al., 2016 [14]. The velocity profiles 5 mm before the time
averaged quenching point are shown in Figure 5a. Both directions recover the experimental velocity
very well. The difference in the main flow direction is less than 0.17 m/s, except for the point at the
wall. Clearly, at the wall, an experimental inaccuracy occurred because the the velocity is not zero.
In the wall normal direction, the maximum difference is slightly higher (0.3 m/s). The averaged flame
positions (Figure 5b) are in excellent agreement. The maximum deviation is in order of the grid size,
0.2 mm. Figure 5c depicts a statistical quantity, the quenching probability. If it is zero, the flame is
always burning and, if it is one, the flame is always quenched. Both profiles match perfectly. It shows
that quenching events takes place in the region −8 mm < yqp < 8 mm.

2.6. Dimensionless Parameters

Two dimensionless parameters used for the analyses have to be explained. The Péclet number Pe
describes the ratio of the wall normal distance of the flame and a typical flame thickness:

Pe =
x
δ

.

The diffusive flame thickness is used as reference to define the Péclet number at quenching Peq [5]:
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Peq =
xq

ρucpu SL/λu

1
fatf

, (9)

where ρ is the density, cp is the specific heat capacity at constant pressure, SL is the laminar flame
speed and λ refers to the thermal conductivity of the gas. The occurrence of fatf is due to the ATF
transformation as detailed in Heinrich et al., 2017 [16]. The subscript q refers to values at the quenching
point and the subscripts u and b refer to unburnt and burnt states. The wall heat flux Φw,q is made
dimensionless with the flame power PQ = ρuSLcpu(Tb − Tu) [5]:

FQ =
Φw,q · fatf

PQ
, (10)

where T is its local temperature. The applied parameters are given in Table 1.

Table 1. Characteristic values from the CHEM1D calculation for a premixed freely propagating flamelet
with 300 K inlet temperature, stoichiometric conditions and mixture averaged diffusion.

Tu Tb SL cpu ρu λu

300 K 2286 K 37.1 cm/s 1077 J/(K kg) 1.123 kg/m3 0.0283 W/(m K)

3. Results

To provide a proper understanding, this section is divided into three parts. First, a mostly
descriptive insight into the transient FWI is given to provide a basic understanding on the typical
physical behavior and the associated quantities like the heat flux. Therefore, first, Section 3.1 illustrates
the basic evolution of the FWI depending on the type of the quenching point displacement by means
of individual, representative events. The observations are then shown in Section 3.2 to also hold on a
statistical basis where further observations are provided. Finally, Section 3.3 outlines the root causes by
considering the full interaction of the flame, the wall and the turbulent field (FWTI). It is exemplified
by following the mechanisms leading to very large heat fluxes associated with a departure from the
SWQ towards the HOQ regime.

The averaged quenching points along the wall are shown as a red solid line in Figure 6 together
with all quenching points from one snapshot (black solid line). These lines are called quenching lines.
As it can be seen, the averaged quenching line is not constant and, for an instantaneous moment, the
flame can quench far away from this line. In this study, three independent planes will be used for the
transient analysis of the FWI, at the center (z = 60 mm), at z = 40 mm and at z = 80 mm (blue dashed lines).
These planes are uncorrelated for the quenching point statistics since the correlation-coefficient drops
under zero at a length of 10 mm. Since the averaged quenching line is not constant in the z-direction,
the conditioned coordinate system (xq, yq) introduced before is used. With this transformation, the
three extracted lines can be combined to one dataset.
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Figure 6. Time averaged quenching points along the wall (red solid line) with one instantaneous
quenching line (black dashed-dotted line) and the three extracted planes marked (blue dashed lines).
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3.1. Description of the Quenching Point Movement

As pointed out by Heinrich et al. [17], the quenching positions, heat fluxes and wall angles are
widely distributed. In this work, it will be shown that most of these statistics depend on the way
the flame tip moves. The movement of the flame tip is tracked via the temporal quenching point
position. A sequence from the center plane is shown in Figure 7, where the downstream and upstream
movement are colored in green and red, respectively.

Figure 7. Temporal section of the axial quenching point location with colored downstream and
upstream movement (green and red). The interval between the points is 0.1 ms.

Clearly, this movement seems to be chaotic and is not equally distributed. In 71% of the events,
the flame tip is moving in the downstream and in 27% in the upstream direction. Consequently,
the averaged upstream velocity of the flame tip must be faster than its averaged downstream velocity.
The remaining 2% are a jump-like upstream movement, with multiple quenching points along the
wall. This leads to the following categorization:

(A) A downstream movement,
(B) A moderate upstream movement,
(C) A jump-like upstream movement with multiple quenching points.

The following paragraphs together with the Figures 8–10 describe the scenarios in more detail.
The earliest time step is shown at the top and the latest on the bottom. The individual time steps are
organized as follows (from the left to the right):

• two-dimensional contour plot of the wall heat flux together with the quenching line (red line), the
position of the extracted profiles (z = 0 mm, white line) and the moving direction of the flame tip
(white arrow)

• Φw along the wall at z = 0 mm, including the position of the maximum wall heat flux point y(Φw)

(blue dashed line) and yqp (red dashed line),
• a 2D slice (x-y-plane) with temperature isolines at z = 0 mm with the flame position (black line)

overlaid with the velocity vectors and y(Φw) (blue dashed line) and yqp (red dashed line),
• the temperature field including the magnitude of the velocity and its vector for two positions at

z = 0 mm (one at yqp, one at yqp − 4δT , where δT is the thermal thickness of the flame).

The explanations and statistics for scenarios are provided in the next sections.

(Scenario A)

The moderate downstream movement of the flame tip appears in nearly 71% of the cases, which
makes it the most frequent event. How the flame and the wall heat flux are connected is explained in
conjunction with Figure 8.
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Figure 8. (Scenario A): Consecutive snapshots (a–c) showing the time sequence of the downstream
movement of the quenching point. From the left to the right are the wall heat flux with all quenching
points shown, then Φw along the wall at z = 0 mm, including the position of the maximum wall heat
flux point y(Φw) (blue dashed line) and yqp (red dashed line). The next graph displays a 2D slice
(x-y-plane) with T-isolines at z = 0 mm with the flame position (black line) overlaid with the velocity
vectors and y(Φw) (blue dashed line) and yqp (red dashed line). The last graph shows the temperature
field including the magnitude of the velocity and its vector for two positions at z = 0 mm (one at yqp,
one at yqp − 4δT , where δT is the thermal thickness of the flame).

The quenching point yqp and the location of the maximum wall heat flux FQ,max move together in
an axial direction, while the heat flux constantly decreases. As visible, FQ,max is downstream of the
quenching point. The difference between both locations can be up to 12 thermal flame thicknesses.
Within this movement and upstream of yqp, mostly cold fresh gases flow parallel to the wall. This can
be seen at the temperature field and at the extracted profiles. As visible on the right graphs, directly at
the wall and 2 mm before the quenching point, the fluid is not heated by the flame. Compared to the
laminar case, the heat fluxes are rather low and the quenching distances are large (Φw,l = 200 kW/m2,
Peq,l = 7.3).



Fluids 2018, 3, 65

(Scenario B)

The next scenario is depicted in Figure 9.
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Figure 9. (Scenario B): Time sequence of the upstream movement of the quenching point.
The explanation of the figure can be found in Figure 8.

This moderate upstream movement with increasing maximum wall heat flux occurs in 27% of the
events. The maximum heat fluxes and the quenching point are closely together, like in the laminar
case, while the heat flux is mostly higher than in (scenario A) or than the laminar reference value
Φw,l = 200 kW/m2. Within this kind of movement, only high heat fluxes and low Peq can be found.
In contrast to (scenario A), no explicit temporal behavior of Φw,max can be distinguished; within this
movement, it can increase or decrease. Additionally, it can be seen from the temperature profiles on
the bottom at right side of Figure 9 that the fluid upstream of the quenching position is heated by
the flame.

(Scenario C)

The last scenario is found only in 2% of the cases. However, it cannot be neglected because only
the strongest heat fluxes arise there. It is also an upstream movement like (scenario B), but it appears
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to look like a jump of the quenching point. Figure 10 will be used to explain the behavior. At the
beginning (a), the flame front is nearly parallel to the wall and moves downstream like in (scenario A),
but the wall heat flux upstream the quenching point increases at a large region. At the same moment,
the flame gets weakened where the heat flux rises and the enthalpy near the wall decreases in the same
area (not shown here). A widespread quenched region emerges (Figure 10b) and the heat flux reaches
extreme values (up to FQ,max/FQ,max,l = 1.7). In this moment, three quenching points occur in the
center plane and the moving direction of the flame tip flips. Since the quenching point most upstream
is always used as the reference point, it seems like it jumps upstream. As it can be seen in the left graph,
in the next moment (c), both quenching areas will merge together and only one quenching point will
remain. During this process, the occurring values of FQ,max are only the highest values. Afterwards,
the flame tip moves downstream again with a lower heat flux, being the transition to (scenario A).
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Figure 10. (Scenario C): time sequence of the upstream jump of the quenching point. The explanation
of the figure can be found in Figure 8.

3.2. Statistics of the Axial Quenching Position and the Maximum Wall Heat Flux

As shown in Figure 11a, the locations of the maximum wall heat flux y(FQ,max) (blue solid line) and
the quenching point yqp (red dashed line) are at the same position in a laminar SWQ flame. The black
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crosses correspond to the dimensionless wall heat flux profile (top x-axis) and the magenta line
displays the iso-line ω̇CO2 = 60 kg/(m2s), which envelops the flame front. These profiles are shown in
Figure 11b for one instantaneous moment of the turbulent SWQ configuration. As already observed by
Heinrich et al. [17], in a turbulent setup, yqp and y(FQ,max) do not always coincide. This phenomenon
is visualized with the black arrow in Figure 11b. The quantity Δ(y(FQ,max), yqp) = y(FQ,max)− yqp

expresses the distance between the axial locations. A positive distance implies that the maximum heat
flux is farther downstream. FQ,max and yqp are spacial quantities that change during time.

(a) (b)

Figure 11. Flame position with marked quenching point (yqp, red dashed line) together with the
dimensionless wall heat flux (black crosses, top x-axis) and its maximum marked (y(FQ,max), blue
solid line). The magenta line corresponds to ω̇CO2 = 60 kg/(m2 s), which envelops the flame front.
(a) laminar; (b) turbulent: the black arrow shows the difference between yqp and y(FQ,max).

First, the temporal distribution of y(FQ,max) and yqp are analyzed in Figure 12a,b.
For both moving directions, yqp is centered at zero and normal distributed (magenta dashed lines).

However, the mean value of y(FQ,max) is zero for the upstream movement with equal number of counts
the positive and negative side but with larger positive range. In contrast to that, the downstream
direction has a mean value around 2 mm and more events occur on the positive side. The moving
direction does not affect yqp, but y(FQ,max) because it is shifted for the downstream movement, which
could be seen in Figure 8 in the graphs in the middle. The same observation can be made by looking
at Figure 12c,d, where Δ(y(FQ,max), yqp) is shown for all movements. In the following, most of the
figures include similar histograms. A solid black line represents the mean value of the shown data and
the dashed black the laminar reference. A cumulative histogram in light blue is overlaid. As it can
be seen, within the downstream movement, for more than 60% of all events, the maximum wall heat
fluxes are farther downstream. As a result, the mean difference is 1.8 mm. Like expected from the
opposite direction (Figure 12b) and also visible in Figure 12d, Δ(y(FQ,max), yqp) is very small (80% are
in the range |Δ(y(FQ,max), yqp)| ≤ 1 mm). Only a few outliers occur. The jump-like movement was not
considered here because it is a very fast process whereby the determination of the local detachment is
error-prone. Figure 12 showed that the shift between yqp and y(FQ,max) is not constant and is mainly
caused by the downstream movement of the flame tip.
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(a) (b)

(c) (d)

Figure 12. Relation between yqp and y(FQ,max) in dependency of the flame tip movement. (a,b): yqp

with corresponding normal distribution (magenta dashed line) and y(FQ,max) with corresponding
mean value (black solid line). (c,d): Mean values (black solid lines) and laminar reference (black dashed
line). (a) Downstream. (b) Upstream. (c) Downstream. (d) Upstream.

Figure 13 displays the probability distribution of the maximum dimensionless wall heat flux.
All three scenarios show a different behavior. If the flame tip moves downstream, only low values
appear: nearly 90% are lower than the laminar reference. On the contrary, in the upstream scenario,
80% are higher than the laminar value. Accordingly, the mean values for these two cases are 0.155 and
0.27, respectively. The jump-like movement is most extreme; here, in 99% of the events, FQ,max is higher
than the laminar scenario; accordingly, mostly the highest observed values appear. The distribution
of the mean value of FQ,max depends on the movement of the flame tip; this was also shown in the
representative snapshots in Figures 8–10.

(a) (b) (c)

Figure 13. Dependency of FQ,max from the flame tip movement with its mean value (black solid line)
and the laminar reference value (black dashed line). (a) downstream; (b) upstream; (c) jump-like.

Another quantity, which was not discussed before, is the dimensionless heat flux at the quenching
point FQ,q. Since it has a similar qualitative behavior to FQ,max, its distribution will not be shown
here. The difference is that the values for FQ,q are a bit lower and the maximum values only appear
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at the upstream and jump-like movement. At the upstream movement, nearly 70% of the events are
higher than the laminar reference with a mean value of FQ,q = 0.255. The opposite applies for the
downstream direction, almost 95% are smaller, with a mean value of 0.12. Both distributions (FQ,q

and FQ,max) showed that high heat fluxes appear mostly while the flame tip moves upstream and the
lowest values if it moves downstream.

As known from the literature (e.g., [5,17]), there is a negative correlation between Peq and FQ,q.
The cross-correlation between Peq and FQ,q is very strong, the correlation coefficients are −0.87 and
−0.97 for the downstream and the upstream movement, respectively. With this in mind, the distribution
of Peq Figure 14 is not unexpected.

(a) (b) (c)

Figure 14. Dependency of Peq from the flame tip movement with its mean value (black solid line) and
the laminar reference value (black dashed line). (a) downstream; (b) upstream; (c) jump-like.

For the downstream direction, almost 90% of the events are higher than the laminar reference
and the mean value is about Peq = 12. This means that the flame is much farther away from the wall.
The smallest possible wall distances do not occur. In contrast to that, only small distances occur for
the upstream movement and its mean value Peq = 7.5 is slightly below the laminar case. Peq has
a narrow distribution centered around its mean value with over 50% of the events in its proximity.
The distribution for the jump-like movement is qualitatively similar to the upstream direction and the
mean value Peq = 7.5 is slightly lower than the laminar value. Certainly, the most events occur around
Peq = 6.5.

3.3. Physical Mechanism Governing the FWTI

Figure 14 displayed an obvious dependency of Peq from the moving direction and, with its
help, the occurring wall heat fluxes can be explained, since the flame can get close to the wall and a
strong temperature gradient occurs. The resulting heat fluxes are very high or the opposite can occur,
the flame is far away and the heat fluxes are much smaller.

The behavior for the downstream and upstream distributions can be explained with the
temperature field. For that reason, time averaged temperature fields with respect to the conditioned
coordinate system (xq, yq) are shown in Figure 15b,c.

Figure 15a shows the laminar temperature field for comparing purpose. Compared to the laminar
case, in the downstream movement, more cold unburnt fluid is enclosed between the flame and the
wall, which pushes the flame farther away from the wall. The consequence of this was shown before,
the resulting heat flux is smaller. While the flame tip moves in an upstream direction, the temperature
field is very close to the laminar case as already shown in Figure 14b. In addition, the flame shapes
are different, depending on the movement. In case of the downstream movement, the curvature
is stronger.

For a laminar SWQ flame, Φw is always smaller than in the corresponding HOQ flame [5],
but, as shown before, in the turbulent case, the wall heat flux can clearly exceed the laminar reference
values up to values of the HOQ case or even higher. Due to that, the turbulent case will be compared
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qualitatively and quantitatively with an HOQ flame. Furthermore, a one-dimensional HOQ flame
is calculated with FGM for this purpose. It has the same mixture properties as the main flow of the
SWQ configuration and the same wall temperature. The one-dimensional grid used has the same
resolution as the wall normal direction of the 3D SWQ case. As seen before in Figure 13, the jump-like
movement has only the highest FQ,max values. This can be explained by analyzing this movement in a
different conditioned coordinate system. Therefore, the location of the maximum wall heat flux FQ,max

defines the zero on the y-axis. Figure 16 displays the time averaged temperature fields for all jump-like
movements and the laminar reference.

(a) (b) (c)

Figure 15. Dependency of the temperature field from the flame tip movement within the conditioned
coordinate system together with the flame (black line). The white dashed line in (b,c) corresponds to
the laminar reference. (a) laminar case; (b) downstream; (c) upstream.

(a) (b)

Figure 16. Temperature field in the conditioned coordinate system, where y(FQ,max) marks zero.
(a) laminar case; (b) jump-like.

As it can be seen on the right side, for the jump-like movement, the flame is nearly parallel
to the wall, like in an HOQ manner. In addition, the temperature field is much more compressed
in the direction of the wall, which causes the high heat fluxes. For a one-dimensional HOQ flame,
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the velocities near the wall are nearly zero at the moment the flame quenches. The same can be seen
for the jump-like scenario in Figure 17.

(a) (b)

Figure 17. Wall normal velocity in the conditioned coordinate system, where y(FQ,max) marks zero.
(a) laminar case; (b) jump-like.

Compared to the laminar case, where the flame is clearly an SWQ flame, the wall normal velocities
are much smaller. Due to that, the flame can burn much closer to the wall because the convection away
from it is much weaker.

Since the turbulent SWQ flame front is transient and three-dimensional, a point of interest has to
be tracked in time and space. How it is done will be explained with Figures 18–20.

(a) (b)

Figure 18. 3D flame front for the laminar case. (a) 3D flame front with wall (black surface); (b) zoom
with monitored point (black dot).
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A section of the 3D laminar flame is shown in Figure 18. On the left side, the wall is depicted
for orientation purpose. The figure includes a temperature iso-surface of T = 1750 K and a slice of
the wall normal velocity component at the height of the maximum wall heat flux at the center of the
burner. On the right side, a close-up view of the same section without the wall is displayed and the
monitored quenching point is marked (black dot). Additionally, the momentum vectors are projected
onto the slice. As it can be seen, the momentum vectors are all aligned and are pointed perpendicular
away from the wall. The fluid is accelerated away from the wall by the flame without any redirection.
Due to this convection, the flame cannot get closer to the wall.

The temporal evolution of the tracked point in turbulent case is shown in Figures 19 and 20,
(black dots). It follows the path of a point on the flame front, which leads to the maximum wall heat
flux at t = 0 ms.

Figure 19. Temporal evolution of the 3D flame front near the wall, part 1.
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Figure 20. Temporal evolution of the 3D flame front near the wall, part 2.
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As visible in the first sub-figure (top, left), the flame front is shaped convexly towards the unburnt
gases. In contrast to the laminar case, the momentum vectors, which are not in the proximity of the
tracked point, are directed away from the point into positive and the negative z-direction. During this
progress, the wall normal velocity decreases and the convex flame shape gets flattened. Due to the
convection of the main flow in the axial direction, the tracked point moves upstream while it stays
more or less at the same z-position (which does not look like it is due to the chosen angle of view).
By following this point, the graphs in Figures 21 and 22 were created.

The temporal evolution of the tracked point from the turbulent SWQ setup, an HOQ flame and
the laminar reference case are shown in Figure 21. It displays from the left to the right: the wall heat
flux, the normal velocity and the position of the flame.
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Figure 21. Temporal evolution of typical flame quantities for different flame types. (a) wall heat flux;
(b) wall normal velocity at T = 1750 K; (c) position of the flame at T = 1750 K.

The time point t = 0 ms marks the moment with the highest wall heat flux. The position and
the velocity of the flame front are extracted, where the temperature is equal to 1750 K. This location
coincides with the position of the maximum source term of the flame and therefore it is associated
with the center of the flame.

At first, the 1D HOQ case will be illustrated. At the beginning, the heat flux rises up to its
maximum value (at t = 0 ms), while the wall normal velocity is positive and starts to decrease. At the
same time, the flame moves towards the wall. It can been seen that the velocity is nearly zero when
the highest heat flux appears, which is higher than the laminar SWQ case (black asterisk). After that,
the velocity drops under zero, it stays negative, and the heat flux decreases again. The relation of the
velocity and the temperature for the SWQ cases and the HOQ flame at characteristic points in time are
plotted in Figure 22.
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Figure 22. Temporal evolution of the flame. The solid line marks the HOQ and the dashed line the
SWQ case.

This kind of representation decouples the dependency of the spacial coordinate. Before the
flame interacts with the wall (t = −1.4 ms, solid red line), the flame has a linear dependency, as the
temperature increases the velocities increases, too. Right before the flame quenches (t = −0.2 ms),
the velocity over the whole flame is reduced. Like seen before in Figure 21, at the moment of quenching,
the velocity is very small. The high heat fluxes appear because the velocities between the flame and
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the wall decreases if the flame reaches the wall (Figure 21b,c), due to the fact that the flame can closely
approach the wall, which leads to high temperature gradients. As already mentioned and known from
the literature, the laminar wall heat flux is lower and the quenching distance is greater, which can be
seen in Figure 21a,c. Due to the higher wall normal velocity in the laminar case, the convection away
from the wall is greater, which explains why this flame is farther away from the wall (Figure 21b).
The T − ux plot (Figure 22) reveals that the velocity in the laminar case is much greater than zero over
most of the flame. Finally, the behavior of the turbulent SWQ flame will be discussed. The temporal
evolution of the heat flux, the wall normal velocity and the flame position are also shown in Figure 21.
Qualitatively, the shapes are similar to the one-dimensional HOQ flame. Certainly, the increase of the
wall heat flux and the decrease of the velocity start earlier in the turbulent case because this flame is
closer to the wall. The behavior right before the quenching occurs (t = −0.2 ms) is different too because
the turbulent SWQ flame moves much slower. Furthermore, the linear dependency of the velocity
from the temperature vanishes much faster for the SWQ flame; in the moment before quenching, it is
gone. As it can be seen, at the moment of quenching (t = 0 ms), the velocity of the HOQ is nearly
zero over the whole temperature range, while, for the SWQ flame, the velocity is very small in the
range of T = 300 K–T = 1750 K. After quenching, both flames have the same behavior for the region
between the wall and the center of the flame. The drop of the velocity is also visible in the 3D plots
in Figures 19 and 20. As observed in these figures, the fluid moves away from the tracked point
and, as a result, the wall normal velocity gets lower than in the laminar case. During this process,
the convex shaped flame front gets flattened. As a result, the turbulent flame behaves locally like an
HOQ flame because the effects of the velocity are getting negligible. The maximum wall heat flux
is Φw,max = 311 kW/m2 and the minimal wall distance is xmin = 0.475 mm, which are very close to
the HOQ flame (Φw,max,HOQ = 313 kW/m2, xmin,HOQ = 0.417 mm). After the turbulent flame reached
the maximum Φw,max (t > 0 ms), the profiles from Figure 21 are nearly the same again. However,
a difference can be seen in the T − ux plot (Figure 22), for the region far away from the wall, the velocity
of the turbulent flame is much greater because the fluid of the SWQ flame can accelerate again.

With the knowledge gained above, the identified regimes are very natural and somehow obvious,
but the characterization raises the question if also a jump-like downstream movement could appear.
Therefore, pockets of fresh gases must appear downstream of the flame front inside the burnt region.
In our configuration, this seems to be very unlikely and was not observed, but it could be possible
e.g., if large eddies transport fresh gases into the burnt region. Due to the flame topology, these
events would not be connected with high heat fluxes because the fresh gases do not preheat fluid near
the walls.

4. Conclusions

This work was conducted to gain insight into the flame–wall–turbulence interaction. The analysis
utilized results obtained from the simulation of a well-suited SWQ configuration where the statistical
data was confirmed to be in good agreement with measurements. Building upon this predicting
capability, the availability of the highly resolved, three-dimensional transient field gave access to the
physical processes like the heat flux evolution that significantly depart from the laminar operation. First,
several processes were identified that show a distinct phenomenological behavior associated with the
quenching point displacement. Specifically, the three archetypes being the downstream, upstream and
jump-like movements were shown to operate on individual time-scales and heat flux evolutions.
This physical understanding was then supplemented with statistical evaluations confirming its
generality. For this, the conditionally averaged data showed that the average downstream movement
of the quenching point yields significantly lower heat fluxes than the laminar SWQ flame and vice versa
for the upstream movement. Significantly larger heat fluxes were observed when the quenching point
jumped. The root causes for this were subsequently identified by considering the full interaction of the
turbulent field, the flame and the wall. It revealed that the near-wall flame wrinkling by turbulent
structures locally creates a departure from the SWQ towards the HOQ regime. This latter is known for
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conditions that enable the flame to approach the wall very rapidly causing a strong interaction with
high heat fluxes. We showed that, by the curvature of the flame towards the wall, these conditions can
even get surpassed by a flame-tangential divergence of the velocity field.

The identification of the mechanisms of FTWI was conducted based on simulations of a laboratory
scale experimental SWQ burner. The configuration was chosen first, since its geometrical complexity
is a reasonable compromise in between computational effort and practical relevance regarding the
process of interest and, second, basic validation data are available. With respect to the generality of the
results and their relevance for future combustor design, it should be mentioned that the main goal of
this work was to show that simulations with the given approaches can handle such configurations and
their results provide a sound basis for an understanding of the physical processes. Considering the
phenomenological character of our analysis, it is certainly transferable for in terms of the fundamental
FTWI mechanism. However, the parameter specific to a configuration will decide how they scale and
accordingly quantitatively behave. In this regard, the Reynolds number is generally higher in real
applications, intensifying the FTWI. Accordingly, the mechanism of regime alteration (SWQ-HOQ)
will likewise be enhanced. Furthermore, for regimes of higher Karlovitz numbers, stretch might
further modify the near wall flame structure, causing significantly different peaks of the heat release.
Likewise, the specific fuel is of major importance e.g., with respect to the pollutants formed in the
walls vicinity. Similarly, the wall treatment (e.g., effusion cooling) will have an influence. In this regard,
we mentioned that the tabulation approach should be chosen with care depending on the quantities
of interest.
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