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Anja Kretzschmar, Jan-Philip Schülke, Mercè Masana, Katharina Dürre, Marianne B. Müller,

Andreas R. Bausch and Theo Rein

The Stress-Inducible Protein DRR1 Exerts Distinct Effects on Actin Dynamics
Reprinted from: Int. J. Mol. Sci. 2018, 19, 3993, doi:10.3390/ijms19123993 . . . . . . . . . . . . . . 21

Lisa T. C. M. van Weert, Jacobus C. Buurstede, Hetty C. M. Sips, Isabel M. Mol, Tanvi Puri,

Ruth Damsteegt, Benno Roozendaal, R. Angela Sarabdjitsingh and Onno C. Meijer

Mechanistic Insights in NeuroD Potentiation of Mineralocorticoid Receptor Signaling
Reprinted from: Int. J. Mol. Sci. 2019, 20, 1575, doi:10.3390/ijms20071575 . . . . . . . . . . . . . 51

David P. Herzog, Gregers Wegener, Klaus Lieb, Marianne B. Müller and Giulia Treccani

Decoding the Mechanism of Action of Rapid-Acting Antidepressant Treatment Strategies: Does
Gender Matter?
Reprinted from: Int. J. Mol. Sci. 2019, 20, 949, doi:10.3390/ijms20040949 . . . . . . . . . . . . . . 65

Adriana Ramos, Carmen Rodrı́guez-Seoane, Isaac Rosa, Irantzu Gorroño-Etxebarria, Jana

Alonso, Sonia Veiga, Carsten Korth, Robert M. Kypta, Ángel Garcı́a and Jesús R. Requena
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In contrast to about 20–30 years ago, the concept that psychiatric diseases have a molecular basis
is now widely accepted. Nevertheless, the complexity of these diseases poses a particular challenge for
the translational efforts to integrate disease manifestation, behavior, neuronal circuits, and molecular
pathways to form a complete theory with significant clinical implications. The Special Issue “Molecular
Psychiatry” of the International Journal of Molecular Sciences presents exciting examples of these
efforts (9 reviews and 11 original articles), encompassing studies on molecular mechanisms, animal
models, biomarkers, advanced methodology, drug development and responsiveness, as well as genetics
and epigenetics.

1. Molecular Mechanisms

Basic science mechanisms are a vital part of the search for the biological basis of psychiatric
disorders, providing molecular hints that can later be tested as biomarkers or as targets for the
development of new medications. Several manuscripts published in this Special Issue describe
interesting mechanisms that may underlie the biology of these disorders.

The role of corticosteroid receptors in psychiatric diseases has been recognized for a long time, in
part as executors of the stress response that is pivotal in a number of diseases. The review of Baker et
al. illustrates this while focusing on the molecular mechanisms regulating steroid receptor activity [1].
The authors summarize our current knowledge on the control of glucocorticoid receptor (GR) activity
by the heat shock protein (Hsp) 90 based chaperone system, with a focus on the established stress
factor and co-chaperone FK506 binding protein (FKBP) 51. The link to the stress response and circadian
rhythm is outlined and the potential for chaperone-targeting therapeutics is discussed.

The article by Kretzschmar and colleagues focusses on the molecular effects of the stress-
and GR-inducible protein Downregulated in renal cell carcinoma 1 (DRR1) in organizing the actin
cytoskeleton [2]. DRR1 has been associated with several brain disorders and is described as a resilience
factor. The authors demonstrate that DRR1 affects actin dynamics through several mechanisms that
likely impact neuronal function, as well as stress physiology and pathophysiology.

The article by van Weert et al. provides intriguing mechanistic insight into the regulation of genes
that can be target of either GR or the mineralocorticoid receptor (MR) [3]. It is established for a long
time that the balanced activity of these two corticosteroid receptors is pivotal for stress coping and
mental health. The authors provide evidence suggesting that the basic helix-loop-helix transcription
factor NeuroD facilitates MR binding to gene regulatory elements, questioning competition for DNA
binding as a mechanism of MR- over GR-specific binding.

Strategies to decode the molecular mechanisms of fast-acting antidepressants are the focus of
the review by Herzog and colleagues, with emphasis on gender-specific aspects [4]. The authors
survey the literature documenting the need for elucidating gender-specific mechanisms and provide
the current state of the art to propose a framework for experiments in rodents to tackle the issue of
gender difference in treatment response.

Int. J. Mol. Sci. 2020, 21, 459; doi:10.3390/ijms21020459 www.mdpi.com/journal/ijms1
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In the search for molecular mechanisms of the protein Disrupted in Schizophrenia 1 (DISC1),
whose gene translocation frequently is found correlated with cases of schizophrenia, bipolar disorder,
and major depression, Ramos et al. followed an unbiased proteomic approach [5]. The analysis of the
proteome of primary neurons in which DISC1 was knocked down provided evidence that DISC1 has a
role in both neurodevelopment and synaptic function.

In light of the accumulating evidence for the association between chronic inflammation and major
depressive disorder (MDD), Milenkovic et al. review the role of chemokines in MDD. Chemokines are
known as small cytokines impacting the induction of chemotaxis, the migration of leukocytes and
macrophages, and the propagation of inflammation. The authors conclude that these cytokines could
serve as peripheral markers of psychiatric disorders, or even targets for novel treatment strategies in
depression [6].

Finally, the article by Ambrée et al. examining mechanistic aspects of the T cell response
in stress-induced depression-like behavior [7] is outlined in the next section on animal models in
more detail.

2. Animal Models

The application of basic science findings to the clinics is an important and particularly hard part
of translational science. One of the commonly used approaches to aid in this bench-to-bed translation
is the use and study of so-called ‘animal models’ that can test specific mechanisms in vivo prior to the
use of human subjects. This Special Issue includes two interesting articles applying such models.

Ambrée and colleagues used social defeat stress (SDS) as a model for stress-induced depression-like
behavior to shed light on the T cell phenotype associated with susceptibility and resilience to
depression [7]. The authors grouped SDS-exposed mice into susceptible and resilient and found
significantly increased numbers of interleukin-17 producing CD4+ and CD8+ T cells in the spleen of
susceptible mice. Harnessing the power of genetic intervention, mice with a conditional deletion of
PPARγ in CD4+ cells were analyzed; PPARγ is an inhibitor of Th17 development and its deletion thus
enhances Th17 differentiation. However, this genetic manipulation did not change susceptibility to
SDS. Thus, while SDS promotes Th17 cell and suppresses Treg cell differentiation predominantly in
susceptible mice, the effects in immune responses after stress exposure remain to be elucidated [7].

Another rodent model for susceptibility and resilience to stress-induced depression-like behavior
is represented by the Roman High-Avoidance (RHA) and the Roman Low-Avoidance (RLA) rats,
which were used by Serra et al. to investigate the effects of forced swimming on factors of neuronal
plasticity [8]. This stressor elicited changes in the expression of brain-derived neurotrophic factor
(BDNF), its receptor trkB, and the Polysialilated-Neural Cell Adhesion Molecule in distinct regions
of the brain. These changes pronouncedly differed between the two rat lines, consistent with a
role of BDNF/trkB signaling and neuroplasticity in susceptibility and resistance to stress-induced
depression [8]. Animal models are also outlined in the above-mentioned review, where Herzog et al.
suggest procedures for experiments in rodents to investigate gender differences in treatment response
in depression [4].

3. Biomarkers

As is the case in other medical fields, such as oncology and cardiology, biomarkers may provide
valuable proxy information in psychiatric patients, potentially assisting in measures of prognosis,
treatment response, diagnosis, and progression. Psychiatric disorders pose a particular challenge due
to the tissue specificity of many currently investigated biomarkers; i.e., not all blood-based measures
directly represent changes in the brain, and the study of the correlations between the periphery and the
central nervous system is a rapidly evolving field. This Special Issue includes five manuscripts focused
on the challenges of identifying clinically and biologically relevant biomarkers for psychiatric disorders.

Recent findings in the field of Psychiatry have suggested a potentially key role for epigenetic
mechanisms in determining not only risk and resilience in patients and vulnerable subjects but also in
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modulating one’s response to a given treatment. The paper by Goud Alladi and colleagues explored
through a systematic review the evidence of DNA methylation mechanisms involved in the clinical
treatment response in serious mental illness, specifically bipolar disorder, schizophrenia, and major
depressive disorder [9]. The authors of this interesting study emphasize the potential clinical use of
such markers in predicting whether a patient will respond or not to a medication, which is a highly
anticipated approach in the emerging field of personalized medicine.

Among promising biomarkers, significant effort has also been made in the study of inflammatory
mediators to predict diagnosis, prognosis, and treatment. In fact, most psychiatric disorders have
been shown to present immune dysfunctions, as measured by cytokines and inflammatory mediators,
and such molecular phenotypes are thought to at least partly mediate the higher cardiovascular and
metabolic disturbances seen in psychiatric patients. Baghai and colleagues, for instance, performed a
large study to investigate the combined influence of major depressive disorder and cardiovascular
disorders on immune mediators [10]. Interestingly, their findings not only suggest that higher
inflammatory biomarkers underlie the risk for cardiovascular disease in depression patients but also
that higher levels of these molecules are associated with better clinical outcome and faster remission
in patients.

This Special Issue also includes the study by Mühle and colleagues [11], which investigated
another type of peripheral biomarkers in alcohol-dependent patients: the acid sphingomyelinase, an
enzyme that breaks sphingomyelin into ceramide and thereby changes the composition of plasma
membranes. As hypothesized, the authors found clinically relevant changes in the enzyme levels in
patients, which also correlated with several other biochemical markers of dependence and health.

Another interesting approach has been taken by Rotter and colleagues [12], which measured the
expression levels of alpha-synuclein (a protein known to be associated with Lewy bodies in Parkinson’s
disease) in the peripheral blood of patients with major depressive disorder as an attempt to understand
the high comorbidity between depression and Parkinson’s disease. Accordingly, their interesting
findings were suggestive of an increase in alpha-synuclein levels in depressed patients, with a positive
correlation between the severity of depression and the levels of this biomarker.

Finally, Steiger and Pawlowski discussed in a review paper how biomarkers do not necessarily
entail laboratory measures using biospecimens [13]. The authors discuss the use of sleep
electroencephalogram (EEG) as a biomarker of impaired sleep in the context of depression,
and comprehensively review many applications and biological underpinning of this marker in
the depressed population.

4. Advanced Methods

One of the challenges of the field of molecular psychiatry is related to methodological limitations.
Many commonly used techniques are particularly limited and have not been successful in answering
the rapidly evolving questions of the field. Two manuscripts in this Special Issue are focused on
innovative approaches that can revolutionize the field, including the use and proper analysis of Big
Data through machine learning methods and the development and application of induced pluripotent
stem cells (iPSC) from psychiatric patients.

The study by Cao and colleagues tested eight machine learning algorithms in the same
transcriptome-wide expression datasets of patients with schizophrenia and controls to identify
reproducible biological signatures of disease [14]. This type of study to identify the most robust and
effective algorithms can have significant impacts in the field since integrative analysis of complex
datasets is becoming the cornerstone of biological psychiatry studies.

Novel methods are also being developed at the bench side, including the establishment of
patient-derived iPSCs. These cells can provide an effective tool for the study of complex diseases by
allowing the establishment of cellular models accounting for the patient’s genetic background while
removing the effect of outside environmental influences. The review by Hoffman and colleagues [15]
provides an insightful overview of the use of these cell models to study the neurobiological basis of

3



Int. J. Mol. Sci. 2020, 21, 459

childhood-onset schizophrenia, discussing advantages, limitations, and challenges of the field and the
use of these modern technologies. Overall, the discussion also applies to other psychiatric diagnoses
which may benefit from the use of patient-derived cell models as opposed to commonly used animal
primary cells or cell lines.

5. Drugs/Antidepressant Response

One of the major limitations of currently available psychiatric medications stems from the long
duration of treatment and the need for several days of treatment until the detection of proper medication
response and efficacy. Due to the heterogeneity of patients and the lack of proper biomarkers of
treatment response, more often than not the choice of treatment is made in a trial-and-error mode
by the clinician, potentially delaying symptom resolution. Several authors aim at understanding the
specific mechanisms of actions of existing drugs with the ultimate goal of identifying ways to predict
treatment response in patients. Three papers in this Special Issue provide an overview of this area of
investigation, with a particular focus on major depression and schizophrenia.

The abovementioned review by Herzog et al. focusses on gender-specific aspects of antidepressant
response [4]. The article by Ising and colleagues presents the analysis of FKBP5 gene polymorphism
and of RNA and protein levels of its gene product FKBP51 in peripheral blood in 297 inpatients
treated for acute depression according to doctor’s choice [16]. Pronounced reduction of FKBP5 gene
and FKBP51 protein expression was observed in patients responding to antidepressant treatment,
while non-responders had increased levels. The FKBP5 genotype moderated this effect [16].
This study significantly contributes to the complexity of the link of the stress factor FKBP51 to
antidepressant responsiveness.

The review by Kondej and colleagues discusses established and novel drug targets for
schizophrenia, in particular, the concept of multi-target drugs [17]. This is an increasingly important
aspect in drug discovery, also considering the limited success of single-target drugs in polygenic
diseases with complex pathomechanisms.

6. Genetics and Epigenetics

Family studies have convincingly proven that psychiatric disorders run in families and have a
strong genetic basis. Notwithstanding, the high heterogeneity of psychiatric diagnoses has significantly
hindered the discovery of their molecular genetics, with few genome-wide association studies
(GWAS) suggesting the need for extremely large samples and robust statistical methods. In addition,
the ‘heritability gap’ (i.e., the gap between the heritability detected in family studies and that detected
by GWAS) has suggested an important role for the environment in modulating genetic mechanisms,
which has led to the hypothesis that epigenetic mechanisms may be especially important in these
disorders. Three manuscripts in this Special Issue go deeper into this topic and highlight approaches
and findings related to the genetics and epigenetics of psychiatric disorders.

Lesiewska and colleagues undertook an experiment to investigate the association between affective
temperament traits and polymorphisms in dopaminergic genes in a sample of obese subjects [18].
Among other findings, they found interesting associations between specific temperament dimensions
with a polymorphism in the catechol-O-methyltransferase (COMT) gene, which supports the hypothesis
of a key role for dopaminergic genes in determining temperament expression in obese individuals.

The influence of genetic markers in psychiatric traits is also subject of the review from Ohi and
colleagues [19], which explored the genetic determinants of general cognitive function and how they
overlap with schizophrenia. Lower general cognitive function has been repeatedly associated with a
higher risk for schizophrenia, and a genetic risk may likely underlie this association. More specifically,
the authors discussed risk loci identified by GWAS studies of both schizophrenia and cognitive function,
the polygenic nature of both conditions, and recent evidence showing how their genetic determinants
are particularly similar.
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Finally, in light of evidence suggesting an important role for the serotonergic system in many
physiological and pathological conditions, including psychiatric disorders, the paper by Rebholz and
colleagues reviewed biological findings regarding the serotonin 4 receptor (5-HT4R) [20] in brain
regions and how its genetic regulation and gene expression changes can modulate reward and executive
function and potentially give rise to mood changes in vulnerable subjects. The authors also extend their
discussion to explore methodological advancements that will be needed for a better understanding of
this receptor in brain function, including the development of more suitable genetic mouse models.

Overall, this rich collection of studies provides a diversified portfolio of the several approaches
that can be used for tackling the biology of psychiatric disorders, reinforcing the importance of using
multiple lines of converging evidence for their study. While not exhaustive and comprehensive, these
studies are effective in identifying current limitations of the field and provide the reader with an
enlightening overview of the directions and future of translational research in molecular psychiatry.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The hypothalamus-pituitary-adrenal (HPA) axis directly controls the stress response.
Dysregulation of this neuroendocrine system is a common feature among psychiatric disorders.
Steroid hormone receptors, like glucocorticoid receptor (GR), function as transcription factors
of a diverse set of genes upon activation. This activity is regulated by molecular chaperone
heterocomplexes. Much is known about the structure and function of these GR/heterocomplexes.
There is strong evidence suggesting altered regulation of steroid receptor hormones by chaperones,
particularly the 51 kDa FK506-binding protein (FKBP51), may work with environmental factors
to increase susceptibility to various psychiatric illnesses including post-traumatic stress disorder
(PTSD), major depressive disorder (MDD), and anxiety. This review highlights the regulation of
steroid receptor dynamics by the 90 kDa heat shock protein (Hsp90)/cochaperone heterocomplexes
with an in depth look at how the structural regulation and imbalances in cochaperones can cause
functional effects on GR activity. Links between the stress response and circadian systems and the
development of novel chaperone-targeting therapeutics are also discussed.

Keywords: Hsp90; GR; stress response; steroid hormones; molecular chaperones; psychiatric disease;
circadian rhythms; FKBP51; FKBP52; CyP40; PP5

1. Introduction

The HPA, or hypothalamic-pituitary-adrenal, axis is a critical neuroendocrine system controlling
numerous processes including autonomic functions (e.g., digestion), the immune response, metabolic
activity, and, importantly, the stress response [1–4]. The axis consists of three major glands, for which
it is named: the hypothalamus, the pituitary, and the adrenal or suprarenal gland. When stressors are
encountered, including both physical insult and psychological stress, the HPA axis is activated [5–7].
The paraventricular nucleus of the hypothalamus releases corticotropin releasing hormone (CRH),
which activates the anterior lobe of the pituitary gland causing the release of adrenocorticotropic
hormone (ACTH). ACTH production stimulates the release of the glucocorticoid hormone, cortisol
(CORT), from the zona fasciculata of the adrenal cortex. Then, circulating CORT inhibits the release
of CRH and ACTH through a negative feedback loop ending the HPA activated stress response
(Figure 1) [8–10]. The stress response is adaptive, but dysregulation can occur after long-term stress or
other insults that can result imbalanced serum CORT [11].
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Figure 1. Schematic of glucocorticoid receptor (GR) transactivation in response to cortisol (CORT).
After stress, the hypothalamus releases corticotropin releasing hormone (CRH) stimulating the anterior
pituitary to release adrenocorticotropic hormone (ACTH). ACTH stimulates CORT release from the
adrenal cortex which crosses the plasma membrane of the cell. Through negative feedback, CORT
inhibits hormone release from the hypothalamus and anterior pituitary glands. Inside the cell, Hsp70
binds to and unfolds GR in the cytosol. HOP recruits GR:Hsp70 to Hsp90. Cochaperones (including
FKBP51 and FKBP52) bind to Hsp90 as HOP is released. p23 binds and stabilizes the GR:Hsp90
heterocomplex. FKBP51 inhibits nuclear transactivation of GR, while FKBP52 and other copchaperones
may promote translocation. Subsequently, GR binds CORT, dimerizes and translocates to the nucleus
binding to glucocorticoid response elements (GREs).

CORT has broad physiological impacts and modulates behavior, memory, cognition, metabolism,
development, inflammation, gluconeogenesis, and circadian rhythmicity [12,13]. Here, we will focus
on the regulation of CORT by chaperone heterocomplexes and discuss how this relates to disruption
of the normal physiological stress response. It has been well-described that short-term memory
formation is intimately tied to the actions of CORT and epinephrine, particularly in response to
traumatic emotional events. In the brain, CORT acts directly on the amygdala, an emotional hub, and
regulates neural connections to the hippocampus, which is required for memory formation [14–16].
Dysregulation of CORT levels, whether positive or negative, can impair memory consolidation [17].
Memory retrieval can also be negatively impacted by the levels of CORT [18].

Importantly, altered CORT levels have been linked to psychiatric disorders including major
depressive disorder (MDD) [19,20], general anxiety [21,22], bipolar disorder [23,24], and post-traumatic
stress disorder (PTSD) [14] as well as substance use disorder [25]. CORT influences brain activity by
binding glucocorticoid receptor (GR) and, to a lesser affinity, mineralocorticoid receptor (MR). Upon
activation, GR homodimerizes and translocates to the nucleus where it regulates the transcription of
GR-responsive genes [26].

GR translocation is tightly regulated by a well-characterized chaperone ensemble [27–29]. At
the center of this complex, the 90 kDa heat shock protein (Hsp90) collaborates with cochaperones,
including two FK506-binding proteins, FKBP51 and FKBP52, cyclophilin 40 (CyP40), and protein
phosphatase 5 (PP5) to control GR transactivation, affecting both sensitivity to CORT and nuclear
translocation [30,31]. Notably, FKBP51 affects GR transactivation in a dissimilar manner to the other
cochaperones. Increased FKBP51 slows GR nuclear translocation, at least in part, through impairing
the interaction between GR heterocomplexes and dynein, resulting in reduced GR activity. FKBP52,
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as well as CyP40 and PP5, have been shown to promote GR activity, which may be a combination
of increased dynein binding as well as through displacing the inhibitory effects of FKBP51 from the
Hsp90-heterocomplex, since these cochaperones bind Hsp90 at the same site (Figure 1) [32–37]. This
review discusses chaperone involvement in GR physiology and the impact of chaperone imbalances
that may lower resilience against psychiatric disorders.

2. Chaperones in GR Signaling

The cellular stress response is highly conserved within eukaryotes [38,39], granting the ability to
rapidly cope with adverse physiological insults. This process, controlled by molecular chaperones,
is integral to maintaining homeostasis in all cells. A key stress response chaperone, Hsp90, is highly
abundant throughout mammalian cells and uses ATP to interact with numerous substrates [40,41].
Hsp90 interacts with up to 10% of all proteins and is involved in nearly every cellular homeostatic
process and is essential for signaling pathways, including GR activation [42–46]. Hsp90 functions
as a homodimer [47]. Hsp90 consists of an ATP-binding domain at the amino-terminus separated
by a flexible linker from a middle domain, which is important for client binding. Conformation of
Hsp90 determines activity and function as well as regulates substrate binding [48]. Hsp90 adopts an
open conformation in the absence of ATP and proceeds to a closed state when it is ATP-bound [49].
In addition, cytosolic Hsp90 contains a carboxy-terminal MEEVD (met-glu-glu-val-asp) motif that
regulates the interaction with a host of cochaperones [50]. This allows for direct binding of
cochaperones containing a tetratricopeptide repeat (TPR) domain, including FKBP51, FKBP52,
and CyP40.

Hsp90 is regulated transcriptionally by heat shock factor 1 (HSF1), posttranslationally by
modifications including phosphorylation and acetylation [50], and functionally by a diverse set
of cochaperones [51]. Although the main binding of FKBP51, FKBP52, CyP40, and PP5 is through a
conserved TPR domain, cochaperones have been shown to bind to Hsp90 in all three domains [50].
These cochaperones compete for Hsp90 binding; however, simultaneous binding of more than one
cochaperone has also been demonstrated [52,53]. Cochaperones influence Hsp90 substrate recognition,
alter Hsp90 ATPase activity and conformational dynamics, and have the ability to interact with Hsp90
substrates directly [54,55].

Hsp90 Heterocomplex

It has been demonstrated, in vitro, that an Hsp90 heterocomplex is required for GR
maturation [31,56]. In a stepwise process, GR interacts first with Hsp70, and then is passed to Hsp90
via Hsp70-Hsp90 organizing protein (HOP) [46,57,58]. HOP is dislodged from this Hsp90-GR complex
upon Hsp90 binding ATP and subsequent association of cochaperones, FKBP51, FKBP52, CyP40,
or PP5 [59,60]. p23 preferentially associates with ATP-bound Hsp90 through the N-terminus and
middle domains stabilizing the complex in a conformation with high affinity for CORT [30,61]. Upon
CORT binding, GR dimerizes and translocates into the nucleus where it regulates the transcription of
GR-responsive genes.

With the development of new technologies to evaluate the detailed structure of large, multiprotein
complexes, we are continually learning more about how these proteins interact. This information is
important to understand how changes in structure are tightly linked to functional effects. Recently,
cryoelectron microscopy has further clarified the interactions between Hsp70 and Hsp90 that are
required for GR maturation and function [46]. It was shown that the coupling of the ATP-dependent
chaperone cycles of Hsp70 and Hsp90 may be required for GR maturation. Using recombinant proteins
and the ligand binding domain of GR (GRLBD), it was shown that GRLBD is first unfolded by Hsp70
and inactivated. Hsp90 reverses this step resulting in folded, aggregation resistant, and functional
GRLBD. This could explain the necessity of Hsp90 in GR maturation.

Remarkably, during the hand-off of GR from Hsp70 to Hsp90, the substrate binding domains of
Hsp70 and client binding domain of Hsp90 align. HOP recruits GRLBD:Hsp70 to Hsp90 resulting in
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an intermediary complex of GRLBD:Hsp70:Hsp90:HOP in which GRLBD is physically in contact with
both Hsp70 and Hsp90 simultaneously [46]. This conformation allows for an interaction between the
ATP domains of Hsp90 and Hsp70 and subsequent coupling of ATP hydrolysis. A key finding is that
Hsp90 ATP hydrolysis is required for client loading from Hsp70, however blocking ATPase activity
does not perturb the GRLBD:Hsp70:Hsp90:HOP intermediary complex. This is important because it
helps to explain how inhibition of Hsp90 ATPase activity results in Hsp70-mediated degradation, as
client loading is blocked. It was recently described that the intermediary complex actually contains
two Hsp70 molecules, where one Hsp70 delivers GR to Hsp90, while the other supports the HOP
interaction [62]. Overall, the Hsp70-Hsp90 system maintains GR in a competent high-affinity state for
CORT, allowing for response to changing CORT levels. This provides an explanation for the necessity
of this cycle for GR activity. Further studies are needed to evaluate how cochaperones affect this
heterocomplex to functionally regulate GR.

Rearrangement of Hsp90 by cochaperones, in addition to ATP-mediated effects [50], directly
impacts client binding [30]. For example, recent nuclear magnetic resonance spectroscopy studies have
solved the structure of the Hsp90/FKBP51 [48]. FKBP51 binds between the two dimers of Hsp90 and
upon binding stabilizes Hsp90 in the open conformation, reducing ATP hydrolysis activity. Other
TPR-containing cochaperones may share the same Hsp90 binding site, but potentially have disparate
effects on Hsp90 conformation. Furthermore, it has been found that GR preferentially binds Hsp90
when in the closed ATP-bound state, where both a TPR-containing protein and HOP are associated [30].
Given this, Hsp90/FKBP51 association may disrupt Hsp90/GR binding.

The relationship of cochaperones to CORT levels is complex as cochaperones may have diverse
effects on GR and CORT physiology. FKBP51 is upregulated by GR activity, which directly promotes
the transcription of FKBP5, the gene that encodes FKBP51 [63]. FKBP51, then, negatively inhibits GR
activity. The proposed mechanism of action is a short, negative feedback loop whereby FKBP51, in an
Hsp90-dependent mechanism, decreases the binding of CORT to GR leading to CORT resistance [64].
FKBP4, the gene that encodes the highly similar FKBP51 homolog, FKBP52, may have an opposing
effect on GR activity; however, conflicting evidence suggests FKBP52 may not alter GR nuclear
transactivation [32,35,36,65,66]. Another TPR-containing cochaperone, CyP40, can also regulate GR
through an Hsp90 heterocomplex. It has also been reported that CyP40 may facilitate the export of
CORT from the nucleus [65]. CyP40, like FKBP52 and PP5, interacts with dynein, which is a cytoskeletal
motor protein that can regulate GR transport [67]. Evidence suggests that PP5 binds to the Hsp90/GR
complex at an intermediate step in CORT activation, following the binding of FKBP51 during the basal
state [68,69]. PP5 has also been shown to dephosphorylate GR, which can alter GR activity [70]. Thus,
PP5 may regulate GR activity through two distinct, but linked mechanisms.

Interestingly, it has been shown that about half of GR within the cell is in complex with Hsp90 and
FKBP51 or FKBP52 [68]. About one third of GR is in complex with Hsp90 and PP5, and only a fraction of
GR has been found in an Hsp90/CyP40 complex. However, since cochaperones compete to bind Hsp90,
this normal distribution of GR/Hsp90 heterocomplexes may become imbalanced with alterations of
any TPR-containing proteins, potentially disrupting GR regulation and the stress response.

3. Chaperones Implicated in Psychiatric Disorders

Cochaperone variants and altered expression levels have been linked to psychiatric illness [71,72].
Moreover, cochaperone dysregulation may also contribute to circadian desynchrony, which is
exacerbated by and implicated in the etiology of mood disorders. Candidate studies have identified
common single nucleotide polymorphisms (SNPs) in the gene that encodes FKBP51, FKBP5, that
interact synergistically with environmental factors to increase susceptibility to develop PTSD, MDD,
anxiety, and bipolar disorder [73–75]. Some of these FKBP5 SNPs result in increased FKBP51 levels
following stress [76]. Increased FKBP51 reduces GR sensitivity, prolonging the HPA-mediated stress
response and resulting in increased circulating CORT [77]. We and others have shown that mice
lacking Fkbp5 (Fkbp5−/− mice) are resilient to depressive-like behavior following stress [78,79]. These
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mice have reduced levels of serum CORT following restraint stress or exogenous CORT administration,
suggesting that these stress-resilient phenotypes may be linked to CORT regulation by FKBP51.

FKBP52, CyP40 and PP5 have not been currently linked to psychiatric disease, but since each
of these cochaperones play an important role in GR regulation through Hsp90, it is possible that
dysregulation could increase risk. Work in vitro and in vivo has started to reveal the physiological
implications of imbalances in these cochaperones. A recent study in mice with reduced levels of
FKBP52 revealed that FKBP52 may not have an apparent role in regulating anxiety-like behaviors
or recognition memory, including fear conditioning, but rather may be more important in motor
coordination [80]. This corroborated previous work that did not detect any GR-related physiological
changes in FKBP52 knockout mice [66]. However, since FKBP52 competes with FKBP51 to bind Hsp90,
it has been suggested that reduced FKBP52 levels could regulate the stress response by increasing
the Hsp90/FKBP51 interaction [63]. Recent work identified a role for CyP40 in the regulation of
amygdala-mediated fear extinction [81]. An NIH-led study identified CyP40 as being enriched in the
basolateral amygdala of normal mice, however, CyP40 expression is reduced in mice that demonstrate
impairments in extinction learning. This group also showed that CyP40 colocalizes with GR in these
mice and that the extinction regulating effects can be blocked by a GR antagonist. This work may
provide a role for CyP40 in PTSD. A specific role in stress-related phenotypes has been not yet been
described for PP5. However, GR-specific effects may be difficult to identify, since PP5 primarily
functions as a protein phosphatase.

HPA hyperactivity has been extensively shown for depressed individuals. GR dysfunction
contributes to this hyperactivity [82–84]. There is evidence that the use of antidepressants inhibits
transcription of genes with glucocorticoid responsive elements (GREs). Further, antidepressants
increase GR expression in patients. It has been shown that antidepressants have activity beyond
targeting monoamine transporters, since they also upregulate autophagy markers [85]. FKBP51
enhances the activity of some antidepressants, which may be a result of priming autophagy pathways.
Further, FKBP51 inhibition improved stress coping behavior in a mouse model of depression co-treated
with a selective serotonin reuptake inhibitor (SSRI), while decreasing anti-anxiety effects of the SSRI [86].
In further support of a role for FKBP51 in modulating antidepressant effects, it has been shown that
FKBP5 SNPs affect antidepressant response [87,88]. It should also be noted however, that a separate
study in geriatric depressed patients showed no role for FKBP5 SNPs in antidepressant efficacy
prediction [89]. Additionally, it has been shown that depression may be linked to epigenetic changes
through methylation or differential gene expression. Some antidepressants may mediate epigenetic
changes; however, FKBP51 may affect this activity. High FKBP51 expression reduces the activity of
DNA methyltransferase, DNMT1, by modulating its activating kinases. This reduction in DNMT1
activity reduces DNA methylation, which broadly impacts expression of stress-induced genes and
alters antidepressant activity [90].

4. Stress Response and Circadian Rhythmicity

Physiological stress is frequently associated with circadian disruption, and the regulation of the
stress response system is one mechanism by which circadian rhythms are altered [91]. Thus, it is not
surprising that disruptions in the circadian rhythms are a common symptom across stress-related
psychiatric disorders [92]. Similar to the stress response system, the circadian clock is a well-conserved
mechanism that allows organisms to adapt to their environment. This homeostasis occurs not only in
individual tissues, but in the coordination within and between systems. Interestingly, there are multiple
interactions between the HPA axis and the circadian system, including circadian control over the daily
cycling of CORT release [93] and stress reactivity [94]. There is also a growing body of literature
suggesting that CORT synchronizes the rhythms of peripheral clocks [95], and even modulates
that rhythms of central nervous system clocks outside of the mast oscillator in the suprachiasmatic
nucleus [96]. Furthermore, it is likely that GR activity is an important link between these two systems.
As already described, CORT promotes GR activation, transcriptionally regulating many genes that
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contain GREs. This includes core clock genes, PERIOD 1 and PERIOD 2, and the accessory clock genes,
REV-ERBα and RORA. The latter genes are essential for the normal activity of the positive arm of
the clock via BMAL1 transcription factor activity [97]. Knockdown of either the positive (BMAL1) or
negative (PERIOD genes) arm of the clock disrupts circadian rhythmicity at both the molecular and
physiological levels [98–100]. This suggests that the regulation of GR by the Hsp90 heterocomplex can
directly impact the expression of clock genes and circadian rhythmicity at a cellular and organismal
level, as summarized in Figure 2. This is particularly interesting for FKBP51, since the FKBP5 gene also
contains GREs [101], so the levels of FKBP51 are increased by GR activation. Since FKBP51 works in a
short, negative feedback loop with GR, increased FKBP51 levels may directly regulate the activation of
the negative feedback loop of the clock FKBP51 levels can be affected not only by SNPs, but they also
dramatically increase with age [102,103]. Sleep architecture and quality decline with age, largely due
to impairments in circadian rhythmicity [104]. Thus, strategies aimed at restoring CORT homeostasis
or depleting FKBP51 could be beneficial for both acute and chronic stress-related co-morbidities, like
circadian rhythm sleep disorders. In support of this, mice lacking Fkbp5 demonstrated increased wake
times and protection from stress-induced sleep disruption [105]. More work needs to be done to fully
understand the connection between these essential processes, but it is possible that finding treatments
that restore normal stress response or circadian rhythmicity may be beneficial for both systems.

Figure 2. Schematic of the feedback between the molecular clock and stress response systems. Stress
produces CORT, which binds to the GR/Hsp90 heterocomplex. GR forms a homodimer and translocate
to the nucleus where it binds the glucocorticoid response elements in the promoter region. This leads
to increased FKBP5/FKBP51, which slows GR activity, and increased PER expression, a component
of the negative arm of the circadian clock; at the same time, REV-ERBα, a positive arm protein is
down regulated.

5. Therapeutic Progress

It is clear that selective inhibitory molecules are not only needed for therapeutic interventions,
but also as tools to investigate the complex interplay at work in diverse chaperone heterocomplexes.
Although Hsp90 inhibitors are available, because of the vast network of Hsp90-interactions, numerous
on- and off-target effects are a primary concern [106]. Geldanamycin (GA), a long-used Hsp90 inhibitor,
causes cytotoxicity through the production of reactive oxygen species, which can result in hepato- and
ocular toxicity [107–109]. Additionally, the GA backbone binds to ion channels of the mitochondrial
membrane resulting in increased Ca2+ levels [110]. Furthermore, because the N-terminal of Hsp90
includes a conserved fold for binding ATP, inhibitors targeting this region can inadvertently inhibit
other important ATP-binding proteins. For example, radicicol has been shown to inhibit the activity of
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a Type II DNA topoisomerase [111]. In addition, N-terminal Hsp90 ATP inhibitors activate the stress
response, which upregulates Hsp70, Hsp40, and Hsp27 along with other pro-survival factors [112].
With this in mind, targeting Hsp90 cochaperones may be a promising alternative therapeutic approach.

The principal tool in determining FKBP51 and FKBP52 functional activity has been FK506 (also
tacrolimus), a potent immunosuppressant. FK506 binds FKBP51 and FKBP52, disrupting signaling
events mediated by the calcium-dependent serine/threonine protein phosphatase, calcineurin
(CaN/PP2B). FK506 will non-specifically bind to FKBPs. Therefore, specific inhibitors that work
through an alternate mechanism are needed to discriminate between the FKBPs, especially the highly
homologous FKBP51 and FKBP52.

Using induced-fit modeling, highly selective inhibitors of FKBP51, SAFit 1 and SAFit2, have
now been generated [113]. SAFit1 showed protection from FKBP51-mediated neurite outgrowth
suppression in primary neurons, while SAFit2 treatment in mice led to antidepressant-like effects [113].
Additionally, microRNA-511 (miR-511), a non-coding RNA molecule, was shown to silence FKBP5
post-transcriptionally [114]. miR-511 suppressed CORT-induced upregulation of FKBP51 and promote
neurite outgrowth in primary neurons. miR-511 may be a promising therapeutic candidate for
suppressing FKBP51. Recently, benztropine was shown to restore GR activity in the presence of high
FKBP51 and interact with FKBP51, but not FKBP52 [77].

Selective inhibitors for FKBP52, CyP40, and PP5 have not been reported. Structural insights may
help guide strategies to target these chaperones. For example, the proline-rich loop extending over
the FK1 catalytic domain of FKBP52 has been described and may be targetable, since this domain is
suggested to have a role GR regulation [115]. However, inhibiting FKBP52 may lead to reduced fertility,
as this has been found in mice lacking this protein [116]. Additional studies are still needed to better
understand the regions on each cochaperone that are most important for regulating GR activity. At the
same time, further development of selective inhibitors will both benefit from and aid these studies.

6. Conclusions

Although there has been substantial research investigating the role of GR in regulating the stress
response, recent work has advanced our understanding of both the structural and functional regulation
of GR by Hsp90 heterocomplexes. There is a growing body of evidence describing the functional effects
of cochaperones on GR activity. Still there is much to learn about how these cochaperones regulate GR
signaling in vivo and how the intracellular feedback loops and HPA axis are interconnected. Even less
well known are the structural effects of cochaperones on GR-Hsp90 heterocomplexes. More work needs
to be done to elucidate the effects of cochaperones on GR structure, function, and feedback regulation.

The stress response has now been suggested to be linked to circadian rhythms. However, a
detailed investigation at the molecular level has yet to be done, despite apparent overlaps in regulation
through GR activity. Additional studies are needed to start to understand how stress response and
circadian rhythms are molecularly linked and how this link impacts the susceptibility and severity of
psychiatric disorders.
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Abbreviations

ACTH adrenocorticotropic hormone
ATP adenosine triphosphate
CORT cortisol
CRH corticotropin-releasing hormone
CaN/PP2B calcineurin
CyP40 cyclophilin 40
FKBP FK506-binding protein
GR glucocorticoid receptor
GRE glucocorticoid response element
HPA hypothalamic-pituitary-adrenal
Hsp90 heat shock protein 90
LBD ligand-binding domain
MDD major depressive disorder
MEEVD binding motif in Hsp90 that binds TPR domain
MR mineralocorticoid receptors
N2A Neuro2A, a mouse neuroblastoma cell line
PTSD post-traumatic stress disorder
SNP single nucleotide polymorphism
TPR tetratricopeptide repeat
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Abstract: Cytoskeletal dynamics are pivotal to memory, learning, and stress physiology, and thus
psychiatric diseases. Downregulated in renal cell carcinoma 1 (DRR1) protein was characterized
as the link between stress, actin dynamics, neuronal function, and cognition. To elucidate the
underlying molecular mechanisms, we undertook a domain analysis of DRR1 and probed the
effects on actin binding, polymerization, and bundling, as well as on actin-dependent cellular
processes. Methods: DRR1 domains were cloned and expressed as recombinant proteins to perform
in vitro analysis of actin dynamics (binding, bundling, polymerization, and nucleation). Cellular
actin-dependent processes were analyzed in transfected HeLa cells with fluorescence recovery after
photobleaching (FRAP) and confocal microscopy. Results: DRR1 features an actin binding site at
each terminus, separated by a coiled coil domain. DRR1 enhances actin bundling, the cellular F-actin
content, and serum response factor (SRF)-dependent transcription, while it diminishes actin filament
elongation, cell spreading, and actin treadmilling. We also provide evidence for a nucleation effect of
DRR1. Blocking of pointed end elongation by addition of profilin indicates DRR1 as a novel barbed
end capping factor. Conclusions: DRR1 impacts actin dynamics in several ways with implications for
cytoskeletal dynamics in stress physiology and pathophysiology.

Keywords: stress physiology; cytoskeleton; actin dynamics; DRR1; TU3A; FAM107A

1. Introduction

Stress is a risk factor for several pathologies, including mental disorders such as psychiatric
diseases [1,2]. Underlying mental disorders are alterations in the pattern of synaptic structure
and activity, which has been repeatedly shown to be impacted by stress [2,3]. Actin, as the most
prominent cytoskeletal component at the synapse, plays a major role in synaptic transmission
by regulating synaptic shape, neurotransmitter vesicle release, and post-synaptic receptor
distribution [4]. Actin dynamics and rearrangements of actin filaments are crucial during structural
and functional alterations of neurons in response to stress shaping synaptic plasticity and behavior [5].
More specifically, acute and chronic stress have been shown to dramatically impact on numerous
processes, including neuronal architecture, network dynamics, synaptic efficacy, and dendritic spine
shape [2,6]. Further, dynamics of dendritic spines have been implicated in both memory formation and
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the development of psychiatric or neurological disorders [7]. Dysregulation of synaptic actin dynamics
has been proposed as a convergent mechanism of mental disorders [8]. Therefore, investigating how
specific actin binding proteins modulate actin dynamics is essential to understanding cell physiology
and disease pathophysiology. Since the actin cytoskeleton exerts a major modulatory function in a
plethora of additional cellular processes such as morphogenesis, motility or endocytosis, deciphering
the processes contributing to dynamic actin cytoskeleton rearrangements is relevant to understanding
several human pathologies [9].

The variety of actin-dependent processes is accomplished by its highly dynamic structure:
globular actin (G-actin) polymerizes to filamentous actin (F-actin), while this polymerization reaction
and the organization of actin filaments to higher-order actin-structures is orchestrated by numerous
actin binding proteins. Adenosine triphosphate (ATP)-bound actin monomers are added at the barbed
(+) end of the filament, ATP is then hydrolyzed by actin along the filament leading to its destabilization
and depolymerization at the opposite, pointed (−) end. Thereby, actin filaments undergo a constant
turnover of monomers called treadmilling [10].

The rate-limiting step of filament polymerization, the formation of actin dimers and trimers,
is enhanced by nucleating factors like formins [11,12]. In contrast, the Arp2/3 complex generates
new actin filaments by nucleation from existing filaments [13]. Elongation is terminated by capping
proteins that bind to the barbed ends and inhibit the addition of further actin monomers, thereby
limiting the length of the filament [14,15].

While sheet-like structures necessary for lamellipodial protrusions of the cells are created
by Arp2/3 and crosslinkers like filamin, finger-like filopodia are arranged by thick actin bundles
crosslinked, e.g., by fascin or α-actinin [16–18]. The cellular G-/F-actin equilibrium further changes
the intracellular processes, for example, the transcription factor serum response factor (SRF) [19].
SRF-responsive genes, in turn, encode regulators of the actin and microtubule cytoskeleton, cell growth,
and motility, adhesion, extracellular matrix synthesis and processing, and transcription [20].

Previously, we have identified a novel stress-induced protein enhancing cognition and
social behavior, primarily localizing to actin-rich structures like stress fibers, membrane ruffles,
and synapses [21–23]. This protein had initially been described as a tumor suppressor and, thus,
had been termed downregulated in renal cell carcinoma gene 1 (DRR1). It is also known as Tohoku
University cDNA clone A on chromosome 3 (TU3A) or Family with sequence similarity 107, member
A (FAM107A) [24,25]. DRR1 is downregulated in various cancer cell lines, including renal cell, ovarian,
cervical, laryngeal, gastric, prostate, liver, lymph, and non-small cell lung cancer and is associated
with the progression of neuroblastoma, meningioma and malignant glioma [26–36]. On the other
hand, DRR1 is highly expressed in outer radial glial cells [37] and in the invasive component of
glioblastoma [38,39]. Lately, DRR1 has been associated to several brain disorders. Gene expression
analyses indicated altered expression of DRR1 in neurodegenerative diseases as well as in bipolar
disorder, autism spectrum disorder, and schizophrenia, presumably indicating an aberrant adaptation
to chronic stress [40–46].

DRR1 shows basal expression in several brain regions and is strongly upregulated in mouse
models of stress, as well as by dexamethasone in the hippocampus [23,47–49]. Its virus-mediated
upregulation—aiming at mimicking stress-induced DRR1 increase—in the Cornu Ammonis region 3
(CA3) hippocampal region and the lateral septum increased hippocampus-dependent memory and
social behavior, respectively [22,23]. Recently, cognitive impairment was measured 4 h after social
defeat stress, when DRR1 protein levels were not increased yet, but not after 8 h, when DRR1 protein
levels were found increased [50]. However, viral-mediated overexpression of DRR1 was not able to
prevent the cognitive impairments 4 h after social defeat [50]. These findings suggest DRR1 to act as an
adaptation factor that contributes to the molecular machinery counterbalancing aversive stress effects,
but cannot act in a preventive manner. On the molecular and cellular levels, it was found to directly
interact with β-actin and inhibit neurite outgrowth [23].
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The link between stress and actin dynamics appears to be a critical component of the general
adaptation mechanism [5,22,23]. However, up to now, a more detailed mechanistic understanding of
DRR1’s action on actin is lacking. Given the relevance of DRR1 not only during the stress response,
but also in brain disorders and tumor development and progression, we aimed at elucidating its
molecular mechanism and its significance in actin-dependent cell function. We found that DRR1
impacts actin dynamics in an intriguing multifaceted fashion by bundling, capping and nucleating
filaments, altogether leading to stabilization of F-actin.

2. Results

2.1. DRR1 Features an Actin Binding Site at Each Terminus

Murine DRR1 is a highly conserved protein with 144 amino acids containing the “conserved
domain of unknown function 1151”. Secondary structure prediction in DRR1 indicates a predominantly
helical protein with three helices and a coiled coil motif from amino acids 66 to 93 within the central
helical region. Coiled coil motifs are abundant in the eukaryotic proteome and frequently involved
in protein-protein and protein-DNA interactions [51,52]. Based on this structure prediction, DRR1
was divided into three domains: an N-terminal domain, a middle domain, and a C-terminal domain.
Truncation mutants were generated accordingly to map the functions of DRR1 on actin dynamics
in vitro and actin-dependent cellular processes (Figure 1A).

Figure 1. Downregulated in renal cell carcinoma 1 (DRR1) features an actin binding site at each
terminus. (A) Domain structure of DRR1 wt and mutants. DRR1 harbors a conserved domain of
unknown function from amino acid 16–133. Secondary structure prediction was performed with the
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“Predict Protein Server” (dark: helix, light: loop; https://www.predictprotein.org/, accessed on 31
July 2012). Coiled coil prediction performed with “Coils” (http://embnet.vital-it.ch/software/COILS_
form.html; accessed no 10 December 2018); (B) Co-immunoprecipitation of actin with DRR1 wt and
mutants fused to Enhanced Green Fluorescent Protein EGFP overexpressed in Human embryonic
kidney 293 cells (HEK)-293 cells using Green Fluorescent Protein (GFP)-Trap® beads. Control
was performed with EGFP alone. Lysate and eluate samples were analyzed by SDS-PAGE and
Western blot. A representative Western blot is shown; (C) Quantification of Co-immunoprecipitation
(n = 8, dN and M n = 7); (D) Co-sedimentation of recombinant wt and mutant DRR1 protein
with preformed F-actin by ultracentrifugation. Coomassie-stained sodium dodecyl sulfate (SDS)
– polyacrylamide gel electrophoresis (PAGE) with total (T), supernatant (S) and pellet (P) fractions are
shown; (E) Quantification of co-sedimented protein (n = 3). Bars represent means + SEM. **/## p < 0.01,
***/### p < 0.001 in comparison to control/wt DRR1 (only significant differences are marked). Statistical
analysis was performed with one-way analysis of variants (ANOVA) and Bonferroni post hoc.

Actin binding of wild-type (wt) and mutant DRR1 was verified by co-immunoprecipitation (CoIP)
from cellular extracts and by co-sedimentation of purified recombinant DRR1 proteins with F-actin.
For immunoprecipitation, enhanced green fluorescent protein (EGFP)-tagged DRR1 proteins were
ectopically expressed in Human embryonic kidney 293 cells (HEK)-293 cells. CoIP revealed actin
binding of wt and all mutants except for the middle domain M. Quantification of relative actin binding
in the CoIP revealed significant binding for DRR1 wt, dN, and dM, while it was not significant for
dC and M. However, some actin binding could still be detected for dC in the Western blot. This is
consistent with the presence of an actin binding site at both the N- and the C-terminus (Figure 1B,C).

For the co-sedimentation assays, purified G-actin from rabbit skeletal muscle was polymerized
and then incubated with purified wt and mutant DRR1 proteins (tagged with maltose binding protein
(MBP)) followed by high speed centrifugation and analysis of the total (T), supernatant (S), and pellet
(P) fractions by Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and Coomassie
staining (Figure 1D). Largely consistent with the results from the CoIP, there was significant binding to
F-actin in the co-sedimentation assay for DRR1 wt and the mutants dN, dC and dM. The mutant M
showed no binding (Figure 1D,E). In comparison to wt, deletion of the N, M and C domain modulated
actin binding, which appeared more pronounced in the coprecipitation experiment (Figure 1 C,E),
while deletion of both N and C domain completely abolished it.

2.2. DRR1 Enhances Actin Bundling Via Its Two Actin Binding Regions and Potentially through
Homo-Dimerization

To visualize the DRR1-induced alterations in F-actin networks, in vitro actin networks were
polymerized in the presence or absence of recombinant DRR1 (purified via the MBP-tag) until
equilibrium and then imaged in a confocal microscope. While the networks of the control (MBP
added) showed a purely filamentous network lacking distinguishable higher order structures,
the addition of DRR1 resulted in strong bundle formation with a completely bundled network
in a concentration-dependent manner (Figure 2A), consistent with our previous results [23]. At a
DRR1:actin ratio (R) of 0.1, DRR1 already generates clear actin bundling. At the highest DRR1:actin
ratio tested of R = 0.5, the whole network appears as bundles without distinguishable single filaments.
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Figure 2. DRR1 enhances actin bundling via its two actin binding regions and potentially through
homo-dimerization. (A) DRR1 enhances bundling of F-actin in a concentration-dependent manner.
Z-stacks from actin networks polymerized at room temperature (RT) for >2 h in the presence of DRR1
and visualized with phalloidin-488. Scale bar denotes 50 μm. In all panels, “R” refers to the molar ratio
of recombinant protein: actin protein; (B) Z-stacks from actin networks polymerized at RT for > 2 h in
the presence of DRR1 proteins (R = 0.5) and visualized with phalloidin-488. Control = MBP added,
because the DRR1 proteins are MBP-tagged. Scale bar denotes 20 μm.

To dissect the bundling mechanism of DRR1, actin networks polymerized in the presence of each
mutant at R = 0.5 were also visualized in the confocal microscope (Figure 2B). Despite of retaining
both actin binding regions, addition of the mutant dM only led to amorphous bundle “aggregates”,
but no proper actin bundling. This suggests that the central region is necessary as a spacer for accurate
positioning of the two actin binding regions for proper bundle formation. In contrast, the mutants
dN and dC both impacted on actin networks by producing bundle-like structures, although they
both harbor one actin binding region only. While dC showed bundle-like aggregates, dN generated
actin bundling comparable to wt DRR1 at a lower concentration (compare Figure 2B dN R = 0.5 and
Figure 2A wt R = 0.1). These findings could be explained by homo-dimerization of the mutants dC and
dN through the putative coiled coil interaction motif (compare with Figure 1). The mutant M exhibited
no effect on the actin networks and appeared similar to the control. This is consistent with the lack of
F-actin binding observed in Figure 1.

In an effort to provide experimental evidence for the dimerization of DRR1, we expressed
untagged wt and mutant DRR1 in HEK293 cells and probed for dimerization using the crosslinker
1,4-Bismaleimidobutane (BMB) that reacts with sulfhydryl groups (cysteines) in close proximity.
Western blot analysis revealed signals at the dimer positions of wt DRR1, dC and dN, but not for dM
and M (Figure A1). Thus, as predicted by the secondary structure analysis (Figure 1), DRR1 dimerizes
very likely through the middle domain that features the only cysteine (position 94) available for
crosslinking by BMB. However, it appears that actin binding strongly promotes dimerization, because
the M-domain alone did not produce any sign of dimerization, probably because it is too dispersed
throughout the cell. It also should be noted that on formal grounds, these data do not exclude the
possibility that the N- and the C-domain each dimerize independently.

2.3. DRR1 Bundling Diminishes Cellular Actin Treadmilling

The strong bundling effect of DRR1 on actin filaments in vitro could lead to a stabilization of
F-actin as well as reduced actin treadmilling in cells. To test this hypothesis, fluorescence recovery
after photobleaching (FRAP) of Green Fluorescent Protein (GFP)-labeled actin was measured in HeLa
cells co-expressing untagged DRR1 (or empty vector as control) for 24 h. Time-lapse images were
acquired with a confocal microscope during 5 min (five frames were recorded pre-bleach). After 5 min,
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the recovery of fluorescence in control cells reached about 75% of the bleached fluorescence. In DRR1
wt overexpressing cells, however, the recovery reached about 55%, indicating a higher immobile
fraction of actin and, thus, a reduced actin treadmilling rate. None of the deletion mutants analyzed
changed FRAP, except for the mutant dN, which exerted a similar effect as wt DRR1 (Figure 3).

The images of Figure 3 display nuclear localization of Actin, consistent with other reports [53];
DRR1 also has been reported to be both in the nuclear and cytosolic compartment [25,47,54].
We performed biochemical fractionation of HEK-293 cells ectopically expressing wt or mutant DRR1
to analyze the nuclear and cytosolic fraction by Western blotting (Figure A2). The efficiency of
fractionation was monitored by probing the membranes for the cytosolic kinase AKT and the nuclear
histone H4 (acetylated). All DRR1 forms could be detected both in the cytosol and in the nucleus
(Figure A2).

Figure 3. DRR1 bundling effect diminishes cellular actin treadmilling. DRR1 wt and the mutant
dN—but none of the other mutants–slow down actin treadmilling in HeLa cells. Fluorescence recovery
after photobleaching (FRAP) in HeLa cells co-transfected with plasmids expressing GFP-actin and
untagged DRR1 wt, dN, dC, dM, and M was recorded. Representative cells are shown. Quantification
was performed in ImageJ (25–30 cells from 2–3 independent experiments). Scale bar denotes 20 μm.
Movies of FRAP experiments are available on request.

2.4. DRR1 Reduces Actin Filament Elongation but Increases Nucleation

To explore the effects of DRR1 on actin beyond the previously described bundling ability of
DRR1 [23], we examined actin polymerization with pyrene-actin in the presence of DRR1 (Figure 4A,B)
as well as single filament elongation and nucleation using total internal reflection fluorescence (TIRF)
microscopy (Figure 4C).

As a first step to analyze actin polymerization in the presence of DRR1, pyrene-labeled actin, which
shows enhanced fluorescence upon polymerization, was polymerized in the presence of increasing
concentrations of DRR1 wt. At a DRR1:actin ratio of R = 0.5 and 1, the polymerization reaction
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was strongly inhibited in comparison to the control (Figure 4A). The only mutant to have an effect
comparable to DRR1 was dM (Figure 4B).

Figure 4. DRR1 reduces actin filament elongation but increases nucleation. (A,B) DRR1 and the mutant
dM exert an inhibitory effect on in vitro polymerization of pyrene-actin. 20% pyrene-labeled actin
(4 μM) was polymerized in the presence of wt (A,B) and mutant (B) DRR1 proteins (purified via the
MBP-tag) as indicated. Increase in fluorescence of pyrene-actin during polymerization was monitored
in 5 s intervals for 90 min; (C) Single filament elongation of actin is strongly reduced by DRR1 and
the mutant dM. Actin (c = 0.5 μM, 10% labeled with ATTO-488) was polymerized in the presence of
DRR1 proteins or MBP as control (R = 0.5) and visualized by TIRF microscopy for 10 min with 3 s
intervals starting 2 min after the beginning of the reaction. An endpoint image was taken at 2 h of
polymerization. Scale bar denotes 10 μm for all images. Bars indicating the filament elongation rate
and the nucleation rate represent means + SEM of three independent experiments. */# p < 0.05, **/##

p < 0.01, ***/### p < 0.001 in comparison to control/wt DRR1 (only significant differences are marked;
p = 0.06 refers to the comparison of M to wt DRR1). Statistical analysis was performed with one-way
ANOVA and Bonferroni post hoc. Movies of single filament elongation experiments are available
on request.
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In order to verify the slowdown of polymerization by DRR1, the polymerization reaction
of fluorescently labeled G-actin was monitored using TIRF. The overall slowdown of actin
polymerization by DRR1 observed in the pyrene-assay was well reproduced in the TIRF polymerization.
DRR1 significantly slowed down actin polymerization to less than 20% control (Figure 4C). The mutant
dM was the only mutant to retain the inhibitory effect of wt DRR1 on filament elongation, even though
it had previously not shown an effect on bundling. The mutant dC showed a mild reduction of filament
elongation, which was not significant. This finding indicates that the reduction of single filament
elongation by DRR1 is independent of actin bundling, but both actin binding sites are necessary to
affect elongation, since mutants lacking one or both actin binding sites displayed no significant effect.

Intriguingly, the visualization of single filament elongation revealed more but shorter filaments
in the presence of DRR1 versus the control. Thus, the number of new filaments per time frame was
quantified and the slope of the resulting plot was determined as read-out of the nucleation rate. DRR1
moderately enhanced the filament nucleation rate up to three-fold above the control at a molar ratio of
DRR1:actin of 0.5. The mutants dC and dM both showed a trend towards increased nucleation versus
the control, although not statistically significant (Figure 4C).

2.5. In the Presence of Profilin, DRR1, and the Mutants dM and dC Block Elongation More Effectively,
Suggesting DRR1 as a Novel Barbed End Capping Factor

Different actin binding factors interact in the cell to control overall actin dynamics. To reconstitute
more complex conditions in vitro, we analyzed the effects of wt DRR1 and mutants on actin
polymerization in the presence of profilin, a well-described blocker of pointed end polymerization.
Thus, we assessed elongation exclusively from the barbed end.

Addition of profilin strongly enhanced DRR1’s inhibitory effect on actin polymerization
supporting the notion of DRR1 as a novel capping protein at the barbed end. In the pyrene-assay,
an inhibitory effect of DRR1 on barbed end polymerization was already detectable at a DRR1:actin
ratio of R = 0.01. At R = 0.1, polymerization was almost completely blocked (Figure 5A). At R = 0.5,
the mutant dM most noticeably reduced actin polymerization, but also dC slowed down the
polymerization, while all other mutants lacked strong effects (Figure 5B).
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Figure 5. In the presence of profilin, DRR1 and the mutants dM and dC block elongation more
effectively, suggesting DRR1 as a novel barbed end capping factor. (A,B) Pyrene-actin polymerization
is blocked by DRR1 and the mutant dM at R = 0.5 in the presence of profilin (12 μM). 20% pyrene-labeled
actin (4 μM) was polymerized in the presence of wt (A,B) and mutant (B) DRR1 proteins (purified
via the MBP tag) as indicated. An increase in fluorescence of pyrene-actin during polymerization
was monitored in 5 s intervals for 60 min; (C) Visualization of actin in vitro polymerization by TIRF
microscopy (c = 0.5 μM, 10% labeled with ATTO-488) in the presence of profilin (1.5 μM). Actin was
polymerized in the presence of DRR1 proteins for 10 min with 3 s intervals imaging starting 2 min
after the beginning of the reaction. An endpoint image was taken at 2 h of polymerization. Scale bar
denotes 10 μm for all images. Bars indicating the filament elongation rate represent means + SEM of
three independent experiments. */# p < 0.05, ***/### p < 0.001 in comparison to control/wt DRR1 (only
significant differences are marked). Statistical analysis was performed with one-way ANOVA and
Bonferroni post hoc. Movies of single filament elongation experiments are available on request.

Similar results were obtained with polymerization of actin and single filament analysis using TIRF
microscopy. At R = 0.5, DRR1 wt displayed a pronounced barbed end capping activity in the presence
of profilin by reducing the filament elongation rate to about 10% of the control. The same effect was
reproduced for dM. In addition, dC which had only a mild effect in the absence of profilin, reached
significant capping activity in its presence reducing the filament elongation rate to around 36% of the
control. Nevertheless, this capping activity of dC was less pronounced than for DRR1 wt (Figure 5C).
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2.6. DRR1 Modulates Actin-Dependent Processes in Cells

To further analyze the cellular consequences of DRR1-induced changes of actin dynamics,
we evaluated known actin-dependent processes such as cell spreading and activity of the transcription
factor serum response factor (SRF). Cell spreading is relevant in many cellular functions, such as
migration or wound healing. Spreading of HeLa cells ectopically expressing EGFP-DRR1 wt or
mutants, was analyzed by replating on a fibronectin-coated surface and fixation after 30 min of
spreading; F-actin was stained with phalloidin.

DRR1 wt strongly reduced spreading of HeLa cells: while (EGFP transfected) control cells showed
a mean size of about 700 μm2, DRR1 wt expressing cells had a mean cell size below 500 μm2 (Figure 6A).
In addition, control cells expressing EGFP showed extension of filopodial protrusions after 30 min
of spreading, while DRR1 wt-expressing cells were still round–shaped, lacking any protrusions.
In these freshly-seeded cells, DRR1 wt colocalized with F-actin at the cortex area of the cells, where the
filaments’ barbed ends are oriented [55]; this is consistent with DRR1’s capping activity at the barbed
ends, thereby inhibiting extension of protrusions during cell spreading. Evaluation of the deletion
mutants of DRR1 revealed that all mutants except M also inhibited cell spreading. This indicates that
either capping or bundling by DRR1 is sufficient to reduce cell spreading.

Cell imaging revealed that DRR1 colocalizes with F-actin (Figure 3 and [23]). As expected
from the binding analyses (Figure 1), the mutants dN, dC, and dM also exhibit colocalization with
actin filaments (Figure A3). Among them, dC, whose actin binding did not reach significance in the
co-immunoprecipitation experiment (Figure 1C), exhibited the lowest correlation coefficient. M showed
no colocalisation with F-actin (Figure A3). The overall cellular content of F-actin was increased by wt
DRR1, dN, and dM, while dC and M had no significant effect (Figure A4).

The equilibrium between G- and F-actin has further repercussions for intracellular processes,
for example activation of the transcription factor serum response factor (SRF). With decreasing levels
of G-actin, the SRF cofactor MAL detaches from G-actin, translocates to the nucleus and activates
SRF [19]. We employed SRF reporter gene assays as a G-actin sensor to monitor the effects of wt and
mutant DRR1. The nucleator formin mDia lacking its autoinhibitory “DAD” region was used as a
positive control for SRF activation [56].

DRR1 wt increased SRF activity about 10-fold in serum-stimulated cells, similar to the effect of
mDia. In the absence of serum, the stimulation was still about eight-fold above the serum-stimulated
control sample and again comparable to mDia, indicating strong SRF activation by DRR1 independently
of serum. The mutant dN also significantly enhanced SRF activity, while the mutants dC, and M
showed no effect. While dM showed a minor increase in SRF activity, its stimulation did not reach
significance (Figure 6B). This data indicate that DRR1 expression levels modulate SRF-dependent gene
expression through modulation of the equilibrium between G- and F-actin
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Figure 6. DRR1 modulates actin-dependent processes in cells. (A) DRR1 wt and the mutants dN, dC,
and dM inhibit spreading of HeLa cells. Cells were transfected with constructs expressing EGFP-DRR1
wt or mutants (control: EGFP), cultivated for 24 h and re-plated on fibronectin-coated coverslips. After
30 min, cells were fixed and F-actin was stained with phalloidin. Representative cells are displayed
(green: EGFP or EGFP-DRR1; red: F-actin). Scale bar denotes 20 μm. Bars represent mean cell sizes
+ SEM of four independent experiments (50–200 cells in each experiment). * p < 0.05, ** p < 0.01,
*** p < 0.001 in comparison to control. Statistical analysis was performed with one-way ANOVA and
Bonferroni post hoc; (B) DRR1 overexpression leads to a strong activation of the serum response factor
(SRF) independently of serum, indicating a stabilization of cellular F-actin by DRR1 bundling and
capping effects. SRF reporter gene assays in HEK-293 cells show 8–10 fold enhanced SRF activity
after overexpression of DRR1 wt or dN with and without serum. Cells were transfected with the SRF
reporter 3DA.luc, the gaussia luciferase control vector and the indicated plasmids or vector control.
Serum stimulation or withdrawal was for 16–20 h. Luciferase activity is shown as the fold-increase of
serum-stimulation over control samples. Bars represent means + SEM of five independent experiments.
* p < 0.05, ** p < 0.01, n.s. = not significant in comparison to control. Statistical analysis was performed
with one-way ANOVA and Bonferroni post hoc.

3. Discussion

Actin binding proteins orchestrate the temporal and spatial remodeling of the actin cytoskeleton
in cells as the structural basis for several cellular functions [57]. This highly dynamic process also
responds to specific stimuli and, thus, conveys the ability to adapt to new environmental demands.
Here, we present a domain and functional analysis of the stress-induced protein DRR1 with respect to
its action on actin dynamics.

Our findings extend the characterization of DRR1 as actin bundler [23] and add it to the list of
actin cappers. While the contact points of DRR1 on actin filaments remain unknown, capping might
be achieved in two ways by the binding of at least one of the two actin binding domains of DRR1
described here close to the barbed end of the filament: either by inducing a conformational change
at the outmost actin unit or by sterically interfering with the addition of the next actin molecule to
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the extending filament. Deletion of the N-terminal domain leads to complete loss of capping activity,
while deletion of the C-terminus retains a somewhat lower capping activity. Therefore, we hypothesize
that the N-terminal binding domain of DRR1 is required for capping. In addition, the second actin
binding domain appears to contribute to capping possibly by stabilizing the interaction with actin.
According to our model, the C-terminal deletion mutant dC is able to form dimers yielding two actin
binding sites and, thus, enhances binding affinity to actin. Thus, the deletion mutant dC exerts some
capping activity.

Most capping proteins appear to exert their activity at nanomolar concentrations [58], similar to
the concentrations used here for DRR1. The ratio of DRR1 to actin of 1:10 at which significant capping
was observed is also close to the range of other capping proteins, for example gelsolin [59]. However,
the dominant actin capper in the cell, called “capping protein”, displays a very high binding affinity
and is effective at ratios as low as 1:1000 [60]. Thus, the other capping proteins, like DRR1 and gelsolin,
may have more specialized roles. In general, both actin interaction domains and capping mechanisms
are not conserved. Nevertheless, the mode of action of DRR1 in capping at the barbed end might
be similar to the mechanism proposed for Twinfilin [61,62] and the Gelsolin protein family [63–65].
These proteins feature multiple actin binding sites and contact the actin filament both at the barbed
end and at the side of the filament.

We cannot exclude that the nucleation effect of DRR1 observed here in the in vitro assays could be
secondary to the capping activity, i.e., due to the extended availability of non-polymerized actin when
polymerization is diminished. For capping protein, a concentration-dependent nucleation activity has
been reported: it inhibits elongation of actin already at low concentration by blocking the barbed end,
while at higher concentrations it enhances nucleation by mimicking a non-dissociable actin dimer [14].
At this stage, it is likely that DRR1 may act as a nucleation factor by pulling together actin monomers
or by stabilizing short oligomers, which appears possible in particular with dimerized DRR1 (compare
also graphical abstract).

Efficient bundling of actin by DRR1 requires both binding sites of DRR1 as deletion of one of
the domains severely compromises actin bundling. Reduced bundling was also observed for the
deletion of the middle domain, suggesting that proper spacing of the two actin binding domains is
required, possibly in conjunction with dimerization of the full length protein. Similarly, the residual
bundling activity of each of the terminal deletion mutants might be attributed to their dimerization.
Even though the middle domain does not bind to actin, our data do not allow excluding the possibility
that it actively contributes to bundling.

Visually, with respect to bundle thickness and length, and mesh size of the bundled network,
bundled actin networks with DRR1 and α-actinin, respectively, look similar. Furthermore, actin:DRR1
networks at a ratio of 1:2 are comparable to α-actinin:actin networks of 1:1 ([66] and this work),
suggesting DRR1’s bundling activity to be at least as strong as the respective effect of α-actinin.
Other actin bundling proteins inhibit in vitro actin depolymerization similarly to DRR1 in this
study [67], and DRR1 itself has been shown to reduce dilution-induced actin depolymerization at
ratios of DRR1:actin of 0.7 [23].

It should be noted that all experiments with recombinant DRR1 in this study had to be performed
with a large (MBP) tag at the wt and mutant DRR1 proteins. Even though the cellular effects of DRR1
with a smaller (GFP) tag or with no tag reflect the in vitro results, and even though we distinguish
the DRR1 effects from the effects of MBP alone, we cannot exclude the possibility that he MBP tag
influenced the experimental outcome.

In cells, actin dynamics is shaped by the concerted action of several actin binding proteins.
Although the effects observed in vitro with purified compounds may not always reliably predict
the outcome in the cell, the effects on actin dynamics found in cells expressing wt DRR1 and its
mutants were largely congruent with the in vitro results (summaries in Tables 1 and 2). For example,
the mutants that exerted proper bundle formation, i.e., DRR1 wt and dN, were the only ones to reduce
actin treadmilling in the FRAP experiment, suggesting that it is mainly the bundling activity that
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leads to stabilization of F-actin in cells. We noted though, that the effect of dN in the FRAP assay is
comparable to that of DRR1 wt, while the effect on bundling is not as strong (Figure 2). Thus, we
cannot exclude the possibility that additional actions of dN contribute to the overall effect in the
FRAP assay.

Both bundling and capping effects appear to contribute to activation of cellular SRF, since
serum-independent SRF activation was observed for DRR1, dN, and dM. Meanwhile, bundling
and inhibition of filament polymerization seem to be largely independent effects: dN generated
bundles but had no effect on filament elongation, whereas dM had formed no proper bundles, but
strong inhibition of filament elongation similar to the wild-type.

Table 1. Schematic overview of DRR1’s molecular effects on actin dynamics.

F-Actin
Binding

Bundling
Filament

Elongation
Nucleation Capping

DRR1 wt + + + + + + − − − + + + + +
dN + + + 0 0 0
dC + + + − (n.s.) + (n.s.) +
dM + + + − − − + (n.s.) + + +
M 0 0 0 0 0

Summary of the data presented in Figures 1, 2, 4 and 5. + enhancement, − decrease, 0 no effect, n.s. not significant.

Table 2. Schematic overview of DRR1 effects on actin-dependent cellular processes.

DRR1
Colocalization

F-Actin
Cellular
F-Actin

Actin
Treadmillling

Cell
Spreading

SRF
Activation

wt +++ +++ − − − − − − + + +
dN ++ + − − − − + +
dC + 0 0 − − − 0
dM ++ ++ 0 − +
M 0 0 0 0 0

Summary of the data presented in Figures 3 and 6. + enhancement, − decrease, 0 no effect.

In general, cell spreading is known to be a complex process influenced by several parameters,
including substrate stiffness and density and actin polymerization [68–70]. Early spreading was
proposed to depend on the mechanical properties of the cell, and the actin cortex in particular [71].
In the cell spreading assay, mutants that showed bundling or capping activity (or both) exhibited an
inhibitory effect. Presumably, bundling by DRR1 inhibits the early phases of spreading by increasing
cell stiffness while capping likely interferes with extension of the lamella at the later stages of
spreading. These results might explain the reduced spine density found in hippocampal neurons
overexpressing DRR1 in rodents, and with the reduced neurite growth found in cultured Neuro2a
cells [23]. The here-observed effect on cell spreading is unlikely to be a result of the function of DRR1
as tumor suppressor. Upon ectopic overexpression, no effect on cell viability or induction of apoptosis
could be observed [23]. Furthermore, in the cell spreading assay only newly attached cells are followed
30 min after seeding. Conversely, we cannot exclude that impairment of cell spreading contributes
to the tumor suppressive action of DRR1. However, another tumor suppressor, p14ARF, has been
demonstrated to enhance cell spreading, reflecting its dual role in tumor suppression and apoptosis
protection [72].

The recovery rate of GFP-fluorescence upon photobleaching reflects the actin turnover or
treadmilling rate, as the free diffusion of monomeric G-actin is much faster [73–75]. It was somewhat
surprising that the mutant lacking the middle domain, which displayed significant capping activity
in vitro, did not affect actin turnover. Of the tested mutants only full length and the mutant dN
showed an effect. It is, thus, possible that bundling of actin is causing the decrease in actin turnover.
This was observed also for the actin bundling protein Ca2+/calmodulin-dependent protein kinase IIb
(CaMKIIb), which reduced actin turnover in dendrites but did not directly impact on polymerization
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and depolymerization kinetics of actin [76]. Since actin treadmilling was shown to consume about half
of the ATP pool in neurons [77], one of DRR1’s physiological roles upon stress could be saving ATP
that might be required for the proper adaptive reaction to stress.

Increased levels of G-actin not only impact SRF, but have also been reported to reduce
glucocorticoid receptor (GR)-dependent transcription, possibly through inducing the GR inhibitor
c-jun [78]. Accordingly, the F-actin depolymerization factor cofilin 1 has been found to inhibit GR
activity. Thus, it is possible that DRR1 enhances GR activity under certain conditions (constituting a
feed-forward mechanism), which may furthermore be cell type-dependent because DRR1 is not only
expressed in neurons, but also in other cell types, such as glial cells and various tissues [37,41,79].

Several studies proposed a role of actin dynamics and remodeling in psychiatric disorders such
as depression, based on case-control comparisons and animal models [80–83]. A recent proteome
study revealed increased levels of F-actin-capping protein subunit beta (CAPZB) in platelets from
patients suffering from major depression in comparison to healthy controls [84]. Other studies reported
changes of actin regulatory proteins by antidepressants and mood stabilizers [85,86] mutations in
genes of the regulatory network of the actin cytoskeleton appear to be enriched in treatment-resistant
major depression [87]. Pathway-based methods to genetic data have been suggested to blend
biological information with the power of –omics approaches [83]; we propose that the stress- and
glucocorticoid-regulated DRR1 [22,23,47,88] should be included when analyzing the role of the actin
cytoskeleton in physiology and pathology, particularly in stress-related processes. Furthermore,
since actin regulatory factors work in concert, future biochemical investigation of DRR1 should
include the combination with additional actin binding proteins, as this study now firmly established
DRR1 as an actin-regulatory protein.

4. Materials and Methods

Several of the methods outlined in the following are also described in the Ph.D. thesis of Anja
Kretzschmar [89].

4.1. Plasmids

Plasmids for transfection in cell culture were cloned downstream of the Cytomegalovirus (CMV)
promoter of the vector pRK5-SV40-MCS. DRR1 mutants were generated by PCR mutagenesis from
murine DRR1 wild-type (wt) construct in pRK5. Cloning of the murine DRR1 wt construct was
previously described in [23]. The nucleotide sequences of all constructs were confirmed after cloning
by Sanger sequencing. For expression of DRR1 proteins N-terminally fused to EGFP or MBP, inserts of
DRR1 wt and mutants were subcloned into the vector pEGFP-C1 (Clontech, Saint-Germain-en-Laye,
France) or pMAL-CR1 (New England Biolabs, Ipswich, MA, USA), respectively. Details of the cloning
strategies and primer sequences are available on request.

4.2. Cell Culture and Transfection

HeLa and HEK-293 cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM, Life
Technologies, Carlsbad, CA, USA) containing 10% fetal bovine serum, 1% sodium pyruvate,
and 100 U/mL penicillin and streptomycin at 37 ◦C in a 5% CO2 atmosphere. A confluent 10 cm
dish of HEK-293 cells was transfected by electroporation with 15 μg plasmid and cultured for two
days until conduction of the experiments. HeLa cells were transfected using TurboFect (Thermo
Scientific, Waltham, MA, USA) according to the manufacturer’s instructions and incubated for 24 h
after transfection.

4.3. SDS-PAGE, Colloidal Coomassie Staining, and Immunoblot

Samples were separated on 10, 12, or 15% poly-acrylamide gels with 3.2% stacking gels
and stained with colloidal coomassie brilliant blue G (Sigma-Aldrich, St. Louis, MO, USA) or
electrophoretically transferred onto nitrocellulose membranes (GE Healthcare, Chalfont St Giles,

34



Int. J. Mol. Sci. 2018, 19, 3993

UK). Immunodetection was performed by blocking the membrane with 5% non-fat milk in
Tris-buffered saline, supplemented with 0.05% Tween (TBS-T, Sigma-Aldrich) for 1 h at room
temperature, and then incubated with primary antibody overnight at 4 ◦C. The blots were
washed and probed with the respective horseradish peroxidase- or fluorophor-conjugated secondary
antibody for 3 h at room temperature. All antibodies were diluted in TBS-T with 2% milk powder.
The immunoreaction was visualized with ECL detection reagent (Millipore, Darmstadt, Germany)
or by fluorescence. The following antibodies were used: rabbit-anti-DRR1 (1:2000, Biogenes,
Berlin, Germany, as described in [23]), goat-anti-actin (I-19, 1:2000, Santa Cruz Biotechnology,
Dallas, TX, USA), mouse-anti-GFP (B-2, 1:2000, Santa Cruz Biotechnology), rabbit-anti-AKT (1:1000,
Cell Signaling, Frankfurt, Germany), rabbit-acetyl-H4 (1:4000, Upstate, Schwalbach, Germany),
donkey-anti-rabbit-HRP (1:10,000, Cell Signaling, Cambridge, UK), donkey-anti-goat-HRP (1:10,000,
Santa Cruz, Heidelberg, Germany), and Alexa Fluor 488-donkey-anti-mouse (1:5000, Life Technologies).
Determination of the relative optical density and quantification of band intensities were performed
using the ImageLab 4.1 Software (Bio-Rad, Munich, Germany).

4.4. Protein Expression and Purification

Recombinant DRR1 proteins were expressed and purified as maltose binding protein (MBP)
fusion proteins in order to enhance stability and solubility. In our hands, various efforts to purify
DRR1 without a tag [90] revealed insufficient stability of DRR1 [23]. We observed that with only a
small tag this protein was prone to aggregation at high concentrations and required some urea (1M)
and sodium dodecyl sulfate (SDS) (0.1%) to keep it in solution. Similarly, DRR1 turned out to be
unstable when the MBP-tag was cleaved off. Therefore, control conditions with buffer only and with
MBP only were included in all experiments with recombinant DRR1 proteins. Since there were no
detectable differences in the results between buffer and MBP conditions (see Appendix A Figure A5),
the latter is shown in all figures as control. Proteins were expressed in Escherichia coli BL21(DE3)pLysS
bacteria (Life Technologies) induced by 0.3 mM isopropyl-beta-D-1-thiogalactopyranoside (IPTG) for
2 h at 37 ◦C. The bacterial pellets were lysed by the freeze-thaw method in a dry-ice ethanol bath
and then re-suspended in lysis buffer (binding buffer supplemented with protease inhibitor cocktail,
1 mg/mL lysozyme, 0.1 mM Phenylmethane sulfonyl fluoride (PMSF) and 1 mM Dithiothreitol (DTT)),
incubated on ice for 1 h, and sonicated. The lysates were cleared by centrifugation at 48,400× g for 1 h
at 4 ◦C (Beckmann Avanti J-25, Krefeld, Germany) and then filtered through a 0.22 μm syringe filter.
The ÄKTA purifier system (General Electrics Healthcare) was used for protein purification with affinity
chromatography (MBPTrap HP, 1 mL, GE Healthcare) and gel filtration (Superdex200 10/300 GL,
GE Healthcare) as a second step. All buffers used were first filtered through a 0.22 μm filter and then
degassed. Bacterial lysates were loaded on equilibrated MBPTrap columns after clearing and filtration
at a flow rate of 0.5 mL/min with 15 mL binding buffer (20 mM Tris-HCl pH 7.4, 200 mM NaCl, 1 mM
Ethylenediaminetetraacetic acid (EDTA), 1 mM DTT), washed with 5 mL binding buffer, and eluted
with 10 mL elution buffer (20 mM Tris-HCl pH 7.4, 200 mM NaCl, 1 mM EDTA, 10 mM maltose,
1 mM DTT). Samples containing recombinant protein as controlled by SDS-PAGE and Coomassie
staining were pooled and concentrated with Vivaspin 2, MWCO 30 kDa, columns (GE Healthcare).
The buffer was changed to Superdex running buffer with (20 mM Tris-HCl pH 7.4, 150 mM NaCl, 1 mM
DTT). A Superdex200 10/300 GL column (GE Healthcare) was used for gel filtration at a flow rate of
0.5 mL/min. Collected samples were loaded and analyzed with SDS-PAGE, with subsequent pooling
of samples containing recombinant protein. Protein concentration was measured with UV absorbance
at 280 nm and with colloidal Coomassie stained SDS-PAGE with a protein standard and densitometry.

Recombinant Profilin2a from mouse tagged with glutathione s-transferase (GST) was expressed
from E. coli and purified with 2–4 mL glutathion sepharose 4B resin (GE Healthcare) in disposable
columns. Binding and elution was performed in 50 mM Tris-HCl pH 7.0, 150 nM NaCl, 1 mM EDTA,
1 mM DTT. Elution of Profilin was performed by cleaving off the tag overnight at 4 ◦C with PreScission
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Protease (GE Healthcare). Protein concentration was determined by UV absorbance at 280 nm. Dialysis
was performed against 20 mM Tris-HCl pH 7.0, 150 mM NaCl, 1 mM EGTA, 1 mM DTT.

All proteins were aliquoted and frozen in liquid nitrogen. Fresh aliquots of recombinant DRR1 or
Profilin protein were used for all experiments.

4.5. Co-Immunoprecipitation

For co-immunoprecipitation (CoIP), HEK-293 cells transfected with plasmids expressing
EGFP-fusion proteins were lysed with 200 μL ice-cold lysis buffer (10 mM Tris-HCl pH 7.5, 150 mM
NaCl, 0.5 mM EDTA, 0.5% NP-40, 1:100 protease inhibitor cocktail P2714 from Sigma-Aldrich).
The extract was incubated for 1 h on ice, diluted with 700 μL wash buffer (10 mM Tris-HCl pH
7.5, 150 mM NaCl, 0.5 mM EDTA, 1:100 protease inhibitor cocktail), and centrifuged for 10 min at
13,000 rpm to remove cell debris. Lysates were incubated with 25 μL GFP-Trap pre-equilibrated agarose
beads (ChromoTek, Planegg-Martinsried, Germany) for 1 h at 4 ◦C. The beads were washed two times
with 1 mL wash buffer and samples were eluted by incubation for 10 min at 95 ◦C in 50 μL 1× Laemmli
sample buffer (1% SDS, 8% glycerol, 32 mM Tris-HCl pH 6.8, 5% mercaptoethanol, bromophenol blue).
Fifteen microliters (15 μL) of each input/elution sample were loaded on gels for detection of Co-IP
signals, and 5 μL were loaded for detection of EGFP-fusion-proteins. To calculate relative actin binding,
IP and CoIP bands were revealed using an enhanced chemiluminiscence system (Millipore), detected
with the Chemidoc system (BioRad, Munich, Germany), and quantified by densitometry (using the
ImageLab 4.1 Software from Bio-Rad) with background signal, corresponding to areas of the membrane
without signal, subtracted. Next, the corrected grey density value of the co-precipitated actin was
referred to its corresponding value of the precipitated DRR1 protein and the actin/DRR1 ratio was
defined as “actin binding”. To be able to compare the values between different experiments and blots,
the “average actin binding” of all DRR1 proteins (wt, dN, dC, dM, and M) for each experiment was
calculated and “actin binding” of each mutant was normalized to this average actin binding of the
respective experiment. Therefore, “1.0” at the y-axis of Figure 1C denotes the (arbitrary value of)
average actin binding of the DRR1 proteins and carries no further meaning.

4.6. Dual Luciferase Reporter Assay

For SRF reporter gene assays, Simian virus 40 promoter-driven non-secretory Gaussia luciferase
expression vector [91] (10 ng per well in a 96-well-plate) was co-transfected in HEK-293 cells with SRF
reporter plasmid (25 ng) to correct for transfection efficiency and the respective test plasmids (150 ng
per well). The SRF reporter 3DA.luc and mDia1-dDAD plasmids were kind gifts from Robert Grosse
(Universität Marburg, Germany). SRF activity was stimulated with 20% FBS or inhibited (0.5% FBS)
for 16–18 h twenty-four hours after transfection. Cell lysis was performed with 50 μL passive lysis
buffer (0.2% Triton X-100, 100 mM K2HPO4/KH2PO4 pH 7.8) for 30 min at room temperature. Activity
of the firefly luciferase was measured in white microtiter plates in a luminometer ((TriStar LB941
Luminometer, Berthold Technologies, Bad Wildbad, Germany)) by adding 50 μL Firefly substrate
solution (3 mM MgCl2, 2.4 mM ATP, 120 mM D-Luciferin) to 10 μL lysate. Then, 50 μL of Gaussia
substrate solution (1.1 M NaCl, 2.2 mM Na2EDTA, 0.22 M K2HPO4/KH2PO4 pH 5.1, 0.44 mg/mL
bovine serum albumin (BSA), Coelenterazine 3 μg/mL) was added to the same well to quench the
firefly reaction and measure Gaussia luminescence with a 5 s delay. Firefly luminescence was corrected
with Gaussia values to calculate Firefly activity data. The SRF activity in the serum-stimulated control
with pRK5 was set to 1 in order to compare different experiments.

4.7. Chemical Crosslinking

HEK-293 cells were transfected with wt and mutant DRR1 expressing plasmids by electroporation.
After cultivation for two days, cells were detached, washed, and then incubated in conjugation buffer
(PBS with 1 mM EDTA) with either 200 μM crosslinker BMB (1,4-bismaleimidobutane, a crosslinker
with a spacer arm length of 10.9 Å generating chemical bonds between sulfhydryl groups) or DMSO
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as control at 4 ◦C on a shaker for 2 h. Samples were quenched by incubation for 30 min at 4 ◦C
in quenching buffer (10 mM DTT in PBS). Finally, protein extracts were prepared by centrifuging
the cells and resuspension in SDS-lysis (20 mM Tris-HCl pH 7.4, 3.3% sucrose, 0.66% SDS, 1:100
protease inhibitor cocktail), short sonication and heating to 95 ◦C for 5 min. Protein concentration was
determined with the bicinchoninic acid (BCA) method. A total of 5–10 μg protein were loaded on
SDS-PAGE for Western blot analysis.

4.8. Subcellular Fractionation

HEK-293 cells were transfected with wt or mutant DRR1 expressing plasmids; after two days
of cultivation, cells were trypsinized, washed with PBS, and resuspended in 250 μL hypotonic lysis
buffer (10 mM HEPES pH 7.9, 10 mM KCl, 0.5 mM EDTA, 0.1% NP-40, 10% glycerol, 1 mM DTT,
and 1:100 protease inhibitor cocktail (freshly added)) per 10 cm dish. After 10 min on ice and brief
vortexing, disruption of the outer cell membrane was analyzed in the microscope. Centrifugation
was at 6500 rpm for 30 s at 4 ◦C), followed by transfer of the supernatant (containing the cytosolic
proteins) to a fresh tube. The pellet was washed three times with 500 μL hypotonic lysis buffer and the
nuclei were lysed by incubating in 200 μL SDS-lysis buffer (1× diluted from 3× which is: 62.5 mM
Tris-HCl pH 7.4, 10% sucrose, 2% SDS, 1:100 protease inhibitor cocktail (freshly added)) 5 min at
95 ◦C and short sonication. After centrifugation, the supernatant was transferred to a fresh tube.
Protein concentration of cytosolic and nuclear fractions was determined by BCA and the samples were
analyzed by SDS-PAGE and Western blot. About 7–10 μg cytosolic fraction and the same volume of
the corresponding nuclear fraction were loaded.

4.9. HeLa Cell Spreading

HeLa cells were transfected with DRR1 in pEGFP (using TurboFect), harvested on the next day
and replated on fibronectin-coated (50 μg/mL) 12 mm round coverslips in 24-well plates (Merck
Millipore, Darmstadt, Germany). Cell spreading was stopped after 30 min of spreading at 37 ◦C by
fixing cells with 4% paraformaldehyde for 20 min at room temperature. The actin cytoskeleton was
stained with Alexa Fluore 594-phalloidin and stained cells were placed on glass slides with a drop of
Prolong Gold Antifade Medium (Life Technologies). A laser scanning microscope was used for analysis
(10×/0.40 NA or 40×/1.15 NA objective, LSM FV-1000, Olympus, Shinjuku, Japan). Up to 10 fields
were randomly selected with 50–100 cells each and analyzed with ImageJ software. The images were
scaled, the phalloidin channel was thresholded (lower threshold level 250, upper threshold level
4095 for a 16-bit image) and adjacent cells were separated by the “Watershed” algorithm (controlling
manually for correct cell separation). The thresholded phalloidin channel was used determine cell size
in the original phallidin channel and to measure the mean gray value per cell in the EGFP channel
using the “Analyze Particles” algorithm. Cells with a mean gray value > 500 in the EGFP channel
were determined to be transfected. Cells with a mean gray value of > 500 were defined as transfected.
In order to compare different conditions, the mean area of transfected cell was normalized with the
mean area of untransfected cells in the same condition.

4.10. Fluorescence Recovery after Photobleaching (FRAP)

FRAP was analyzed in HeLa cells plated on 50 μg/mL fibronectin-coated 35 mm glass dishes
transfected with TurboFect. Per glass dish, 1 μg GFP-actin was cotransfected with 3 μg (unlabeled)
DRR1 constructs in pRK5. After 24 h, the medium was changed to fresh medium. Time-lapse image
frames with 2 s intervals for 5 min were acquired in the confocal microscope (20×/0.8 NA objective,
5× zoom, C.A. 200 μm, LSM FV-1000, 2% laser power). Prior to bleaching, five frames were recorded.
At an image resolution of 320 × 320 px, bleaching was performed with the circular “TurboTool” for
1000 ms at 100% 488-laser power. This led to a bleach of the GFP-fluorescence of about 80%. ImageJ
software was used to quantify FRAP. First, the mean gray value measured in the bleached area was
divided through an equally-sized arbitrary non-bleached area within the same cell in each frame to
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correct for acquisition photobleaching and possible laser fluctuations. In order to normalize each
fluorescence recovery curve to compare different cells and conditions, the mean gray value of the
bleached area immediately after bleaching (C(t0)) was set to 0, while the pre-bleached value (C(pre))
was set to one. The mean gray value of each time point was, thus, normalized using the following
formula described in [92]: N(t) = [C(t) − C(t0)]/[C(pre) − C(t0)]. The average gray values in the time
lapse imaging was finally averaged across different cells and experiments and plotted as depicted.
“N” refers to the number of cells analyzed from 2–3 independent experiments.

4.11. Cellular Stainings

HeLa cells were seeded on 50 μg/mL fibronectin-coated glass coverslips (Merck Millipore),
placed in 24-well-plates and transfected using TurboFect as described above. For immunofluorescence,
cells were fixed 24 h after transfection with 4% paraformaldehyde in PBS for 20 min at room
temperature. Cells were permeabilized with 0.1% Triton X-100 for 10 min and blocked with 10%
goat serum for 1 h (both in PBS at room temperature). Primary antibodies were diluted 1:200 in 0.1%
Triton X-100/PBS and incubated overnight at 4 ◦C. Secondary antibodies were diluted 1:500 in 0.1%
Triton X-100/PBS and incubated for 3 h at room temperature. The following antibodies were used:
rabbit-anti-DRR1 (Biogenes, Berlin, Germany), Alexa Fluor 647-goat-anti-rabbit (Life Technologies).
For staining of actin filaments, cells were incubated with 165 nM AlexaFluor 594, or 546 phalloidin
(Life Technologies) in PBS for 20 min at room temperature. Nuclei were counterstained with 1 μg/mL
DAPI in PBS for 15 min at room temperature.

4.12. Colocalization Analysis

Images for colocalization analysis were taken with the 40×/1.15 NA objective, 3× zoom, and a
pinhole of 200 μm. Colocalization analysis was performed in ImageJ with the plugin “Coloc 2”
using individual cells as ROI and a point spread function of 4.25. Pearson’s correlation coefficient
(PCC) R and Costes p value were calculated using 100 Costes randomizations. For each condition,
5–15 randomly-selected cells from two independent experiments were analyzed.

4.13. Quantification of Mean Cellular F-actin Content

Quantification of mean cellular F-actin content was performed in ImageJ. Shortly, the images
were scaled, the phalloidin channel was thresholded (lower threshold level 150, upper threshold level
4095) and adjacent cells were separated by the “Watershed” algorithm. Correct cell separation was
double-checked manually. By means of the thresholded phalloidin channel, the mean grey value of
individual cells in both original channels was measured. Cells with a mean gray value of >500 were
defined as transfected. For each condition, the mean gray value of F-actin in transfected cells was
normalized to the untransfected cells in order to compare different samples.

4.14. Actin Preparation

G-actin was obtained from rabbit skeletal muscle actin and labeled with pyrene, as described
previously [67,93]. All in vitro actin experiments except the F-actin co-sedimentation were performed
in the lab of Andreas R. Bausch. In all experiments, “R” refers to the molar ratio of recombinant protein
and actin. Experiments were performed under reducing conditions with 1 mM DTT.

4.15. Pyrene-Actin Polymerization Assay

Actin polymerization was monitored by the increase in fluorescence of 20% pyrenyl-actin at
407 nm (excitation at 365 nm) in a fluorescence spectrometer (Jasco FP-8500, Gross-Umstadt, Germany).
The final concentration of actin in the reaction was 4 μM. DRR1 proteins were added to G-actin in
a constant volume and polymerization was induced by the addition of 1:10 volume of 10× F-buffer
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(250 mM Tris-HCl pH 7.4, 250 mM KCl, 40 mM MgCl2, 10 mM EGTA, 10 mM ATP, 10 mM DTT).
The polymerization was monitored for 1 h at 21 ◦C with a cycle interval of 5.5 s.

4.16. Actin-Filament Elongation and Nucleation Assay

For visualization of single filament polymerization samples containing 1× F-buffer and
recombinant proteins (in a constant volume) were prepared. Polymerization was induced by the
addition of G-actin (0.5 or 1 μM final concentration). The sample was then immediately pipetted into a
flow chamber consisting of two high precision coverslips (60 × 24 mm and 20 × 20 mm, Carl Roth,
Karlsruhe, Germany) separated by vacuum grease and placed in a TIRF or confocal microscope (TIRF:
Leica DMI6000B, 100×/1.47 NA oil immersion objective, confocal: 63×/1.4 NA oil immersion objective,
5× optical zoom, Leica TSC SP5, Solms, Germany). Samples prepared with 10% actin-ATTO488 were
visualized in a TIRF microscope, samples with Alexa Fluor 488-phalloidin were visualized in the
confocal microscope.

To avoid unspecific surface interactions casein was added to the samples in 0.15 mg/mL.
The larger coverslips were previously cleaned with a plasma cleaner (40–50 s at 4–6 mbar) and
N-ethylmaleimide-modified heavy meromyosin (NEM-HMM, 2.7 μg/mL diluted in F-buffer) was
bound to the surface to keep actin filaments close to the surface during live visualization. The chambers
were washed with 1× F-buffer prior to applying the sample. The time between the addition of actin to
the sample and initiation of the visualization was 2 min. Time-lapse images of polymerization were
acquired for 10 min every 3 s.

The image analysis for single filament elongation rate was performed with ImageJ. In all images
the background was subtracted and, subsequently, brightness and contrast were adjusted if necessary
for ideal visualization. Shortly thereafter, a segmented line was drawn along the filament and plotted
time versus filament length (i.e., fluorescence intensity) with the plugin “multiple kymograph”.
The slope of this linear graph corresponds to the filament elongation rate at the barbed end and was as
follows for the MBP control: about 5.6 actin monomers per second in the TIRF assay (0.5 μM actin),
and 11.5 actin monomers per second in the confocal assay (1 μM actin), based on the published value of
0.0027 μm/actin monomer in actin filaments [94]. The filament elongation rate of the MBP control was
set to 100% in order to compare different experiments. The polymerization speed strongly depended
on the actin preparation. This is in accordance to values described in the literature for ATP-actin at
similar buffer conditions [95]. Barbed and pointed ends could be easily distinguished in the ImageJ
graph in the control, as the elongation rate is much lower at the pointed end. For samples containing
DRR1 this was not possible due to the strong inhibition of elongation. Thus, profilin (R = 3) was added
to the samples to block pointed end elongation. Ten filaments from three independent experiments
were measured for each condition.

For nucleation analysis (both in TIRF and confocal assays), filaments in 4–8 frames with 30 s
intervals were counted manually from 3–6 independent experiments, respectively. The number of
filaments was plotted versus time of polymerization and the slope of the resulting linear graph was
defined as relative nucleation rate. The MBP control was set to 1. MBP exerted no significant effect on
polymerization or nucleation in comparison to buffer conditions (see Appendix A Figure A5).

4.17. Reconstituted Actin Networks

Samples with 4 μM actin and 2 μM recombinant DRR1 proteins (R = 0.5, wt also in R = 0.1 and 0.25)
at a constant volume were prepared for in vitro actin networks and Alexa Fluor 488-phalloidin was
added to visualized actin (0.08 μM, Life Technologies). Furthermore, casein was added to the samples
in 0.15 mg/mL to avoid unspecific surface interactions. After induction of polymerization by addition
of 1:10 volume of 10× F-buffer, the samples were placed into a flow chamber. The chamber was
sealed with vacuum grease and samples were polymerized at room temperature for 1.5–2 h protected
from light. At equilibrium of polymerization, networks were visualized using a confocal microscope
(63×/1.4 NA oil immersion objective, 1× or 3× optical zoom, Leica TSC SP5). Z-stacks of each sample
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were taken with a 10 μm depth and slices with 0.38 μm step size and maximum projections of the
staces were generated with ImageJ software. In addition, the background of this maximum projections
was subtracted and brightness and contrast were automatically adjusted.

4.18. F-Actin Co-Sedimentation Assay

Polymerization of 1 μM G-Actin was induced by the addition of 1:10 volume of 10× F-buffer
for 1 h at room temperature. Freshly thawed recombinant DRR1 proteins were added to the F-actin
samples at 0.5 μM final concentration in a constant volume and incubation on ice was performed
for 30 min to allow proteins to bind to F-actin. The samples were centrifuged at 150.000× g for 1 h
at 21 ◦C (Beckmann LB-70M). An aliquot was taken prior to centrifugation (representing “T” = total
protein) and after centrifugation supernatant and pellet samples were collected (“S” = supernatant,
“P” = pellet). Supernatant samples contain G-actin and non-sedimented protein, while F-actin and
F-actin-binding proteins are found in the pellet. All samples were loaded on SDS-PAGE, stained
with colloidal Coomassie and subsequently analyzed by densitometry scanning (ChemiDoc Imaging
System, Bio-Rad Laboratories, Munich, Germany). Since the pellet fractions are easily contaminated by
residual supernatant proteins, the fraction of co-sedimented protein was calculated by the subtraction
of the amount in the supernatant fraction from the amount of total protein determined on the same gel
as the more reliable method. To determine the background precipitation of each protein, the proteins
were each centrifuged alone (i.e., without the presence of F-actin) as a control. The amount of pelleted
protein in these samples (−Actin) was subtracted from the co-sedimented protein amount in the samples
with F-actin (+Actin). This value was then related to (i.e., divided by) the total and is presented as % in
Figure 1E. Thus, the amount of DRR1 (wt and mutants) and MBP control co-sedimenting with F-actin
was determined by ([(T+Actin − S+Actin) − (T−Actin − S−Actin)]/T+Actin) × 100. This method was highly
reproducible and consistent.

Control experiments were performed with ddH2O, buffer and MBP at R = 0.5, respectively.
No differences were detected in the samples containing MBP vs. buffer and MBP controls are shown in
all panels. Both buffer and MBP sample, however, seemed to slightly slow down actin polymerization
in comparison to ddH2O samples (see Appendix A, Figure A5).

4.19. Statistical Analysis

The commercially available program SigmaPlot 14.0 (Erkrath, Germany) was used for statistical
analysis. A one-way ANOVA (analysis of variants) was performed followed by Bonferroni post hoc
analysis for multi-group comparisons. The level of significance was set at p < 0.05. All data are
presented as mean ± SEM. Grubb’s test (with alpha = 0.05) was run to identify significant outliers.

5. Conclusions

This study characterizes the tumor suppressor and stress-regulated protein DRR1 as actin binding
protein that affects several aspects of actin dynamics such as nucleation, elongation, capping and
bundling of F-Actin. We are only beginning to understand the cellular and physiological implications.
Through induction of DRR1 stress changes the cellular make-up of actin dynamic regulators.
The interplay of DRR1 with the array of other actin binding proteins needs further exploration,
as well as the cellular effects that are expected to extend beyond G-actin dependent transcription and
cell spreading. Future experiments should also refine the analysis of the structural and functional
changes of neuronal networks that might contribute to stress-related psychiatric diseases.
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BCA Bicinchoninic acid
BMB 1,4-Bismaleimidobutane
BSA Bovine serum albumin
CA3 Cornu Ammonis region 3 (hippocampal region)
CaMKIIb Ca2+/calmodulin-dependent protein kinase IIb
CMV Cytomegalovirus
CoIP Co-immunoprecipitation

DRR1
Down-regulated in renal cell carcinoma 1 (also
known as FAM107A or TU3A)

DTT Dithiothreitol
EDTA Ethylenediaminetetraacetic acid
EGFP Enhanced green fluorescent protein
F-actin Filamentous actin
FAM107A Family with sequence similarity 107, member A
G-actin Globular actin
GFP Green fluorescent protein
HEK-293 Human embryonic kidney 293 cells
MBP Maltose binding protein
PCC Pearson’s correlation coefficient
PMSF Phenylmethane sulfonyl fluoride
R Molar ratio DRR1 (wt or mutants):actin
RT Room temperature
SDS Sodium dodecyl sulfate

SDS-PAGE
Sodium dodecyl sulfate polyacrylamide gel
electrophoresis

SRF Serum response factor
TIRF Total internal reflection fluorescence
TU3A Tohoku University cDNA clone A on chromosome 3
wt Wild-type
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Appendix A

Figure A1. Crosslinking with BMB of DRR1 proteins from HEK-293 cell extracts suggests potential
dimerization of DRR1 wt, dN and dC. (A) Expected molecular weight (MW) of DRR1 monomers and
dimers in kDa; (B) HEK-293 cells transfected with wt or mutant DRR1 (no tag) were incubated with the
cysteine-cysteine crosslinker BMB (+) or DMSO (−) as a control. Lysates were analyzed by SDS-PAGE
and Western blot. Representative Western blots are shown.

Figure A2. DRR1 wt and mutants display nuclear localization. Cytosolic and nuclear fractions of
HEK-293 cells expressing ectopic DRR1 wt or mutants were analyzed by SDS-PAGE and Western blot.
Efficiency of fractionation into cytosol (C) and nucleus (N) was confirmed with antibodies against the
cytosolic kinase AKT and the nuclear acetyl-histone H4. Representative Western blots are shown.
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Figure A3. DRR1 wt and the mutants dN, dC and dM co-localize with F-actin in HeLa cells, particularly
along stress fibers. HeLa cells were transfected with DRR1 plasmids or vector control and fixed 24 h
after transfection. Nuclei were counterstained with DAPI (blue), F-actin with phalloidin (red) and
DRR1 with a specific antibody (green). Representative cells are shown. Scale bar denotes 20 μm.
Pearson’s correlation coefficient (PCC) and the number of cells used for colocalization analysis (n,
from two independent experiments) are shown. DRR1 wt and the mutants dN, dC, and dM exhibit
colocalization with PCCs above 0.4, which generally can be regarded as a strong positive correlation.
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Figure A4. DRR1 modulates F-actin content in cultured cells. (A) HeLa cells were transfected with
DRR1 plasmids and fixed 24 h after transfection. F-actin was stained with phalloidin (red) and DRR1
with a specific antibody (green). Scale bar denotes 100 μm. White arrows indicate exemplary cells
with increased F-actin correlating with high DRR1 wt or mutant expression. (B) Mean F-actin per cell
is increased upon overexpression of DRR1 wt and the mutants dN and dM. Quantification of mean
cellular F-actin from HeLa cells described in A was performed and values of transfected cells were
normalized to untransfected cells in the same image (number of cells in one experiment, control n = 200,
DRR1 wt n = 102, dN n = 93, dC n = 38, dM n = 54, M n = 52). Bars represent means + SEM of five
independent experiments. ** p < 0.01 in comparison to control. Statistical analysis was performed with
one-way ANOVA and Bonferroni post hoc.
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Figure A5. Overview of the controls used in all in vitro actin assays: ddH2O, buffer, and purified
MBP protein. In all controls ddH2O and buffer were added in a constant volume, and MBP was
added at the same ratio as DRR1 at the highest concentration, i.e., at R = MBP:actin = 0.5. (A) In vitro
polymerization of actin visualized by TIRF microscopy for 10 min with 3 s intervals starting 2 min after
the beginning of the reaction. An endpoint image was taken at 2 h of polymerization. Scale bar denotes
10 μm. Quantification of filament elongation rate normalized to the control (n = 3). Nucleation rate
defined as the slope of number of filaments per frame quantified in 3–5 frames (with 30 s intervals)
normalized to the control (n = 3). Statistical analysis was performed with one-way ANOVA and
Bonferroni post hoc. n.s. = not significant in comparison to control (MBP). (B) Pyrene-polymerization
assay. Actin filaments (5 μM, 20% pyrenyl-labeled) were polymerized and the increase in fluorescence
of pyrene-actin during polymerization was monitored for 60 min. Representative curves are shown
(left: raw background-corrected data, right: data normalized to endpoint). The buffer slightly slows
down actin polymerization in comparison to the control with ddH2O, while there appears to be only
marginal variation between the control with MBP (R = 0.5) and the buffer. (C) Actin networks (4 μM)
were polymerized at RT for > 2 h and visualized with phalloidin-488. Images were taken in a confocal
microscope (63×/1.4 NA objective, 10 μm z-stacks). Scale bar denotes 50 μm.
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Abstract: Mineralocorticoid receptor (MR)-mediated signaling in the brain has been suggested as a
protective factor in the development of psychopathology, in particular mood disorders. We recently
identified genomic loci at which either MR or the closely related glucocorticoid receptor (GR) binds
selectively, and found members of the NeuroD transcription factor family to be specifically associated
with MR-bound DNA in the rat hippocampus. We show here using forebrain-specific MR knockout
mice that GR binding to MR/GR joint target loci is not affected in any major way in the absence of MR.
Neurod2 binding was also independent of MR binding. Moreover, functional comparison with MyoD
family members indicates that it is the chromatin remodeling aspect of NeuroD, rather than its direct
stimulation of transcription, that is responsible for potentiation of MR-mediated transcription. These
findings suggest that NeuroD acts in a permissive way to enhance MR-mediated transcription, and
they argue against competition for DNA binding as a mechanism of MR- over GR-specific binding.

Keywords: basic-helix-loop-helix; brain; coactivator; glucocorticoids; hippocampus; mineralocorticoid
receptor knockout; stress; transcription biology

1. Introduction

The mineralocorticoid receptor (MR) regulates stress coping and has gained significant attention
in the field of psychopathology. In general higher brain MR expression levels or MR activity
parallel improved cognition and reduced anxiety [1]. An MR gain-of-function variant is associated
with optimism and provides a decreased risk for depression in females [2]. One single nucleotide
polymorphism (SNP) that is part of this haplotype affected the cortisol-awakening response only in
those subjects using antidepressants [3]. Furthermore, administration of an MR agonist as a supplement
to antidepressant therapy led to faster treatment response [4], and MR activation alone could improve
cognitive function in young depressed patients [5]. In contrast, chronic stimulation of the highly related
glucocorticoid receptor (GR) predisposes to stress-related disorders [6], and GR antagonism seems
of benefit in psychotic depression [7]. A study combining standard dexamethasone (GR activation)
for leukemia treatment with add-on cortisol (concurrent MR activation), shows that MR activity is
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important for neuronal processes such as sleep cycle and mood regulation [8]. Therefore, it is of great
relevance to characterize and enable selective modulation of MR-mediated effects, serving a potential
antidepressant approach.

Being part of the nuclear receptor family, MR and GR function as ligand-activated transcription
factors, binding the glucocorticoid response element (GRE) at the DNA to mediate transcriptional
changes. Even though the two receptors share their ligand cortisol/corticosterone (albeit with a
different affinity) and recognize the same motif, receptor-specific binding loci exist as demonstrated in
the rat hippocampus [9]. This suggests that other factors might be necessary to guide MR/GR-specific
binding and subsequent transcriptional effects. Indeed, we found that binding sites for NeuroD factors
were present selectively near MR-bound loci, and confirmed Neurod2 binding near MR-bound but not
GR-bound GREs [9]. Furthermore NeuroD factors were able to potentiate glucocorticoid-mediated
signaling in an in vitro setting, although MR/GR specificity was not recapitulated in reporter assays [9].

NeuroD proteins belong to the basic-helix-loop-helix (bHLH) family of transcription factors, and
regulate neuronal differentiation. Related MyoD factors are expressed in the muscle, where they induce
myogenesis. The bHLH transcription factors bind to E-boxes, which have the sequence CANNTG [10].
Specificity is obtained via the middle two nucleotides, with CAGATG known to be a NeuroD-specific
binding site, whereas CAGCTG is a shared site that is bound by both MyoD and NeuroD [11]. The
previously found interaction between NeuroD and glucocorticoid signaling was based on the presence
of the NeuroD-specific motif [9]. As the MyoD proteins are better understood in terms of functional
domains [12], we also examined transcriptional modulation by bHLH factors at the MyoD/NeuroD
shared motif to unravel the interaction between NeuroD and MR here.

The current study aimed to provide mechanistic insights in the NeuroD potentiation of MR
signaling, and how MR over GR specificity is achieved. We selected the protein Neurod2 as a
representative of the NeuroD family [9]. We first questioned whether GR binding would be affected by
MR absence, and if Neurod2 binding would be dependent on MR presence. Therefore, we assessed GR
and Neurod2 binding at previously identified MR targets [9] in the hippocampus of forebrain-specific
MR knockout mice (fbMRKO). Subsequently using various E-box binders in a reporter assay, we
further explored the mechanism by which NeuroD can enhance glucocorticoid signaling. Our data
show that at MR target loci both GR and Neurod2 binding seem independent of MR binding, and it is
likely the chromatin remodeling effect of NeuroD is responsible for the transcriptional potentiation.

2. Results

2.1. DNA Binding Assessed by Chromatin Immunoprecipitation

In order to define the mechanism behind the NeuroD potentiation of glucocorticoid signaling
in more detail, we first tested whether MR binding to its hippocampal DNA targets affects local
GR and Neurod2 binding. Although family members Neurod1, Neurod2 and Neurod6 are all
expressed in the adult mouse hippocampus and are able to bind the same NeuroD binding site [9],
we focus here on Neurod2. GR and Neurod2 occupancy of MR-binding loci was measured by
chromatin immunoprecipitation coupled with quantitative polymerase chain reaction (ChIP-qPCR) on
hippocampus of wild-type (WT) and forebrain-specific mineralocorticoid receptor knockout (fbMRKO)
mice. The fbMRKO mice show ablated hippocampal MR mRNA levels [13], which is accompanied
by efficient knockdown of MR protein (Bonapersona et al., in preparation). Plasma corticosterone
of all animals was over 140 ng/mL, ensuring ligand occupancy of both MR and GR [14]. No
difference in corticosterone plasma levels was observed between the two genotypes, with an average
of 363 ± 30 ng/mL for WT mice and 313 ± 44 ng/mL for fbMRKO mice (Figure 1A).
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Figure 1. (A) Corticosterone levels of wild-type (WT) and forebrain-specific mineralocorticoid
receptor (MR) knockout (fbMRKO) mice. In these mice chromatin immunoprecipitation coupled
with quantitative polymerase chain reaction (ChIP-qPCR) measurements for (B) glucocorticoid receptor
(GR) and (C) Neurod2 were performed. For each gene, the corresponding immunoglobulin G
(IgG) background signal is subtracted from detected binding levels, expressed as the percentage
of immunoprecipitated DNA. The binding sites near Fkbp5, Klf9, Per1, Kif1c and Zfp219 are joint
MR/GR loci, while Rilpl1 has been identified as an MR-specific target [9] (separated by the right dotted
line). Genes are further sorted based on the absence (Fkbp5, Klf9, Per1) or presence (Kif1c, Zfp219, Rilpl1)
of a NeuroD binding sequence near the MR binding site (separated by the left dotted line). *** p < 0.001

2.1.1. MR Effect on GR Binding

We aimed to investigate if the joint binding of MR and NeuroD on the DNA is related to
competition for GR binding at the same locus. GR binding was confirmed in WT mice for classical
glucocorticoid target genes Fkbp5 and Per1 (Figure 1B), which are occupied by both MR and GR [15].
Other MR-GR overlapping loci near the Klf9 [16] and Kif1c [9] genes showed evident GR binding.
Previously identified MR-specific target Rilpl1 [9] showed low GR signal, to the same extent as MR-GR
overlapping target Zfp219 [9]. GR binding levels were similar in the fbMRKO mice for most of the
genes measured, suggesting that GR binding is not dependent on MR binding at these target loci. Only
the GR binding at Per1 was slightly enhanced in MR absence (p = 0.00055), which might point to a
compensatory mechanism at this specific binding site. However, in general GR binding does not seem
to compensate for the lack of MR binding in fbMRKO mice.

2.1.2. MR Effect on Neurod2 Binding

Next, we addressed the question of whether the association between MR and NeuroD factors
that we observed previously implies that Neurod2 binding at these loci depends on the presence of
MR. We measured Neurod2 binding at the same loci as for GR binding. No Neurod2 binding motif
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was detected in the ChIP-identified MR-GR overlapping binding sequences near Fkbp5, Klf9 and Per1.
For the Kif1c and Zfp219 associated MR-GR overlapping loci a directed motif search [9] did reveal
a Neurod2 binding motif. Neurod2 binding was indeed observed for Kif1c, Zfp219 and to a lesser
extent in Klf9, and for MR-specific Rilpl1 as observed before [9] (Figure 1C). Those genes with relatively
low GR binding showed higher Neurod2 binding and vice versa, supporting the earlier finding that
Neurod2 seems to interact preferentially with MR [9]. The fbMRKO mice demonstrated unchanged
Neurod2 binding levels, indicating the presence of MR is not crucial for Neurod2 binding. For Kif1c
there might be an interaction, as the Neurod2 signal seems to be lower in fbMRKO compared to WT
animals, but this difference does not statistically hold after multiple comparison correction (p = 0.23).
Overall, these data show that Neurod2 binding to MR-associated loci is independent of MR binding.

2.2. Structure–Function Relationship

We continued unraveling the mechanism behind the NeuroD potentiation of glucocorticoid
signaling by exploring which coactivation property of the NeuroD protein is responsible for the
transcriptional potentiating effects. While the structure–function relationship of the NeuroD family
is not known in detail, much more is known about the related bHLH family of MyoD proteins [12].
We therefore used the myogenic regulatory factors MyoD and Myf5 as tools to study the effect of
bHLH factors in the potentiation of glucocorticoid signaling. Where MyoD can induce both histone
acetylation at H4 (chromatin remodeling) and in addition recruit RNA polymerase II (direct activation
mediated by the transcriptional activation domain), Myf5 is only able to induce H4 acetylation as
a manner to enhance transcription [12]. NeuroD family members have been shown to affect both
chromatin accessibility and direct transcriptional activation [11,17], although these functions have not
been assigned to a specific part of the protein. Comparing the myogenic variants will enable us to
dissect the process important for the potentiation of glucocorticoid signaling.

2.2.1. Transcriptional Potentiation by MyoD

We started by exploring whether MyoD is able to show a similar coactivation effect for
MR/GR-mediated signaling as Neurod2 did in our reporter assay. Despite the in vivo binding
selectivity of Neurod2 with MR (and not GR), Neurod2 exhibits coactivation of MR but also GR
transcriptional activity in vitro [9]. MyoD and NeuroD have both unique and common response
elements [11]. Our original reporter construct that is based on in vivo MR ChIP-sequencing binding
sites [9], harbors the NeuroD-specific CAGATG along a GRE. In a first experiment we tested the
effect of Neurod2, MyoD and a chimeric MyoD protein with its bHLH domain substituted by that
of Neurod2 (MyoD(ND2bHLH)) in the concentrations of 1–3–10 ng/well (Figure 2). Both a cofactor
(F2,24 = 356.3 for MR; F2,24 = 708.3 for GR, both p < 0.000001) and concentration (F3,24 = 247.6 for MR;
F3,24 = 489.0 for GR, both p < 0.000001) effect, plus an interaction (F6,24 = 71.0 for MR; F6,24 = 159.2 for
GR, both p < 0.000001) were observed.

We confirmed Neurod2 could potentiate glucocorticoid signaling for both MR and GR
(Figure 2A,B). The observed Neurod2 effect was receptor-mediated, as in absence or with lower
amounts of nuclear receptor expression vector Neurod2 did not enhance the glucocorticoid-dependent
transcriptional increase (Figure S1). We showed that also MyoD can potentiate MR- and GR-mediated
transcriptional activity, once brought to the DNA. Coactivation by MyoD itself is minimal with a
slightly higher fold induction in the upper tested dose compared to control cells without cofactor
(p = 0.0062 for MR; p = 0.0019 for GR), but can be enhanced to an extent similar to Neurod2 by
swopping the MyoD DNA-binding domain (DBD) with that of Neurod2 as demonstrated using the
MyoD(ND2bHLH) chimera (Figure 2). In its highest tested dose the chimera could even potentiate
glucocorticoid signaling to a superior extent. Of note, the chimera showed a clear dose-dependent
increase in potentiation over the concentration range tested. These findings indicate the Neurod2
DBD is required for coactivation, and the DNA sequence rather than the bHLH protein function
drives specificity.
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Figure 2. Specificity of NeuroD coactivation at the previously identified binding motif (CAGATG) for
(A) MR and (B) GR. HEK293 cells were transfected with GRE-At_GA luciferase construct, MR or GR
(10 ng/well), various amounts of Neurod2, MyoD or the MyoD/Neurod2 chimera (MyoD(ND2bHLH))
(1–3–10 ng/well), and stimulated with corticosterone (10−7 M). Data are presented as luciferase activity
fold induction upon corticosterone treatment. a.u. = arbitrary unit; ** p < 0.01, **** p < 0.0001 compared
to control condition; # p < 0.05, ## p < 0.01, ### p < 0.001, #### p < 0.0001 for within group comparisons

2.2.2. Activation Domain Not Crucial for Potentiation

Finally we tested several bHLH factors for their coactivation ability in our reporter assay to
examine the contribution of different protein domains. In order to have a fair comparison of all variants,
we ensured a similar binding affinity of NeuroD and MyoD by further studying a reporter construct
containing the shared CAGCTG motif [11]. At this reporter Neurod2 and MyoD could potentiate MR
signaling to the same extent (Figure 3A), while for GR-mediated transcription the MyoD potentiation
was somewhat lower than by Neurod2 (p = 0.000003, Figure 3B). MyoD lacking its activation domain
(MyoDΔN) demonstrated a less strong potentiation of GR-mediated signaling compared to full length
MyoD (p = 0.0012), as did family member Myf5 (p = 0.0035), but both MyoDΔN (p = 0.047) and Myf5
(p = 0.016) still showed a significantly higher transcriptional effect upon corticosterone treatment than
the control condition without overexpression (Figure 3B).

The effect of the bHLH proteins on MR transactivation was more modest. Interestingly, the
MyoDΔN and Myf5 coactivating potential for MR-mediated signaling was not different from Neurod2
and MyoD (Figure 3A). However, MyoDΔN did not reach significance in corticosterone induction
compared to control cells (Figure 3A). Although potentiation of GR transcriptional activity by bHLH
factors seems thus partly dependent on their activation domain, these data suggest that the coactivation
of MR signaling by Neurod2 postulated to happen in vivo [9] is likely mediated via chromatin
remodeling rather than direct transcriptional activation.
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Figure 3. Modulation by NeuroD and MyoD variants at the shared binding motif (CAGCTG) for (A)
MR- and (B) GR-mediated transcription. HEK293 cells were transfected with GRE-At_GC luciferase
construct, MR or GR (10 ng/well), and Neurod2, MyoD, MyoDΔN or Myf5 (10 ng/well), and stimulated
with corticosterone (10−7 M). Luciferase activity of nonstimulated control cells was normalized to 1.
Numbers represent fold induction upon corticosterone treatment. a.u. = arbitrary unit; * p < 0.05, ** p <
0.01, **** p < 0.0001 compared to control condition; #### p < 0.0001 compared to Neurod2 condition;
&& p < 0.01 compared to MyoD condition

3. Discussion

This study further elucidates the mechanism behind NeuroD potentiation of brain MR signaling.
First transcription factor DNA binding was assessed by ChIP-qPCR in mice lacking MR in (amongst
other brain regions) their hippocampus. Both GR and Neurod2 binding were not altered in these
fbMRKO mice compared to control mice, except for an enhanced GR signal at the Per1 promoter
in absence of MR. Subsequently bHLH factors of the NeuroD and MyoD families were used to
study coactivator effects in an MR/GR-driven reporter assay. Those factors lacking (MyoDΔN) or
with diminished (Myf5) activator function were able to potentiate the glucocorticoid-stimulated
transcriptional activation as well as Neurod2 and MyoD in case of MR-dependent transcription,
suggesting coactivation of MR signaling by Neurod2 does not require its activation domain.

3.1. Effects on DNA Binding

Because MR and GR can bind the same DNA sequences, GREs, the absence of MR might affect
genomic binding by GR. Competition between MR and GR at a specific locus does not seem to play a
major role, as there was no overall enhanced GR binding in the fbMRKO mice at the sites we examined,
even though hippocampal GR expression is upregulated in these animals [13,18]. Only in the case
of Per1, higher GR occupancy levels were observed at the promoter region in the absence of MR.
At this locus it has been demonstrated that besides homodimerization, MR and GR can combine to
form heterodimers [15]. However, we cannot distinguish between these two binding modes in our
measurements. The increased GR binding could reflect a compensatory mechanism to maintain a
required degree of Per1 expression and is in agreement with the fact that basal Per1 mRNA levels were
not altered in fbMRKO mice [13]. Rather than competition, data on joint occupancy suggest there can
be synergism between two transcription factors binding the same site, via a process called ‘assisted
loading’. For concurrent stimulation of the GR and estrogen receptor (ER; where ER is altered to also
recognize the GRE), GR activation could enhance ER binding at the same locus [19]. In the present
study, GR binding is not significantly diminished when MR is lacking, suggesting such assisted loading
is not applicable for MR-GR joint loci here. In our measurements of whole hippocampus we should
acknowledge that we work under the assumption that all studied cells have (similar amounts of) MR
and GR, but effects on DNA binding could be diluted as MR/GR expression is not homogeneous
throughout the hippocampal regions and in the various cell types present [20]. Single cell analysis will
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offer a solution to study transcription biology in a cell-type specific manner [21]. Nevertheless, our data
indicate that GR binding is predominantly independent from the presence of MR in the hippocampus.

In the same setting we studied if Neurod2 binding was affected by absence of MR. No differences
in Neurod2 signal at the MR target loci were observed in MR deficient mice, which implies that
NeuroD facilitates MR binding in a unidirectional manner. We cannot exclude the possibility that
Neurod2 binding is affected by or dependent on changes in stress hormone levels, since this was not
studied here. The presence of another collaborative transcription factor (nuclear factor-1) found near
preaccessible GR-bound loci was independent of corticosterone treatment or exposure to restraint
stress [22]. As discussed below, our reporter assay data suggest that the potentiation of MR signaling
by NeuroD is likely mediated via chromatin accessibility.

3.2. Mechanism of Glucocorticoid Signaling Potentiation

Unfortunately, the NeuroD activation domain is not well documented/distinguished, but MyoD
family members do have well described domains [12]. We first tested whether MyoD was able to
potentiate glucocorticoid signaling at a reporter construct containing a GRE and NeuroD-specific
E-box (CAGATG). When the MyoD DBD was adapted to that of Neurod2 in order to bind this motif
efficiently, MyoD could coactivate glucocorticoid-mediated signaling to a similar (or even superior)
extent as Neurod2. This is in line with findings by Fong et al., showing that MyoD could be redirected
to NeuroD target sites through replacement of its bHLH domain by the analogue sequence of Neurod2
and, hereby, could activate part of the neuronal differentiation program [23]. The same group has
demonstrated that NeuroD and MyoD can bind and drive transcription at the E-box that is specific
for the other bHLH factor, but have a strong preference for their specific motifs [11,23]. This explains
why unmodified MyoD showed a slight transcriptional potentiation on the NeuroD-specific binding
site at its highest concentration tested. In concordance with the DBD being decisive in converting
MyoD into a neurogenic factor [23], the specificity of the interaction between NeuroD/MyoD and
MR/GR in our data is also determined by the ability of the factor to bind the DNA rather than a
protein-specific functionality. Interactions between bHLH transcription factors and steroid receptors
can be speculated to be generic but have cell/tissue-type dependent mechanisms. For instance, bHLH
proteins DEC1/DEC2 (differentiated embryo chondrocyte) were found to corepress liver retinoid X
receptors [24]. Likewise, E47 can modulate hepatic glucocorticoid action by promoting GR occupancy
of metabolic target loci [25]. Of relevance in the testis, Pod-1 (also: transcription factor 21) could
diminish transactivation by the androgen receptor [26].

For unbiased comparisons we proceeded our experiments with a reporter construct containing
the shared E-box (CAGCTG), which is bound with similar affinity by both Neurod2 and MyoD [23].
Coregulators can modulate transcription by affecting chromatin accessibility and/or recruitment
and stabilization of the transcriptional machinery [27]. To distinguish between these two modes,
we made use of a truncated version of MyoD lacking its activation domain (responsible for direct
recruitment), and the myogenic Myf5 that has a weak activation domain (and, therefore, relies
mainly on its chromatin remodeling ability) compared to MyoD [12]. All MyoD variants were able
to coactivate the GRE-driven reporter. Strikingly, while potentiation of GR signaling was partly
dependent on the bHLH activation domain, coactivation of MR signaling was almost unaffected when
using the factors with diminished direct transcriptional activation. Extrapolating these findings to
the NeuroD family, the chromatin remodeling aspect of NeuroD thus seems sufficient for effective
potentiation of MR-mediated signaling. This is in accordance with the pioneer function of family
member Neurod1 demonstrated in a ChIP-sequencing experiment on developing neurons [17]. Of
note, during neurogenesis occupancy of the Neurod2-specific motif was linked to gene expression
effects, while the shared motif related mostly to chromatin modifications [11]. Despite the fact that
transient systems might be considered to have an undefined chromatin context, it has been shown that
exogenous plasmids do interact with endogenous histone proteins [28,29] and can serve as a proper
model to study effects mediated via chromatin accessibility as observed here.
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3.3. MR Selective Signaling and Future Implications

A number of issues have remained unaddressed. In the current study we have been looking at
only a subset of Neurod2 sites, and mainly focused on targets bound by both MR and GR. It would
be of interest to study genome-wide effects and observe if MR-specific sites become GR-bound in the
absence of MR. We also have to point out that we have not assessed in vivo which NeuroD factor(s)
is/are responsible for potentiation of MR signaling, as we only measured and detected Neurod2
binding at MR-bound sites [9]. The basis for MR over GR specificity in full chromatin is not known, but
the fact that bHLH chromatin remodeling plays a more important role in case of MR-mediated reporter
activation is in line with the fact that we could correlate MR and Neurod2 binding in vivo [9]. Besides,
those MR target genes with relatively low GR signal had high Neurod2 binding in our current ChIP
data. A study by Pooley et al. found that 17% of GR-bound loci contained a NeuroD binding site in
their vicinity [22]. These are likely MR/GR joint sites comparable to those studied here, some of which
do show an E-box and could be co-bound by Neurod2. MyoD family inhibitor domain-containing
protein (MDFIC) has been found to bind the hinge region of unliganded GR, is capable of regulating
GR phosphorylation and can by this means define the receptor transcriptome [30]. This interaction
might play a role in the MR/GR binding selectivity near Neurod2-bound sites, as our earlier studies
suggested that proteins in the nuclear receptor complex might account for the MR preference [9].
One promising approach to further elucidate the MR over GR specificity would be to have ChIP
experiments followed-up by proteomics [31].

The question emerges what the NeuroD potentiation of MR signaling implicates for stress
processing and stress-related disorders. Increased Neurod2 expression levels were detected in the
ventromedial prefrontal cortex of men with major depressive disorder compared to healthy control
subjects [32]. In a mouse model of chronic social defeat paradigm, overexpression of Neurod2 in
the ventral hippocampus reduces, while overexpression in the nucleus accumbens increases social
interaction time [33]. Antidepressant agomelatine could normalize the rise in hippocampal Neurod1
expression of mice that underwent chronic mild stress [34]. Furthermore, fish in touristic zones
were shown to express higher levels of Neurod1 and the MR gene Nr3c2 relative to fish at control
sites [35]. Together these observations strongly suggest a functional and context-dependent link
between NeuroD and stress regulation. How this might depend on MR or influence MR function
remains to be investigated. Further research is needed focusing on the in vivo specificity of the
interaction between MR and NeuroD, and directionality in the highly adaptable stress system. MR
activation is considered a promising strategy to promote stress resilience [1]. It would be of great
interest to test if SNPs in the MR gene can affect NeuroD potentiation. In conclusion, we show that
GR and Neurod2 binding at MR target loci is not dependent on MR presence and that Neurod2
potentiation of MR signaling is likely mediated via chromatin remodeling. We summarize the findings
of this study in Figure 4. Future studies will have to point out how the interaction between Neurod2
and MR might be exploited to modulate MR-specific effects in the brain and affect associated behavior.
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Figure 4. Summary of the interaction between hippocampal MR and NeuroD. Glucocorticoid
response elements (GREs) previously inaccessible (1) could be rendered accessible by chromatin
remodeling (one-way arrow) induced by NeuroD (2) binding at a nearby E-box (the NeuroD-specific
sequence CAGATG). Upon ligand availability MR can bind an accessible GRE (3) in order to modulate
transcriptional activity of its target genes. This interaction between NeuroD and MR (two-way arrow)
is likely mediated via additional TF(s) in the transcriptional complex [9]. In forebrain MR knockout
mice (4) GR is not compensating for the lack of MR binding at the MR-specific Rilpl1 site. Also at
several MR/GR joint target sites (5) NeuroD occupancy is observed in the vicinity. Of note, we cannot
discriminate between the binding of homo- and heterodimers in the present study. In absence of MR
(6) GR binding is increased at the Per1 promoter, while for the other tested loci GR binding levels
are unaltered. For sites that become GR-specific due to MR knockout, interactions with NeuroD
remain to be explored, and other TF(s) might be involved (?). MR = mineralocorticoid receptor, GR
= glucocorticoid receptor, GRE = glucocorticoid response element, TF = transcription factor, WT =
wild type

4. Materials and Methods

4.1. Animals

Male homozygous forebrain-specific MR knockout (MRflox/flox_Cre, fbMRKO, n = 9) and littermate
flox heterozygous control mice (MRflox/wt_wt, n = 10) [18] aged 10-19 weeks, were housed on a 12-h
light/12-h dark reversed cycle (lights off at 8:00AM). Mice were group-housed with fbMRKOs and
controls combined, and a total of four mice per cage. Each mouse was individually transferred to
a novel cage 45 min before harvesting the tissue, in order to ensure GR binding for ChIP analysis.
Mice were sacrificed by cervical dislocation around the time of their endogenous corticosterone peak,
between 9:00AM–11:30AM. Genotypes were equally distributed over the sacrifice window to prevent
an effect by time of the day. Trunk blood was collected, and hippocampal hemispheres were freshly
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dissected, snap-frozen in liquid nitrogen and stored at −80 ◦C for later analysis. The experiment was
performed according to the European Commission Council Directive 2010/63/EU and the Dutch
law on animal experiments and approved by the animal ethical committee from Utrecht University
(authorization number 2014.I.08.057, approval date: 9 October 2014).

4.2. Plasma Corticosterone

Trunk blood was centrifuged for 10 min at 7000× g, after which plasma was transferred to new
tubes and stored at −20 ◦C for later analysis. Corticosterone levels were determined using an Enzyme
ImmunoAssay, according to the manufacturer’s instruction (Immunodiagnostic Systems, Boldon, UK).

4.3. ChIP-qPCR

To assess GR and Neurod2 binding at MR-bound loci, we performed ChIP-qPCR on hippocampal
tissue as described previously [9]. Briefly, two fixated hippocampal hemispheres of the same animal
were pooled and used for a single ChIP sample (500 μL) to measure GR binding (n = 4–5) with 6 μg
of anti-GR antibody H-300 (sc-8992X, Santa Cruz, Dallas, TX, USA) or Neurod2 binding (n = 4) with
6 μg of anti-Neurod2 antibody (ab109406, Abcam, Cambridge, UK). Hippocampi were allocated for
either GR or Neurod2 detection, with tissue from each group of co-housed mice divided over the
two transcription factors. A ChIP using 6 μg of control IgG antibody (ab37415, Abcam) was taken
along for background measurements, on a mixed hippocampal chromatin sample per genotype and
transcription factor. This was followed by qPCR on undiluted Chelex-isolated (200 μL) ChIP samples,
using the primers listed in Table 1.

Table 1. Primer sequences used for qPCR on mouse hippocampal ChIP samples. Primers target a
mineralocorticoid receptor binding site near the listed gene.

Gene Full Name Forward & Reverse (5′ > 3′) Product Length (bp)

Fkbp5 FK506 binding protein 5 TGCCAGCCACATTCAGAACA
TCAAGTGAGTCTGGTCACTGC 122

Kif1c Kinesin family member
1C

GCTGGGGTGTACACAGATGG
TGACTAGCCAGAGCAGTATGTC 156

Klf9 Kruppel-like factor 9 ATCTAGGGCAGTTTGTTCAA
GGCAGGTTCATCTGAGGACA 96

Per1 Period circadian clock 1 GGAGGCGCCAAGGCTGAGTG
CGGCCAGCGCACTAGGGAAC 73

Rilpl1 Rab interacting
lysosomal protein-like 1

CAGGCAGATGCCAGGCT
CCCATGCCTGTTCCTCTAGT 106

Zfp219 Zinc finger protein 219 AGTCCATCACATTCTGTTGCTTTC
TAGTCAGCTATGACCATGCAGT 131

4.4. Reporter Assays

For mechanistic insights into the role of NeuroD factors on MR/GR-driven promoter activity, we
performed luciferase reporter as described previously [9]. In short, HEK293 cells were transfected
using FuGENE (Promega, Leiden, The Netherlands) with luciferase construct (GRE-At, 30 ng/well),
expression vector for either MR or GR (10 ng/well), with or without NeuroD/MyoD cofactor
(10 ng/well), and Renilla (1 ng/well) for normalization. To exclude glucocorticoid effects from the
medium we used charcoal-stripped fetal bovine serum (Sigma-Aldrich, Zwijndrecht, The Netherlands)
during the experiments. After 24 h stimulation of the cells with 10−7 M corticosterone (Sigma) reporter
protein levels were measured using the Dual Luciferase Reporter Assay System according to the
manufacturer’s instruction (Promega).
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4.5. Plasmids

Transcriptional activity was assessed at a GRE-driven promoter combined with either
the NeuroD-specific (CAGATG) or the MyoD/NeuroD-shared (CAGCTG) motif. The
GRE and NeuroD binding site-containing vector (GRE-At_GA) was constructed before
(GRE-At-pGL4 [9]). For the generation of the GRE-At_GC luciferase construct, we exploited
mutagenesis targeting the NeuroD binding site (GA > GC) using a QuikChange II Site-Directed
Mutagenesis Kit (Agilent Technologies, Santa Clara, CA, USA). PAGE-purified mutagenic
primers were: 5′-CTCGAGGATGGCAGCTGGAGCTAAGAACAGAA-3′ and 5′-TTCTGTTCTTAG
CTCCAGCTGCCATCCTCGAG-3′. For MR and GR expression we used the 6RMR and 6RGR-based
plasmids [36]. Expression vectors (all pCS2) for Neurod2, MyoD, a chimera of MyoD with the
DNA-binding domain of Neurod2 (MyoD(ND2bHLH)), MyoD lacking the N-terminal domain
(MyoDΔN) and Myf5 were kindly provided by Dr. Tapscott [12,23].

4.6. Statistics

On the ChIP data we ran unpaired t-tests with the Holm–Sidak multiple comparison correction.
For the reporter assays we performed statistics on the fold induction by ligand (calculated for each
corticosterone-treated sample as signal in the presence of hormone divided by the average signal
from the same condition in absence of hormone). The first reporter experiment (different cofactors at
various concentrations) was analyzed by two-way analysis of variance (ANOVA); the second reporter
experiment (different cofactors) was analyzed by one-way ANOVA, both followed by Tukey’s post-hoc
tests. All data are presented as mean ± standard error of the mean.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/7/
1575/s1.
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Abstract: Gender differences play a pivotal role in the pathophysiology and treatment of major
depressive disorder. This is strongly supported by a mean 2:1 female-male ratio of depression
consistently observed throughout studies in developed nations. Considering the urgent need
to tailor individualized treatment strategies to fight depression more efficiently, a more precise
understanding of gender-specific aspects in the pathophysiology and treatment of depressive
disorders is fundamental. However, current treatment guidelines almost entirely neglect gender as a
potentially relevant factor. Similarly, the vast majority of animal experiments analysing antidepressant
treatment in rodent models exclusively uses male animals and does not consider gender-specific
effects. Based on the growing interest in innovative and rapid-acting treatment approaches in
depression, such as the administration of ketamine, its metabolites or electroconvulsive therapy,
this review article summarizes the evidence supporting the importance of gender in modulating
response to rapid acting antidepressant treatment. We provide an overview on the current state of
knowledge and propose a framework for rodent experiments to ultimately decode gender-dependent
differences in molecular and behavioural mechanisms involved in shaping treatment response.

Keywords: gender; sex difference; depression; antidepressant; rapid-acting; antidepressant;
Ketamine; endocrinology; (2R,6R)-Hydroxynorketamine; electroconvulsive therapy

1. Introduction

1.1. Does Gender Matter in Major Depressive Disorder (MDD)?

MDD poses a serious threat to global mental health. It is the second leading cause of disability
worldwide [1], with more than 300 million people affected [2]. The lifetime prevalence for MDD is
2–3 times higher in women compared to men [3], however current diagnosis and treatment guidelines
for MDD around the world (e.g., [4]) do not really consider gender differences. Apart from general
recommendations regarding sex hormone dysfunction, premenstrual and menopausal hormonal
changes that can be causal factors contributing to the development of depression-like syndromes,
the diagnosis of MDD relies on still unisex criteria (ICD-10 or DSM-5). Interestingly, the incidence of
new onset of depression cases drops tremendously after menopause [5]. These women are susceptible
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to the same extent to MDD as men, thus highlighting a crucial role of sexual hormones in the
pathophysiological mechanisms of depression.

Oestrogens influence synaptic plasticity, neurotransmission, neurodegeneration and cognitive
function [6]. In addition, several studies revealed a neuroprotective role of progesterone in rodent and
in humans [7]. Therefore, the underlying pathways driven by hormones and other molecular players
are in the spotlight of gender-specific MDD research, with the intent of possibly bridging the gap
between gender-specific disease parameters (i.e., higher symptom severity [8–10], an earlier onset of
disease [9,10] and an increased duration of depressive episodes [9,10]) and underlying neurobiological
and molecular changes.

1.2. Genetics, Epigenetics and Hormones: Powerful Players Shaping Gender-Specificity of MDD

The sexually dimorphic anatomy and function of the brain is strongly influenced by a broad
variety of parameters, such as hormonal status, variance in body fat, liver metabolism, the transcription
machinery, gene accessibility via epigenetic modifications and others [11–14]. Moreover, the heritability
of MDD is higher in women than in men implicating an increased genetic vulnerability [15].

A longitudinal study by Bundy et al. showed that 198 genes were differentially expressed in the
hippocampus between male and female mice across developmental stages [16]. The older the animals
were, the more differentially expressed genes were found between male and female mice, indicating
the importance and the increase over time in sexual dimorphism of the genome. Indeed, the difference
of the transcriptome profile is bigger between female rodents with high and low hormonal states than
between female and male rodents [17]. A recent translational study from the Nestler group focused
on sex differences of transcriptome profiles comparing gender in both humans and mice [18]. In both
species, the authors revealed that there is only a limited overlap of regulated genes between males
and females in several brain regions [18]. These data highlighted that the transcriptome profiles are
gender-specific both in depressed patients and in animal models resembling some of the features of
depression. In depressed patients, only 5–10% of genes were shared between women and men [18],
while in the animals were 20% [18]. Finally, by means of a translational approach, the researchers were
able to identify and validate gender-specific candidate genes for depression, namely Dusp6 for female
and Emx1 for male gender [18].

In the complex symphony of genetic risk load and environmental factors of depression, epigenetics
plays a pivotal role in the gene-environmental interaction [19]. Epigenetics (i.e., all mechanisms to
modify chromatin accessibility) affects brain functions as well as disease conditions [20]. In 2015,
Nugent and colleagues reported that in male rodents the enzyme DNA methyltransferase 3a was
required to keep a male phenotype [21]. Manipulation of this process led to feminization of the brain,
thus displaying the importance of epigenetic mechanisms for gender determination of the organism.
A recent review by Marija Kundakovic highlighted the need to include both sexes in research studies
of depression and at the same time to consider the hormonal state of female to study brain function in
healthy and disease conditions [11].

The most relevant risk factor of MDD is stress. Stress lowers the threshold for an organism to
develop mental diseases like MDD. Stress can be similarly used in animal models to study mental
illnesses, as it is a highly conserved and evolutionary important factor across species. Response to stress
is highly gender-specific. Female rodents have a greater sensitivity to stress with a more prominent
stress response, a longer period of recovery and a more active hypothalamic–pituitary–adrenal (HPA)
axis [22,23]. During the stress response, the induction of immediate early gene Fos after acute stress is
greater in female rodents [24], especially in the hippocampus, where immediate early gene expression
is reported to be more pronounced [25]. At the morphological level, stress has different impact on
gender. Indeed, chronic stress reduced dendritic complexity and spine remodelling in hippocampal
pyramidal cells of male rodents but not in females [26,27]. Moreover, social deprivation experiments
using single housing of rodents over a long period of time revealed more anxious and anhedonia-like
phenotypes in both male and female rodents, although the effect was more pronounced in males [28].
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For a more in-depth and recent review of gender specificity of behavioural tests in terms of depression,
depression treatment and stress see [12].

The discovery of the HPA axis together with the detection of glucocorticoid receptors found
in hypothalamus and hippocampus [29], led to the conclusion that hormones and the brain were
strongly connected and influenced by each other. This is supported by a plethora of interesting findings
(Figure 1): Hormonal alterations during the menstrual cycle affect females across species. Elevated
oestrogen levels mediate an enhanced hippocampal spine density [30] and plasticity [31]. Hagemann et
al. revealed that during ovulation women had a significant increase in grey matter volume [32]. Finally,
the end of the menstrual cycle and by that, the decline of sexual hormones oestrogen and progesterone
may induce depression-like symptoms [33]. Sex differences in the stress-induced remodelling of
dendrites and synapses in brain regions such as the hippocampus or the prefrontal cortex first emerge
in puberty [34], thus highlighting the link between female susceptibility to stress related disorders
and hormone effects, mainly oestrogen and progesterone [14]. For a review article summarizing the
hormonal impact on the female brain see [13].

To support the evidence of the importance of a sexual dimorphic brain, several studies revealed
a crosstalk between sexual hormones and key neurotransmitters altered in depression. Amin and
colleagues showed that in rodents, brain serotonin pharmacodynamics and –kinetics are affected by
oestrogens [35]. Serotonin, the major player in the monoaminergic hypothesis depression, is also
influenced by gender; human studies revealed that women had higher levels of serotonin, serotonin
metabolites [36] and serotonin transporters [37]. This might also explain why a lack of serotonin levels
has a stronger effect in women. Finally, brain-derived neurotrophic factor (BDNF), a key mediator of
neurogenesis and neuronal survival altered in depression and inversely associated with depressive
symptoms [38] expression, synthesis and function is influenced by oestradiol, whereas BDNF itself is a
downstream mediator activated by oestradiol signalling in the hippocampus [39].

1.3. Gender-Specific Differences in MDD Therapy

In line with the lack of gender-specific recommendations for the diagnosis of MDD, there is also a
neglect of gender in depression therapy. During antidepressant treatment, women generally show
higher response rates than men [40]. What is the evidence for gender-specificity of antidepressant
treatment? A meta-analysis covering 30 randomized controlled trials found no gender-specificity of
tricyclic antidepressant drugs (TCAs) like imipramine [41], whereas other studies reported a superior
response rate of males receiving TCAs (e.g., [42,43]). It was also shown that females after menopause
benefit from TCA treatment compared to pre-menopausal women, similarly like males [42,43]. Selective
serotonin reuptake inhibitors (SSRI) like fluoxetine or citalopram, commonly used antidepressant
agents, induced a response only in 50% of SSRI-treated patients while 70% of the same patients do not
have full remission after 12 weeks of treatment with SSRIs [44]. There are numerous studies reporting
that SSRIs have a higher efficacy in women [42,43,45,46]. In addition, SSRI and hormone replacement
therapy was reported to be beneficial for women after menopause [47,48]. In contrast, a meta-analysis
from Cuijpers et al. did not detect sex differences in the treatment with either SSRIs or TCAs [49]. The
inconsistencies within those reports are not easy to be explained. One reason might be highly different
inclusion and exclusion criteria of clinical trials. These might lead to different patient stratification,
thus creating a huge bias and complicating the interpretation of the results. Another possible reason
might be that psychiatric nosology and diagnosing is a highly artificial process. Two persons diagnosed
with depression may express completely different symptoms, however in clinical trials, they might
be put together as namely “depressed patient.” A recent National Institute of Mental Health (NIMH)
initiative called the Research Domain Criteria (RDoC), introduces a transdiagnostic approach suited to
specify symptoms and phenotypes at individual level [50].

For a detailed review about the evidence of gender-specificity of classical antidepressant drug
treatment see [14].
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Figure 1. Highlighting the hormonal impact on the female brain: changes throughout the menstrual
cycle. Rodents and women share a similar menstrual cycle pattern. Alterations in hormone levels are
known to play an important role in neurobiology and mental health. The increased levels of oestrogen
in the rodent proestrus phase have been reported to guide an increase in both hippocampal spine
density [30] and plasticity [31]. In women, a significant increase in grey matter volume was found
around ovulation [32]. The decrease of circulating hormones at the end of the menstrual cycle may
induce depression-like symptoms [33].

Additional factors have been reported to play a role in gender differences in antidepressant
efficacy. Different pharmacokinetics of TCAs [51,52] could explain why women report more drug
related side effects and why women seem to prefer medication with SSRIs. Women showed a superior
adherence to continuous antidepressant drug treatment [53].

1.4. Why We Need Antidepressant Treatment Approaches with a Rapid Onset of Action

After initiating antidepressant drug treatment with classical antidepressant compounds (i.e., TCAs
or SSRIs) there is a latency lasting up to four weeks before a detectable treatment response becomes
evident. A possible loss of antidepressant treatment efficacy in long term-treated patients, the danger
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of manic switches and several prominent side effects are further limitations of antidepressant
treatment [54,55]. In addition, the large heterogeneity of antidepressant treatment response and
the lack of biomarkers to monitor or stratify disease state, to facilitate diagnostic decisions or to
predict treatment success already early turn antidepressant drug treatment into a large “trial and error”
game [56]. To overcome the current limitations in neuropsychopharmacology, increasing attention
is given to biomarker research by using truly translational research projects, combining animal and
human cohorts in the same study design. The accessibility of the central nervous system for the
validation of potent drug candidate structures and the possibility of biomarker studies in human and
animal blood offer a unique and meaningful platform to really contribute to the development of novel
antidepressant agents and improve MDD therapy [57]. Another promising approach is the emergence
of rapid-acting antidepressant treatments, which may possess a distinct mechanism of action than the
conventional antidepressants, promote faster recovery and thereby overcome the high socio-economic
costs of long-lasting depression courses. Among those, electroconvulsive therapy, ketamine and other
compounds showing similar properties, cause higher response rate also in treatment resistant, heavily
depressed patients - for some patients even within hours. In the following paragraphs we will highlight
the major findings of this class of therapy and discuss the implication of gender in their mechanism
of action.

2. Gender-Specific Differences in the Molecular Mechanisms of Rapid-Acting
Antidepressant Drugs

2.1. Ketamine: Evidence of Gender-Specific Differences in the Effect on the Brain

Recently, the discovery of drugs with rapid acting antidepressant efficacy has built the basis
for novel treatment strategies in MDD. Among those, ketamine, a non-competitive NMDA receptor
antagonist, originally introduced as a dissociative anaesthetic, revealed to induce a rapid (within hours)
and sustained (up to 1 week) antidepressant effect in treatment-resistant [58,59]. Furthermore, its rapid
action on suicide ideation significantly improves the management of acute MDD treatment [60,61].

Ketamine has been shown to exert antidepressant-like effects in different animal models of
depression by activation of the mammalian target of rapamycin (mTOR), by increasing the expression of
synaptic proteins and increasing synaptogenesis in the prefrontal cortex [62]. The mechanism by which
ketamine produces fast antidepressant-like effects depends on the rapid synthesis of brain-derived
neurotrophic factor [63] and on dendritic release/translation of BDNF.

Preliminary clinical observations suggest gender differences to play a role in ketamine metabolism
and clearance in a dose dependent manner. However, only recently a more comprehensive
characterization of the gender differences in the effects of ketamine has been done. Female C57BL/6J
stress-naïve mice were more sensitive to the rapid and sustained antidepressant-like effects of ketamine
in the forced swim test (FST) and responsive to lower doses of ketamine [64]. Moreover, the female
mice responded earlier to a single injection of ketamine than the male mice.

A possible explanation may lie in sex differences of ketamine pharmacokinetics. Female rats
exhibited greater concentrations of ketamine and norketamine over the first 30 min following treatment
in both brain and plasma, due to slower clearance rates and longer half-lives. Gender differences can
influence the metabolism of ketamine and therefore the amount of ketamine and norketamine reaching
brain areas [65].

In another study, instead, oestrogens augmented the effect of ketamine and its metabolites
(2R,6R)-HNK and (2S,6S)-HNK via induction of the CYP2A6 and CYP2B6 enzymes responsible for
ketamine’s biotransformation into its active metabolites [66].

The pharmacodynamics of ketamine is also modified in a gender specific way with a possible
synergism with sexual hormone. Female enhanced sensitivity to ketamine during proestrus was
mediated via oestradiol activation of oestrogen receptor (ER)alpha and ERbeta, leading to greater
activation of synaptic plasticity related kinases within prefrontal cortex and hippocampus (Table 1) [67].
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Different molecular pathways are activated by ketamine in a gender specific manner. Indeed male
chronic isolated rats showed an increased spine density after ketamine treatment in medial prefrontal
cortex via restoration of synapsin 1, PSD95 and GluR1 levels while those proteins were not altered in
female rats after ketamine treatment [28].

However, the literature reported as well studies showing no effects of gender in the effects of
ketamine. Indeed, a recent work revealed no effects of gender in the acute and chronic effects of
ketamine in ICR mice [68].

2.2. Rapid Antidepressant-like Effects with Less Side Effects? Emerging Data on Ketamine Metabolites

Recently, the major ketamine metabolites have been drawn into focus of international
research studies. In 2016, Zanos and colleagues showed that the ketamine metabolite (2R,6R)-
hydroxynorketamine (HNK) produced antidepressant-like effects in mice similarly to those of ketamine
but without the ketamine-associated side effects [69]. They were the first to propose a NMDA
receptor-independent mechanism for the antidepressant-like effects of ketamine and its metabolites,
indicating an important role of AMPA receptors [69]. Although the relevance of HNK and the question
of AMPA receptor involvement still remains under debate ([70,71] and Table 2), HNK is a very
interesting compound offering the great potential of rapid antidepressant-like effects without strong
side effects.

Chou and colleagues applied the learned helplessness paradigm in male and female rats as
a depression model in rodents [72]. They could show that HNK rapidly rescued depression-like
conditions assessed by using the FST and the sucrose preference test (SPT) [72]. In addition, they did
not detect a difference between female and male rats with respect to HNK effects and no effect at all
using (2S,6S)-hydroxynorketamine [72]. Yamaguchi and colleagues recently reported that in male mice
using the lipopolysaccharide (LPS) inflammation model of depression the metabolism from R-ketamine
to HNK is not exclusively essential for the antidepressant-like effects of ketamine in rodents [70]. They
validated this finding using cytochrome p 450 inhibitors. By combining a microdialysis experiment with
the FST, HNK was found both in plasma and in brain as an antidepressant-like acting metabolite [73].
At the morphological level, HNK produces an increase of structural plasticity in murine and human
dopaminergic neurons [74]. Similarly, Collo et al. reported that in human dopaminergic neurons
HNK produced effects on dendritic outgrowth similar to those seen with ketamine [75] and Yao et al.
showed that ketamine and HNK effects on AMPA-receptors and synapse alterations in the murine
mesolimbic system are strongly aligned [76].

On the other hand, some publications show a lack of response to HNK in rodents. Shirayama
et al. reported that they could not find an effect of HNK in a rat model of learned helplessness [77]
using the Conditioned Avoidance Test. On top of that, Yang and colleagues were only able to find a
very weak effect of HNK in an LPS model of depression in mice and did not find an effect in a chronic
social defeat model of depression [78] using the FST, the Tail Suspension Test and the SPT.

To our knowledge, there is only one paper [72] focusing on the gender aspect of HNK treatment.
In this study, no difference of the antidepressant-like effects of HNK could be observed. It is important
to fill this gap, especially because a more pronounced effect of ketamine in females has been repeatedly
reported both in rodents and humans.
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2.3. Other Rapid-Acting Antidepressant Agents

Rapid-acting antidepressant agents share some key neurobiological pathways, which probably
mediate their antidepressant-like effects [79]. By altering glutamate transmission, they enhance mTOR
signalling, which leads to increased BDNF levels, a process strongly connected to enhanced synaptic
activity and plasticity in the prefrontal cortex (PFC). Besides ketamine and its metabolites, there are
several substances and molecules known, which fit into this mechanistic framework and at the same
time have shown antidepressant-like effects (Table 3). For recent in-depth reviews see [71,80].

Table 3. Other rapid-acting antidepressant agents.

Agent Molecular Target Reference

Scopolamine M1/2-antagonist, AMPAR↑, mTOR↑ [81,82]

GLYX-13 Partial agonist and modulator of NMDAR, AMPAR↑ [83,84]

MGS0039, LY3020371 mGlu2/3 antagonists, AMPAR↑ [85–87]

L-655,708, MRK-016 NAM of α5-GABAA-R, cortex & HC-specific [88,89]

Cannabidiol 5-HT1A-R↑, CB1↑, vmPFC [90–93]

Psychedelics
(LSD, DOI, DMT, MDMA) TrkB→mTOR↑+BDNF↑, 5-HT2A-R↑, PFC [94]

We list several other important compounds, which have been shown to provide antidepressant-like effects
similar to ketamine and its metabolites. M1/2 Muscarinic acetylcholine Receptor Type 1 and 2, AMPAR
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor, mTOR mammalian target of rapamycin, mGlu2/3
Metabotropic glutamate receptor type 2 and 3, NAM negative allosteric modulator, α5-GABAA-R Alpha 5 subunit of
the gamma-aminobutyric acid type A receptor, HC hippocampus, NMDAR N-methyl-D-aspartate receptor, 5-HT1A-R
5-Hydroxy tryptophan receptor type 1A, CB1 Cannabinoid receptor type 1, vmPFC ventromedial prefrontal cortex,
LSD lysergic acid diethylamide, DOI (2,5)-dimethoxy-4-iodoamphetamine, DMT N,N-dimethyltryptamine, MDMA
(3,4)-methylenedioxymethamphetamine, TrkB Tyrosine receptor kinase B, BDNF Brain-derived neurotrophic factor,
5-HT2A-R 5-Hydroxy tryptophan receptor type 2A, PFC Prefrontal cortex.

In line with the glutamate hypothesis of depression and depression treatment, pharmacological
research focuses on the role of NMDA and AMPA receptors. Based on the evidence showing that the
NMDA receptor antagonist ketamine produced sustained antidepressant effects in both humans and
rodents, other ways to manipulate glutamate transmission were subsequently examined. Scopolamine,
a muscarinic acetylcholine receptor (mAchR) antagonist, produced rapid, antidepressant effects even
in treatment resistant depressed patients [81]. Rodent studies revealed that type 1 and 2 mAchRs are
exclusively responsible for these effects [82], which led to enhanced AMPA receptor signalling and
mTOR activation.

GLYX-13 which is also known as Rapastinel—targets the outer surface of the NMDA receptor
without occupying its ion pore and acts as a partial agonist [71,80]. That is probably why a single
injection of GLYX-13 can decrease depression scores in patients [84], without inducing ketamine-related
side effects. The antidepressant effect appeared after two hours and persisted for at least 7 days.
This compound was effective in phase 2 clinical trials [83]. In addition, the direct and specific
manipulation of type 2 and 3 metabotropic glutamate receptors emerged as an interesting approach.
By enhancing AMPA receptor signalling, antagonists of these receptors produced antidepressant-like
effects in rodents, without ketamine-related side effects [85–87]. GABAA receptor signalling reduces
glutamate transmission, which explains why GABA receptor antagonists and modulators are also
important in the search for rapid-acting antidepressant drugs. Negative allosteric modulation of
the alpha 5 subunit of the type A GABA receptor provides cortex- and hippocampus specific [95]
antidepressant-like effects [88] in an animal study by Fischell et al. These drugs have also been shown
to lack the ketamine-related side effects [89].

Cannabidiol (CBD) is the non-psychotomimetic compound of Cannabis sativa. Anxiolytic [96] and
antidepressant-like effects [97] have been reported in the literature. More recently, it was shown that
type 1A serotonin receptor (5-HT1A) is important for the effects of cannabidiol. In a study with rats [91],
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cannabidiol was injected bilaterally into ventromedial parts of the PFC. Acute antidepressant-like
effects were observed, which were dependent on 5-HT1A and cannabinoid receptor CB1 signalling.
Sales et al. have shown that i.p. injection of cannabidiol also led to an acute (30 min) antidepressant
response in rodents [90]. They were able to observe an increase in synaptic plasticity in the PFC,
accompanied by elevated BDNF levels in PFC and hippocampus. The antidepressant-like effects could
be prevented by blocking the mTOR pathway. Two studies with CBD found that CBD in the saccharin
preference test showed a pro-hedonic effect of CBD in male and female Wistar Kyoto rats (WKY) and
decreased immobility in the FST in male Flinders Sensitive Line rats (FSL) and male and female WKY
but not female FSL [92,93].

Inducing structural and functional plasticity in the PFC is a key process of antidepressant action.
It has been shown that psychedelics such as lysergic acid diethylamide (LSD) and others (see Table 3)
are also able to exert rapid antidepressant-like effects in humans and rodents. Recently, Ly et al.
showed that LSD and alike agents produced a robust increase in neuritogenesis and spinogenesis
in vitro and in vivo [94]. They were able to show these effects spanning a range from drosophila larvae,
zebrafish embryos and rats, leading to the conclusion that it is a process highly conserved during
evolution. Finally, they could show that mTOR and type 2A serotonin receptor play crucial roles in
inducing these morphological and molecular changes.

3. Non-Pharmacological, Rapid-Acting Treatment for MDD: Electroconvulsive Therapy

3.1. Molecular Pathways Shaping the Effect of Stimulating the Brain

Brain stimulation techniques represent an important part of last-line treatment options for MDD
therapy. They are usually considered for patients with severe depression and treatment-resistant
MDD courses. By applying electricity, all brain stimulation approaches interfere with activation
and/or inactivation of certain brain circuits, brain regions and molecular pathways. Electroconvulsive
therapy (ECT) is one of the oldest treatment paradigms in psychiatry, which is effective and
approved for treatment-resistant depression, depression with psychotic symptoms, mania, catatonia
and treatment-resistant schizophrenia [98]. Under anaesthesia and muscle relaxation, it induces a
generalized seizure [99,100]. Some patients report an improved depressive symptomatology score
already after their first ECT session within hours after 2-3 sessions reliable and sustained antidepressant
effects occur even in chronic, severely ill patients and after 8 bilateral sessions the average patient
shows full remission of symptoms [101].

Neuroinflammation, reduced levels of monoaminergic neurotransmitters and altered HPA axis
activity have been identified as key mechanisms in depression pathophysiology [102]. Similar to
pharmacological treatment with antidepressant drugs [103], long-term ECT reduces the activation of
the immune system [104]. Specifically, Yrondi et al. described an immediate immuno-inflammatory
response after the first ECT session, which was reversed after long-term ECT [105]. By normalizing the
brain immuno-inflammatory state with ECT, biomarkers linked to antidepressant-like effects—like
serum BDNF—are upregulated [106]. ECT also has a strong effect on modulating the HPA axis activity,
with the neuroendocrine system being closely linked to depression and antidepressant response.
By means of neuroendocrine challenge tests (dexamethasone suppression test and the combined
dexamethasone/corticotropin releasing hormone test), a reduced hormonal response can be found
after long-term ECT [107,108], indicating a normalization of HPA axis activity. Along with these
findings, there are several studies reporting a long-term decrease in stress hormone cortisol levels
following ECT (e.g., [109]).

ECT increased several monoamines after long-term treatment in patients [110]. In addition, animal
studies showed that ECT enhanced neurogenesis [111] and neuroplasticity [112], processes which both
are known to play important roles in antidepressant-like effects. Neuroimaging studies showed that
the hippocampus, the amygdala, prefrontal cortex, anterior cingulate cortex and basal ganglia are main
target brain regions of ECT [113]. Amygdala and hippocampus volumes increased after ECT [113],
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together with an improved functional connectivity [113]. Benson-Martin and colleagues provided
an overview of the genetic pathways involved in the mechanisms of action of ECT treatment [114].
Finally, de Jong and colleagues and others reported that ECT resulted in a robust impact on epigenetic
mechanisms [115,116].

3.2. Clinical Efficacy and the Role of Gender

Interestingly, although ECT is a very old technique, there is not much evidence for gender-specific
aspects of ECT treatment reported in literature. A retrospective comparison from 2005 analysed
patients with MDD, bipolar disorder and schizophrenia and found that women with MDD and
schizophrenia received their first ECT session earlier meaning they had less previous antidepressant
drug trials than men [117]. In addition, the authors of this study reported that ECT was more effective
in women with schizophrenia compared to male schizophrenic patients [117]. In a study including
ECT cases conducted in a hospital in Turkey, the authors did not find a difference between men and
women in response to ECT across all tested diagnoses [118]. A study by Bousman et al. reported
that the beneficial effect of a catechol-O-methyltransferase polymorphism on ECT response can be
exclusively found in male patients [119]. In summary, there is very little knowledge about the role of
gender in ECT and more studies are needed to fill this lack of knowledge.

4. Conclusions

There is a considerable amount of evidence collected from both animal and human studies,
highlighting the central role of gender in depression pathophysiology and treatment. A better
understanding of the molecular mechanism activated by hormones both in health and psychiatric
disorders combined with a precise knowledge of the pharmacological interaction between hormones
and antidepressant drugs, would be suited to redefine treatment guideline and possible identify
molecular targets relevant for drug discovery and for gender personalized therapy.
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Abstract: A balanced chromosomal translocation disrupting DISC1 (Disrupted in Schizophrenia 1)
gene has been linked to psychiatric diseases, such as major depression, bipolar disorder and
schizophrenia. Since the discovery of this translocation, many studies have focused on understating
the role of the truncated isoform of DISC1, hypothesizing that the gain of function of this protein
could be behind the neurobiology of mental conditions, but not so many studies have focused in the
mechanisms impaired due to its loss of function. For that reason, we performed an analysis on the
cellular proteome of primary neurons in which DISC1 was knocked down with the goal of identifying
relevant pathways directly affected by DISC1 loss of function. Using an unbiased proteomic approach,
we found that the expression of 31 proteins related to neurodevelopment (e.g., CRMP-2, stathmin)
and synaptic function (e.g., MUNC-18, NCS-1) is altered by DISC1 in primary mouse neurons. Hence,
this study reinforces the idea that DISC1 is a unifying regulator of both neurodevelopment and
synaptic function, thereby providing a link between these two key anatomical and cellular circuitries.

Keywords: DISC1; neurodevelopment; synapse; CRMP-2; proteomics

1. Introduction

The Disrupted in Schizophrenia 1 (DISC1) gene was found mutated when studying a chromosomal
translocation t(1;11)(q42.1;q14.3) in a Scottish family; this translocation correlated with cases of
schizophrenia, bipolar disorder and major depression [1,2]. Further studies also found that the
truncation of this gene in an American family segregated with cases of schizophrenia [3].

Since the discovery of this translocation, many groups have invested their efforts in understanding
the role of DISC1 protein, with the hope of revealing new mechanisms that could explain the

Int. J. Mol. Sci. 2019, 20, 119; doi:10.3390/ijms20010119 www.mdpi.com/journal/ijms83
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neurobiology behind mental disease. Therefore, DISC1 was proposed to be involved in diverse
processes such as neurogenesis [4,5], synapse regulation [6–10], neurite outgrowth [6,11,12], and neural
migration and proliferation [13–15]. Also, yeast two hybrid experiments [16] and other molecular
studies have revealed several important interacting partners of DISC1 including GSK3β [5], PDE4B [17],
Rac1 [8], Girdin [18] or TNIK [9] among others. Thus, DISC1 might act as a molecular scaffold,
providing cohesion and coordination among different biological events in the brain [19].

To acquire a deeper understanding of the mechanisms of action of DISC1, several proteomic analyses
have been conducted to specifically address the role of the truncated isoform of DISC1 on the cellular
proteome of neural cells [20,21]. In this study, we decided to specifically address the role of DISC1 loss of
function, for that we carried out an unbiased proteomic analysis in DISC1-silenced neurons.

We report that DISC1 alters the expression of many relevant proteins related to neurodevelopment
and synaptic function, reinforcing the idea that DISC1 is a key molecular link bridging neurodevelopmental
functions with the regulation of synaptic formation and neurosignaling processes.

2. Results

2.1. Proteomic Analysis

Cell extracts from control and DISC1 knockdown murine primary neurons (Figure S1) were
subjected to proteomic analysis. Four bidimensional gels for the silenced condition versus four of
the control condition were analyzed. 3474 identical spots per gel were detected (Figure S2) and 75 of
them were found differentially expressed with a fold change ≥2 and p value < 0.05 (Table S1). 68 of
these spots were identified using mass spectrometry, corresponding to 48 unique proteins (Table 1).
The functions of these proteins were mainly related to neurodevelopmental processes or synaptic
function (Table 1, Figure S3). Particularly, 19 of them were related to neurodevelopmental processes
(Table 1) and other 19 unique proteins were related to synaptic function (Table 1). Of note, 7 of these
proteins have shared functions (Table 1, Figure S3). Therefore, these results suggest that DISC1 plays
an important role linking these two processes.

Remarkably, some of the identified proteins have previously been described as DISC1 binding
partners, it is the case of 14-3-3 proteins [12] and LIS1 [22], while CRMP-2 has been identified as a
possible DISC1 interactor [16]. However, to the best of our knowledge, this is the first time that DISC1
has been found to also alter their expression. As well, we could identify some of the proteins as
substrates of similar enzymes; this is the case of stathmin, CRMP-2, and MAP1B. These proteins are
known to be phosphorylated by GSK3β to exert their functions.
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2.2. Ingenuity Pathway

To identify common molecular pathways regulated by DISC1 in our sample set we used the
Ingenuity Pathways Analysis (IPA) software. The 5 top canonical pathways involved in our analysis
are represented in Table 2. It is interesting that CRMP (collapsin response mediator protein) family
was highlighted in the analysis as part of the Semaphorin signaling in neurons, since this signaling
cascade is known to play an important role in neuronal differentiation and axonal growth [23,24].
Previous studies also concluded that the overexpression of the truncated isoform of DISC1 leads to
dysregulation of Semaphorin signaling [20]. This could be a corroborative evidence for the fact that
DISC1 expression has to be tightly and precisely regulated in a small window and that both, above and
below that window you have dysregulation of similar signaling pathways.

Table 2. Ingenuity top canonical pathways.

Name p Value Proteins

14-3-3 mediated signaling 4.99 × 10−7 TUBA1A, 14-3-3G, TUBB2B, PDIA3,1 4-3-3E, 14-3-3Z
Semaphorin signaling in neurons 5.28 × 10−6 CRMP3, CRMP1, CRMP2, CRMP5

Remodeling of epithelial adherent junctions 1.52 × 10−5 DNM1L, TUBA1A, ACTG1, TUBB2B
Cell cycle: G2/M DNA damage checkpoint regulation 1.75 × 10−4 14-3-3G, 14-3-3E, 14-3-3Z

PI3K/AKT signaling 1.87 × 10−4 14-3-3G, 14-3-3E, HSP90AA1, 14-3-3Z

The top molecular and cellular functions identified by IPA are represented in Table 3. The analysis
particularly highlighted proteins involved in neurite outgrowth and branching of neurons.

Table 3. Ingenuity Top 10 molecular and cellular functions.

Name p Value Proteins

Outgrowth of cells 3.94 × 10−8 DNM1L, TUBA1A, HBA1/HBA2, CRMP3, MAP1B, SET,
PDIA3, CRMP2, 14-3-3G, HSP90AA1, CRMP5

Patterning of dendrites 9.56 × 10−8 CRMP1, CRMP2, GDA

Outgrowth of neurites 1.94 × 10−7 DNM1L, TUBA1A, HBA1/HBA2, DPYSL3, MAP1B, SET,
PDIA3, CRMP2, 14-3-3Z, CRMP5

Branching of neurons 2.53 × 10−7 DNM1L, HNRNPK, CRMP3, MAP1B, PDIA3, CRMP1,
CRMP2, CRMP5, GDA

Organization of cytoplasm 7.08 × 10−7
CDH13, RAB2A, HNRNPK, CRMP1, CRMP2, CRMP5,

STMN1, CALR, TPM3, DNM1L, ACTG1, PEX5, CRMP3,
MAP1B, RAB1A, PDIA3, HSP90AA1, GDA

Fibrogenesis 8.53 × 10−7 CALR, CDH13, TPM3, ACTG1, CRMP3, MAP1B, APOA1,
CRMP2, GDA, STMN1

Endocytosis 1.39 × 10−6 CALR, CDH13, HNRNPK, MAP1B, RAB1A, APOA1,
CRMP2, VCP, HSP90AA1, NECAP1

Neuritogenesis 2.09 × 10−6 DNM1L, HNRNPK, CRMP3, MAP1B, PDIA3, CRMP1,
CRMP2, HSP90AA1, CRMP5, GDA, STMN1

Branching of neurites 2.50 × 10−6 DNM1L, HNRNPK, MAP1B, PDIA3, CRMP1, CRMP2,
CRMP5, GDA

Microtubule dynamics 3.39 × 10−6
CDH13, RAB2A, HNRNPK, CRMP1, CRMP2, CRMP5,

STMN1, TPM3, DNM1L, ACTG1, CRMP3, MAP1B, PDIA3,
HSP90AA1, GDA

2.3. DISC1 Alters the Expression of Neurodevelopmental Related Proteins

Considering the results obtained by IPA analysis we focused on the collapsin response mediator
proteins (CRMPs) to perform our validations. These proteins constitute a family of five homologous
cytosolic proteins (CRMP-1-5) involved in microtubule regulation. All of them are phosphorylated
and highly expressed in the developing and adult nervous system where they play important roles in
neuronal development and maturation [25]. Six spots corresponding to CRMP-5, CRMP-3, CRMP-2
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and CRMP-1 were differentially expressed in silenced vs. control cells (Table 1) in our study; in all
cases the proteins were upregulated in DISC1 silenced cells.

Particularly, CRMP-2 has been described as a candidate gene for susceptibility to schizophrenia [26]
and was found upregulated in a proteomic study performed with brain samples from patients with
bipolar disorder, schizophrenia and major depression [27]. We showed differential expression of multiple
CRMP2 isoforms upon DISC1 silencing (Figure 1) in primary neurons. The existence of different isoforms
of CRMP2 has been highlighted in several studies [28,29]. Here, CRMP2 was detected as three isoforms
(labelled 1 to 3). Isoforms 1 and 2, most likely corresponding to CRMP2A and CRMP2B [28] were found
to be downregulated in DISC1-silenced cells, while isoform 3 was upregulated. A similar pattern was
observed using antibodies that recognize CRMP-2 phosphorylated at Thr-514 (Figure 1). Therefore,
isoform 3 most likely corresponds to the spot that was differentially expressed in our proteomic analysis.

Some studies described this isoform as a calpain-associated degradation product [30,31],
while others highlight its role in neurite outgrowth inhibition [32]. If this is the case, it suggests
that DISC1 silencing leads to increased expression of CRMP-2 and, as a result, inhibition of neurite
outgrowth. Of note, Septin-5, a protein that directly interacts with CRMP-2, was also found
differentially expressed in our study (Table 1).

Figure 1. DISC1 differentially affects CRMP2 isoform levels. (a) Western blot of CRMP2 and pCRMP2
proteins. The total content of CRMP2 falls in DISC1 silenced cells, and the smallest one, thought to be a
cleavage product, rises. The three isoforms are indicated (1–3). (b) Densitometric analysis of CRMP2
bands 2 and 3 (n = 4, * p < 0.05).

2.4. DISC1 Alters the Expression of Synaptic Function Related Proteins

We also consider of great relevance that endocytosis was highlighted under the top molecular and
cellular functions in our IPA analysis (Table 3). Endocytosis and exocytosis are crucial processes for
neurotransmission [33] and regulated by SNARE and SM proteins (Sec1/Munc18-like proteins) [34].
In particular, syntaxin-7 (member of the SNARE complex present on plasma membrane) and syntaxin
binding protein (STXBP, also known as MUNC18) were found upregulated in DISC1-silenced cells
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(Table 1). Other proteins that regulate the exocytic processes responsible for neuronal communication
are Rab proteins [35], which catalyze SNARE complex assembly [36]. In this study four different Rab
proteins were found differentially expressed in DISC1-silenced cells (Table 1).

2.5. DISC1 Silenced SH-SY5Y Cells Show Impaired Neurite Outgrowth

To further test that silencing of DISC1 results in disruption of neural development, we performed
a morphological study in SH-SY5Y cells in which DISC1 was silenced [37]. The absence of DISC1 in this
cell line resulted in morphological changes (Figure 2). Thus, upon retinoic acid-induced differentiation,
DISC1-silenced cells exhibited fewer and shorter neurites (Figure 2, Figure S4).

Figure 2. DISC1-silenced cells show morphological impairment in neurite outgrowth assays. Cells were
treated with retinoic acid (RA) for 7 and 14 days and neurite length was measured using Image J.
(A) Fluorescence images of SH-SY5Y cells expressing control and DISC1 shRNAs treated with RA for
7 days and immunostained for βIII-tubulin (red); nuclei were stained using DAPI (blue). (B,C) Average
neurite length ± SD; (**** p < 0.0001, significantly different between control and DISC1-silenced cells,
n > 200 for each cell line). (D,E) Frequency (percentile) of cells according to neurite length at 7 days (D)
and 14 days (E) for each cell population; p < 0.0001 control vs. silenced 1 at 7 and 14 days, p < 0.0001
control vs. silenced 4 at 7 days, p < 0.001 control vs. silenced 4 at 14 days (Mann–Whitney U test).

3. Discussion

We have taken advantage of a well-established murine primary neuron DISC1 knock-down
experimental system [8,14,37] to carry out an unbiased proteomic analysis and thus, identify proteins
which have their expression affected by DISC1.

The results of our analysis highlight the importance of DISC1 both in neurodevelopment and
synaptic regulation. Both functions have been already ascribed to DISC1; however, this study describes
new important routes to explore, as the effect DISC1 silencing on the expression of CRMP family of
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proteins. This could be a powerful mechanism to further investigate considering the relevance this
family of proteins has in the neurobiology of mental disease [27,38–40].

Furthermore, DISC1 knockdown resulted in a neurite outgrowth deficit in RA-treated SH-SY5Y
cells. Previous studies have reported an impaired neurite outgrowth in cell models that overexpress
mutant isoforms of DISC1 [11,41] and an increase of neurite outgrowth was seen in PC12 cells that
overexpress DISC1 [42]. Therefore, our study reinforces the idea that the loss of function of DISC1 is
critical for proper regulation of neurite outgrowth. In this direction, other studies have previously
shown DISC1 silencing affected neurite outgrowth using PC12 cells [14]. We have to consider neurite
outgrowth in PC12 cells is a result of two processes, neural differentiation and subsequent neurite
extension, so the effects of silencing may be interpreted as measuring an effect on either/both processes.
In contrast, SH-SY5Y cells are already neuronal and forming neurites, so we could compare neurite
length and the effect is specific to neurite outgrowth.

At the same time, we have found that several proteins that participate in synaptic membrane
trafficking and synapse formation are altered in DISC1 silenced neurons, such as syntaxin 7, MUNC-18,
cadherin-13, and Rab proteins (Table 1), but we cannot conclude whether trafficking is up- or
downregulated in our system. Previous studies have shown that DISC1 enhances the transport
of synaptic vesicles, therefore we could expect that knocking down DISC1 expression produced an
attenuated vesicle transport in primary cortical neurons [43].

Summarizing, our study shows that DISC1 works as an important modulator of proteins that are
directly involved both in neurodevelopment and in adult synaptic regulation, representing a unifier
factor of two seemingly different categories.

4. Materials and Methods

4.1. Antibodies

Commercial antibodies specific for the following proteins were used: CRMP-2, p(Thr514)CRMP-2,
Stathmin, p(Ser38)Stathmin (1:1000; Cell Signaling Technology, Danvers, MA, USA); tubulin, GAPDH
(1:5000; Sigma-Aldrich, St. Louis, MO, USA); the human DISC1-specific antibody 14F2 has been
previously described [44]; the mouse DISC1-specific antibody D27 was a kind gift from Merck
(Kenilworth, NJ, USA). Goat anti-rabbit (1:2000; Dako Cytomation, Glosstrup, Denmark), sheep
anti-mouse (1:5000; GE Healthcare Amersham Bioscience, Uppsala, Sweden) and donkey anti-goat
(1:2000; Santa Cruz Biotechnologies, Santa Cruz, CA, USA) were used as secondary antibodies.

4.2. Cell Culture

SH-SY5Y neuroblastoma cells (European Collection of Cell Cultures, Salisbury, UK) were
maintained in 1:1 Earle’s Balanced Salt Solution (EBSS)- F12HAM (Sigma Aldrich) with 15% fetal
bovine serum (FBS) (Gibco, Life Technologies, Gaithesburg, MD, USA), 1% Glutamine (Gln) (Sigma
Aldrich), 1% non-essential amino acids (NEAA) (Sigma Aldrich), and 1% Penicillin-Streptomycin
(P/S) (Invitrogen). 293FT cells (Invitrogen) were maintained in Dulbecco’s Modified Eagle’s Medium
(DMEM) (Sigma Aldrich) with 10% FBS, 1% sodium pyruvate (Sigma Aldrich), 1% NEAA, 1% Gln,
and 1% P/S.

Murine cortex and hippocampal primary neurons were prepared from 14–15 days embryos
(see below ethical statement). Pregnant dams were killed by cervical dislocation in accordance
with institutional guidelines for care and use of animals. The embryos were maintained and
dissected in PBS Ca/Mg (Invitrogen) supplemented with 33 mM glucose. Pooled tissue was
mechanically dissociated, treated with trypsin (Invitrogen) and DNaseI (Roche Applied Science,
Mannheim, Germany) and resuspended in Neurobasal medium (Invitrogen) supplemented with 50X
B27 (Invitrogen), 0.55g/100mL glucose (Sigma Aldrich), 42 mg/100 mL sodium bicarbonate (Sigma
Aldrich), 1% P/S and 1% glutamine. The cells were plated on poly-D-lysine (Sigma Aldrich) coated
Petri dishes. Cultures were maintained in serum free medium at 37 ◦C in 95% air/5% CO2.
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4.3. Ethics Statement

Animal experiments were carried out in accordance with the European Union Council Directive
86/609/EEC, and were approved by the University of Santiago de Compostela Ethics Committee
(protocol 15005AE/12/FUN 01/PAT 05/JRR2, 5 January 2012).

4.4. DISC1 Silencing

For DISC1 knock-down in murine primary neurons, we chose a validated shRNA construct
developed by Akira Sawa’s group (DISC1 RNAi #1) that has been shown to specifically decrease
the amount of DISC1 in cortical neural cell cultures [8,14,37]. The commercial pLK0.1-puro
non-mammalian shRNA control construct from Sigma Aldrich (reference: SHC002) was used as
a scramble control. Lentiviruses were produced by calcium phosphate triple co-transfection of shRNA
(see Table S3 and Figure S1 in Supporting Information), VSVG and ΔR8.9 constructs into 293FT
packaging cells. Virus-containing medium was collected 48 h after transfection, and added (10 mL of
lentiviral solution/3 × 106 neurons) to the medium of primary neurons at 7 DIV. The medium was
changed 24 h after infection, and incubation continued for 72 h.

In SH-SY5Y cells, DISC1 was silenced using commercial Mission® shRNA lentiviral transduction
particles (Sigma Aldrich, reference NM_018662) containing two alternative PLKO.1-Puro-CMV shRNA
plasmids (Table S2 in Supporting Information). Mission® pLKO.1-puro non-mammalian shRNA
particles (reference: SHC002V) were used as control. Stable cell lines were generated for any of these
constructs after selection with puromycin as previously described [37].

4.5. Sample Preparation for Proteomic Studies

Cells (confluent 100 mm plates) were washed twice with cold PBS and solubilized in lysis buffer
(20 mM HEPES, 2 mM EGTA, 1 mM DTT, 1 mM sodium orthovanadate, 1% Triton X-100, 10% Glycerol,
2 μM leupeptin, 400 μM PMSF, 50 μM β-glycerophosphate, 100 μg/mL Trasylol). The cells were scraped
on ice for 10 min, incubated on ice for 30 min with periodic vortexing every 5 min and centrifuged for
20 min at 14,000 g, 4 ◦C. The supernatant was saved and the pellet discarded. The protein content was
determined using the BCA protein assay kit (Pierce Chemical). Proteins were precipitated with 60%
trichloroacetic acid (TCA) in acetone. After 2–3 acetone washes, proteins were dissolved in 500 μL of 2D
sample buffer (5 M urea, 2 M thiourea, 2 mM tributyl-phosphine, 65 mM DTT, 65 mM CHAPS, 0.15 M
NDSB-256, 1 mM sodium vanadate, 0.1 mM sodium fluoride, and 1 mM benzamidine). Ampholytes
(Servalyte 4–7) were added to the sample to a final concentration of 1.6% (v/v).

4.6. Proteomic Studies

The primary neuron cell lysates were subjected to two-dimensional gel electrophoresis (2-DE).
Protein quantitation was performed with the Coomassie plus protein reagent (Thermo Scientific,
Asheville, NC). Five hundred micrograms of protein were loaded onto each gel to allow detection of
low abundance proteins. Four gels per study group (DISC1 knock-down and control) were compared.
Immobilized pH gradient (IPG) strips (4–7, 24 cm, GE Healthcare, Uppsala, Sweden) were rehydrated
in the sample, and isoelectric focusing (IEF) was performed in a Multiphor (GE Healthcare) for 85 kVh
at 17 ◦C. Following focusing, the IPG strips were immediately equilibrated for 15 min in 4 M urea, 2 M
thiourea, 130 mM DTT, 50 mM Tris pH 6.8, 2% w/v SDS, 30% v/v glycerol. Later, the strips were placed
for 15 min in the same buffer, in which DTT was replaced by 4.5% iodoacetamide (Sigma Aldrich).
The IPG strips were placed on top of the second dimension gels and embedded with 0.5% melted
agarose. Proteins were separated in the second dimension by SDS-polyacrylamide gel electrophoresis
(PAGE) on 10% gels at run conditions of 10 ◦C, 20 mA per gel for 1 h, followed by 40 mA per gel for
4 h by using an Ettan Dalt 6 system (GE Healthcare). Following electrophoresis, gels were fixed in
10% methanol/7% acetic acid for 1 h, and stained overnight with Sypro Ruby fluorescent dye (Lonza,
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Switzerland). After staining, gels were washed for 1 h in 10% methanol/7% acetic acid, and scanned
in a Typhoon 9410 (GE Healthcare).

4.7. Differential Image Analysis

Image analysis was performed with the Ludesi REDFIN 3 Solo software (Ludesi, Malmö, Sweden).
The integrated intensity of each of the spots was measured, and the background corrected and
normalized. Differential expression of proteins was defined on the basis of ≥2-fold change between
group averages and p < 0.05.

4.8. Mass Spectrometric Analysis

Spots of interest were carefully excised and subjected to in-gel digestion with trypsin [45]. Tryptic
digests were analyzed using a 4800 MALDI-TOF/TOF analyzer (Applied Biosystems). Dried peptides
were dissolved in 4 μL of 0.5% formic acid. Equal volumes (0.5 μL) of peptide and matrix solution,
consisting of 3 mg alpha-cyano-4-hydroxycinnamic acid (α-CHCA) dissolved in 1 mL of 50%
acetonitrile in 0.1% trifluoroacetic acid, were deposited using the thin layer method, onto a 384
Opti-TOF MALDI plate (Applied Biosystems). MS spectra were acquired in reflectron positive-ion
mode with a Nd:YAG, 355 nm wavelength laser, averaging 1000 laser shots and using at least three
trypsin autolysis peaks as internal calibration. All MS/MS spectra were performed by selecting the
precursors with a relative resolution of 300 (FWHM) and metastable suppression. Automated analysis
of mass data was achieved by using the 4000 Series Explorer Software V3.5. MS and MS/MS spectra
data were combined through the GPS Explorer Software v3.6. Database search was performed with
the Mascot v2.1 search tool (Matrix Science, London, UK) screening SwissProt (release 56.0). Searches
were restricted to mouse taxonomy allowing carbamidomethyl cysteine as a fixed modification and
oxidized methionine as potential variable modification. Both the precursor mass tolerance and the
MS/MS tolerance were set at 30 ppm and 0.35 Da, respectively, allowing 1 missed tryptic cleavage site.
All spectra and database results were manually inspected in detail using the above software. Protein
scores greater than 56 were accepted as statistically significant (p < 0.05), considering positive the
identification when protein score CI (confidence interval) was above 98%. In case of MS/MS spectra,
total ion score CI was above 95%.

4.9. SDS-PAGE and Western Blotting

A total of 50 μg of protein was mixed with Laemmli sample buffer (BioRad), heated at 100 ◦C
for 10 min, spun, and the supernatant loaded on a 7.5% SDS-PAGE gel. Samples were subjected to
electrophoresis and transferred to polyvinylidenedifluoride (PVDF) membranes (Millipore, Bedford,
MA, USA). The conditions of the electrophoresis were 200 V, 1 h. Electrophoresis was performed using
a Mini-PROTEAN 3 cell electrophoresis system (BioRad). The transfer was performed in a Trans-blot
SD semi-dry transfer cell (BioRad) using the following conditions: 0.8 mA/cm2, 90 min. The PVDF
membranes were blocked in 5% non-fat milk in PBS-0.1% Tween solution overnight at 4 ◦C, then 4
washes of 5 min with PBS-0.1% Tween20 were performed, and the membrane was incubated with the
primary antiserum (in 5% BSA in PBS-0.1%Tween20) for 1 h at room temperature, washed again and
incubated with the peroxidase-conjugated secondary antibody (in PBS-0.1% Tween20), and subjected
to 4 washes of 5 min each with PBS-0.1% Tween20. Finally the membrane was incubated with the
chemiluminescence solution Luminata Forte Western HRP substrate (Merck Millipore). To develop the
membranes Hypercassette (GE Healthcare) and Amersham Hyperfilm ECL (GE Healthcare) were used.

4.10. Ingenuity Pathway

Ingenuity Pathway Analysis software (Ingenuity Systems, CA, USA) was used to investigate
interactions between all the 48 identified proteins. Interactive pathways were generated to observe
potential direct and indirect relations among the differentially expressed proteins. To test the enriched
pathways we consider as settings direct and indirect relationships that were experimentally observed.
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4.11. Neurite Outgrowth Assays

Stable SH-SY5Y cell lines generated using TRCN0000118997 (Silenced 1), TRCN0000119000
(Silenced 4) and non-target shRNAs were cultured for 7 and 14 days in medium containing 10 μM
retinoic acid (RA) (Sigma Aldrich). To analyze neurite outgrowth, images of live cells were taken
under a microscope and processed using Image J software (http://rsb.info.nih.gov/ij). Cells with and
without neurites longer than two cell bodies were counted in photomicrographs of the differentiated
control and DISC1-silenced cells.

4.12. Immunocytochemistry of SH-SY5Y Cells

Retinoic acid-treated cells were fixed in paraformaldehyde and immunostained for β3-tubulin
and nuclei were visualized using DAPI, as previously described by the authors of [46].

4.13. Statistical Analysis

One-way ANOVA was employed in the proteomic analysis to determine statistically significant
differences between groups of samples. For each spot ID, ANOVA p-value was calculated using the
quantified and normalized spots volumes for the matched spot in each of the images. Differential
expression of proteins was defined on the basis of ≥2-fold change between group averages and p < 0.05.

In the neurite outgrowth assay, three fields of up to 100 cells were analyzed for each condition
and the experiment was performed twice. Statistical analysis was performed using a non-parametric
unpaired Mann-Whitney U-test (two-tailed); results were considered significant with p < 0.05.

5. Conclusions

This study shows DISC1 disrupts the expression of a number of proteins involved in
neurodevelopment and synaptic function. Thus, DISC1 acts as a key modulator of two mechanisms
that have been critically implicated in the development of mental disease.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/1/
119/s1.
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2-DE Two-dimensional electrophoresis
CRMP-2 Collapsing response mediator protein 2
DISC1 Disrupted in Schizophrenia 1
MAP1B Microtubule associated binding protein 1
MUNC18 Mammalian uncoordinated-18
MALDI Matrix-assisted laser desorption ionization
MS Mass Spectrometry
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NCS-1 Neural calcium sensor 1
SM Sec1/Munc18-like proteins
SNARE (Soluble NSF Attachment Protein) Receptor
WB Western blot
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Abstract: Major depressive disorder (MDD) is a debilitating condition, whose high prevalence
and multisymptomatic nature set its standing as a leading contributor to global disability.
To better understand this psychiatric disease, various pathophysiological mechanisms have been
proposed, including changes in monoaminergic neurotransmission, imbalance of excitatory and
inhibitory signaling in the brain, hyperactivity of the hypothalamic-pituitary-adrenal (HPA) axis,
and abnormalities in normal neurogenesis. While previous findings led to a deeper understanding
of the disease, the pathogenesis of MDD has not yet been elucidated. Accumulating evidence
has confirmed the association between chronic inflammation and MDD, which is manifested by
increased levels of the C-reactive protein, as well as pro-inflammatory cytokines, such as Interleukin
1 beta, Interleukin 6, and the Tumor necrosis factor alpha. Furthermore, recent findings have
implicated a related family of cytokines with chemotactic properties, known collectively as chemokines,
in many neuroimmune processes relevant to psychiatric disorders. Chemokines are small (8–12 kDa)
chemotactic cytokines, which are known to play roles in direct chemotaxis induction, leukocyte and
macrophage migration, and inflammatory response propagation. The inflammatory chemokines
possess the ability to induce migration of immune cells to the infection site, whereas their homeostatic
chemokine counterparts are responsible for recruiting cells for their repair and maintenance. To further
support the role of chemokines as central elements to healthy bodily function, recent studies suggest
that these proteins demonstrate novel, brain-specific mechanisms including the modulation of
neuroendocrine functions, chemotaxis, cell adhesion, and neuroinflammation. Elevated levels of
chemokines in patient-derived serum have been detected in individuals diagnosed with major
depressive disorder, bipolar disorder, and schizophrenia. Furthermore, despite the considerable
heterogeneity of experimental samples and methodologies, existing biomarker studies have clearly
demonstrated the important role of chemokines in the pathophysiology of psychiatric disorders.
The purpose of this review is to summarize the data from contemporary experimental and clinical
studies, and to evaluate available evidence for the role of chemokines in the central nervous system
(CNS) under physiological and pathophysiological conditions. In light of recent results, chemokines
could be considered as possible peripheral markers of psychiatric disorders, and/or targets for treating
depressive disorders.

Keywords: major depressive disorder; chemokines; neuroinflammation

1. Introduction

Major depressive disorder (MDD) is a highly prevalent condition, and is the third leading cause
of disability worldwide [1]. Despite the availability of numerous anti-depressive treatments, 30%
of patients diagnosed with MDD fail to respond to anti-depressant therapy, or show only a partial

Int. J. Mol. Sci. 2019, 20, 2283; doi:10.3390/ijms20092283 www.mdpi.com/journal/ijms97



Int. J. Mol. Sci. 2019, 20, 2283

response [2,3]. Bipolar disorder, which is characterized by recurrent depressive and manic episodes,
is difficult to diagnose [4], and is often misdiagnosed as MDD, particularly during a depressive
episode [5]. Diagnostic and Statistical Manual of Mental Disorders (DSM-5) criteria for unipolar and
bipolar depression are the same during a major depressive episode [6]. Therefore, there is a need
for novel biomarkers, which could distinguish between these two conditions [5]. This inadequate
response to treatment reflects an incomplete understanding of the actual pathogenesis of depression,
which was initially linked to changes in monoaminergic transmission [7,8]. Subsequent hypotheses
include the disturbance of excitatory and inhibitory signaling in the brain [9,10], hyperactivity of the
hypothalamic-pituitary-adrenal (HPA) axis [11,12], and hindrance upon the healthy progression of
neurogenesis [13,14]. However, increasingly compelling lines of evidence indicate a role of nearly or
completely asymptomatic subclinical systemic inflammation in the pathophysiology of MDD [15–26].
While using the reassessment of immune privilege in the central nervous system [27,28] as a foundation,
complex interactions between the immune system and the brain began to emerge. The immune
system regulates key aspects of brain development, neurogenesis, central nervous system (CNS)
homeostasis, mood, and behavior [29–35]. As such, perturbations of the neuroimmune functions have
been implicated in a number of psychiatric disorders, including MDD [36–39], bipolar disorder [40,41],
schizophrenia [42–45], and autism [46,47].

Recent advances in neuroscience have linked chemotactic cytokines (chemokines) to neurobiological
processes relevant to psychiatric disorders, such as synaptic transmission and plasticity, neurogenesis,
and neuron-glia communication [48–51]. The disruption of any of these functions, by activation of the
inflammatory response system, could be central for the pathogenesis of MDD. Impaired CXCL12/CXCR4
signaling is implicated in abnormal development, proliferation, and migration of neural progenitor
cells [52,53], which is suggestive of their essential roles in mammalian neurogenesis. Furthermore,
the dysregulation of various chemokines, which modulate neuronal activity by means of inducing
signal transduction [54,55] and Ca2+ mobilization [56,57], could also be involved in pathophysiological
processes leading to MDD. To add to the wide breadth of chemokine functionality, these ligands and their
receptors, which are widely expressed in the CNS [58–62], coordinate immune cell recruitment and their
subsequent migration to sites of inflammation. Therefore, this links peripheral and central inflammation.
This phenomenon can be observed in the quantitative increase of chemokine concentrations within the
serum of patients with MDD, relative to homeostatic levels. Moreover, this discrepancy is associated
with the onset and progression of depression in humans [63].

To further investigate the potential connection between chemokines and depression, chemokine
receptor knockout mice (CCR6 and CCR7) were created and observed to display behavioral phenotypes
similar to psychiatric disorders, including MDD [64].

Altogether, these data provide evidence of the involvement of chemokines in processes underlying
MDD. In this work, we will examine the role of chemokines in healthy and depressed states, as well as
summarize to the best of our knowledge evidence to date for the possible role of chemokines in the
pathogenesis of MDD.

2. Chemokine Superfamily

The chemokine superfamily contains a large number of ligands and receptors, which are classified
into four sub-families (CXC, CC, C, and CX3C) [65], according to the number and spacing of their
two N-terminal, disulfide bonding participating cysteine residues. Chemokines are small (8–12 kDa)
heparin binding proteins, structurally related to cytokines that can induce directed chemotaxis of
immune cells. However, chemokines are additionally involved in the regulation of migration of
immune cells [66,67], blood-brain barrier (BBB) permeability [68], and synaptic pruning processes [69].
In addition to their structural criteria, chemokines can be subdivided into inflammatory chemokines,
which are upregulated under inflammatory conditions, homeostatic chemokines that are responsible
for maintaining homeostasis, and chemokines, which exhibit dual functionality [70].
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The chemokine superfamily has expanded rapidly after the initial identification of secreted platelet
factor 4 (PF4/CXCL4) [71] in 1977. Subsequent studies have identified more than 50 chemokines,
as well as 20 chemokine receptors [72]. The majority of human chemokine genes are clustered on
chromosomes 4 and 17. CXC chemokines can be found at chromosomal location 4q12-21, whereas
most of the CC chemokines are located at 17q11-21 [73]. This suggests a rapid evolution by repeated
gene duplications [74]. All chemokines share a very similar tertiary structure [75], including a highly
flexible N-terminal domain and a long rigid loop, which are essential for interacting with their
respective receptors [76], and a C-terminal α-helix. Typically, a given chemokine can bind to more
than one receptor (Table 1) and, correspondingly, a number of different chemokines can be recognized
by the same receptor [65]. Chemokines are secreted in response to inflammatory cytokines, and
they selectively recruit monocytes, lymphocytes, and neutrophil-inducing chemotaxis by activating
G-protein-coupled receptors (GPCRs) [77].

Table 1. Chemokines and their known receptors. Chemokine receptors, which belong to the superfamily
of GPCRs, can bind to multiple chemokines, and certain chemokines can similarly bind to more than
one receptor. Adapted from Zlotnik and Yoshie 2012 [65].

Subfamily Chemokine Synonyms Receptors

CXC

CXCL1 Growth-related oncogene α (GROα) CXCR1/CXCR2

CXCL2 Growth-related oncogene β (GROβ) CXCR2

CXCL3 Growth-related oncogene γ (GROγ) CXCR2

CXCL4 Platelet factor 4 (PF-4) CXCR3-B

CXCL5 Epithelial cell-derived neutrophil-activating factor 78
(ENA-78) CXCR2

CXCL6 Granulocyte chemoattractant protein (GCP-2) CXCR1/CXCR2

CXCL7 Neutrophil-activating protein (NAP-2) CXCR1/CXCR2

CXCL8 Interleukin-8 (IL-8) CXCR1/CXCR2

CXCL9 Monokine induced by γ-interferon (MIG) CXCR3

CXCL10 γ -interferon-inducible protein 10 (IP-10) CXCR3

CXCL11 Interferon-inducible T cell α -Chemoattractant (I-TAC) CXCR3

CXCL12 Stromal cell-derived factor 1 (SDF-1) CXCR4

CXCL13 B cell-activating chemokine 1 (BCA-1) CXCR5

CXCL14 Breast and kidney chemokine (BRAK) CXCR4

CXCL15 Lungkine -

CXCL16 Scavenger receptor for phosphatidylserine and oxidized
lipoprotein (SR-POX) CXCR6

CXCL17 dendritic cell-attracting and monocyte-attracting
chemokine-like protein (DMC) CXCR8

CC

CCL1 I-309 CCR8

CCL2 Monocyte chemoattractant protein 1 (MCP-1) CCR2/CCR9/CCR11

CCL3 Macrophage inflammatory protein 1α (MIP-1α) CCR1/CCR5/CCR9

CCL4 Macrophage inflammatory protein 1β (MIP-1β) CCR1/CCR5/CCR9

CCL5 Regulated on activation of normal T cell-expressed and
secreted (RANTES) entities CCR1/CCR3/CCR4/CCR5

CCL7 Monocyte chemoattractant protein 3 (MCP-3) CCR1/CCR2/CCR3

CCL8 Monocyte chemoattractant protein 2 (MCP-2) CCR2/CCR9/CCR11

CCL11 Eosinophil chemotactic protein (Eotaxin-1) CCR2/CCR3/CCR5
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Table 1. Cont.

Subfamily Chemokine Synonyms Receptors

CCL13 Monocyte chemoattractant protein 4 (MCP-4) CCR2/CCR3/CCR5

CCL14 Hemofiltrate CC chemokine (HCC1) CCR1/CCR5

CCL15 Leukotactin-1, macrophage inflammatory protein 5
(MIP-5) -

CCL16 Liver-expressed chemokine (LEC), monotactin-1
(MTN-1) CCR1/CCR2/CCR5/CCR8

CCL17 Thymus and activation-related chemokine (TARC) CCR4

CCL18 Macrophage inflammatory protein 4 (MIP-4) CCR8

CCL19 Epstein–Barr virus-induced receptor ligand chemokine
(ELC) CCR7

CCL20 Liver-related and activation-related chemokine (LARC) CCR6

CCL21 Secondary lymphoid tissue chemokine (SCL) CCR7

CCL22 Macrophage-derived chemokine (MDC) CCR4

CCL23 Macrophage inflammatory protein 3 (MIP-3) CCR1

CCL24 Eosinophil chemotactic protein 2 (Eotaxin-2) CCR3

CCL25 Thymus lymphoma cell-stimulating factor (TECK) CCR9

CCL26 Macrophage inflammatory protein 4-α (MIP-4-α) CCR3

CCL27 Cutaneous T cell-attracting chemokine (CTACK) CCR10

CCL28 Mucosae-associated epithelial chemokine (MEC) CCR10

C
XCL1 Lymphotactin-α XCR1

XCL2 Lymphotactin-β XCR1

CX3C CX3CL1 Fractalkine CX3CR1

3. Chemokines and Chemokine Receptors in the Brain

Chemokines and their receptors are broadly expressed in the CNS in both physiological and
pathophysiological states [58–60,78]. The glia cells (astrocytes, oligodendrocytes, and microglia),
and neuronal cells constitutively express several chemokines, including CCL2, CCL3, CCL19, CCL21,
CXCL10, and CX3CL1 [58,78–80], as well as others, which can be upregulated in response to pathological
conditions. Endothelial cells of the BBB may, under severe inflammatory conditions, likewise produce
several chemokines such as CCL2 [68], CCL4 and CCL5 [81], which bind CCR1, CCR2, and CCR5 [82]
chemokine receptors that are expressed by circulating mononuclear cells.

In addition to their traditional role in immune surveillance and immune cell chemotaxis,
chemokines and chemokine receptors residing in the brain are also involved in the homeostatic
maintenance of the CNS through either autocrine or paracrine activity [83]. Different expression
patterns of various chemokines during embryonic and postnatal development is suggestive of their
essential role for typical brain development. For example, CXCL12 and its receptors CXCR4/CXCR7
are involved in the proliferation and migration of neural progenitor cells (NPC). They are distinctively
expressed in both the developing and the adult brain [61,84]. On the other hand, the CX3CL1 chemokine
(fractalkine) and its receptor CX3CR1, which are constitutively present in the CNS, act to modulate
inflammatory responses of microglia by suppressing its neurotoxicity [85] by reducing levels of the
tumor necrosis factor α (TNF-α) and nitric oxide (NO) [86]. Other chemokines such as CXCL1 and
CXCL8 exert neuro-modulatory effect on the synapsis of cerebellar neurons [87].

Consequently, the chemokine system, which plays an important role in neurogenesis, neuron-glia
communication, synaptic transmission, and plasticity under physiological and pathophysiological
conditions, might participate in the pathogenesis of depression. Evidence in support of this claim is
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that alterations to all of the previously mentioned processes are consistently implicated in various
psychiatric disorders including MDD [11,88].

4. Regulation of Neurogenesis and Neuronal Plasticity by Chemokines

The process of neurogenesis, by which new neurons are continuously generated in discrete brain
regions of many vertebrate species including humans, is particularly prominent in the dentate gyrus
of the hippocampus [89,90]. Initial studies in patients with recurrent major depression, which have
shown stress-induced loss of the hippocampal volume, suggested association of hippocampal atrophy
with depression [91,92]. Furthermore, the decrease in hippocampal volume was correlated with
the total duration of the depressive episodes [93]. Further studies have established a link between
reduced adult hippocampal neurogenesis with the pathophysiology of several psychiatric disorders,
including anxiety and depression [78,90,94,95]. Therapeutic interventions, such as electro-convulsive
and anti-depressive therapy [96,97], are, on the other hand, able to promote recovery from depression,
in part by enhancing hippocampal neurogenesis.

Chemokines play an important role in the regulation of neuronal development and plasticity,
proliferation, migration, and neural progenitor cell (NPC) differentiation [98,99]. Because of the
significant redundancy in chemokine receptor-ligand interactions, most of the chemokine or chemokine
receptor knockout animals are viable and show no apparent neural phenotype [100]. The only exception
to this is the knockout mice from either CXCL12 or its receptor CXCR4, which are not viable and
exhibit cerebellum malformation. This is suggestive of their essential role in the migration of the
NPCs [101]. NPCs derived from the hippocampus and the subventricular zone (SVZ) express various
chemokine receptors on their surface [102], which are important for the regulation of proliferation and
differentiation of these cells. The CX3CL1 chemokine, which is abundantly present on mature neurons
and astrocytes, and its receptor CX3CR1 that is mostly expressed on microglia cells [103], are additionally
involved in the regulation of neurogenesis and neuroplasticity. The CX3CL1 chemokine regulates
microglial synaptic pruning of mature neurons [104], modulates several neurotransmitter systems [105],
and regulates the activation state of microglia [85]. Therefore, this influences the development and
plasticity of the CNS. Exogenous application of the CX3CL1 chemokine further enhanced in vivo
neurogenesis in aged rats by modulating the microglia phenotype [106]. Other chemokines such as
CCL2, CCL21, and CXCL9, promote neuronal differentiation, whereas CCL2, CXCL1, and CXCL9
favor oligodendrocyte differentiation [107]. Further support for the association of adult hippocampal
neurogenesis and MDD arise from the studies, which demonstrated that various chronic anti-depressive
treatments stimulate hippocampal neurogenesis [108]. However, recent evidence suggests that the
alterations in adult hippocampal neurogenesis are not solely responsible for the development of
depression [109].

Altogether, chemokines play a significant role in both neurogenesis and neuronal plasticity, which
are essential for proper brain functioning, and any disturbance in any of these functions could lead to a
depressed state.

5. Chemokines and Neurotransmission in the Adult CNS

Chemokines and their respective receptors, which are constitutively expressed in glial cells and
neurons [59,110–112], are responsible for homeostatic maintenance of the developed brain. Recent
data suggest that chemokines present a unique class of neurotransmitters and neuromodulators that
regulate cell survival and synaptic transmission [103,113]. For example, patch-clamp experiments
performed in Purkinje neurons demonstrated an increase in spontaneous GABAergic activity upon the
application of CXCL12 [56]. Application of CXCL12 in rat hypothalamic slices similarly caused an
increase of GABA release from melanin-concentrating hormone neurons [114]. According to subcellular
studies, chemokines are detected in presynaptic nerve terminals, where they co-localize with various
neurotransmitters, and are released ensuing membrane depolarization [115–117]. CX3CL1, which
co-localize with serotonin in neurons of the dorsal raphe nucleus, may indirectly inhibit serotonin
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neurotransmission by upregulating the sensitivity of serotonin dorsal raphe nucleus neurons to GABA
inputs [50]. Furthermore, results from electrophysiological studies suggest that CCL2, CCL5, CCL22,
CXCL12, CXCL8, and CX3CL1 chemokines can modulate the electrical activity in cortical, cerebral,
hippocampal, and hypothalamic neurons [59,105,118–121].

Overall, the data presented in this case suggest a significant role of chemokines in
neurotransmission and modulation of neurotransmitter release, which are increasingly being implicated
in the pathogenesis of MDD.

6. Pre-Clinical Evidence Linking Changes in the Chemokine Network to Depressive Behavior

Animal models of psychiatric disease are a potent tool to investigate possible causes and
treatments for human diseases. However, they face a number of challenges given the lack of
objective diagnostic tests, biomarkers, and low predictive power [122]. Early animal-utilizing
studies of depression investigated stress-response paradigms [123], and would often involve the
subjugation of models to mild, unpredictable stressors that were either acute or chronic in application.
The response, which is reasoned to be analogous to stress-induced depression in humans, involves the
dysregulation of the hypothalamic-pituitary-adrenal (HPA) axis, as well as the neuroendocrine and
neurotransmitter systems [124]. Findings indicate that immobilization and painful stress experiments
demonstrated increased expression of CXCL1 chemokine in various regions of the CNS [125,126].
On the other hand, in a mouse model of depressive behavior based on chronic variable stress,
no significant differences in expression of the CCL2 chemokine in hippocampus were found [127].
In prenatally stressed rats, as a further animal model of depressive behavior, levels of CCL2, and
CXCL12 chemokines were upregulated in the hippocampus and prefrontal cortex, which is suggestive
of excessive microglial activation [128]. Moreover, chronic anti-depressant treatment has been shown
to revert those changes [129].

An alternative attempt to model depression-like behavior in animals involves inducing
sickness-like behavior by administering inflammatory cytokines or lipopolysaccharide (LPS), which
mimic the depressive symptoms induced by treatment of human patients with interferons [130].
CXCL1, CXCL10, and CCL5 were up-regulated in mice in which the depressive-like behavior was
induced by application of Interferon α [131]. Rats treated with CXCL1 chemokines have shown a
dose-dependent reduction in both spontaneous open field activity and burrowing behavior [132].
Peripheral administration of LPS have further induced the expression of CXCL1 and CCL2 in the
prefrontal cortex, hypothalamus, and plasma of rats exposed to chronic, intermittent, cold stress [133].
Animals lacking CX3CR1 receptors experienced an increased duration of sickness-like behavior
on the tail suspension test after peripheral LPS challenge [134], which additionally implicates the
role of the chemokine system in sickness-like behavior. Virus-induced sickness-like behavior can
additionally cause impaired learning and cognitive dysfunction by mechanisms that remain poorly
understood. However, recent studies performed in mice have suggested a key role of an innate immune
system of the brain in mediating the behavioral effects of viral infection [135,136]. Virus associated
activation of a subpopulation of circulating monocytes expressing the CX3CR1 receptor causes release
of TNF-α, which induces dendritic spine loss and motor learning impairment [135]. The exact
mechanism by which monocytes modulate synaptic activity is not known, but there is evidence to
suggest it is microglia-independent [137]. Brain endothelial cells, which serve as a natural barrier
to interferon-induced sickness behavior, could also play an important role for the communication
between the central nervous and immune systems [136].

Stress has been shown to play an important role in the etiology of neuropsychiatric diseases,
including depression [138], and a number of animal studies have identified that exposure to stress
greatly increases the risk of developing depression [139]. However, most of the stressors applied
were artificial, and, thus, are not a representational model of stress exposure in humans, which is
mostly social in nature [140]. Lately, alternative animal models of depression have begun to focus on
psychosocial stress, particularly on a paradigm based on social defeat [141]. Repeated social defeat
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(RSD) in mice causes an exposure-dependent increase of CXCL1 and CXCL2 levels in the brain, which is
indicative of higher leukocyte recruitment in the brain vasculature [142]. Animals repeatedly exposed
to social defeat show decreased volume and cell proliferation in the hippocampus and prefrontal
cortex, which can be reverted by an anti-depressant treatment [123], bearing similar resemblance to
the human studies. Altogether, various animal models of depressive-like behavior have provided
evidence for the involvement of a chemokine network in the pathophysiology of major depression.

7. Involvement of Chemokines in the Pathophysiology of MDD—Clinical Studies

Several studies in humans and animal models have linked elevated levels of chemokines with the
depressive behavioral symptoms, particularly increased levels of circulating inflammatory chemokines.
The majority of the published clinical studies included the CCL2 and CXCL8 chemokines, and were
based on the detection of the chemokine expression in blood or cerebrospinal fluid [48,73]. CCL2, which
belongs to the group of the inflammatory chemokines, has been implicated in the chemotactic migration
of peripheral monocytes to the brain [143]. Significantly higher concentrations of CCL2 in the serum of
depressed patients compared to controls were described in numerous studies [23,144,145]. Moreover,
antidepressant drug treatment effectively reduced peripheral levels of the CCL2 chemokine [146].
Although a considerable number of publications, including recent meta-analyses [15,48,63,147],
have reported an increased CCL2 expression in patients diagnosed with MDD, studies involving
MDD patients with suicidal ideation have surprisingly shown unchanged or reduced levels of the
chemokine [148,149]. Considering a similar correlative elevation of CCL2 levels reported in patients
diagnosed with bipolar disorder [150], more research is needed in order to effectively use elevated
serum CCL2 levels as a marker of MDD.

CXCL8 levels in blood samples from a total of 40 studies involving 3788 participants were
significantly elevated in depressed subjects when compared to controls reported in a recent
comprehensive meta-analysis performed by Leighton et al. [15]. However, these results were obtained
only after exclusion of a subgroup with physical illness. Significant differences that were observed in
CXCL8 chemokine levels only after restricting the analysis to healthy subjects, suggest that inflammatory
changes of underlying physical disease could mask the changes in chemokine levels in depressed
patients [15]. Plasma levels of CCL3, also known as macrophage inflammatory protein-1α (MIP-1α),
were similarly increased in depressed patients compared to healthy control subjects [15,23,151,152].
A significant increase of blood levels were also shown for further chemokines including CCL11, CXCL4,
and CXCL7 [15]. Inflammation can also play an important role in the etiology of bipolar disorder,
which has been suggested by several studies [153–155], in which patients with bipolar disorder showed
increased levels of CCL11 and CXCL10 in the plasma. On the other hand, plasma levels of another
chemokine from the CC group, CCL4, decreased in depressed patients in several studies [15,148,156].
Many other chemokines examined, such as CCL5, CCL7, CXCL9, and CXCL10, showed no significant
differences [15].

During depressive episodes, biochemical measurements indicate an increased level of the
microglia-enriched protein, translocator protein 18 kDa (TSPO), which is elucidated by the correlative
increase of binding by TSPO-specific ligands [157]. It is still a matter of debate whether an
increased TSPO ligand binding in depression is due to the proliferation of microglial cells or
infiltration of circulating macrophages, which also express high amounts of TSPO protein through the
blood-brain-barrier (BBB). Our recent published data show higher levels of CCL22, macrophage-derived
chemokine (MDC) in the blood of the MDD patients who responded to anti-depressive therapy [158].
Therefore, this suggests that chemotaxis and infiltration of monocytes, as well as recruiting T-helper 2
cells (Th2) and T-regulatory cells through the BBB, could play a significant role in the pathophysiology
of MDD. A link between macrophages and depression was initially proposed in 1991 [159], where
excessive activity of macrophages has been suggested as a key factor in the etiology of this illness.
Recent studies in various models of CNS injury and neurodegenerative diseases have highlighted the
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essential role of infiltrating monocyte-derived macrophages for the CNS repair process by resolving
inflammation [160].

Typical pharmacological treatment of MDD can also decrease peripheral inflammation, as
demonstrated by the reduction in levels of CCL2 [146]. However, other approaches are necessary in
order to improve treatment outcome. Targeting immune-related pathways, which are altered in MDD
and in bipolar disorder, could constitute a novel therapeutic mechanism for the treatment of both
MDD and BD [161,162]. CCL11, which has been associated with many psychiatric disorders and its
CCR3 receptor, may have represented attractive targets for treating both MDD and BD [163]. Moreover,
the use of nonsteroidal anti-inflammatory drugs, including celecoxib, as an adjunctive treatment
in MDD patients, and minocycline demonstrate a significant anti-depressive effect [164,165]. Even
electroconvulsive therapy, which is one of the most effective treatment options for treatment-resistant
depression, modulates peripheral immune activation [166]. In order to provide an accurate diagnosis,
and to monitor treatment response in MDD and BD patients, novel biomarkers are urgently needed.
Biobanks with well-defined phenotype of MDD and BD patients [167–169] were established with a
goal to expedite development of novel diagnostic and therapeutic compounds.

According to the available clinical studies reviewed in this work, it is clear that chemokines play
an important role in regulating neurobiological processes relevant to psychiatric disorders, and that
dysregulation of various chemokines could play an important role in the pathophysiology of MDD.

8. Conclusions

Elucidating the neurobiological basis of depression and the development of more effective
pharmacological treatments are the principal challenges, and one of the main goals of modern medicine.
Less than a third of MDD patients adequately respond to the initial antidepressant treatment, and over
35% of depressed patients fail to respond to different antidepressants altogether [170]. Considering
that the majority of commonly prescribed anti-depressants act primarily by increasing or modulating
monoamine neurotransmission [171], there is a need for novel therapeutic agents. Identification of
specific biomarkers of depression, which could be used to predict a response to anti-depressive drugs,
and develop new treatment options would help reduce the burden of depression.

An increasing body of evidence, reviewed in this study, demonstrates an important role for
chemokines in the biology of depression. However, the majority of the studies were performed on
peripheral blood samples, and had a cross-sectional design. In order to fully comprehend the changes
that occur in depression, longitudinal studies with treated MDD patients will be necessary. An additional
limitation of the majority of human studies published thus far is that the patho-physiological changes
detected in the periphery might not reliably indicate changes in the CNS. Furthermore, many of
the investigations utilized a small subset of chemokines, which limits our total understanding of
inflammatory processes in vivo.

In summary, the data reviewed in this manuscript demonstrates the important role of chemokines
in pathophysiology of MDD. Chemokines and their receptors, which are widely expressed in the CNS,
could become novel diagnostic markers or therapeutic targets for MDD. However, additional research
in larger populations, which should also include longitudinal studies, is necessary.

9. Methods

We performed literature searches through Pubmed and Google Scholar databases for articles
published before September 2018. The search terms (chemokines OR cytokines OR neuroinflammation
OR inflammation) AND (Depression OR Depressive Disorder OR Major Depressive Disorder) were
used. Obtained references were additionally inspected and all relevant publications were included.
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Abstract: Altered adaptive immunity involving T lymphocytes has been found in depressed patients
and in stress-induced depression-like behavior in animal models. Peripheral T cells play important
roles in homeostasis and function of the central nervous system and thus modulate behavior. However,
the T cell phenotype and function associated with susceptibility and resilience to depression remain
largely unknown. Here, we characterized splenic T cells in susceptible and resilient mice after 10 days
of social defeat stress (SDS). We found equally decreased T cell frequencies and comparably altered
expression levels of genes associated with T helper (Th) cell function in resilient and susceptible
mice. Interleukin (IL)-17 producing CD4+ and CD8+ T cell numbers in the spleen were significantly
increased in susceptible mice. These animals further exhibited significantly reduced numbers of
regulatory T cells (Treg) and decreased gene expression levels of TGF-β. Mice with enhanced Th17
differentiation induced by conditional deletion of PPARγ in CD4+ cells (CD4-PPARγKO), an inhibitor
of Th17 development, were equally susceptible to SDS when compared to CD4-PPARγWT controls.
These data indicate that enhanced Th17 differentiation alone does not alter stress vulnerability. Thus,
SDS promotes Th17 cell and suppresses Treg cell differentiation predominantly in susceptible mice
with yet unknown effects in immune responses after stress exposure.

Keywords: social defeat; Immune response; T cells; susceptibility; resilience; major depression; Treg

cells; Th17 cells; behavior; PPARγ

1. Introduction

Stressful life events have been shown to result in long-term alterations of the immune system [1–3]
and to increase the risk for major depressive disorder (MDD) [4,5]. Multiple studies have demonstrated
a chronic mild inflammation characterized by increased levels of acute phase proteins, pro-inflammatory
cytokines, and chemokines in depressed patients and stress-exposed individuals [6–10]. However,
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growing evidence also supports a role for the adaptive immune response and its cellular components,
in particular T cells, in the pathophysiology of MDD [11,12] and in depression-like behaviors in
rodents [13]. T cells have been shown to play an important role in neural plasticity and maintenance of
CNS function [14–16]. Thus, alterations in the T cell compartment affect microglia function and adult
neurogenesis that are involved in stress responses and MDD [17–19].

In patients with MDD and individuals exposed to stress, lower numbers of circulating T cells,
as well as altered T cell responses, have been found by meta-analytic approaches [20,21]. Recent
studies suggested that CD4+ T helper (Th)1, Th17 and T regulatory (Treg) cells are involved in
the pathophysiology of MDD [13,22]. Interleukin-17 (IL-17)-producing Th17 cells exhibit potent
inflammatory activity and have been functionally implicated in neuroinflammation and CNS
autoimmunity [23]. On the other hand, Treg cells play a key role in immune tolerance and
downregulation of Th17 responses and exert inhibitory functions on immune effector cells and
pro-inflammatory responses [24]. Individuals with MDD have been shown to exhibit altered percentages
in circulating Th17 and Treg cells. With regard to Th17 cells, different studies reported increased as
well as decreased percentages of circulating Th17 cells in patients with MDD [25,26], while Treg cells
were mainly found to be decreased in the peripheral blood [26–28]. In summary, these findings point
towards an imbalance of Th17 and Treg cell populations in MDD.

Also in rodent models, stress-induced depression-like behavior has been shown to be associated
with alterations of adaptive immune responses [29]. For example, various CD4+ Th cell subsets have
been implicated in stress induced depression-like behavior: Percentages of Th17 cells were found to
be elevated in brains of mice exhibiting learned helplessness and after chronic restraint stress [30].
Furthermore, adoptive transfer of Th17 cells increased depression-like behavior after foot shock
stress while depletion of Th17 cells reduced the acquisition of learned helplessness [30]. However,
the view that Th17 cells exclusively exhibit pathogenic actions has been challenged by studies pointing
toward a potential beneficial role of Th17 cells in depression-like behavior and MDD. In a rodent
model of depression-like behavior following chronic unpredictable mild stress, a decrease of Th17 cell
percentages and an increase in percentages of Treg cells was demonstrated [31]. In addition, Th17 cells
have also been reported to promote adult hippocampal neurogenesis [16] which is usually associated
with antidepressive effects [32,33]. A study in humans also pointed toward a potential beneficial role
of Th17 cells in MDD by maintaining the functional and structural integrity of the brain [34]. Taken
together, these findings in animals and humans suggest that circulating Th cells may contribute to
stress responses and the development of MDD.

Recently, the nuclear receptor peroxisome proliferator-activated receptor gamma (PPARγ) has been
identified as a key negative regulator of human and mouse Th17 differentiation and has been shown
to suppress CNS autoimmunity [35,36]. In rodents, it has been demonstrated that PPARγ-agonists
reduce depression-like behavior [37–39]. Furthermore, in MDD, PPARγ-agonists promoted enhanced
remission [40,41]. However, whether PPARγ-mediated antidepressant effects are due to altered Th17
differentiation has not been investigated.

An important factor in understanding the consequences of stress on the organism, is a sound
knowledge of the individual immune variations associated with stress vulnerability. It has been
shown before that an early increase in plasma IL-6 levels predicts susceptibility to social defeat [42].
In addition, our earlier findings demonstrate that specific alterations in innate immune cells occur in
monocytes and dendritic cells in susceptible mice that develop depression-like behavior after exposure
to chronic social defeat [43]. However, the implication of T cells in stress susceptibility and resilience
in this model remains undefined. In this study, we characterized T cell responses associated with stress
vulnerability to social defeat by assessing expression levels of T cell differentiation and effector genes
and numbers of cytokine-producing T cells in socially defeated animals. In addition, we examined the
effect of increased IL-17 producing CD4+ T cells on stress vulnerability in socially defeated CD4+ T
cell-specific PPARγ knockout mice. Our data identified a specific pattern of T cell responses associated
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with social defeat stress and point toward an involvement of the adaptive immune system as cellular
contributor to brain homeostasis relevant for MDD and the physiological stress response.

2. Results

2.1. Susceptible Mice Show Social Avoidance after Social Defeat Stress

To study T cell responses associated with susceptibility and resilience to prolonged stress,
we utilized repeated social defeat in mice as a paradigm for social stress [43,44]. For this, C57BL/6J
mice were subjected to repeated social defeats over 10 days. After ten days of exposure to dominant
conspecifics and repeated social defeat, we assessed social interaction behavior to determine susceptible
and resilient individuals. In analogy to our previous study [43], susceptible mice had a significantly
lower interaction ratio than control and resilient animals, whose interaction ratio was comparable
to that of control animals (Figure 1A, C vs S: p < 0.001; S vs. R: p < 0.001, see Table S1 for details of
statistics). In addition, the behavior of control and resilient mice clearly differed with regard to the
time spent in the interaction zone that was reduced in susceptible mice (Figure 1B, C vs S: p < 0.001;
S vs. R: p < 0.001). In line with that, the time spent in the corner zone was increased in susceptible
animals when compared to resilient animals and undefeated controls (Figure 1C, C vs S: p < 0.001; S vs.
R: p < 0.001).

Figure 1. Social interaction test. (A) Interaction ratio, (B) the time spent in the interaction zone during
the social interaction trial, and (C) the time spent in the corners on the opposite site of the interaction
enclosure. Bar graphs represent mean + SEM. C: control, S: susceptible, R: resilient. nC = 15, nS = 16,
nR = 11. ***: p < 0.001 (Bonferroni post hoc).

2.2. Expression Levels of Molecules Associated with T Cell Differentiation and Function Were Reduced after
Social Defeat

We next determined expression of genes associated with T cell differentiation and function in
the spleen of resilient and susceptible mice after social defeat and controls. A panel of genes that
were differentially expressed after social defeat, was selected based on the results of a qPCR-based
gene array on 84 genes encoding pro- and anti-inflammatory cytokines and chemokines (Table S2).
Granulocyte-macrophage colony-stimulating factor (GM-CSF; also designated as colony stimulating
factor 2, CSF2) represents a pro-inflammatory mediator for T cell function and myeloid cell responses
during tissue inflammation [45,46]. We found lower levels of Csf2 mRNA in socially defeated mice
when compared to non-defeated controls, independent of the susceptible or resilient phenotype of
defeated animals (Figure 2A, C vs. S: p = 0.003, C vs. R: p = 0.026). The expression levels of genes
encoding the Th1 differentiation cytokine interleukin (IL)-12 and interferon (IFN)-γ were reduced
in the spleen of susceptible and resilient mice after social defeat when compared to non-defeated
controls (Figure 2B,C, Il12a: C vs. S: p < 0.001, C vs. R: p = 0.006; Ifng: C vs. S: p < 0.001, C vs.
R: p = 0.001). In addition, mRNA levels of Il27, the gene encoding the pleiotropic cytokine IL-27,
an inhibitor of Th17 development [47], were reduced in susceptible and resilient mice compared to
controls (Figure 2D, C vs. S: p = 0.001, C vs. R: p = 0.003). In accordance, expression of Il17f mRNA
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encoding the pro-inflammatory cytokine IL-17F tended to be increased in defeated mice (Figure 2E,
p = 0.067). Thus, expression levels of genes associated with Th cell functions are modulated after social
defeat stress similarly in susceptible and resilient animals.

 

Figure 2. Gene expression analysis of splenocytes from control, susceptible and resilient mice after 10 days
of social defeat. (A) mRNA expression of Csf2, (B) Il12a, (C) Ifng, (D) Il27, and (E) Il17f. Expression levels
were normalized to the mean expression of housekeeping genes Gapdh and Hsp90ab1. Fold changes were
calculated relative to control mice. Bar graphs represent mean + SEM. C: control, S: susceptible, R: resilient.
nC = 6, nS = 6, nR = 4. *: p < 0.05, **: p < 0.01, ***: p < 0.001 (Bonferroni post hoc).

2.3. Reduced Percentages of T Lymphocytes in Susceptible and Resilient Mice after Social Defeat Stress

We next examined splenocytes and T cell subsets in the spleen of these animals by flow cytometry.
After 10 days of social defeat, the numbers of splenic mononuclear cells were increased in susceptible
mice when compared to control animals (Figure 3A, p = 0.019). Percentages of splenic αβ T cells were
markedly reduced in defeated mice when compared to non-defeated controls (Figure 3B) resulting in
equivalent αβ T cell numbers in the spleen of these animals (Figure 3C). Frequencies of CD4+ and
CD8+ cells among αβ T cells and absolute numbers of these subsets were comparable in all groups
excluding that social defeat differentially affected homeostasis of these T cell subsets (Figure 3D,E,
CD4 %: p = 0.551; #: p = 0.092; CD8 %: p = 0.099; #: p = 0.042). Thus, social defeat stress reduces
percentages of T cells in the spleen independent of the behavioral outcome with regard to susceptibility
or resilience.

 
Figure 3. Numbers of splenocytes and αβ T cells in mice after social defeat and control animals.
(A) Absolute numbers of splenocytes in control, susceptible and resilient mice. (B) Percentages and
(C) numbers of TCR+ T cells, (D) percentages of CD4+ cells among TCR+ T cells, and (E) percentages
of CD8+ cells among TCR+ T cells in the spleen as determined by flow cytometry. Bar graphs represent
mean + SEM. C: control, S: susceptible, R: resilient. nC = 10, nS = 11, nR = 9. *: p < 0.05, ***: p < 0.001
(Bonferroni post hoc).

2.4. Increased Numbers of IL-17 Producing T Cells after Social Defeat Stress

To study whether T cell functions were differentially affected in susceptible versus resilient mice
following social defeat, we studied the cytokine producing capacity of T cells in these animals. For
this, interferon (IFN)-γ and IL-17 production by splenic CD4+ and CD8+ T cells was determined after
10 days of social defeat by flow cytometry. Percentages of CD4+ T cells producing IFN-γ but not IL-17
were decreased in susceptible mice after social defeat when compared to controls (p = 0.019); however,
absolute numbers were comparable between all groups (Figure 4B). In contrast, IL-17+ IFN-γ− CD4+

T cell proportions and numbers were elevated in susceptible animals after social defeat (Figure 4C,
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%: p = 0.006; #: p = 0.032). Percentages and absolute numbers of CD4+ T cells co-expressing IFN-γ
and IL-17 were rather low and similarly distributed in all three groups. The entire population of
IL-17 producing CD4+ T cells, comprising IL-17+ IFN-γ+ and IL-17+ IFN-γ− cells, showed similar
effects as the IL-17+ IFN-γ− population. Susceptible mice again presented increased proportions and
numbers compared to controls (%: p = 0.002; #: p = 0.015). Percentages and numbers of CD8+ T cells
producing IFN-γ did not differ between the groups (Table S1, Figure 4D). However, we found enhanced
percentages and absolute numbers of IL-17 expressing CD8+ T cells in the spleen of susceptible mice
after social defeat compared to controls (Table S1, %: p = 0.006; #: Figure 4E, p = 0.036). Thus, social
defeat affects CD4+ and CD8+ T cells producing IL-17 in susceptible animals.

 

Figure 4. Cytokine expression by CD4+ and CD8+ T cells from the spleen of mice after social defeat.
Representative contour plots showing expression of (A) IFN-γ and IL-17 in CD4+ T cells from the
spleen as determined by flow cytometry. (B) Numbers of IFN-γ and (C) IL-17 producing CD4+ T cells.
(D) Numbers of IFN-γ cells and (E) IL-17 producing CD8+ T cells. Bar graphs represent mean + SEM.
C: control, S: susceptible, R: resilient. nC = 9, nS = 10, nR = 9. *: p < 0.05 (Bonferroni post hoc).

2.5. Reduced Numbers of Regulatory T Cells after Social Defeat

We next investigated whether distinct behavioral changes after social defeat affect the
immunoregulatory T cell compartment. While percentages of CD4+ T cells expressing the IL-2
receptor α-chain (CD25) were equivalent in all groups of mice (Table S1), absolute numbers of
CD25+ CD4+ T cells were significantly reduced in susceptible animals (Figure 5A, p = 0.003). FoxP3
expressing CD4+ T cells specifically linked to immune regulation were markedly reduced in numbers
in susceptible mice when compared to controls (Figure 5B, p = 0.009). In resilient animals, a similar
trend was observed (p = 0.070). Splenic FoxP3+ Treg cell percentages were not affected by social
defeat (Table S1). Furthermore, splenic mRNA levels of transforming growth factor β (Tgfb) encoding
the immunomodulatory TGF β which is crucial for Treg cell-mediated suppression in vivo were
significantly reduced in susceptible mice compared to control animals (Figure 5C, C vs. S: p < 0.001,
S vs. R: p = 0.053). Together these findings point toward an altered immunoregulatory status in
defeated mice.
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Figure 5. T regulatory cells. (A) Numbers of CD25+ CD4+ T cells. (B) Absolute numbers of FoxP3+

CD4+ T cells. (C) mRNA expression of Tgfb2 in splenocytes. Expression levels were normalized to the
mean expression of housekeeping genes Gapdh and Hsp90ab1. Fold changes were calculated relative to
control mice. Bar graphs represent mean + SEM. C: control, S: susceptible, R: resilient. nC = 15, nS = 16,
nR = 11. **: p < 0.01, ***: p < 0.001 (Bonferroni post hoc).

2.6. Enhancement of Th17 Differentiation Did Not Alter Behavioral Responses to Social Defeat

Finally, we investigated whether the increase in IL-17 producing CD4+ T cell percentages observed
in defeated mice is sufficient to alter behavioral responses to social defeat stress. We therefore utilized
mice with CD4-specific knockout of PPARγ, a key negative regulator of Th17 differentiation [36].
In CD4-PPARγKO mice, Th17 differentiation is strongly increased, while Th1, Th2, or Treg cell
differentiation is not affected [36]. We subjected CD4-PPARγKO mice and CD4-PPARγWT controls to
social defeat and analyzed social as well as anxiety-related behavior. Socially defeated CD4-PPARγKO

mice showed an equivalently reduced interaction ratio in the social interaction test compared to
CD4-PPARγWT controls (Figure 6A, main effect of stress: p= 0.005). In the open-field test, CD4-PPARγKO

mice also showed comparably reduced center entries and time spent in the center when compared to
CD4-PPARγWT controls after ten days of social defeat (Figure 6B,C; Center entries: main effect of stress:
p < 0.001; Center time: main effect of stress: p < 0.001). These data indicate similar anxiety-related
behavior in both genotypes that were equally affected by stress exposure. The distance traveled in the
open field test was not affected by social defeat or genotype (Figure 6D). These findings suggest that
PPARγ−mediated changes in T cell differentiation and function do not modulate social and anxiety-like
behavior, neither under control conditions nor after ten days of social defeat. We also analyzed these
behaviors subdividing the defeated groups into susceptible and resilient mice. Again, no effects of
genotype or interaction effects of genotype and stress exposure could be detected (Figure S1) suggesting
that an enhanced Th17 differentiation status induced by CD4-specific deficiency of PPARγ is not
sufficient to alter emotional behavior or stress vulnerability.

 

Figure 6. Behavioral data of CD4-specific PPARγ knockout (CD4-PPARγKO) mice and Cre-negative
floxed controls (CD4-PPARγWT) after 10 days of social defeat. (A) The interaction ratio of the social
interaction test. (B) The number of center entries, (C) the time spent in the center, and (D) the
distance traveled in the open-field test. Data represent mean + SEM. CD4-PPARγWT Control (C): n = 6,
CD4-PPARγWT social defeat (SD): n = 11, CD4-PPARγKO Control: n = 6, CD4-PPARγKO SD: n = 8,
##: main effect of stress, p < 0.01, ###: p < 0.001.
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3. Discussion

Stress is known to evoke long-term alterations of the adaptive immune response [1–3]. At the
same time, it is well established that individuals exhibit considerable variability in behavioral responses
to stressors, and even genetically identical inbred mouse strains show an individual variability in
the sensitivity to social stressors [48]. How specific adaptive immune alterations are correlated with
individual stress susceptibility and resilience is poorly characterized. A better understanding of the
underlying mechanisms is of major importance due to the enormous health burden of stress-related
affective disorders.

In this study, we characterized alterations of the adaptive immune response associated with
stress susceptibility and resilience in a mouse model of social defeat. Our data show reduced T cell
percentages and altered expression levels of T cell differentiation and effector genes in the spleen of
mice exposed to social defeat irrespective of a stress susceptible or resilient behavioral phenotype.
We further observed greatly increased numbers of splenic IL-17 producing CD4+ and CD8+ T cells in
susceptible animals compared to controls while regulatory T cells were reduced after social defeat.

A decrease in T cell numbers or percentages has been reported before in various animal models
of acute and chronic stress [49–52]. Stress exposure results in an enhanced release of glucocorticoids
and catecholamines that may induce apoptosis in peripheral T cells [53,54]. Enhanced T cell apoptosis
following stressful events has further been attributed to lack of tryptophan, an essential factor in T
cell proliferation [55]. In addition, inputs from adrenergic nerves have been shown to affect T cell
trafficking, since stimulation of β2-adrenergic receptors on T cells reduces their egress from lymph
nodes [56]. Furthermore, T cells from MDD patients showed lower expression of the chemokine
receptors CXCR3 and CCR6 that modulate T cell differentiation and trafficking [57]. Of note, it has
been suggested that T cells exert stress protective effects based on observations that T cell deficient
BALB/c nude mice were more vulnerable to brief exposures to foot shocks than T cell competent mice
on the same genetic background [58]. Our findings of reduced percentages but not numbers of splenic
T cells point toward an altered cellular composition in the spleen after social defeat. It has frequently
been shown that stress results in an increase in the numbers of innate immune cells including natural
killer cells, neutrophils, and monocytes [49,59]. In particular, our earlier findings demonstrating that
mice after chronic social defeat show higher numbers of splenic myeloid cells [43] may explain the
here observed higher cellularity of the spleen.

In the present study, IL-17-producing CD4+ T cells, classified before as pathogenic Th17 cells
in inflammatory responses and neuroinflammation, were markedly enhanced in susceptible mice in
response to social defeat stress. Accordingly, levels of the gene encoding IL-27, a cytokine mediating
suppressive effects on the Th17 lineage, were lower in the spleen of these animals [47,60]. These
findings are in line with previous studies demonstrating that the vulnerability for the development of
learned helplessness was dependent on increased Th17 responses [30]. It has also been shown that
the cytokine IL-6, which is required for the induction of Th17 differentiation [24,61], is indicative of
stress susceptibility [42]. However, in CD4-specific PPARγ deficient animals exhibiting enhanced Th17
differentiation [36], social defeat stress had the same effect on the behavioral level when compared
to PPARγ-competent controls. It is important to note that the underlying mechanism for increased
Th17 differentiation induced by CD4-specific deficiency of PPARγ might differ from the mechanism
responsible for the stress-induced Th17 shift in our model. Further research will focus on defining
potential regulators involved in Th17 differentiation after social defeat, e.g., the signal transducer and
activator of transcription 3 (STAT3) and the transcription factors IFN regulatory factor 4 (IRF4), c-Rel
and RelA/p65 required for Th17 differentiation and responses. In addition, analyses of the Th1-specific
T-box transcription factor T-bet and the Th17 specific RAR-related orphan receptor gamma t (RORγt)
will provide better insights into the differentiation of T helper cells in this model.

Our findings suggest that CD4+ cell-specific deletion of PPARγ may not be sufficient to promote
stress resilience in this model. In contrast, an anxiolytic effect of neuronal deletion of PPARγ on the
emotional response to acute stress has been described before [62]. It is, therefore, likely that PPARγ
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operates on various cellular levels in modulating anxiety- and depressive-like behavior. It is still
unclear, however, whether alterations in the here-studied T cell subsets are the cause or consequence
of stress susceptibility and whether IL-17 producing T cells have differential implications in stress
susceptible and resilient mice.

Treg cells are predominantly viewed as mediators for immune tolerance and suppression [24].
We observed reduced Treg numbers in both, susceptible and to a minor extent also in resilient socially
defeated mice. In analogy, reduced Treg numbers associated with systemic T cell activation have
been found during subordinate colony housing [63], suggesting that a reduction in these cells might
contribute to an overall pro-inflammatory state in these animals. In the same model, Treg cells are
necessary to induce stress resilience by immunization with Mycobacterium vaccae [64] suggesting a
functional role of these cells in mediating stress vulnerability and resilience. However, also controversial
findings on Treg cells in murine stress models have been reported and may be explained by the diversity
of models and the different time points studied. For example, Treg cell proportions have been found
increased in mice due to chronic unpredictable mild stress [31] and enhanced frequencies of peripheral
Treg cells and an elevated suppressive function of these cells have further been found after chronic
immobilization of mice [65]. In a model of learned helplessness induced by mild inescapable foot
shocks, no difference was found in percentages of Treg cells between controls and mice exhibiting
learned helplessness [30]. Future studies will therefore have to focus on the impact of Treg cells in this
model to better understand the role of these cells in the regulation of emotional behavior.

In the spleen of resilient mice, we observed an “intermediate” immune pattern characterized by
lower numbers and percentages of splenic IL-17 secreting T cells when compared to susceptible mice but
higher values in these categories than controls, albeit those values did not reach significance. Thus, our
analysis of the adaptive immune status after social defeat did not reveal overt differences in susceptible
and resilient animals in contrast to our earlier findings regarding the innate immune system. Herein
we demonstrated specific alterations in susceptible mice among those an enhanced maturation of
dendritic cells in the spleen, and increased brain immigration of CCR2+ Ly6Chi monocytes representing
an inflammatory phenotype [43].

In conclusion, our study provides evidence that specific alterations of the adaptive immune
responses, which are involved in maintaining brain function, plasticity and behavior, are induced by
social defeat stress. Future studies in this model may close the knowledge gap concerning the link
between adaptive immune responses and stress vulnerability by analyzing the impact of Treg cells and
TGF-β on pro-inflammatory responses, kynurenine metabolism, and microglial activation. In addition,
longitudinal immune studies in rodents exposed to chronic stress and humans during clinical course
of MDD are necessary to yield a better understanding of the pathophysiology of affective disorders.

4. Materials and Methods

4.1. Mice and Housing Conditions

Five-week-old, male C57BL/6J mice were purchased at Charles River (Sulzfeld, Germany). After a
habituation period of two weeks, the social defeat experiments started. CD-1 mice from our in-house
breeding facility were used as resident animals for the social defeat paradigm and social interaction
partners. These mice were older than 3 months and most of them had mating experience. Their
level of aggressive behavior was tested before chosen for the experiment (latency to attack intruder
should be less than 30 s). All animals were housed at 22 ± 2 ◦C and humidity of 55 ± 10% under a
12 h:12 h light-dark cycle, with lights on at 6 am. Food and water were available ad libitum. This
study was performed in accordance with the regulations covering animal experimentation in Germany
and the EU (European Communities Council Directive 2010/63/EU). The project was approved by
the local authority and the Animal Welfare Officer of the University of Münster (84-02.04.2013.A320,
31 October 2013). All efforts were made in order to minimize animal suffering and reduce the number
of animals used.
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4.2. Social Defeat Paradigm

The social defeat paradigm was performed as described before [43]. Briefly, experimental mice
were inserted into the cage of an aggressive, older and heavier CD-1 mouse for 10 min per day. After
10 min direct physical contact, animals were separated by a perforated Plexiglas wall and kept on
opposite sides of the same cage for 24 h to maintain visual and olfactory contact. This procedure was
repeated daily with another CD-1 mouse. After the final confrontation on day 10, experimental mice
were housed singly in Makrolon type II cages. Control mice were housed in the same type of cage as
experimental mice. The degree of agonistic interactions was observed by an experienced observer
who terminated the sessions and separated the animals immediately in case that escalated fighting
occurred before 10 min passed [43].

4.3. Social Interaction Test

One day after the last social defeat session, the social interaction test was conducted as described
before [43,66]. Briefly, it comprised two trials of 150 s each, one with an empty enclosure, the second
with an unfamiliar CD-1 mouse therein. The time spent in the interaction zone, defined as the area
surrounding the exploration enclosure 8 cm to each side was recorded in both trials by ANY-maze
tracking software (Stoelting, Dublin, Ireland). An interaction ratio was calculated as time spent in the
interaction zone during the second trial with mouse divided by the time spent in the zone during the
first trial with the empty enclosure. When the interaction ratio was less than 0.5, animals were defined
as susceptible, otherwise as resilient [43].

4.4. Open Field Test

The open field test was conducted as described before [67]. Briefly, mice were introduced into one
corner of an 80 cm × 80 cm wooden box with 40 cm high walls and allowed to freely explore the box for
10 min. The distance traveled, the number of entries into the 40 cm × 40 cm center area and the time
spent therein were automatically recorded by ANY-maze tracking software (Stoelting, Dublin, Ireland).

4.5. Gene Expression Analysis

The day after the social interaction test, spleens of control (n = 6), susceptible (n = 6) and resilient
(n = 4) mice were dissected and immediately snap-frozen in liquid nitrogen. RNA was extracted from
half spleens using the RNeasy Midi kit (Qiagen, Hilden, Germany). RNA was reverse transcribed to
generate cDNA using the RT2 HT First Strand kit (Qiagen). RT2 Profiler PCR Arrays for mouse cytokines
and chemokines were run for control (n = 3), susceptible (n = 3) and resilient mice (n = 2) according
to the manufacturer’s instructions on an ABI 7900 HT PCR system (Life Technologies, Darmstadt,
Germany). Based on the results of this array, candidate genes were chosen and Taqman assays were run
in triplicates as described before [68]. The following candidate genes were assessed using inventoried
assays (Life Technologies, Darmstadt, Germany): Csf2 (Mm01290062_m1), Il12a (Mm00434165_m1),
Ifng (Mm01168134_m1), Il27 (Mm00461162_m1), Il17f (Mm00521423_m1), Tgfb2 (Mm00436955_m1).
To calculate ΔCt levels for each of the candidate genes, average Cts of housekeeping genes Hsp90ab1
(Mm00833431_g1) and Gapdh (Mm99999915_g1) were used. Fold changes were calculated as 2–ΔΔCt

using the non-defeated control group as reference.

4.6. Flow Cytometry

Spleens of control (n = 15), susceptible (n = 16) and resilient (n = 11) mice were homogenized
after transcardial perfusion and a single cell suspension was received as described before [43]. Due to
limitations in the number of animals that could be dissected on a single day, the group of animals was
divided into three cohorts as shown in Table S3.

The following antibodies (purchased at Biolegend, San Diego, CA, USA) were used for fluorescent
staining of splenocytes: FITC or PerCP-Cy5.5-conjugated anti-mouse TCR β-chain (clone H57-597),
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APC-Cy7-conjugated anti-mouse CD4 (clone RM4-5), APC or PE-Cy7-conjugated anti-mouse CD8a
(clone 53-6.7), BV510-conjugated anti-mouse IFN-γ (clone XMG1.2), PE-conjugated anti-mouse IL-17A
(clone eBio17B7), PE-Cy7-conjugated anti-mouse CD25 (clone PC-61) and PE-conjugated anti-mouse
FoxP3 (clone FJK-16s).

Intracellular staining was performed according to the manufacturer’s instructions using the
Fixation/Permeabilization kit (BD Cytofix/Cytoperm), intranuclear staining using the FOXP3 Fix/Perm
buffer set (Biolegend, London, UK). For ex vivo stimulation of lymphocytes, 5 × 106 splenocytes
were incubated with PMA (10 ng/mL) and ionomycin (500 ng/mL) plus Monensin and Brefeldin A
(Biolegend, London, UK) for 10 h overnight. Samples were acquired on a FACSCanto II (BD Biosciences,
East Rutherford, NJ) flow cytometer and analyzed by FlowJo v10. The gating strategy comprised life
gates (SSC-A vs- FSC-A) to exclude debris and dead cells. Subsequently, doublets were gated out by
comparing sideward and forward scatter height and width (SSC-H vs SSC-W and FSC-H vs. FSC-W).
TCR+ cells were considered as T cells, CD4+ and CD8+ T cells were determined on TCR+ pregates.
IFN-γ+, IL-17+ cells were determined on CD4+ or CD8+ T cell pregates, respectively. Accordingly,
CD25+ and FoxP3+ Th cells were assessed on CD4+ T cell pregates.

4.7. Statistics

Data obtained in independent cohorts were combined and analyzed by analysis of covariance
(ANCOVA) with stress phenotype as fixed factor and cohort as covariate. In case of significant effects
of the stress phenotype, Bonferroni post hoc tests were calculated. The null-hypothesis was rejected for
p < 0.05. All analyzes were calculated with SPSS 24 (IBM).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/14/
3512/s1.
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Abstract: The Roman High-Avoidance (RHA) and the Roman Low-Avoidance (RLA) rats, represent
two psychogenetically-selected lines that are, respectively, resistant and prone to displaying
depression-like behavior, induced by stressors. In the view of the key role played by the neurotrophic
factors and neuronal plasticity, in the pathophysiology of depression, we aimed at assessing the
effects of acute stress, i.e., forced swimming (FS), on the expression of brain-derived neurotrophic
factor (BDNF), its trkB receptor, and the Polysialilated-Neural Cell Adhesion Molecule (PSA-NCAM),
in the dorsal (dHC) and ventral (vHC) hippocampus of the RHA and the RLA rats, by means of
western blot and immunohistochemical assays. A 15 min session of FS elicited different changes in
the expression of BDNF in the dHC and the vHC. In RLA rats, an increment in the CA2 and CA3
subfields of the dHC, and a decrease in the CA1 and CA3 subfields and the dentate gyrus (DG) of the
vHC, was observed. On the other hand, in the RHA rats, no significant changes in the BDNF levels
was seen in the dHC and there was a decrease in the CA1, CA3, and DG of the vHC. Line-related
changes were also observed in the expression of trkB and PSA-NCAM. The results are consistent with
the hypothesis that the differences in the BDNF/trkB signaling and neuroplastic mechanisms are
involved in the susceptibility of RLA rats and resistance of RHA rats to stress-induced depression.

Keywords: forced swimming; Roman rat lines; depression; stress; hippocampus; BDNF; trkB;
PSA-NCAM; western blot; immunohistochemistry

1. Introduction

It is well-established that stressors may elicit different behavioral and neurochemical adaptive
responses in each individual [1–5], depending on the genetically-determined pre-existing differences in
temperament, cognition, and autonomic physiology [6]. It is, therefore, most likely that the interactions
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between the genes and the stressors play a crucial role in the individual responsiveness to adverse
life-events and the vulnerability to stress-induced depression [7].

Several animal models have been designed to investigate the impact of the interactions between
genetic and environmental factors on the neural substrates of depression. One of these models, the
outbred Roman High-Avoidance (RHA) and the Roman Low-Avoidance (RLA) rats, were selected
for rapid (RHA) vs. extremely poor (RLA) acquisition of active avoidance, in a shuttle-box [8–10].
It has been shown that emotional reactivity is the most prominent behavioral difference between the
two lines, with the RLA rats being more fearful/anxious than their RHA counterparts. Thus, during
avoidance training, the RLA rats display hypomotility and freezing, whereas the RHA rats exhibit an
active coping behavior that leads to the rapid acquisition of the avoidance response [11]. Consistently,
the RLA rats are more emotional/fearful than the RHA rats in different anxiety-related tasks and
display a passive coping strategy, when exposed to aversive situations [4,12–14].

Moreover, the Roman lines exhibit divergent neuroendocrine responses to stressors, with the RLA
rats showing a higher activation of the hypothalamus-pituitary-adrenal (HPA) axis than the RHA rats,
as reflected by a larger increase in the corticotropin and corticosterone secretion, following exposure
to mild stress [4,15,16]. Notably, a combination of the dexamethasone suppression test (DST), with a
corticotropin releasing hormone (CRH) challenge, has shown that the RLA rats are more responsive to
a CRH administration than the RHA rats [17].

The behavioral and neuroendocrine responses of the RLA rats, to drug treatments and
environmental challenges (particularly, the combined DST/CRH test), resemble some of the key
symptoms of depression [18], suggesting that this rat line may be more susceptible to develop
depression-like behaviour, in the face of stressors [17]. Conversely, the RHA phenotype displays
proactive coping, high impulsivity/sensation seeking, low HPA axis reactivity, and resilience to
stress-induced depression [4,19–24]. Accordingly, in the forced swim test (FST), a paradigm used
to assess antidepressant activity in rodents [25,26], the RLA rats display a depression-like behavior
characterized by long-lasting immobility and very little escape-directed behaviors, whereas the RHA
rats predominantly show active behaviors, such as swimming and climbing, but minimal freezing.
Notably, the subacute and chronic treatment, with antidepressant drugs, normalizes the depression-like
behavior of the RLA rats in the FST, but does not affect the behavior of the hypoemotional RHA
rats [23,24]. Hence, the RLA and the RHA rats may be considered as a genetic model to investigate the
neural circuits and molecular mechanisms underlying vulnerability and resistance to stress-induced
depression, respectively.

Despite significant advances over the last decades, the causes of depression and the molecular
basis of treatments are still poorly understood. Various hypotheses have been proposed to account for
the overall pathophysiological state or particular symptoms of depression, based on the dysfunction
of monoamine neurotransmission [27], the HPA axis [28], or the neuroimmune processes [29].
Another—the neurotrophic hypothesis—posits that depression may be caused by a dysfunction of the
mechanisms underlying the plasticity of the neuronal networks [30,31], and that the susceptibility to
depression, elicited by stress, results from the abnormal expression of genes that encode the trophic
factors in neurons, which are modulated by monoaminergic inputs [32,33]. Another tenet of this
hypothesis is that the hippocampal expression of specific growth factors, such as the brain-derived
neurotrophic factor (BDNF), is negatively modulated by stressors and positively modulated by chronic
antidepressant treatments. BDNF is a member of the neurotrophin family [34] that supports neuronal
viability, during development and in adulthood [35], upon a high-affinity binding to the trkB receptor,
a member of the trk family of the tyrosine kinase receptors [36,37]. BDNF, trkB mRNA, and protein
immunoreactivity have a widespread distribution in rats’ [38–41] and humans’ [42–49] central nervous
system. Under baseline conditions, BDNF and trkB are densely-expressed in the hippocampal
formation [38–40,42,48,50,51], wherein they are implicated in depression-related development of
maladaptive behavior and plasticity [52–54].
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BDNF/trkB signaling promotes monoaminergic and glutamatergic neurotransmission in brain
regions involved in the regulation of mood and emotion [53–61]. It is, therefore, not surprising that the
expression of BDNF in the hippocampus, is decreased, upon exposure to stressors and increased by
treatment with antidepressants [62]. Accordingly, the BDNF Met polymorphism, which results in a
loss of function, is associated with a reduced volume of the hippocampus in depressed patients [63].
It is noteworthy, however, that the way in which BDNF is involved in the pathogenesis of depression
has not yet been precisely established [63]. Thus, the local infusion of BDNF in the hippocampus
mimics the behavioral effects of antidepressants [64], whereas the intra-VTA infusions of BDNF
produce a depression-like effect [65].

A large body of experimental evidence indicates that neurons in certain areas of the adult brain
can modify their connections through modulation of dendritic arbors and spine/synapse numbers,
in response to experience, with several effects on cognition, emotional regulation, self-regulatory
behaviors, and neuroendocrine and autonomic functions [66]. Many of these structural changes are
mediated by the proteins involved in cell adhesion, such as the neural cell adhesion molecule (NCAM).
This protein is able to incorporate long chains of polysialic acid (PSA), which confers upon NCAM its
anti-adhesive properties. The presence of PSA on the extracellular domain of the NCAM, has been
related to plastic events, such as neuronal migration, neurite extension/retraction, and synaptogenesis,
under normal circumstances or after different physiological, behavioral, or pharmacological
stimulations. In addition, Polysialilated-Neural Cell Adhesion Molecule (PSA-NCAM) may generate
binding sites for soluble extracellular BDNF to concentrate it nearby its receptor, and promote
clustering and aggregation of the trkB receptor molecules, thereby, facilitating the BDNF signaling
(see Reference [67], for review). Importantly, the expression of PSA-NCAM in the hippocampus, is
down-regulated upon contextual fear conditioning [68]. Conversely, chronic antidepressant treatment
positively modulates the expression of NCAM in the hippocampus [69,70].

The intrinsic organization of the hippocampus is highly conserved, but its afferent and efferent
projections are markedly different along the septo-temporal axis. Functionally, the dorsal hippocampus
(dHC) is preferentially involved in the processing of sensory signals into memories; in contrast,
the ventral hippocampus (vHC) has distinct afferent/efferent connections, including pathways to
the amygdala, which may enhance the emotional salience of memories [71]. In this context, it has
been shown that acute stress induces different effects on the protein levels in the dHC versus the
vHC [72,73]. Moreover, we have recently reported that, under basal conditions, the densitometric
analysis of the immunostained brain slices shows that, in the dHC of the RLA rats, the BDNF-like
immunoreactivity (LI) is lower in the Ammon’s horn, whereas, trkB-LI is lower in the dentate gyrus
(DG), as compared to their RHA counterparts [74]. As for the vHC, the BDNF-LI in naïve animals
is lower in the CA3 and DG of RLA versus the RHA rats, while no differences across the lines are
observed for trkB [74]. Hence, on the basis of the above findings, the present study was undertaken to
investigate the impact of acute forced swimming (FS) on the expression of BDNF, its high affinity trkB
receptor, and PSA-NCAM in the dHC and vHC of the RHA and RLA rats.

2. Results

2.1. Behavioral Measurements During Forced Swimming

In line with our previous studies [23,24], the RHA and RLA rats exhibited markedly different
behavioral performances, when exposed for the first time to a 15 min session of FS (Figure 1). Thus,
the RLA rats displayed significantly longer immobility than the RHA rats (p < 0.001), while the
RHA rats spent more time climbing (p < 0.001) and diving (p < 0.05), than their RLA counterparts.
No significant differences between the lines were found in the other behavioral parameters.
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Figure 1. Behavioral performance of the Roman High-Avoidance (RHA) and the Roman Low-Avoidance
(RLA) rats, during the 15 min forced swimming session. The columns and bars represent the mean ± SEM
(N = 7 rats in each experimental group). ** p < 0.01, *** p < 0.001 (Student’s t test for independent samples).

2.2. Western Blot Assays

2.2.1. The BDNF Protein Levels

The anti-BDNF antibody recognized a protein band with a relative molecular weight (mw) of
about 13 kDa (Figures 2A and 3A), in agreement with the reported mw of the monomeric form of the
protein [75]. Assessment of the densitometric values of BDNF, in the tissue homogenates from the
dHC, by a two-way ANOVA (between groups factors—rat line and treatment [i.e., FS]), revealed a
significant interaction line x FS but no significant effects of line and FS (Table 1). Consistent with our
previous study [75], the relative levels of the BNDF protein, in the basal conditions, were lower in the
RLA vs. the RHA, but did not reach statistical significance (Figure 2B). Additional pair-wise contrasts
showed that, after FS, the relative level of the BDNF-LI of the RLA rats was 175% higher than the basal
(control) value, whereas, no significant changes were observed in the RHA rats. In the vHC, a two-way
ANOVA revealed a significant effect of the FS but not of line or the interaction line × FS (Table 1). Post
hoc contrasts showed that after FS, the relative level of the BDNF-LI of the RLA rats was 88% lower
than the respective control, while in the RHA rats, the basal level of the BDNF-LI remained unchanged
(Figure 3B). Additional post hoc contrasts showed that, after FS, the relative level of BDNF-LI was 79%
lower in the RLA than the RHA rats.

Table 1. F values and significance levels of two-way ANOVAs performed on western blot data, shown
in Figures 2 and 3.

Brain Area Marker
Line FS Line × FS

F p F p F p d.f.

Dorsal
Hippocampus

BDNF 0.03923 n.s. 1.428 n.s. 8.524 0.0068 1.28

trkB 0.3064 n.s. 3.393 n.s. 6.086 0.002 1.28

PSA-NCAM 24.55 <0.0001 3.505 n.s. 10.23 0.003 1.28

Ventral
Hippocampus

BDNF 2.481 n.s. 14.41 0.0007 3.869 n.s. 1.28

trkB 3.514 n.s. 0.032 n.s. 0.018 n.s. 1.28

PSA-NCAM 4.815 0.0367 3.010 n.s. 7.334 0.0114 1.28

n.s.—not significant; d.f.—degrees of freedom.
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Figure 2. Western blot analysis of the brain-derived neurotrophic factor (BDNF) (A,B), trkB
(C,D), and the polysialilated-neural cell adhesion molecule (PSA-NCAM) (E,F) in the dorsal
hippocampus of the RHA and the RLA rats, under the baseline conditions (CONTROL), and after
forced swimming (FS). (A,C,E): BDNF-immunostained blots (A), trkB-immunostained blots (C),
and PSA-NCAM-immunostained blots (E), showing representative samples from two rats; (B,D,F):
Densitometric analysis of the BDNF/GAPDH (B), trkB/GAPDH (D), and the PSA-NCAM/GAPDH
band gray optical density (O.D.) ratios (F). Columns and bars denote the mean ± S.E.M. of eight rats in
each experimental group. *: p < 0.05. (Tukey’s post hoc test for, multiple comparisons).

Figure 3. Cont.
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Figure 3. Western blot analysis of the BDNF (A,B), trkB (C,D), and the PSA-NCAM (E,F), in the
ventral hippocampus of the RHA and the RLA rats, under the baseline conditions (CONTROL), and
after forced swimming (FS). (A,C,E): BDNF-immunostained blots (A), trkB-immunostained blots (C),
and PSA-NCAM-immunostained blots (E) showing representative samples from two rats; (B,D,F):
Densitometric analysis of the BDNF/GAPDH (B), trkB/GAPDH (D), and the PSA-NCAM/GAPDH
band gray optical density (O.D.) ratios (F). The columns and bars denote the mean ± S.E.M. of eight
rats, in each experimental group. *: p < 0.05; **: p < 0.01 (Tukey’s post hoc test or Sidak’s correction,
for multiple comparisons).

2.2.2. The trkB Protein Levels

The antibody against the full-length form of the trkB labeled a protein band with a relative
mw = ~140 kDa (Figures 2C and 3C), consistent with the reported mw of the receptor protein [76].
A two-way ANOVA of the densitometric values of the trkB in the dHC, revealed a significant interaction
line x FS, but no significant effects of line or FS (Table 1); moreover, pair-wise post hoc contrasts showed
that, after FS, the relative level of the trkB-LI of the RHA rats was tendentially lower than the respective
control (−37%) (Figure 2D), but did not reach statistical significance, whereas, no significant changes
were observed in the relative basal level of the trkB-LI of RLA rats (Figure 2). On the other hand, in
the vHC, the two-way ANOVA showed no significant effects of line, FS, or their interactions (Table 1;
Figure 3D).

2.2.3. The PSA-NCAM Protein Levels

The anti-PSA-NCAM antibody labeled a single broad band (Figures 2E and 3E), corresponding
to the expected mw [49,77,78]. In the dHC, a two-way ANOVA of the densitometric values of the
PSA-NCAM, revealed a significant effect of the line and the interaction of line × FS (Table 1) and post
hoc contrasts indicated that the relative levels of the PSA-NCAM protein in the basal conditions were
significantly lower (−71%) in the RLA vs. the RHA rats, while the basal level of the PSA-NCAM-LI
remained unchanged, upon FS, in both lines (Figure 2F).

In the vHC, the two-way ANOVA (Table 1) revealed an effect of line and a line × FS interaction;
pair-wise contrasts indicated that, upon FS, the PSA-NCAM-LI was 69% lower than the respective
control value in the RLA rats, whereas, no significant changes in the basal PSA-NCAM-LI were
observed, upon FS, in the RHA rats (Figure 3F). Additional post hoc contrasts showed that, after FS,
the RLA rats displayed a relative level of PSA-NCAM-LI, which was 71% lower in the RLA vs. the
RHA rats.

2.3. Immunohistochemistry

The immunoreactivities for the BDNF (Figures S1 and S2), the trkB (Figures S3 and S4), and
the PSA-NCAM (Figures S5 and S6) were unevenly distributed within the hippocampal formation.
Immunostained structures were represented by labeled cell bodies, neuronal proximal processes, and
nerve fibers distributed within the Ammon’s horn and the dentate gyrus. BDNF-LI, trkB-LI, and
PSA-NCAM-LI were also observed in the nerve fibers, in the alveus and the fimbria.

2.3.1. BDNF-Like Immunoreactivity

The bulk of BDNF-like immunoreactive nerve fiber networks occurred in the Ammon’s horn
(Figures S1 and S2) where the immunostained structures had mostly the aspect of filamentous elements
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running in between the neuronal perikarya of the pyramidal layer and in the molecular layers of
CA1 (Figures S1A–D and S2A–D), CA2 (Figure S1E–H), and CA3 sectors (Figures S1I–L and S2E–H).
The BDNF-positive cell bodies were also observed in the pyramidal, molecular, and oriens layers
(Figure S1I–K). Under the baseline conditions, the BDNF-like immunoreactive elements appeared
to be denser in the RHA than in RLA rats. In the dentate gyrus, the BDNF-like immunoreactive
nerve fibers appeared as loose meshes and punctate elements distributed in the molecular layer,
with increasing density from its outer-third to an inner-narrow band—bordering the granule cell
layer (Figure 4M–P)—and in the hilus (Figures S1M–P and S2I–L). The BDNF-labeled neuronal cell
bodies were observed within the granular layer, at the interface between the granule cell layer and the
polymorphic layer, and in the hilus (Figures S1M–P and S2I–L).

The densitometric analysis in the CA sectors of the hippocampus proper and in the dentate gyrus
(Figures 4 and 5) revealed significant differences in the BDNF-LI between the Roman lines, between
the baseline and FS conditions, and between the dHC and vHC. Thus, as shown in Table 2, in the dHC,
the two-way ANOVA revealed a line effect in the CA2 and CA3 sectors, a FS effect in the CA2 and
CA3 sectors, and a significant line × FS interaction in the CA3 sector. Moreover, pair-wise contrasts
showed that in the CA3 sector, the basal BDNF-LI was significantly lower (−31%) in the RLA vs. the
RHA rats. After FS, the BDNF-LI of the RLA rats was significantly higher (+42% and +43%) than the
respective basal values in the CA2 and CA3 sectors, respectively (Figure 4).

In the vHC, two-way ANOVAs revealed a significant FS effect in the CA1, CA3, and DG, as well
as a line x FS interaction in the DG (Table 2). In addition, post hoc contrasts showed that upon FS, the
BDNF-LI decreased by 61% and 62% in CA1, 66% and 51% in CA3, and 66% and 45% in the DG of the
RHA and the RLA rats, respectively (Figure 5).

Table 2. F values and significance levels of two-way ANOVAs performed on data obtained from
the densitometric analysis of tissue section distribution of the BDNF- like immunoreactivity (LI),
the trkB-LI, and the PSA-NCAM-LI, shown in Figures S1–S6.

Brain Area Marker
Line FS Line × FS

F p F p F p d.f.

Dorsal Hippocampus

CA1
BDNF 3.784 n.s. 2.088 n.s. 1.126 n.s. 1.44
trkB 1.703 n.s. 0.002 n.s. 2.289 n.s. 1.44

PSA-NCAM 4.391 0.0419 2.9 n.s. 0.4548 n.s. 1.44

CA2
BDNF 4.643 0.0367 8.959 0.0045 0.738 n.s. 1.44
trkB 0.269 n.s. 1.759 n.s. 1.248 n.s. 1.44

PSA-NCAM 2.214 n.s. 13.17 0.0007 0.01217 n.s. 1.44

CA3
BDNF 7.824 0.0076 5.807 0.0202 9.001 0.0044 1.44
trkB 0.067 n.s. 1.304 n.s. 1.025 n.s. 1.44

PSA-NCAM 23.09 0.0001 6.969 0.0114 1.230 n.s. 1.44

DG
BDNF 0.080 n.s. 1.837 n.s. 1.290 n.s. 1.44
trkB 34.75 <0.0001 39.80 <0.0001 15.99 0.0002 1.44

PSA-NCAM 13.83 0.0006 1.471 n.s. 0.1820 n.s. 1.44

Ventral Hippocampus

CA1
BDNF 0.089 n.s. 47.34 <0.0001 0.562 n.s. 1.44
trkB 0.0048 n.s. 27.47 <0.0001 0.0027 n.s. 1.44

PSA-NCAM 2.473 n.s. 9.359 0.0038 0.7689 n.s. 1.44

CA3
BDNF 2.955 n.s. 39.99 <0.0001 3.274 n.s. 1.44
trkB 0.3182 n.s. 4.087 0.0493 0.3437 n.s. 1.44

PSA-NCAM 6.608 0.0136 17.32 0.0001 0.3567 n.s. 1.44

DG
BDNF 1.984 n.s. 40.85 <0.0001 4.728 0.0351 1.44
trkB 0.3049 n.s. 64.58 <0.0001 0.04395 n.s. 1.44

PSA-NCAM 1.198 n.s. 24.36 <0.0001 1.753 n.s. 1.44

n.s.—not significant; d.f.—degrees of freedom.
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Figure 4. Densitometric analysis of the BDNF-like immunoreactivity in the CA1–CA3 sectors of the
Ammon’s horn, and in the dentate gyrus (DG) of the dorsal hippocampus in the baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six rats,
in each experimental group. Two different sections were analyzed for each rat. *: p < 0.05; **: p < 0.01;
***: p < 0.001 (Tukey’s post hoc test or Sidak’s correction for multiple comparisons).

Figure 5. Cont.
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Figure 5. Densitometric analysis of the BDNF-like immunoreactivity in the CA1 and CA3 sectors of the
Ammon’s horn, and in the dentate gyrus (DG) of the ventral hippocampus in the baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six rats,
in each experimental group. Two different sections were analyzed for each rat. *: p < 0.05; ***: p = 0.0001;
****: p < 0.0001 (Tukey’s post hoc test or Sidak’s correction for multiple comparisons).

2.3.2. The trkB-Like Immunoreactivity

The TrkB-LI also labeled extensive nerve fiber systems, mostly appearing as filaments, short
hollow tubules, and coarse punctate elements (Figures S3 and S4). In the Ammon’s horn, the occasional
trkB-immunolabeled neuronal cell bodies or their proximal processes were observed (Figure S3A–L).
In the DG, the trkB-immunolabeling was localized to the filaments and punctate structures distributed
in between the granule cell bodies, deep in the molecular layer, and with lesser density, in the hilus
(Figure S3M–P). The trkB-positive neuronal perikarya were observed in the hilus (Figures S3M–P and
S4I–L). Overall, under the baseline conditions, trkB-LI appeared to be lower in the RLA vs. the RHA
rats, in the DG of the dHC (Figure 3M–P), while upon FS, a marked decrease of immunoreactivity vs.
the respective controls was observed in the vHC of both Roman lines (Figure S4I–L).

The densitometric analysis in the CA sectors of the hippocampus proper and the DG (Figures 6
and 7) revealed significant differences in the trkB-LI between the Roman lines, between the control
and stressed rats, and between the dHC and vHC. In the dHC, the two-way ANOVA revealed the
effects of line, FS, and line × FS interaction in the DG (Table 2), and pair-wise contrasts showed that
the basal trkB-LI was significantly lower (−35%) in the DG of the RLA vs. the RHA rats. Moreover,
after FS, the trkB-LI in the DG of the RHA rats was significantly lower (−36%) than the control value
(Figure 6). In the vHC, the two-way ANOVA revealed a significant FS effect in the CA1 sector and the
DG (Table 2). Moreover, post hoc contrasts showed that, upon FS, the trkB-LI was significantly lower
than the respective control value in the CA1 and the DG, of both lines (RHA −60% and RLA −57% in
the CA1; RHA −71% and RLA −74% in the DG) (Figure 7).

Figure 6. Cont.
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Figure 6. Densitometric analysis of the trkB-like immunoreactivity in the CA1–CA3 sectors of the
Ammon’s horn and in the dentate gyrus (DG) of the dorsal hippocampus, in the baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six rats,
in each experimental group. Two different sections were analyzed for each rat. ****: p < 0.0001 (Tukey’s
post hoc test or Sidak’s correction for multiple comparisons).

Figure 7. Densitometric analysis of the trkB-like immunoreactivity in the CA1 and CA3 sectors of the
Ammon’s horn and in the dentate gyrus (DG) of the ventral hippocampus, in the baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six
rats, in each experimental group. Two different sections were analyzed for each rat. **: p < 0.01;
****: p < 0.0001 (Tukey’s post hoc test or Sidak’s correction for multiple comparisons).
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2.3.3. The PSA-NCAM-Like Immunoreactivity

PSA-NCAM-LI was distributed throughout the hippocampus with a prevalent aspect of a
diffusely-spread labeling in the neuropil of both the Ammon’s horn and the DG, over which stood
out a number of neuronal cell bodies and nerve fibers (Figures S5 and S6). In the Ammon’s horn,
the PSA-NCAM-LI was represented mainly by tiny dust-like elements producing a diffuse labeling,
distributed throughout (Figures S5A–L and S6A–D). Rare neuronal perikarya, showing an intense
cytoplasmic labeling were observed in the pyramidal (Figure S5B,D,J), the molecular (Figure S5F–J),
and the oriens (Figure S5B,F,J) layers. Positive filamentous elements, with a course resembling that of
mossy fibers, run parallel to the pyramidal layer of the CA3 sector (Figure S5I–L). In the DG, labeling
was mostly localized to the neuronal perikarya (Figures S5M–P and S6E–H) in the infragranular
layer of the dHC, where they often showed a peripheral staining, suggestive of membrane-labeling
(Figure S5M–P), and to some multipolar neurons in the hilus of both the dHC (Figure S5M–P) and the
vHC (Figure S6E–H). A fine network of nerve fibers was observed around the non-immunoreactive
granular cells (Figures S5M–P and S6E–H), and a light dust-like immunostaining was present in the
neuropil of the outer part of the molecular layer (Figures S5M–P and S6E–H).

Densitometric analysis of the CA sectors of the hippocampus proper and the DG (Figures 8 and 9;
Table 2) revealed differences in the PSA-NCAM-LI, between the Roman lines, between the baseline
and FS conditions, and between the dHC and vHC. As shown in Table 2, in the dHC, the ANOVAs
revealed a line effect in the CA1 and CA3 sectors and in the DG, as well as an effect of FS in the CA2
and CA3 sectors. Moreover, post hoc comparisons indicated that, upon FS, the PSA-NCAM-LI of
the RHA rats was 68% higher than the respective controls, in the CA2 and CA3 sectors (Figure 8).
Furthermore, in the CA3 sector and the DG, the PSA-NCAM-LI, upon FS, was 52% and 29% lower in
the RLA vs. the RHA rats, respectively (Figure 8). In the vHC, two-way ANOVAs revealed an effect of
line in the CA3 sector, and of FS in the CA3 sector and the DG (Table 2). Pair-wise contrasts showed
that upon FS, the PSA-NCAM-LI was 33% and 50% lower than the corresponding control values in the
CA1 and CA3 sector, 30% lower in the DG of the RLA rats, and 39% and 63% lower in the CA3 and
DG of the RHA rats, respectively (Figure 9). Moreover, as a general trend, the PSA-NCAM-LI was
higher (without reaching statistical significance) in the RLA vs. the RHA rats, in the CA3 sector (+78%)
of the control rats, and in the CA1 (+62%), CA3 (+47%), and DG (+81%) of the stressed rats.

Figure 8. Densitometric analysis of the PSA-NCAM-like immunoreactivity in the CA1–CA3 sectors of
the Ammon’s horn and in the dentate gyrus (DG) of the dorsal hippocampus, in baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six rats,
in each experimental group. Two different sections were analyzed for each rat. *: p < 0.05; **: p < 0.01
(Tukey’s post hoc test or Sidak’s correction for multiple comparisons).
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Figure 9. Densitometric analysis of the PSA-NCAM-like immunoreactivity in the CA1 and CA3 sectors
of the Ammon’s horn and in the dentate gyrus (DG) of the ventral hippocampus, in baseline conditions
(CONTROL) and after forced swimming (FS). Columns and bars denote the mean ± S.E.M. of six rats,
in each experimental group. Two different sections were analyzed for each rat. *: p < 0.05; ** p < 0.01;
****: p < 0.0001 (Tukey’s post hoc test or Sidak’s correction for multiple comparisons).

3. Discussion

The RLA and RHA rats represent two divergent phenotypes, respectively, prone and resistant
to display depression-like behavior, in the face of aversive environmental conditions like FS-induced
acute stress. The present results confirmed and extended that of our previous studies [23,24] showing
that, during FS, the RLA rats exhibited longer lasting immobility and fewer climbing and diving counts,
when compared to their RHA counterparts, which exhibit a proactive coping style. Since the reactive
coping behavior exhibited by the RLA rats, during the FS session, is normalized by chronic treatment
with antidepressant drugs [23,24], we decided to characterize the neural substrates and mechanisms,
such as the BDNF/trkB signaling, underlying the vulnerability to stress-induced behaviors in the
RLA rats, as well as the molecular adaptations mediating the resistance to such changes in the RHA
rats. Accordingly, we have recently shown that in the basal conditions the protein levels of the BDNF
and trkB, in the hippocampus of the RLA rats, are lower than those of their RHA counterparts [74],
consistent with the susceptibility of the RLA line to stress-induced depression.
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Extending our previous work [74], we show here that an acute 15 min session of forced swimming
elicits line-dependent changes in the expression of the BDNF, the trkB, and the PSA-NCAM, a protein
that modulates neuroplastic processes [70,79,80] and influences the BDNF/trkB signaling (see [67] and
references, therein) Most importantly, FS induces different modifications in the levels of BDNF, trkB,
and PSA-NCAM, in the dHC, versus the vHC.

3.1. Effect of Acute Stress on the BDNF, trkB, and PSA-NCAM Protein Levels in the Dorsal and
Ventral Hippocampus

Interestingly, the densitometric analysis of the WBs of tissue homogenates showed that, in the RLA
rats, FS elicited opposite changes on the BDNF levels in the hippocampal subregions examined—an
increment in the dHC versus a decrease in the vHC. This finding supports the view that stress can
modulate hippocampal plasticity, in opposite directions, along the longitudinal septotemporal axis [81].
Accordingly, it has been shown that adult rats that had experienced juvenile stress, expressed an
impaired long term potentiation (LTP) in the dHC, while LTP was enhanced in the vHC; in addition,
juvenile stress induced a reduction in the sensitivity to the β-adrenergic receptor agonist isoproterenol,
in the dHC of adult rats, whereas, in the vHC the sensitivity to isoproterenol was increased [82].

Our results are consistent with ample evidence suggesting that a dynamic and rapid regulation of
the BDNF expression and signaling, is implicated in the effect of acute stress on hippocampal structure
and connectivity [62,83–87]. In particular, an increase in the BDNF protein levels in the dHC of the
RLA rats, upon FS, is in agreement with the increment in the BDNF mRNA or protein levels caused
by different types of acute stress [88–90] and may be considered to be an adaptive neuronal plasticity
response to FS. On the other hand, in the vHC of the RLA rats, the BDNF protein levels were decreased
upon FS, and this effect was associated with a reduction in the levels of PSA-NCAM. Conversely, no
significant alterations in the levels of the BDNF, trkB, and PSA-NCAM were observed, upon FS, in the
RHA rats, suggesting that acute stress may hinder plastic events, such as neuronal migration, neurite
extension/retraction, and synaptogenesis in the vHC of the RLA rats, but not of their stress-resistant
RHA counterparts. It is noteworthy, however, that the densitometric analysis of the immunostained
slices from the vHC of the RHA rats revealed that, upon FS, the BDNF- and PSA-NCAM-LI decreased
in the CA1, CA3, and DG, and the trkB-LI decreased in the CA1 and DG (see below).

3.2. Effect of Acute Stress on the Regional and Subregional Immunohistochemical Distribution of BDNF, trkB,
and PSA-NCAM in the Dorsal and Ventral Hippocampus

The densitometric analysis of the immunostained brain slices revealed several differences between
the subregions of the dHC and vHC of the RHA versus the RLA rats, either under the basal conditions
or upon FS. Thus, in agreement with earlier observations, in the dHC of the control RLA rats, the
BDNF-LI was lower in the CA3 sector of the Ammon’s horn, while the trkB-LI was lower in the DG,
when compared with their RHA counterparts. On the other hand, no significant differences were
observed in the levels of the BDNF-LI and trkB-LI between the control RHA and the RLA rats, in the
vHC. Notably, the distribution pattern of the PSA-NCAM-LI in the dHC and vHC of the controls,
paralleled that of the BDNF-LI and trkB-LI, without marked differences across the two lines, suggesting
that a similar capability of undergoing neuroplastic changes in the face of a stressful condition persists
until adulthood, in both the RHA and the RLA rats.

In the dHC, FS elicited markedly different changes in the BDNF-LI, the trkB-LI, and the
PSA-NCAM-LI, across the lines. In fact, in the RLA rats, the BDNF-LI was significantly higher
than the respective control values in the CA2 and CA3 sectors, whereas trkB-LI and PSA-NCAM-LI
remained unchanged in all sectors of the Ammon’s horn and in the DG, consistent with the results of
the densitometric analyses of the WBs. On the other hand, in the RHA rats, no changes were observed
in the BDNF-LI but the trkB-LI was decreased in the DG, and the PSA-NCAM-LI was increased in the
CA2 and CA3. In contrast, uniform changes were elicited by FS in the different subregions of the vHC.
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Thus, upon FS, a decrease in the BDNF-LI, the trkB-LI and the PSA-NCAM-LI, was observed in the
Ammon’s horn and the DG, in both Roman lines.

The CA3 subfield is dynamically subjected to a process of continuous adjustment of its
connectivity, due to persistent invasion of new mossy fiber projections, along with formation of new
synaptic contacts, and contextual growth and retraction of the pyramidal dendritic arborizations [80,89].
Given the changes in the BDNF-LI in the CA3 of the dHC and vHC, and its co-occurrence with the
PSA-NCAM-LI, it may be hypothesized that these two proteins may interact to modulate FS-induced
plastic events in the RLA rats. Accordingly, the modifications in the BDNF-immunostaining, in
the pyramidal and molecular layers, upon FS, and the presence of the PSA-NCAM-immunostained
fibers in the stratum lucidum, suggests that both proteins may be localized on the continuously
growing mossy fibers. Indeed, studies on cell and organotypic cultures demonstrated the existence
of synergistic effects between the PSA and the BDNF [67,70,91], supporting the view of a possible
interplay between them. Thus, it has been proposed that, due to the chemical characteristics of these
molecules, PSA would facilitate the BDNF-trkB interaction by inducing an increase in the soluble
BDNF protein concentration in the proximity of the PSA-NCAM-positive cells [67,91], or by acting on
the trkB receptor, either increasing its signaling efficacy or mediating cis interactions at the cell surface,
thereby, causing a reorganization of the signaling complexes [67,92]. This hypothesis is supported by
the finding that the BDNF and the PSA-NCAM are co-localized in the hilar neurons of the human
hippocampal formation [51].

We previously proposed that the lower protein levels of the BDNF in the CA3 subfield of the dHC
and the vHC of the control RLA rats versus their RHA counterparts, could be due to a slower synthesis
rate of neurotrophin, in that region [74]. BDNF is both locally-produced and anterogradely-transported,
along the mossy fibers, in the CA3 sector. Hence, according to the neurotrophic hypothesis of
depression, the presumably slower production of the BDNF protein in the RLA rats may, in turn,
lead to a deficit in the synaptic release and a reduced target-derived support to promote the synaptic
contacts with the mossy fibers. In fact, besides the potential autocrine/paracrine effects within the
granule cell population, the BDNF potently regulates the synaptic plasticity of mossy fibers. Thus, in
mouse hippocampal slices, BDNF stimulates the sprouting of mossy fibers, expands their innervation
of the CA3 stratum oriens when infused in vivo, and regulates the extension of their infrapyramidal
and suprapyramidal projections [93].

In the present study, we have shown that the 15 min FS seems to interfere with the baseline
“neurotrophic” setting, eliciting different changes in the dHC versus the vHC, and between the two
lines. In fact, the levels of BDNF-LI increased in the CA2 and CA3 subfields of the dHC of the RLA
rats while in the vHC it decreased, markedly, in the CA1 and CA3 subfields of both lines. Consistently,
a transient small reduction of BDNF in the CA3 subfield has been observed after acute immobilization
stress (2 h) [94]. As for the local production of BDNF, the possibility of concurrent mechanisms of the
BDNF-mediated trophic support is corroborated by studies on BDNF targeting on hippocampal CA3
dendrites [95–97]. Thus, the endogenous BDNF secreted during neuronal activity may contribute to
local mechanisms of trophic support that direct the accumulation of BDNF/trkB mRNAs, towards
specific subcellular compartments of the CA3 principal neurons [95], by means of its anterograde
transport, along the mossy fibers [98–100]. Further studies are needed to assess the co-localization of
the BDNF and its trkB receptor, and to characterize the hippocampal neural circuitry involved in the
trophic activity of the BDNF/trkB signaling in the Roman rats.

The concurrent marked decrease in the expression of BDNF, its receptor trkB, and the PSA-NCAM,
in the vHC, suggests that acute stress exerts a strong disruptive effect on the capability of vHC neurons
to engage in neuroplastic processes. To our knowledge this is the first study on the basal expression
and FS-induced regulation of the PSA-NCAM, in a genetic model of susceptibility/resistance to
stress-induced depression. Further experimental evidence, in terms of different stress modalities and
duration (i.e., acute or chronic) [68], is warranted, to understand the role of the observed changes in
the PSA-NCAM-LI on the hippocampal structural plasticity of Roman rats. Of note in this context,
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the marked decrease in the PSA-NCAM-LI in the vHC, induced by FS, is consistent with a previous
study showing that the expression of PSA-NCAM is significantly reduced in the synaptosomal fraction
of the vHC, 30 min after water-maze training [101]. Furthermore, in rats submitted to contextual
fear conditioning, the levels of PSA-NCAM in the hippocampus, are significantly reduced 24 h after
training [68]. Considered together, these findings suggest that the PSA-NCAM plays a role in the
effects of stressors involved in both ‘emotional learning’ (i.e., contextual fear conditioning) and spatial
learning/memory (i.e., water-maze training), corresponding to the different functional involvement of
the vHC and dHC, in learning experiences.

3.3. Acute Stress-Induced Expression Changes of the BDNF, the trkB, and the PSA-NCAM in the
Dentate Gyrus

BDNF-LI and trkB-LI occur in the DG of both Roman lines, where they label nerve fibers and
terminals in the molecular layer and the neuronal cells, at the interface between the granule cell
and the polymorphic layers, and in the hilus [74]. Here we show that the DG is also enriched with
PSA-NCAM-LI, whose labeling is localized to similar neuronal cells within the subgranular layer and
the hilus. The occurrence of the BDNF-containing granule cells is consistent with a local production of
BDNF mRNA, in this hippocampal region [42]. However, the small number of labeled granule cells,
in our preparations, does not allow us to evaluate possible quantitative differences in their occurrence
between the RLA and the RHA rats.

After the acute forced swimming, a significant decrease in trkB-LI, without changes in BDNF-LI
and PSA-NCAM-LI, occurred in the DG of the dHC of the RHA rats, whereas, in the RLA rats, no
significant changes in the BDNF-LI, the trkB-LI, and the PSA-NCAM-LI were observed in the DG of
the dHC. However, in the vHC, FS induced a marked decrease in the BDNF-LI, the trkB-LI, and the
PSA-NCAM-LI, in the DG of both Roman lines. It has been proposed that the neural substrate of the
therapeutic efficacy of antidepressants consists in the integration of the newly-generated neurons in
the subgranular zone of the DG to the neural circuitry of the hippocampus [70,96,102]. In this process,
synaptic connections of mature granule cells are established between their dendritic trees, extending in
the molecular layer and axon terminals of extrinsic projections from the entorhinal cortex. Furthermore,
granule cells send their axonal projections (which terminate in the characteristic giant boutons) to the
pyramidal neurons of the CA3 region [80,103–105].

PSA-NCAM is recognized as a key marker of most developmental stages, during the adult
hippocampal neurogenesis [106]. Applied anatomical and genetic studies further demonstrate that
newly born neurons contribute mainly to the highly plastic infrapyramidal mossy fiber projections,
and that both mossy fiber plasticity and adult neurogenesis are co-regulated by extrinsic stimuli,
such as environmental enrichment and seizure activity [106,107]. Importantly, the size of the
infrapyramidal mossy fiber projection has been shown to correlate positively with performance, in a
variety of behavioral tasks; on the other hand, the suprapyramidal mossy fibers represent the majority
of the connecting fibers and are relatively more stable than the extremely plastic infrapyramidal
fibers [105,107]. Although there is a gap between studies of the DG circuitry and studies of the
DG-dependent behavior, it is well known that the subgranular zone receives synaptic monoaminergic
input from the ventral tegmental area and the raphe nuclei, cholinergic projections from the septum,
γ-aminobutyric acid (GABA)ergic connections from local interneurons, and commissural/associational
inputs [104,105]. In this context, we show that, in the DG of the dHC, the BDNF-LI and the trkB-LI
nerve fibers are mostly detectable in the inner third of the molecular layer, where the axons originating
from the hilar mossy cells play a commissural/associational role [103,105]. Further studies are required
to establish whether the commissural fibers and ventro-dorsal projections contribute to the differences
between the RHA and the RLA rats, in terms of BDNF/trkB signaling, and the PSA-NCAM-LI in
the DG. Interestingly, the DG of the rat hippocampus shows increased BDNF levels, after chronic
antidepressant treatment [55,64], while the selective loss of BDNF in the DG, but not in the CA1 sector,
is essential for the effectiveness of antidepressants. This appears to be due to the supporting effect
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of BDNF on the survival and differentiation of newborn granule cells [108]. Furthermore, since both
stress and antidepressant treatment have been shown to produce rapid regionally specific patterns of
chromatin remodeling in the hippocampus [109,110], alternative mechanisms implying the epigenetic
control of the BDNF transcription may also play a role in the mechanism of action of antidepressant
drugs [111,112]. Accordingly, we have recently shown that FS induces distinctive patterns of the
phosphorylated form of histone H3, in the neurons of the prefrontal cortex and the DG of the dHC,
of the RHA versus the RLA rats [113]. Notably, the phosphorylation of histone H3, in turn, activates the
expression of immediate early genes, such as c-fos and Egr-1, thereby, contributing to the consolidation
of memories for adaptive responses, such as increased immobility in the FS [114–116].

4. Materials and Methods

4.1. Animals

Outbred male Roman rats (N = 28 for each line) obtained from the colony established in
1998, at the University of Cagliari, Italy [117], were used throughout and were four months old
(weight = 400–450 g), at the beginning of the experiments.

Rats were housed in groups of four, per cage, and maintained under temperature- and
humidity-controlled environmental conditions (23 ◦C ± 1 ◦C and 60% ± 10%, respectively) and
with a 12 h light–dark cycle (lights on at 8:00 a.m.). Standard laboratory food and water were available
ad libitum. To avoid stressful stimuli resulting from manipulation, the maintenance activities in the
animal house were carried out by a single attendant and bedding in the home cages was not changed
on the two days preceding the test. All procedures were performed according to the guidelines and
protocols of the European Union (Directive 2010/63/EU) and the Italian legislation (D.L. 04/04/2014,
n. 26), and were approved by the Ethical Committee for Animal Care and Use of the University of
Cagliari (authorization No. 684/2015 PR, 15/09/2015). Every possible effort was made to minimize
animal pain and discomfort and to reduce the number of experimental subjects.

4.2. FS and Behavioral Measurements

The RHA and RLA rats were randomly assigned to the control or FS groups and were processed
in parallel, according to a schedule that was counterbalanced for animal line and treatment. All
animals (N = 28 for each line) were naive at the beginning of the experiments and were used only
once. Rats in the FS groups (N = 14 for each line) were singly moved from the animal house to a
sound-attenuated, dimly-illuminated test room, whereas, the controls (N = 14 for each line) were
kept in their home cages in the animal house, until sacrifice. All testing was performed between
10:00 a.m. and 6:00 p.m. and consisted of a 15 min session of acute forced swimming, according
to the experimental conditions previously described [113]. Briefly, rats were placed individually in
plastic cylinders (58 cm tall × 32 cm diameter) which were filled with water at 24–25 ◦C to a 40-cm
depth, to ensure that they were unable to touch the bottom of the cylinder with their tails or hind
paws. At the end of the 15 min swimming sessions, rats were removed from the cylinders, gently
dried with paper towels, placed in a heated cage for 15 min, and singly-transferred to an adjacent
room where they were sacrificed. The water in the cylinders was replaced before starting the next
test session. All the behaviors were quantified by a single well-trained observer who was blind to rat
line. A time-sampling technique was used to record the predominant behavior in each 15 s period
of the FS session. The following behaviors were recorded: (1) Immobility—floating passively in the
water without struggling and doing only those movements necessary to keep the head above water.
(2) Immobility latency—the time from the beginning of the test until the first immobility episode.
(3) Swimming—showing moderate active motions all around, in the cylinder, more than necessary to
simply keep the head above water. (4) Climbing—making active vigorous movements with forepaws
in and out of the water, usually directed against the walls. (5) Diving—swimming under water looking
for a way out of the cylinder. (6) Boli—number of fecal boli excreted. The behaviors were recorded
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only in a representative sample of animals that were subsequently used for the Western Blot (four RHA
and four RLA) or immunohistochemical assays (three RHA and three RLA).

In the present report it was not examined whether the RLA rats were more susceptible than the
unselected reference rats (i.e., the external controls) to exhibiting FS-induced depression-like behavior.
We believe that this issue cannot be addressed by simply comparing the behavior during the FS session
of the RHA and the RLA rats bred in our laboratory, to that of rats bred in an animal farm, under
different pre- and post-natal housing conditions. This is because such environmental differences can
significantly alter rodent anxiety- and depression-related behavior [118–120], thereby, affecting the
outcome of behavioral experiments. Ideally, unselected Wistar rats, bred together with the RLA and
the RHA rats, in the same animal care facility should be used to avoid confounding environmental
differences but such a stock of rats was not available in our colony.

4.3. Sampling

Forty five minutes after the end of the FS session, the animals used for the WBs were killed by
decapitation whereas the animals used for the immunohistochemical assays were deeply anesthetized
with chloral hydrate (500 mg/kg, i.p., 2 mL/kg) and transcardially-perfused with ice-cold PBS
(Phosphate Buffered Saline: 137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 2 mM KH2PO4, pH 7.3)
and 4% paraformaldehyde (PFA).

Immediately after sacrifice, the brains were rapidly removed from the skull and processed for
either WB or immunohistochemistry. For WB, the brains were cooled in dry ice for 15 s, placed in a
brain matrix, and cut in 2 mm thick coronal slices, using the stereotaxic coordinates of the rat brain atlas
of Paxinos and Watson [121] as a reference. The AP coordinates (from Bregma) were approximately
−3.30 mm and −6.04 mm, for the dorsal and vHC, respectively. Bilateral punches (diameter 2.5 mm)
of the dHC and vHC were taken, as described by Palkovits [122] (Figure 10). For each rat, the tissue
punches from both hemispheres were pooled, rapidly frozen at –80 ◦C, and homogenized in distilled
water containing 2% sodium dodecylsulfate (SDS) (300 μL/100 mg of tissue) and a cocktail of protease
inhibitors (cOmpleteTM, Mini Protease Inhibitor Cocktail Tablets, Cat# 11697498001, Roche, Basel,
Switzerland). For immunohistochemistry, brains were post-fixed by immersion in a freshly prepared
4% phosphate-buffered PFA, pH 7.3, for 4–6 h at 4 ◦C, and then rinsed until they sank in 0.1 M
phosphate buffer (PB), pH 7.3, containing 20% sucrose.

Figure 10. Schematic representation of two rat brain coronal sections (Figures 33 and 44, modified from
Paxinos & Watson [121]). The circles denote the areas of the dorsal (A) and ventral (B) hippocampus,
taken for western blot analysis, by means of a 2.5 mm punch. Stereotaxic coordinates (from Bregma):
(A) −3.30 mm, (B) −6.04 mm.
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4.4. Western Blot

Total protein concentrations were determined as described by Lowry et al. [123], using bovine
serum albumin as a standard. Proteins from each tissue homogenate (40 μg), diluted 3:1 in 4× loading
buffer (NuPAGE LDS Sample Buffer 4×, Cat# NP0008, Novex by Life Technologies, Carlsbad, CA,
USA), were heated to 95 ◦C for 7 min, and separated by sodium dodecyl sulfate (SDS)-polyacrilamide
gel electrophoresis (SDS-PAGE), using precast polyacrylamide gradient gel (NuPAGE 4–12% Bis-Tris
Gel Midi, Cat# NP0321, Novex by Life Technologies, Carlsbad, CA, USA), in the XCell4 Sure LockTM
Midi-Cell chamber (Life Technologies). Internal mw standards (Precision Plus Protein Western C
Standards, Cat# 161-0376, Bio-Rad, Hercules, CA, USA) were run in parallel. Blots were blocked
by immersion in 20 mM Tris base and 137 mM sodium chloride (TBS), containing 0.1% Tween 20
(TBS-T) and 5% milk powder, for 60 min, at room temperature. The primary antibodies were rabbit
polyclonal antibodies against BDNF (Cat# N-20 sc-546, RRID:AB_630940, Santa Cruz Biotechnology,
Dallas, TX, USA) and trkB (Cat# (794) sc-12, RRID:AB_632557, Santa Cruz Biotechnology), both diluted
1:1000, and a mouse monoclonal antibody against PSA-NCAM (Cat# MAB5324, RRID:AB_95211,
Merck Millipore, Darmstadt, Germany), diluted 1:1000, in TBS containing 5% milk powder and 0.02%
sodium azide. Incubations with primary antiserum were carried out for two nights at 4 ◦C. After
rinsing in TBS/T, blots were incubated at room temperature, for 60 min, with peroxidase-conjugated
goat anti-rabbit serum (Cat#9169, RRID:AB_258434, Sigma Aldrich, St. Louis, MO, USA), diluted
1:10,000, and anti-mouse serum (AP124P, RRID:AB_90456, Millipore, Darmstadt, Germany), diluted
1:5000 in TBS/T. Controls for equal-loading of the wells were obtained by immunostaining the
membranes, as above, using a mouse monoclonal antibody against glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) (MAB374, RRID:AB_2107445, EMD Millipore, Darmstadt, Germany), diluted
1:1000, as the primary antiserum, and a peroxidase-conjugated goat anti-mouse serum (AP124P,
RRID:AB_90456, Millipore, Darmstadt, Germany), diluted 1:5000, as the secondary antiserum. In order
to control for non-specific staining, blots were stripped and incubated with the relevant secondary
antiserum. In order to check for antibody specificity and cross-reactivity, the anti-BDNF antibody
was challenged with 200 ng of rhBDNF (Cat# B-257, Alomone Labs, Jerusalem, Israel) [74], while
the anti-PSA-NCAM antibody was preabsorbed with 500 ng of the alfa-2-8-linked sialic polymer
colominic acid (Cat# sc-239576, Santa Cruz Biotechnology, USA). After rinsing in TBS/T, protein bands
were developed using the Western Lightning Plus ECL (Cat# 103001EA, PerkinElmer, Waltham, MA,
USA), according to the protocol provided by the manufacturer, and visualized using the ImageQuant
LAS-4000 (GE Healthcare, Little Chalfont, UK). Approximate molecular weight (mw) and relative
optical density (O.D.) of the labeled protein bands were evaluated by a blinded examiner. The ratio of
the intensity of the BDNF-positive, trkB-positive, and PSA-NCAM-positive bands, to the intensity of
the GAPDH-positive ones was used to compare the relative expression levels of these proteins in the
RHA and the RLA lines. The O.D. was quantified by the Image Studio Lite Software (RRID:SCR_014211,
Li-Cor, http://www.licor.com/bio/products/software/image_studio_lite/).

4.5. Immunohistochemistry

Coronal brain sections from the RLA and RHA rats were examined in pairs, on the same slide.
Semiconsecutive cryostat sections (14 μm thick) were collected on chrome alum-gelatin coated slides
and processed by the avidin–biotin–peroxidase complex (ABC) immunohistochemical technique.
The endogenous peroxidase activity was blocked with 0.1% phenylhydrazine (Cat# 101326606, Sigma
Aldrich, St. Louis, MO, USA) in phosphate-buffered saline (PBS), containing 0.2% Triton X-100 (PBS/T),
followed by incubation with 20% of normal goat serum (Cat# S-1000, Vector, Burlingame, CA, USA).
The same antibodies were used for WB, i.e. rabbit polyclonal antibodies against BDNF and trkB (Santa
Cruz Biotechnology, Santa Cruz, CA, USA), both diluted 1:500, and mouse monoclonal antibody
against PSA-NCAM (Millipore, Darmstadt, Germany), diluted 1:400, were used as primary antibody.
Biotin-conjugated goat anti-rabbit (BA-1000, RRID:AB_2313606, Vector, Burlingame, CA, USA), and
anti-mouse sera (BA-9200, RRID:AB_2336171, Vector, Burlingame, CA, USA), diluted 1:400, were used
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as secondary antiserum. The reaction product was revealed with the ABC (Cat#G011-61, BioSpa Div.
Milan, Italy), diluted 1:250, followed by incubation with a solution of 0.1 M PB, pH 7.3, containing
0.05% 3,3′-diaminobenzidine (Sigma Aldrich, St. Louis, MO, USA), 0.04% nickel ammonium sulfate
and 0.01% hydrogen peroxide. All antisera and the ABC were diluted in PBS/T. Incubation with
primary antibodies was carried out overnight at 4 ◦C. Incubations with secondary antiserum and ABC
lasted 60 min and 40 min, respectively, and were performed at the room temperature. Negative control
preparations were obtained by incubating tissue sections in parallel with either PBS/T, alone, or in one
of the following four ways—(i) with the relevant primary antiserum pre-absorbed with an excess of
the corresponding peptide antigen (Cat# sc-546P and sc-12 P, for the BDNF and the trkB, respectively,
Santa Cruz Biotechnology, Santa Cruz, CA, USA); (ii) with colominic acid (as described above); (iii) by
omitting the primary antibody; or (iv) by substituting it with normal goat serum. Slides were observed
with an Olympus BX61 microscope and digital images were captured with a Leica DFC450C camera.

4.6. Image Densitometry

For the quantitative evaluation of the BDNF, the trkB, and the PSA-NCAM immunohistochemical
labeling, representative 10× magnification microscopic fields, were taken from twelve coronal sections
of six animals, for each condition. The sections corresponded, approximately, to the AP coordinates
used to obtain the tissue samples used for the WB assays, and were blindly analyzed with ImageJ
(http://rsb.info.nih.gov/ij/; RRID:SCR_003070) to calculate the density of immunoreactivity per μm2.
Mean gray values from the unstained areas were subtracted from the gray values of the immunostained
regions, to exclude the background staining.

4.7. Statistical Analyses

Behavioral measurements were statistically evaluated using the Student’s t test for independent
samples. WB and immunohistochemical data were statistically evaluated, using the two-way ANOVA
(see Tables 1 and 2). Before performing both Student’s t tests and the ANOVAs, data sets of each
experimental condition were inspected for normal distribution of data and homogeneity of variances,
with the Shapiro-Wilk’s test and the Bartlett’s test, respectively. Among the behavioral measurements,
the diving data set showed statistically significant unequal variances and, therefore, were analysed
with the Welch’s t test. Data sets that did not show homogeneity of variances, were log-transformed
and then analysed by two-way ANOVA, as previously described [124]. When two-way ANOVAs
revealed statistically significant interactions, the sources of significance were ascertained by pair-wise
post hoc contrasts with the HSD Tukey’s test. In all the other cases, pair-wise comparisons were
performed by using two-tailed t tests with Sidak’s corrected alpha values. Statistical analyses were all
carried out with the PRISM, GraphPad 6 Software (San Diego, CA, USA), with the significance level
set at p < 0.05.

5. Conclusions

The present results confirmed our previous finding that in the basal conditions, the protein levels
of BDNF and trkB, in the hippocampus of RLA rats, are lower than those of their RHA counterparts,
consistent with the susceptibility of the RLA line to stress-induced depression. Moreover, exposure
to FS elicits line-dependent changes in the expression of BDNF, trkB, and PSA-NCAM, a protein that
plays a prominent role in different forms of neural plasticity, and influences the BDNF/trkB signaling.

Alterations in the cognitive processes, as well as psychiatric disorders, can be precipitated when
the hippocampal functions are acutely disrupted by acute stressors. The cellular and synaptic modular
organization of the hippocampus remains constant, along its septo-temporal axis; however, this
brain region can be functionally subdivided into a dorsal (dHC) and a ventral (vHC) compartment,
inasmuch as the dHC plays a key role in the spatial navigation and memory storage, whereas, the vHC
is involved in the expression of emotion-related behaviors. Notably, stressors can elicit opposite
plastic adaptations in the hippocampal compartments; for instance stressors impair the long-term
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potentiation in the dHC but enhances it in the vHC. Likewise, the densitometric analysis of WBs and
immunohistochemical assays showed that, in the RLA rats, FS elicited opposite changes on the BDNF
levels in the hippocampal subregions examined—an increment in the CA2 and CA3 subfields of the
Ammon’s horn of the dHC, versus a decrease in the CA1 and CA3 subfields, and the DG of the vHC.
In contrast, in the RHA rats, FS failed to elicit significant changes in the dHC but decreased the BDNF
levels in CA1, CA3, and DG of the vHC.

A large body of preclinical and clinical evidence indicates that depression may be caused by
alterations of the mechanisms underlying the plasticity of neuronal networks, and that the vulnerability
to stress-induced depression is due to the dysfunctional expression of genes encoding neurotrophic
factors, like BDNF. In addition, exposure to stress and antidepressant treatments modulates the
expression of specific growth factors that support neuronal viability, during development and in
adulthood. Several experimental findings support this hypothesis: (i) The expression of neurotrophic
factors is decreased in the hippocampus, in animal models of depression and in depressed patients.
(ii) In animal models, clinically-effective antidepressant drugs are able to normalize behaviors that are
reminiscent of symptoms of depression. (iii) Chronic treatments with antidepressant drugs increase
the expression of neurotrophic factors in the hippocampus. In agreement with the above findings
and with the results of the immunostaining assays, the RLA rats displayed a depression-like behavior
characterized by immobility and freezing, when exposed to aversive conditions, while their RHA
counterparts exhibited a proactive coping style, characterized by active behaviors aimed at gaining
control over the stressor. Moreover, subacute and chronic treatment with antidepressant drugs
normalizes the depression-like behavior of RLA rats, in the FS, but does not affect the behavior of the
RHA rats in this task.

A widely-held view, regarding mood disorders, is that the individual responsiveness to
environmental challenges plays an important role in the vulnerability to depression. Thus, a reduced
capability to cope with an acute and severe stressful event or with mild but persistent aversive
challenges, is considered to be critical in determining the vulnerability to stress-induced depression
and post-traumatic stress disorder [3,7,125]. Hence, to further characterize the impact of the interaction
between the genotype and the environmental factors, on the pathophysiology of depression, it would
be interesting to evaluate the behavioral and neurochemical consequences of the long-term exposure
of the RHA and the RLA rats, to mild stressors, using the Chronic Mild Stress (CMS) paradigm [126].

Moreover, epidemiologic studies indicate that clinical depression is more frequent in women than
men; thus, it has been recently reported that the aggregate prevalence of depression in the community,
from thirty countries, between 1994 and 2014, was 14.4% for women and 11.5% for men [127]. Therefore,
another important issue to be addressed is the evaluation of the effect of acute and chronic stress on
the neurotrophic factor signaling and neural plasticity in the hippocampus of the female RHA and
RLA rats.

In closing, the present results add experimental support to the view that RLA and RHA rats
provide a useful genetic model to investigate the neural substrates of the susceptibility and resistance
to stress-induced depression, respectively, as well as the molecular mechanisms involved in the effects
of antidepressant treatments. Furthermore, the results underscore the differences in the impact of
stress on the neuroplastic adaptive responses of the dHC and vHC.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/12/
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Abbreviations

ABC Avidin–Biotin–peroxidase Complex
trkB tyrosine receptor kinase B
GAPDH Glyceraldehyde-3-Phosphate Dehydrogenase
O.D. Relative optical density
BDNF Brain Derived Neurotrophic Factor
HPA Hypothalamus–Pituitary–Adrenal
DG Dentate Gyrus
PBS Phosphate Buffered Saline
RHA Roman High-Avoidance
RLA Roman Low Avoidance
SDS-PAGE Sodium dodecyl sulphate-polyacrylamide gel electrophoresis
TBS-T Tris base, Sodium chloride, Tween 2
VTA Ventral Tegmental Area
WB Western Blot
FS Forced Swimming
dHC dorsal Hippocampus
vHC ventral Hippocampus
PFA Paraformaldehyde
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Abstract: So far, genetic studies of treatment response in schizophrenia, bipolar disorder, and major
depression have returned results with limited clinical utility. A gene × environment interplay has
been proposed as a factor influencing not only pathophysiology but also the treatment response.
Therefore, epigenetics has emerged as a major field of research to study the treatment of these
three disorders. Among the epigenetic marks that can modify gene expression, DNA methylation
is the best studied. We performed a systematic search (PubMed) following Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA guidelines for preclinical and clinical
studies focused on genome-wide and gene-specific DNA methylation in the context of schizophrenia,
bipolar disorders, and major depressive disorder. Out of the 112 studies initially identified,
we selected 31 studies among them, with an emphasis on responses to the gold standard treatments in
each disorder. Modulations of DNA methylation levels at specific CpG sites have been documented
for all classes of treatments (antipsychotics, mood stabilizers, and antidepressants). The heterogeneity
of the models and methodologies used complicate the interpretation of results. Although few studies
in each disorder have assessed the potential of DNA methylation as biomarkers of treatment response,
data support this hypothesis for antipsychotics, mood stabilizers and antidepressants.

Keywords: schizophrenia; bipolar disorder; major depressive disorder; DNA methylation;
response variability

1. Introduction

Schizophrenia, bipolar disorder, and major depressive disorder are severe mental illnesses (SMI)
defined by classifications such as Diagnostic and Statistical Manual of Mental Disorders (DSM-5)
and International Classification of Diseases (ICD10), of sufficient duration to meet diagnostic criteria
and resulting in significant functional impairment [1]. Schizophrenia (SCZ), bipolar disorder (BD),
and major depressive disorder (MDD) are associated with poor health outcomes, global disability,
and public health burden [2,3]. While SCZ affects 1% of the population [4], 2% of the population is
affected by BD worldwide [5]. Depression is the second leading cause of global health problem
with 6.6–21% of the population in high-income countries and 6.5–18.4% of the population in
low–middle-income countries prone to succumb this disorder [6,7]. Briefly, SCZ, BD, and MDD
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are characterized by acute episodes including psychotic, depressive, and/or manic features that are
superimposed, in some patients, with a chronic course that mainly includes negative symptoms in
SCZ and potential cognitive decline in these three SMI. Even though these disorders are defined as
separated entities, their clinical boundaries remain unclear as they share common symptomatic and
functional impairments. For example, abnormalities in neurocognitive functioning are associated with
BD and SCZ [8]. Psychotic symptoms, such as delusions or hallucinations predominantly associated
with SCZ, are also frequently experienced by patients during severe mood episodes belonging to
BD or MDD [9]. These observed phenotypic similarities might be underpinned by shared brain
alterations such as impairments in white and grey matter in BD and MDD [10]. SMI reduce patients’
life expectancy by 10 to 20 years [11], emphasizing the need for a better stratification of patients and
identification of patients that are more likely to respond to a given treatment.

1.1. Pharmacogenetics Studies

The etiology of SCZ, BD and MDD disorders remains largely unknown, and numerous
gene-specific or genome wide association studies have been conducted to investigate the possible
genetic inheritance to these disorders [12,13]. However, conflicting results have been obtained,
and many of the results could not be replicated, due to the complexity of the disease phenotypes,
the implication of environmental factors in interaction with vulnerability genes and the polygenic
nature of these disorders with more than 600 genes possibly involved in SCZ [12,13], more than
800 genes in BD [14,15] and more than 102 genes identified in MDD [16]. Some of these genes have
been reported to be shared among these SMI in a meta-analysis [17]. Hence, pharmacogenetic studies
have been used to identify genetic variants that are associated with treatment response in BD, SCZ
and MDD. Several genetic variants have been identified, either in candidate gene approaches or in
genome-wide association analyses (for review see [18–20]). This is consistent with the complexity
of the response phenotypes and the polygenic nature of these SMI and raises the question of the
transferability to clinical practice. Furthermore, transcriptomic modulations observed retrospectively
or after the initiation of treatment in responders and non- (or poor) responders have been identified in
BD, SCZ and MDD in animal and in vitro models, but also in patients [21–25]. Emerging evidences
suggest that epigenetic marks could represent relevant biomarkers to be used as predictors of treatment
response in several pathologies [26–28].

1.2. Epigenetic Mechanisms

Epigenetics is the study of mechanisms that control gene expression, irrespective of changes in
the DNA sequence. Epigenetic mechanisms such as DNA methylation and histone modifications
regulate chromatin and thereby the access of transcription factors. Another mechanism involves
miRNAs (microRNAs) that target via seed sequences of single, or multiple, mRNAs leading to their
down-regulation. All these mechanisms contribute to gene expression alterations, and they have
been extensively reviewed [29,30]. These mechanisms can regulate the expression of several genes
at the same time and for some of them (DNA methylation and miRNA) undergo transgenerational
transmission [31]. Therefore, they may account for the polygenic nature, the partial heredity, and the
differential gene expression modulations observed. DNA methylation is one of the most studied
epigenetic mechanisms; it consists of the addition of methyl groups from S-adenylyl methionine (SAM)
to the fifth carbon position of the cytosine residue in DNA by a family of DNA methyl transferase
(DNMT) enzymes [29]. DNA methylation regulates gene expression through gene activation or gene
silencing in the nervous system [32] and as a result, it may play a role not only in neurogenesis, but also
in brain maturation and functioning [33–35].

1.3. Variability of Response to Treatments

In SMI, the treatment of acute phases and the long-term prevention of recurrence strategies mainly
rely on four major classes of medications: atypical antipsychotics, mood stabilizers (anticonvulsants
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and lithium carbonate), and antidepressants. Long-term therapy with atypical antipsychotic drugs
is the first line choice of treatment in SCZ. However, due to better tolerabilities and safety profiles,
they may also be used in BD and MDD, for bipolar and unipolar depressions, but also for manic
episodes [36,37]. Antipsychotics act mainly by binding to dopamine (DRD2) and serotonin (HTR2)
receptors [38]. However, 30–40% of the patients with SCZ do not respond to the treatment in
the acute phase and experience severe adverse effects [39]. Along with mood stabilizers such as
lithium, antiepileptic drugs, valproate, lamotrigine, and carbamazepine, but also in combination with
atypical antipsychotics quetiapine, olanzapine, and aripiprazole are used in BD management [40].
However, only 30% of the patients respond well in the chronic phase, and 70% show various degrees
of treatment response in BD [41–44]. Tricyclic antidepressants, selective serotonin reuptake inhibitors
(SSRIs), serotonin, and norepinephrine reuptake inhibitors (SNRIs) and mono amino oxidase inhibitors
are the most commonly used medication in the treatment of depression. However, nearly 60% of the
patients do not respond to the antidepressant therapy, and 30% do not respond at all [45,46].

In these three SMI, the lack of predictive biomarkers for treatment response sometimes results in
a substantial proportion of patients experiencing potential adverse effects with ineffective therapies.
Increasing data show that these drugs not only modulate DNA methylation in animal and cellular
models, but also that the observed modulations can be associated with the response phenotypes
in patients. Here, we will review the available data suggesting a role of DNA methylation in response
to the treatment in three major psychiatric disorders: MDD, SCZ and BD.

2. DNA Methylation Patterns in SCZ, BD and MDD

Multiple environmental factors have been shown to influence the pathogenesis of
psychiatric disorders. Available preclinical and in-vitro studies indicate that altered epigenetic
mechanisms such as DNA methylation, histone modifications, and miRNA regulation are associated
with altered gene expression in major psychiatric disorders. Indeed, alterations of DNA methylation
of genes important for the physiopathological aspects of SCZ, BD, and MDD, such as dopaminergic,
serotoninergic, and Brain-Derived Neurotrophic Factor (BDNF) pathways have been reported [47–50].
In line with the shared genetic and environmental risks in SCZ and BD, hypomethylation of FAM63B,
and an intergenic region on chromosome 16 have been proposed as common epigenetic risk factors
in these two pathologies [51,52]. However, it is not possible to discriminate in these studies between
the effects of the vulnerability to the disorders, the course of the disease, and those induced by
the treatments. We concluded from the overall picture that the candidate gene, and the genome-wide
approaches of DNA methylation patterns in SCZ, BD and MDD is of low contribution for the
investigation of treatment response variability in these disorders.

Therefore, in this review, we will focus on the reported effects of treatments on DNA methylation
and their potential influence on the therapeutic response. Therapeutic strategies in SCZ, MDD and BD
are generally based on similar classes of molecules (antidepressant, antipsychotics, and mood stabilizers)
that are used in distinct dose and temporal combinations. Indeed, the lack of predictive markers for
response lead to lengthy trial and error processes, and delayed optimal care of patients. For example,
in SCZ, the current guidelines on the delay before evaluating the non-response to an antipsychotic and
the switch for another differ substantially, but they are estimated at around two to three months [53–55].
In MDD, antidepressant acute response can be characterized after a mean delay of eight weeks;
however, a recent meta-analysis found that their effects are stable over six months, as compared to
the placebo [56]. In the case of BD, the characterization of lithium response can take up to two years
to be characterized [57]. Interestingly though, several recent studies reported that these drugs can
modulate epigenetic mechanisms at several levels of regulation. For instance, histone deacetylase 1
(HDAC1) was shown to be directly inhibited by valproic acid (VPA), while its expression can be
downregulated by lithium [58,59]. Both mechanisms result in a decreased HDAC activity in cells.
Similarly, the glutamatergic agonist LY379268-induced demethylation effects in Reln, BDNF, and Gad67
genes may underlie antipsychotic effects in a mouse model [60]. These preclinical and clinical evidences
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indicate that pre-existing or psychotropic drug-induced epigenetic mechanisms may play a novel role
in therapeutic response [61,62]. This review will focus on the most commonly studied epigenetic
modification: DNA methylation, as a biomarker of treatment response in SCZ, BD and MDD.

3. Treatment-Induced DNA Methylation Modifications in Animal Models

Results obtained from several preclinical investigations examining the changes of DNA
methylation in response to antipsychotics, suggest that this epigenetic mark may play a role in
the therapeutic response to these drugs (Table 1). Melka and colleagues showed that olanzapine
could induce DNA methylation changes in dopamine receptors (DRD1, DRD2, and DRD5) and
cadherin gene families, and that these modifications could be associated with an enhancement of
the response (reduced stress-induced locomotor activity) in a rat model [63]. Another study, showed
that olanzapine-induced DNA methylation changes of cadherin/pro-cadherin genes can impact the
antipsychotic response (reduced stress-induced locomotor activity) in rats [64]. Another atypical
antipsychotic, quetiapine, has been found to modulate DNA methylation at the promoter of SLC64A
in SK-N-SH cells [65]. Furthermore, treatment with the typical neuroleptic haloperidol decreased the
methyl cytosine (mC) content specifically in the brain tissue of female rats, and increased mC content
specifically in the liver of male rats [66]. These latter results highlight the possible discrepancies
between brain and peripheral DNA methylation modulations by drugs, as well as differences between
males and females. Other drugs have also been shown to modulate DNA methylation in rodent
model of SCZ (Table 1). Hence, VPA alone or in combination with atypical antipsychotic drugs
induced demethylation effects of the Reln and GAD67 promoters selectively in mouse brains [67].
Moreover, in line with the hypermethylation of Reln observed in the brain of patients with SCZ,
imidazenil or VPA can reverse the hypermethylation of the Reln gene promoter in a mouse model
of SCZ [68]. The discrepancies observed in blood vs. brain or female vs. male as well as the brain
region specificities of DNA methylation observed in the rodent model will represent key issues to be
considered for a transfer to bedside treatments.

As previously detailed, this has been tested in mice, and the observed demethylation of GAD67 and
Reln genes may also influence the therapeutic response in BD [67] (Table 1). In addition to modulations of
histone acetylation, VPA also decreases DNA methylation at the Reln promoter in vitro [69–71]. Since the
BDNF gene has been associated with the pathophysiology and symptoms of BD, its promoters have been
the best studied. Incubation with lithium for 48 h was found to significantly decrease DNA methylation at
the BDNF promoter IV in cultured rat hippocampal neurons; in addition, simultaneous increase of BDNF
mRNA levels was also reported [72,73]. Fourteen days of treatment of mice with VPA induced a specific
decrease of DNA methylation at the distal CpG island of the Cdkn p21 (cyclin dependent kinase inhibitor)
promoter in the hippocampus, which could explain the observed increase in mRNA levels of this gene [74].
Similarly, the observed increase of Glt1 (Glutamate transporter) transcript induced by VPA in rat primary
astrocyte cell cultures could be attributed to several epigenetic changes, including a decrease of DNA
methylation at the promoter of this gene [75]. Modulation of DNA methylation at imprinted loci have also
been reported in stem cells after incubation with lithium at concentrations greater that the therapeutic
range [76]. At therapeutic concentrations, lithium, carbamazepine, and VPA were found to modulate
a large number of genes in SK-N-SH neuronal cells [77]. Most of the genes affected by carbamazepine
and VPA were common, while lithium influences DNA methylation, not only for these genes, but also
additional specific genes [77].

Antidepressants’ effects on DNA methylation have also been studied (Table 1). Administration of
the SSRI escitalopram was associated with a decrease in DNA methylation at the S100a10 (S100 Calcium
Binding Protein A10) gene promoter region, and an increase of its transcripts in the prefrontal cortex
in rat [78].
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It is important to note that there are only a few studies published on cell lines or in animal models
of depression. Several rodent models are available, and they could help in understanding the central
epigenetic effects of antidepressants. However, the growing body of evidence in rodents and cell lines
show that antipsychotics, antidepressants, and mood stabilizers influence DNA methylation at promoters
of genes involved in their targeted pathways, drug metabolism, but also in various other cellular pathways.
The role of these induced changes in treatment response have been assessed in cross-sectional and
longitudinal human studies.

4. DNA Methylation Modifications and Responses to Treatment in Human Studies

4.1. Cross-Sectional Studies

• Schizophrenia: There is evidence that antipsychotics induce the alteration of the methylation
status of several genes, including those coding for proteins and pathways targeted by these drugs.
Very few human studies have investigated the influence of epigenetic mechanisms on the response
to antipsychotics, but the DNA methylation status of candidate genes have been found to be
differentially modulated by treatment in patients with SCZ according to their response phenotypes
(Table 2). In a cohort of 177 SCZ patients, Melas and colleagues reported that patients treated
with haloperidol (n = 16) displayed a significantly higher level of global DNA methylation in
blood [49], as compared to other antipsychotic drugs. Interestingly though, correlations between
the DNA methylation levels and the response status of SCZ patients have been found in several
studies. However, a tendency to reverse hypermethylation at the DTNBP1 (Dysbindin) gene
promoter in post-mortem brain samples of schizophrenic patients was found with antipsychotic
treatments [79].

• Bipolar disorder: The decreased DNA methylation of the DTNBP1 gene promoter with
antipsychotic drug treatment found in the post-mortem brain samples of patients with SCZ
was not seen in post-mortem brains from patients with BD, probably due to small number of
patients using classic antipsychotics [79] (Table 2). A lithium-induced decrease of global DNA
methylation was found in lymphoblast cell lines derived from 14 lithium-responder BD patients,
as compared to 16 healthy controls [80]. Recently, Houtepen and colleagues investigated the effects
of antipsychotics (olanzapine and quetiapine) and mood stabilizers (lithium, VPA, carbamazepine)
on genome-wide DNA methylation in blood samples from 172 patients with BD. After adjustment
for drugs effects on blood cell types, composition-only VPA and quetiapine modified the DNA
methylation status significantly [81]. In a study of global DNA methylation in the leukocytes of
BD patients, no differences were found compared to the healthy control. However a significantly
lower DNA methylation level was observed in patients on lithium monotherapy, compared to
controls or BD patients treated with a combination of lithium + VPA [82]. In this study, the DNA
methylation level could not be correlated with the lithium response as assessed with the Alda
scale. However, since global DNA methylation studies provide an imprecise picture of the effect
of a given drug, gene-specific effects have been investigated. A decrease of DNA methylation
at the promoter I of BDNF was observed in the Peripheral Blood Mononuclear Cells (PBMC) of
BD patients with antidepressant therapy, compared to no antidepressant therapy [50]. Similarly,
patients treated with lithium or VPA displayed a decrease of DNA methylation levels, as compared
to other medications [50,83]. A trend, yet not significant, for a decreased DNA methylation level
at the BDNF promoter I was found in another study with a slightly different design [84].

• Major depressive disorder: A large study explored the DNA methylation of the BDNF gene in
patients with MDD (n = 207), BD (n = 59), and controls (n = 278). They reported an increased
methylation of BDNF gene in patients with MDD compared to those with BD and controls.
Somewhat surprisingly, they also found that the increased methylation of BDNF is associated with
antidepressant therapy, but not with the clinical features of MDD [85]. Although very informative,
these studies did not discriminate between the antidepressant classes. The only available study
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on therapeutic response to the SSRI, paroxetine, reported an association with the methylation
level of the PPFIA4 (Protein Tyrosine Phosphatase, Receptor Type, F Polypeptide, Interacting
Protein, Alpha 4) and HS3ST1 (heparin sulfate-glucosamine 3-sulfotransferase 1) genes in MDD
responders, compared to the worst responders (n = 10 per group) [86].

These data indicate that DNA methylation can be influenced by antipsychotics, mood stabilizers,
and antidepressants in SCZ, BD and MDD patients. Moreover, these modulations of DNA methylation
can be associated with a clinical response. However, these data obtained in retrospective studies do
not allow for differentiation between pre-existing differences in DNA methylation (influenced by
heredity and/or environmental factors) and those induced by the treatments. Longitudinal designs
are therefore required in order to understand the role of DNA methylation in treatment responses,
and their potential use as predictive or diagnostic biomarkers in these disorders.
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4.2. Longitudinal Studies

• Schizophrenia: DNA methylation change at the 13th CpG site of HTR1A is associated with
negative symptoms in patients with SCZ after 10 weeks of treatment with antipsychotic
drugs (n = 82) [87] (Table 3). Likewise, clozapine-induced DNA methylation changes in
the CREB-binding protein (CREBBP) gene are inversely correlated with the percentage of
Positive and Negative Syndrome Scale (PANSS) changes in treatment-resistant SCZ patients
(n = 21) [88]. A recent study in Chinese Han schizophrenic patients investigated not only
genes that were involved in the dopaminergic and serotoninergic pathways, but also in the
metabolism and transport of risperidone. They found no significant CpG sites in HTR2A, ABCB1,
and DRD2 gene promoters associated with responses, while differentially methylated CpG of
the drug-metabolizing enzymes CYP3A4 and CYP2D6 genes promoter regions were associated
with a response to risperidone [89]. Furthermore, a whole-genome study of DNA methylation
modifications before and after treatment with antipsychotics found gender-specific differences in
the methylation profiles of patients with SCZ. Significant differences were observed in the male
patient group in complete remission [90]. In this study methylation levels of six genes (APIS3,
C16orf59, KCNK15, LOC146336, MGC16384 and XRN2) and nine genes (C16orf70, CST3, DDRGK1,
FA2H, FLJ30058, MFSD2B, RFX4, UBE2J1 and ZNF311) were respectively identified as good
markers of treatment-induced effects, and good predictive markers of treatment response [90].

• Major depressive disorder: Several of the drugs used to treat an MDD target, a serotonin
transporter, an association between its DNA methylation levels before treatment and impaired
treatment response after 12 weeks of antidepressant therapy in patients with MDD (n = 108)
have been reported [91] (Table 3). Another study comparing the methylation levels before
and after six weeks of antidepressant therapy showed that an increased DNA methylation
at the third CpG site of SLC6A4 was associated with better therapeutic response in patients
with MDD [92]. The results of Okada and colleagues were confirmed in a naturalistic study of
MDD patients (n = 94) treated with escitalopram [93]. They found that higher methylation at
the SLC6A4 gene was associated with better treatment response after six weeks of treatment
(Table 3). However, the response status to escitalopram was found not associated with the DNA
methylation level of another gene MAO-A (mono amino oxidase A) in 61 MDD patients [94].
Recently, hypomethylation at two CpGs sites (HTR1A CpG 668 and HTR1B CpG 1401) was found
to significantly differ in remitter and non-remitter Chinese Han patients with MDD (n = 85) with
escitalopram treatment [95]. Very promising results have been obtained in MDD patients treated
with escitalopram (n = 80) or with the tricyclic antidepressant nortriptyline (n = 33) [96]. In this
study, higher DNA methylation level at the fourth CpG island of the interleukin-11 (IL-11) gene
before treatment was associated with a better response to escitalopram, while hypomethylation
at the same site was associated with a better nortriptyline response (Table 3). These results
suggest that DNA methylation levels before treatment could be a predictor of the best suited
antidepressant for an individual.

Few longitudinal studies have been published so far, and the results were obtained from
peripheral samples. Nonetheless, they suggest that DNA methylation might be used as a predictive
biomarker before the initiation of treatment or a monitoring biomarker of the efficacy of therapies
in SCZ and MDD. Unfortunately, there is, for the moment, no available prospective study
examining genome-wide DNA methylation modulation by specific mood stabilizers in BD patients.
Further prospective studies are required to better understand how epigenetics could help physician in
the prediction or the monitoring of treatment response in SCZ, BD and MDD.
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5. Materials and Methods

We conducted a literature search in the PubMed database until April 2018 using combinations
of the following keywords: “DNA methylation”, “antipsychotic response”, “treatment response”,
“bipolar disorder”, “major depressive disorder”, “schizophrenia”, “epigenetics”, and “antidepressants”.
We followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines [97]. Studies were included according to the following criteria: (a) being an original paper
in a peer-reviewed journal; and (b) containing an epigenetic analysis of response treatment in BD,
MDD and/or SCZ samples. Figure 1 summarizes the search strategy used for selecting the studies
(identification, screening, eligibility, inclusion process) in the present review. Two blinded independent
researchers (GAC and CMC) conducted a two-step literature search. Discrepancies were resolved by
consultations with the other authors. The reference lists of the articles were also manually checked for
additional relevant studies. We identified 112 articles on the basis of their titles; 67 abstracts focused
on DNA methylation as a biomarker of treatment response in cellular or rodent models, or in BD, SCZ
and/or MDD patients were selected. Exclusion criteria included (i) studies not written in English;
(ii) review articles, book chapters, conference abstracts, and case studies; (iii) studies not related to
response to treatment. The final selection consisted of 31 original articles specifically related to DNA
methylation in treatment responses to BD, SCZ and MDD. This systematic review will first present
an overview of the DNA methylation and its role in gene expression and treatment response. We will
then summarize studies on DNA methylation patterns in SCZ, BD and MDD as results of potential
interest for the investigation of treatment response variability. Then, we will present treatment-induced
DNA methylation modifications in animal models and DNA methylation modifications in response to
psychotropic treatments in human studies. Finally, the overall picture will be discussed.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
flow-diagram of the screening strategy.

6. Conclusions

The characterization of biomarkers throughout the disease course is a key element, not only for
understanding its pathophysiology, but also to monitor treatment responses. Case control studies have
shown differential DNA methylation levels in patients, as compared to control subjects. Recent data in
high-risk offspring from BD patients suggest that the observed differences in DNA methylation are
directly related to the familial environment [98]. Likewise, the significant decreased methylation of
the CpG site at the −1438A/G polymorphism site of the HTR2A (5-hydroxytryptamine receptor 2A)
receptor observed in SCZ and BD patients’ saliva, but also in their first degree relatives, suggests
an effect of environmental factors independent of the onset and course of the disorders, as well as
the treatments [99]. The course of the disease might also influence the DNA methylation levels,
as suggested by the accelerated epigenetic aging observed in older BD patients as compared to
control subjects, while no significant difference was observed in younger patients [100]. Despite this
very complex landscape, available evidence supports the hypothesis of the DNA methylation role
in therapeutic response to antipsychotics, mood stabilizers, and antidepressants in the treatment
of SMI, such as SCZ, BD and MDD. Finding novel pathways by targeting the epigenome in the
context of a treatment response may also help to understand the role of these pathways in diseases.
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These pathways might also be targeted by drug repurposing strategies in order to identify already
known medications that could alter the identified epigenetic marks [101]. Finally, this may also
help clinicians to specifically prescribe psychoactive treatments targeting the identified biological
pathways to move towards a more tailored and personalized strategy of medicine in psychiatry.
However, findings from in vitro and in vivo models studies suggesting the DNA methylation as
a therapeutic target may not be relevant to human subjects. Notably, gender specificities and
appropriate sample plan designs are key issues for transferability to clinical practice. SMI often require
a complex mixture of several co-medications to improve patients’ conditions. However, the main
limitations of this review is the fact that only a limited number of human studies are available for
the moment, and they target the effects of one type of drug, or even one specific drug at a time,
whereas patients often receive polypharmacy. Therefore, the combined effects of antidepressants,
antipsychotics, and mood stabilizers are not taken into account. The reported epigenetic effects
might not represent real life. Moreover, as a result of the cross-sectional design of most studies it
cannot be concluded that the epigenetics marks observed in presence of a given medication are solely
the effect of the drug, and not the sum of the effects of drugs and other environmental factors that
are likely to modify DNA methylation. Very few studies have been reported in human subjects,
and the use of several co-medications, retrospective design, and various response evaluation time
points represent a serious limitation. Further studies with monotherapy treatment, prospective
study designs considering the duration of the response assessment, co-medications, and addressing
the environmental factors during the illness as well as treatment, will better explain the DNA
methylation signatures. These studies will be useful in the implementation and the development of
efficient and personalized therapeutic strategies.
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Abstract: Background: Cardiovascular disorders (CVD) and major depressive disorder (MDD) are
the most frequent diseases worldwide responsible for premature death and disability. Behavioral
and immunological variables influence the pathophysiology of both disorders. We therefore
determined frequency and severity of MDD in CVD and studied whether MDD without CVD
or other somatic diseases influences classical and inflammatory biomarkers of cardiovascular risk.
In addition, we investigated the influence of proinflammatory cytokines on antidepressant treatment
outcome. Methods: In a case-control design, 310 adults (MDD patients without CVD, CVD patients,
and cardiologically and psychiatrically healthy matched controls) were investigated. MDD patients
were recruited after admission in a psychiatric university hospital. Primary outcome criteria were
clinical depression ratings (HAM-D scale), vital signs, classical cardiovascular risk factors and
inflammatory biomarkers which were compared between MDD patients and healthy controls.
Results: We detected an enhanced cardiovascular risk in MDD. Untreated prehypertension and
signs directing to a metabolic syndrome were detected in MDD. Significantly higher inflammatory
biomarkers such as the high sensitivity C-reaktive protein (hsCRP) and proinflammatory acute phase
cytokines interleukine-1β (IL-1β) and interleukine-6 (IL-6) underlined the higher cardiovascular risk
in physically healthy MDD patients. Surprisingly, high inflammation markers before treatment were
associated with better clinical outcome and faster remission. The rate of MDD in CVD patients was
high. Conclusions: Patients suffering from MDD are at specific risk for CVD. Precise detection of
cardiovascular risks in MDD beyond classical risk factors is warranted to allow effective prophylaxis
and treatment of both conditions. Future studies of prophylactic interventions may help to provide a
basis for prophylactic treatment of both MDD and CVD. In addition, the high risk for MDD in CVD
patients was confirmed and underlines the requirement for clinical attention.
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1. Introduction

Cardio- and cerebrovascular disorders are recognized worldwide as the most frequent causes
for death and major depressive disorder (MDD) for disability [1]. In recent cross-sectional studies,
repeatedly an association of current depressive symptoms and lifetime depressive episodes with
cardiovascular disease (CVD), could be confirmed [2]. MDD represents a major risk factor for CVD and
for myocardial infarction (MI) [3] independent of traditional risk factors [4], this seems to be especially
true in geriatric depression [5]. The MDD subtype, severity of depression [6], and an activation of
central stress regulatory systems [7] seem to be relevant in this context. Thereby, the influence of
MDD on CVD is equivalent to somatic risk factors [8] and a bi-directional relationship between the
cardiovascular system and altered mood states related to an inflammatory status has been suggested [9].

CVD is a chronic inflammatory disease [10] that can be monitored using inflammatory biomarkers
such as C-reactive protein (CRP), adhesive cell-surface glycoproteins (sVCAM-1), the monocyte
chemotactic protein-1 (MCP-1), the pro-inflammatory acute phase cytokines inteleukin-1 and -6 (IL-1,
IL-6), cell adhesion molecules (leukocyte (L-), endothelial (E-), and platelet (P-)selectin), and the
intracellular adhesion molecule-1 (sICAM-1) [11], which is acting together with VCAM-1 as monocyte
and T cells receptors [11]. Inflammatory mediators and adhesion molecules are peripheral clinical
markers for vascular wall inflammation [12] and represent risk factors associated strongly with
atherosclerosis [13] and the risk for MI or stroke [14]. They offer prognostic relevance both on the
short-run and in the long term in chronic inflammatory states [15].

High CRP seems to reflect also the activity of bipolar disorder: It was associated with high activity
of the disorder in both conditions manic and depressed states [16]. Whereas high plasma cholesterol
levels are a risk factor in CVD, the use as a clinical marker for affective disorders was a matter of debate
and is still unclear [17]. The association of low cholesterol levels with the risk for suicide in psychiatric
patients seems to be a more stable finding, but is also discussed controversially up to now [18].

MDD symptoms can be mimicked by excessive secretion of the pro-inflammatory macrophage
cytokines [19] and are often accompanied by a hyperactivity of the hypothalamic-pituitary-adrenal
(HPA) axis [20] which includes direct stimulatory influence of interleukins (IL-1, IL-6) on
hypothalamic corticotropin-releasing factor (CRF) and pituitary corticotropin (ACTH) secretion [19].
Pro-inflammatory cytokines can influence glucocorticoid receptor resistance and serotonergic
neurotransmission [21]. Therefore, a causal relationship between inflammation and MDD seems
plausible [22,23].

Both population based [23–25] and prospective [26] studies implied that MDD belongs to
the group of chronic inflammatory diseases, but also controversial results have been obtained in
cross-sectional studies which assessed correlations of inflammatory markers and depressive symptoms
assessed using self-rating scores [27].

Therefore, the presented comparative prospective case-control study in both diagnostic groups
MDD and CVD which directly compares immunological and clinical cardiovascular risk variables may
help to clarify these interdependencies. We prospectively investigated both MDD and CVD patients
in comparison to psychiatrically and medically healthy controls. We studied frequency and severity
of depression in CVD and compared clinical and immunological cardiovascular risk factors between
CVD and MDD in an interdisciplinary study. Moreover, we studied to what extent MDD is related
to cardiovascular risk factors and to inflammatory biomarkers in cardiovascularly healthy patients
suffering from MDD in relation to healthy controls without CVD in order to identify biomarkers which
may be suitable for estimation of the cardiovascular risk in MDD. In addition, we investigated the
influence of inflammatory markers on antidepressant treatment outcome.
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2. Results

2.1. Classical Cardiovascular Risk Markers

Comparison of mean values showed significant differences in a variety of risk markers indicating
the elevated cardiovascular risk of MDD patients in comparison to healthy controls (Table 1). Blood
pressure (BP) determinations according to the Joint National Committee on Prevention, Detection,
Evaluation and Treatment of High Blood Pressure (JNC)-7 definitions [28] (Figure 1) revealed
significantly more normal values in healthy controls, prehypertensive BP in MDD and stage 1 and
2 hypertension in CVD patients (χ2 = 25.6, d.f. = 6, p < 0.001).

Table 1. Demographic, clinical, and medical characteristics of samples 1–3 including psychiatric
ratings, vital signs, and selected classical cardiovascular risk factors. Vital signs as well as classical
cardiovascular risk factors and behavioral variables are indicating an elevated cardiovascular risk
in MDD.

Variable

Samples Sample 1 * Sample 2 Sample 3 † Kruskal-Wallis- or χ2-Test ‡

MDD CVD Controls χ2, d.f., p
n 100 106 104

age (mean ± SD) 46.6 ± 14.8 66.9 ± 7.3 54.7 ± 14.4 100, 2, p < 0.001

sex
(male/female) 37.0%/63.0% 81.1%/18.9% 45.2%/54.8% 46.3, 2, p < 0.001 ‡

clinical ratings (baseline)
CGI-1 5.3 ± 0.5 1.3 ± 0.8 1.0 ± 0.0 205, 2, p < 0.001

HAM-D17 (mean ± SD) 22.0 ± 5.3 2.4 ± 4.4 0.7 ± 1.2 160, 2, p < 0.001
MADRS (mean ± SD) 31.8 ± 7.4 3.2 ± 6.0 0.7 ± 1.3 162, 2, p < 0.001

BDI (mean ± SD) 26.4 ± 9.1 7.0 ± 5.1 2.8 ± 3.2 130, 2, p < 0.001

Vital signs and classical
cardiovascular risk factors
blood pressure (systolic) 129.2 ± 13.5 138.6 ± 19.1 128.6 ± 19.1 18.7, 2, p < 0.001

blood pressure (diastolic) 79.7 ± 8.2 78.3 ± 10.9 76.8 ± 11.9 4.63, 2, n.s. §

heart rate (beats/minute) 85.7 ± 14.7 63.8 ± 10.7 68.9 ± 10.1 104, 2, p < 0.001
total cholesterol (mg/dL) 206.2 ± 58.1 n.d. 223.8 ± 48.1 4.15, 1, p = 0.042

LDL (mg/dL) 125.2 ± 42.8 n.d. 136.9 ± 45.6 2.30, 1, n.s.
triglycerides (mg/dL) 148.8 ± 100.3 n.d. 100.6 ± 51.6 10.5, 1, p = 0.001

HDL (mg/dL) 58.4 ± 17.1 n.d. 66.1 ± 19.8 5.67, 1, p = 0.017
fasting glucose (mg/dL) 95.1 ± 18.2 n.d. 86.9 ± 11.6 5.41, 1, p = 0.02

body weight (kg) 72.9 ± 13.6 82.8 ± 14.7 72.3 ± 11.8 32.9, 2, p < 0.001
body mass index (kg/m2) 25.3 ± 4.0 28.0 ± 4.4 24.4 ± 2.9 35.8, 2, p < 0.001

waist circumference (cm) 96.9 ± 12.3 101.9 ± 12.9 90.1 ± 12.1 34.2, 2, p < 0.001
hip circumference (cm) 105.3 ± 10.7 105.8 ± 9.5 100.6 ± 8.4 12.5, 2, p = 0.002

waist-hip-ratio 0.92 ± 0.12 0.96 ± 0.07 0.90 ± 0.09 35.9, 2, p < 0.001
smoker/non-smoker (%) 42.9%/57.1% 9.0%/91.0% 14.6%/85.4% 34.1, 2, p < 0.001 ‡

pack years (20 cigarettes/day * years) 18.8 ± 13.4 35.7 ± 30.7 18.8 ± 20.3 9.96, 2, p = 0.007
Framingham-index (total) 2.77 ± 5.74 9.69 ± 2.69 4.09 ± 5.86 99.3, 2, p < 0.001

Framingham-index, 10 years-risk (%) 4.94 ± 5.62 11.47 ± 7.11 5.85 ± 5.78 96.4, 2, p < 0.001

dropouts: n = 16; MDD = major depressive disorder; CVD = cardiovascular disorder; ANOVA = univariate analysis
of variance; d.f. = degrees of freedom; SD = standard deviation; n.s. = not statistically significant; n.d. = not done
(due to treatment with statins); CGI-1 = Clinical global impression scale, Item 1—severity of disease; HAM-D17 =
Hamilton rating scale for depression, 17-item version; MADRS = depression rating scale; BDI = Beck depression
inventory; LDL = low density lipoproteins; HDL = high density lipoproteins; * medical comorbidities were exclusion
criteria for sample 1; † medical and psychiatric comorbidities were exclusion criteria for sample 3; bold = statistical
significant differences between MDD and controls confirmed (Mann-Whitney-U test) after exact age and sex
matching; ‡ χ2-test in case of categorical variables (continuous variables were evaluated by univariate analysis of
variance); § Man-Whitney-U test: p = 0.005.
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Figure 1. JNC 7 classification of blood pressure. Classification of blood pressure baseline values
according “The Seventh Report of the Joint National Committee on Prevention, Detection, Evaluation,
and Treatment of High Blood Pressure” (JNC-7) [28] showed significantly different distribution of
hypertension categories in major depressive disorder (MDD) and cardiovascular disorder (CVD)
patients as well as in healthy controls (n = number of subjects in either group).

Post-hoc comparison of depressed patients and controls confirmed the significantly elevated
diastolic blood pressure (BP) (U = 3777, p = 0.034) and heart rates (U = 1574, p < 0.001). Metabolic risk
factors included significantly lower total cholesterol (U = 2622, p = 0.042) in view of significantly higher
triglycerides (U = 2221, p = 0.001) and fasting glucose values (U = 1917, p = 0.020) in combination with
lower high density lipoproteins (HDL) (U = 1711, p = 0.017). Lifetime smoking habits did not differ,
whereas more MDD patients are current smokers. After correction for age using exact matching all
significant differences except for cholesterol (p = 0.24) were confirmed. Moreover, systolic BP was
significantly higher in MDD patients at baseline (U = 2396, p = 0.040).

CVD patients in comparison to controls showed significantly higher systolic BP values (U = 3677,
p < 0.001) and heart rates (U = 3622, p < 0.001). Increased body weight (U = 3034, p < 0.001), BMI
(U = 2794, p < 0.001), waist (U = 2573, p < 0.001), hip (U = 3417, p < 0.001), and waist/hip ratio
(U = 2505, p < 0.001) were indicators of the higher metabolic risk. We also registered a higher lifetime
cigarette consumption with more pack years (U = 733, p = 0.003). The Framingham sum index
(U = 2042, p < 0.001) and the 10 years risk (U = 2078, p < 0.001) were significantly higher in CVD
patients. After exact matching for age and sex all statistically significant differences with the exception
of systolic BP differences were confirmed.

2.2. Inflammation Biomarkers in MDD in Comparison to Healthy Controls

Among inflammatory biomarkers, the general inflammatory marker high sensitivity (hs)CRP,
the pro-inflammatory cytokines IL-6 and IL-1β as well as the adhesion molecule sICAM-1 were
significantly higher in depressed patients in comparison to controls (Table 2). To rule out possible
effects of a divergent age and gender distribution we repeated all comparisons after exact matching
for age and sex. All differences remained statistically significant, except for higher sICAM-1 values in
MDD patients, which changed to a nonsignificant trend (T = −1.94, p = 0.055).

To evaluate putative improvements of cardiovascular risk factors, all inflammatory markers were
determined also after remission of depression shortly before discharge of the hospital. Only IL-6 and P
selectin declined significantly after treatment with antidepressants (Table 2).
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Table 2. Inflammation biomarkers and risk factors.

Variable

Samples Sample 1
t-Test *

Sample 3
t-Test †

MDD Controls

Baseline Discharge T, p Baseline T, p
inflammation marker

hsCRP (mg/L) 3.07 ± 3.7 3.97 ± 4.4 0.23, n.s. 1.37 ± 1.2 4.25, p < 0.001

pro-inflammatory cytokines
interleukin 1β (IL-1 β) (pg/mL) 1.08 ± 1.1 1.34 ± 1.0 0.88, n.s. 0.54 ± 0.6 4.10, p < 0.001

interleukin 6 (IL-6) (pg/mL) 1.58 ± 1.5 1.35 ± 1.7 2.26, p = 0.027 1.32 ± 1.3 2.64, p = 0.009

adhesion molecules
P selectin (ng/mL) 150.4 ± 102.4 114.4 ± 78.9 2.56, p = 0.013 184.2 ± 146.0 −1.47, n.s.
E selectin (ng/mL) 54.6 ± 29.0 58.0 ± 32.0 −0.69, n.s. 46.5 ± 27.2 1.76, n.s.

MCP-1 (pg/mL) 221.3 ± 149.7 301.8 ± 179.2 −2.92, p = 0.005 256.5 ± 140.8 −1.54, n.s.
sICAM-1 (ng/mL) 535.4 ± 210.0 555.0 ± 209.5 −0.92, n.s. 360.6 ± 107.7 5.90, p < 0.001
sVCAM-1 (ng/mL) 486.1 ± 182.0 533.2 ± 221.4 −1.62, n.s. 552.3 ± 142.2 −4.41, p = 0.017

costimulatory glycoprotein
sCD40 (ng/mL) 10.4 ± 3.7 11.3 ± 3.7 −2.42, p = 0.019 10.1 ± 4.2 0.59, n.s.

Inflammation biomarkers in MDD patients. Comparison to healthy controls: hsCRP, IL-1β, and sICAM-1 were
significantly elevated in comparison to healthy controls. Other markers showed only nonsignificant trends or were
even lower in MDD. Comparison before and after treatment of depression (at baseline and before discharge of the
hospital): Reduced IL-6 and P selectin after antidepressant treatment. * Student’s t-test for dependent samples:
sample 1 baseline vs. discharge; † Student’s t-test for independent samples: baseline sample 1 vs. baseline sample 3;
n.s. = not statistically significant; bold = statistical significant differences between MDD and controls confirmed
after exact age and sex matching (t-test and Mann-Whitney-U test).

2.3. Cardiovascular Risk, Severity of Depression, and Time to Remission in MDD

There was correlative coherence between classical clinical and inflammatory cardiovascular risk
factors and the severity of depressive symptoms: Baseline values showed positive correlations with
HAM-D17 scores for heart rate (Spearman’s ρ = 0.37, p < 0.001), triglycerides (ρ = 0.20, p = 0.001),
and fasting glucose levels (ρ = 0.25, p < 0.001). Weak, but statistically significant negative correlations
could be seen for HDL (ρ = −0.15, p = 0.02) and for the Framingham sum score (ρ = −0.15, p = 0.002)
as well as for the 10-years risk score (ρ = −0.15, p = 0.003). The current smoking status (numbers
of cigarettes) was correlated with hsCRP levels at the time of admission in MDD patients (ρ = 0.59,
p = 0.045).

Baseline values of inflammation biomarkers revealed weak, but statistically significant positive
correlations of HAM-D17 sum scores with hsCRP (ρ = 0.23, p < 0.001), sICAM-1 (ρ = 0.35, p < 0.001)
and IL-1β (ρ = 0.26, p = 0.002). IL-6 showed a positive correlation only before discharge (ρ = 0.30,
p = 0.025).

Surprisingly, a specific combination of psychopathology and inflammatory markers seems to
affect the time to complete remission (HAM-D17 scores ≤ 7) from MDD: patients more likely to
experience a more rapid relief from depressive symptoms suffered from lesser severe MDD (weak
positive correlation of HAM-D17 at baseline with time to remission: ρ = 0.28, p = 0.045), were younger
(ρ = −0.36, p < 0.001) and showed a specific inflammatory biomarker profile at baseline. This included
higher LDL cholesterol (ρ = 0.39, p = 0.037) together with higher IL-1β- (ρ = −0.33, p = 0.030) and
hsCRP-values (ρ = −0.32, p = 0.029) indicating a higher level of chronic inflammation. Also high hsCRP
levels >2.0 mg/dL are considered as sign of subclinical inflammation and a biomarker of an enhanced
cardiovascular risk [29,30]. Baseline hsCRP values were elevated in 38.5% of our MDD patients.
As indicated in Figure 2 the time to reach remission was significantly shorter (mean ± SD high vs.
low: 25.6 ± 17.5 vs. 40.0 ± 27.3 days) in patients with elevated baseline CRP (Kaplan-Meyer-analysis,
Log Rank (Mantel-Cox) d.f. = 1, p = 0.025).
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Figure 2. Kaplan-Meyer survival function of time to full remission of MDD for hsCRP status. Estimated
likelihood of full remission (HAM-D17 score < 7) based on Mantel-Cox’s regression analysis for hsCRP
concentrations at baseline in patients suffering from MDD. Time to full remission was significantly
shorter in patients with elevated baseline hsCRP concentrations.

3. Discussion

Patients with stable CVD suffered from additional MDD in 15.1% of the cases. Our rate of MDD
in CVD patients is in line with other studies investigating the simultaneous presence of both diseases.
In the Enhancing Recovery in Coronary Heart Disease (ENRICHD) study CVD patients one month
after acute MI, 19.8% suffered from a depressive syndrome and 10.5% fulfilled the criteria for MDD [31].
Also Sørensen et al. found a rate of 10.0% of CVD patients fulfilling ICD-10 criteria for depressive
disorders and 7.2% suffered from moderate to severe depression [32]. Our higher incidence rate may
be due to the selection of CVD patients suffering from chronic somatic disease, because we recruited
the patients not shortly after MI as done in other studies, but in a stable condition during their regular
outpatient care in the department of preventive cardiology. An additional reason may be an improved
detection of MDD in comparison to other studies due to highly trained psychiatrists on duty in
our study. Due to the known elevated inflammation markers in CVD without clear connection to
depressive symptoms [33] we omitted the measurement of hsCRP and cytokines in patients suffering
from CVD.

Even if depression has been considered as an additional risk factor for CVD independent of
classical known risks such as age, gender, vital signs, and blood lipid levels [4,34] the presence of
MDD without CVD affects also classical risk factors. In particular, we found a higher number of
patients with prehypertensive BP in MDD patients without antihypertensive medication. In spite of
antihypertensive treatments, hypertensive states according to JNC-7 criteria [28] were more frequent
in CVD. In line with our results, Yan et al. described a higher incidence of hypertension associated
with higher depression rating scores in young adults [35].

We detected higher triglycerides and low HDL cholesterol levels in depressed patients in
comparison to healthy controls. This profile indicates the considerably enhanced risk for CVD in
MDD patients. Differences in fasting glucose levels and waist circumferences as well as a higher
rate of smokers in MDD point towards an unhealthy life style (diet, smoking, and low activity)
associated with depressive symptoms [36]. Our results suggest that the higher cardiovascular risk in
depressive patients is mediated by four of the five component of the metabolic syndrome (triglycerides,
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fasting glucose, waist circumference, and HDL) rather than by other classical risk factors. Therefore,
our findings contribute new data to the current ongoing open debate on the association between
depression and metabolic syndrome [37].

Higher inflammatory biomarkers in MDD in comparison to healthy controls support the theory of
chronic inflammation and an enhanced cardiovascular risk in MDD. hsCRP represents a stable plasma
biomarker for a low-grade systemic inflammation [38]. Elevated IL-6, IL-1β, and sICAM-1 levels in our
MDD patients without CVD support the hypothesis of chronic inflammation in MDD. IL-6 stimulates
HPA-axis overdrive well known in MDD and CRP production which represents an important risk
factor for CVD [39]. This is in line with other studies showing an elevation of inflammatory biomarkers
in depression [40] even if underlying mechanisms still are not fully understood and we still don’t
know whether the inflammation drives depression or vice versa [41].

In contrast to other studies [26], we could not detect a consistent significant impact of successful
antidepressant treatment on all inflammatory markers. Only IL-6 concentrations were significantly
lower after treatment. Possible reasons are the divergent influence of antidepressant medication or of
MDD itself on differential stages of inflammatory processes, which should be systematically studied
in further investigations. We could not detect a reduction of IL-1β concentrations in the peripheral
blood. Nevertheless we cannot rule out reduced concentrations after treatment in the brains of our
patients which are suggested due to results of preclinical studies: rats exposed to chronic mild stress
and treated with the antidepressant fluoxetine for up to 12 days demonstrated lower IL-1β in both
plasma and brain [42]. Therefore, these effects should be investigated systematically in further studies.

However, our data indicate that patients remitted from an acute phase of MDD may still have a
persistent elevated cardiovascular risk independently from the state of the depressive disorder, because
high IL6 indicates an up to three-fold higher risk of sudden cardiac death and high CRP is associated
with nonfatal coronary heart disease [43]. This implies a modification of the actually used and possibly
insufficient prophylactic strategies preventing CVD in remitted MDD patients.

Moreover, we provide first evidence in our MDD sample that higher hsCRP levels, which indicate
subclinical inflammation and higher risks for CVD, are associated with significantly shorter time
to remission during antidepressant treatment. This further fosters the discussion about depression
influencing immune dysregulation [44] or pathological alterations of the immune system causing
depressive symptoms and MDD [26]. In contrast to our results, in the study of Lanquillon et al. in
24 MDD patients higher IL-6 levels predicted worse outcome during the treatment of MDD [45].
However, IL-6 concentrations were not elevated in comparison to healthy controls and elevated CRP
was not useful for the prediction of treatment response.

In a recently published study, patients suffering primarily from hypertension and a metabolic
syndrome showed also depressive symptoms, but no significant relationship between depression
scores and cardiovascular or metabolic risk factors was detected [36]. In our study, smoking showed a
positive correlation with hsCRP [46], but we could not confirm correlations with other inflammatory
markers. However, correlations of inflammatory biomarkers with severity of depression confirmed a
higher cardiovascular risk in more severely depressed patients.

Summarizing the results, our study revealed elevated inflammatory biomarkers in physically
completely healthy MDD patients pointing to an enhanced risk for CVD related to the severity of
depression. However, a positive impact of inflammation on outcome after antidepressant treatment
could be observed. Thus, the immune system’s inflammatory response may not solely facilitate the
symptoms of depression [26] but, similar to infection or injury [44], may also represent a constructive
consequence of the human body facilitating clinical remission in case of MDD.

Patients suffering from MDD are at specific risk for the development of CVD. For the assessment
of this risk the observance of classical cardiovascular risk factors including the Framingham index
appears not to be sufficient. Our study suggests that the enhanced cardiovascular risk is mediated
additionally by non-traditional risk factors including inflammatory biomarkers and a metabolic
syndrome. MDD facilitates an unhealthy life style and consequently favors the development of a
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metabolic syndrome. On the other hand, biomarkers indicating a chronic inflammation, such as hsCRP,
interleukins, and others, suggest that MDD patients are a high risk group for CVD. As a consequence
a close monitoring of smoking status, vital signs (blood pressure and heart rate), triglycerides,
HDL cholesterol, hsCRP, and, if possible, pro-inflammatory cytokines (IL-1β) and adhesion molecules
(sICAM-1) is recommended for cardiovascular risk assessment.

In patients suffering from stable CVD a relatively high rate of MDD could be detected. Due to
the fact that MDD in CVD represents a risk factor for subsequent cardiovascular events sufficient
treatment of a putative depressive disorder is warranted. Effective antidepressant treatment supports
the relief of depression, whereas an improvement of the prognosis and the reduction of cardiovascular
mortality could not be proven sufficiently in prospective studies.

For patients suffering from CVD in combination with MDD a cardiac rehabilitation program is
recommended, because it was found to increase the levels of physical and mental quality of life and
lower also levels of depression [47].

Limitations of our study were the limited case number in comparison to epidemiologic studies.
Therefore we were not able to detect small differences in the investigated biomarkers between our
three groups. Moreover, up until now, no follow-up investigations to detect longitudinal developments
of risk factors and biomarkers and their clinical long-term consequences for the investigated MDD
patient group have been performed. Such further investigations are warranted, because they may help
to better classify the investigated risk factors and deduce better clinical recommendations.

To meet the requirement of an effective prophylaxis of both cardiovascular disorders in MDD and
for diminishing the risk for MDD in CVD, more secondary and primary prevention studies are needed.
In MDD early assessment of cardiovascular risk and an early induction of preventive arrangements
may be useful. These steps may start with nutritional and life style educations, proceed to dietary
arrangements and supplements, and, in case of increased cardiovascular risks, may even include
cardio-protective medication. In CVD early diagnosis, treatment and prophylaxis of depression is
desirable. This may include psychoeducation, psychosocial therapies, psychotherapeutic approaches,
and suitable antidepressant medication.

Even if evidence from randomized controlled trials RCTs still is lacking, in most cases a
combination of the mentioned treatments may be of use. From a clinical point of view only the
awareness for the described risks, sufficient diagnostics and adequate treatment may help to go against
the predicted worldwide rise of the impact of both disorders, CVD and MDD.

4. Material and Methods

4.1. Study Samples

A total of 333 subjects were recruited within the funding period of four years, 23 patients and
controls were excluded due to somatic or psychiatric diagnoses detected after study inclusion or due
to withdrawal of consent. Therefore, a total of 310 patients were investigated in the study. Table 1
shows clinical and demographic data for patients and controls.

One hyndred unrelated in-patients suffering from unipolar MDD were recruited. Patients were
diagnosed by experienced and trained psychiatrists according to DSM-IV [48] using the Structured
Clinical Interview for DSM-IV (SCID). Only patients over 18 years old with an at least moderately
severe depressive episode were included. The main inclusion criteria were unipolar depression and
a score in the Hamilton Rating Scale for Depression [49] (17-item version, HAM-D17) of at least 17.
Exclusion criteria were all other psychiatric comorbidities including e.g., schizophrenia, addiction
or mental retardation. Prior to inclusion in the study blood samples were obtained for routine
laboratory screening, a medical history was taken and a physical examination was performed by a
physician to exclude medical disorders. Clinically relevant medical illness and the concomitant use
of antihypertensive medication as well as hormone replacement therapies, alcohol or drug abuse
within the last 6 month prior to study inclusion or withdrawal signs led to exclusion from the
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study. After washout period of at least 3 days prior to the blood sampling for the study patients
received non-standardized antidepressant treatments (predominantly Mirtazapine up to 45 mg/day
and Venlafaxine up to 300 mg/day) according to clinical requirements, cognitive behavioral treatment
and social support. Changes in the depressive state were monitored using the HAM-D17 which was
the primary outcome variable, the Montgomery-Åsberg-depression rating scale (MADRS) and the
Beck depression inventory (BDI).

One hundred and six outpatients suffering from CVD were recruited from the Department of
Internal Medicine—Preventive Cardiology of the Ludwig-Maximilian-University of Munich (sample
2—CVD). Their psychiatric evaluation included also the SCID for DSM-IV diagnoses together with CGI,
HAM-D17, MADRS and BDI evaluation. Criteria for inclusion were evidence of CVD documented by
confirmed diagnosis of previous myocardial infarction as per hospital discharge summary, or history of
CABG or PCI or evidence of ischemic heart disease based on stress electrocardiography confirmed by
diagnostic imaging. Patients had to be in stable conditions defined as at least 3 months from an acute
episode, intervention or hospitalization for CVD. Thyroid disease, diabetes, hypertension and other
chronic conditions had to be well controlled on a stable medical regimen for a minimum of 3 months.
Inflammatory biomarkers were not determined in sample 2 due to ongoing treatments with statins.

One hundred and four age- and sex-matched controls of Caucasian ethnicity were recruited at
the LMU and screened for psychiatric (SCID) and for medical disorders. A complete medical and
social history, a detailed review of systems and complete physical examination were obtained to assess
absence of cardiac, cerebral or peripheral vascular disease. Subjects with diabetes were excluded as
this is considered a cardiovascular-equivalent disorder. Only healthy individuals negative for both
psychiatric and medical disorders entered the study.

4.2. Assessment of Vital Signs and Calculation of the Framingham-Index

Height and weight were measured and the body mass index (BMI, kg/m2) was calculated.
Hip and waist circumference were measured to calculate the hip/waist ratio. At least two blood
pressure determinations were made after the patient or control subject had been sitting for at least
5 min with the arm at the heart level. Average values were used for further analysis. The calculation
of the Framingham index including the risk factors age, gender, total cholesterol, HDL, systolic and
diastolic blood pressure, and smoking status was performed as described elsewhere [50]. It was
expressed as a total score and the 10-years risk for CVD incidence.

4.3. Biochemical Analyses

Inflammatory Risk Factors

All measurements were performed twice from single blinded personal not knowing sample
affiliation or clinical details. hsCRP concentrations were determined with a commercially available
ELISA (sensitivity 0.1–10 mg/L; DRG Diagnostics, Germany). High sensitivity IL-6 and IL-1β
concentrations were measured using ELISA of R&D Systems, Minneapolis according the protocol
delivered from the manufacturer. MCP-1, VCAM-1, ICAM-1, E-Selectin, P-Selectin, sCD40-L were
determined using ELISAs obtained from IBL (Immuno Biological Lab), Minneapolis, MN, USA
according to standard protocols.

4.4. Statistical Analysis

All analyses were performed using the Statistical Package for the Social Sciences (SPSS) for
Windows (Releases 15-24, SPSS Inc., Chicago, IL, USA and IBM Deutschland GmbH, Ehningen,
Germany). The One-Sample Kolmogorov-Smirnov Test was used to test about normal distribution
of all variables. In case of a non-normal distribution, the corresponding variables were transformed
with the log-transformation to reach a normal distribution before entering parametric testing. In case
of persistent deviations from normal distribution non-parametric comparisons of mean values using
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the Mann-Whitney U test for comparison of means were performed. In case of normal distributions
mean differences in demographic and clinical variables between patients and controls were compared
using univariate analyses of variance (ANOVA procedure) or Student’s t-tests in case of continuous
variables. In case of categorical variables the frequencies were compared using χ2-tests. In addition,
we screened cardiovascular risk factors for correlations with predominantly nonparametric variables
using Spearman’s rho coefficient. To test for influence of hsCRP status on treatment outcome in MDD
patients Kaplan-Meyer survival analysis including Cox-regression was applied.

To rule out significant age and gender effects all comparisons were done after exact matching.

4.5. Ethical Approval

The study was approved by the ethics committee of the medical faculty of the Ludwig-Maximilian-
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Abstract: By catalyzing the hydrolysis of sphingomyelin into ceramide, acid sphingomyelinase
(ASM) changes the local composition of the plasma membrane with effects on receptor-mediated
signaling. Altered enzyme activities have been noted in common human diseases, including alcohol
dependence. However, the underlying mechanisms remain largely unresolved. Blood samples were
collected from early-abstinent alcohol-dependent in-patients (n[♂] = 113, n[♀] = 87) and matched
healthy controls (n[♂] = 133, n[♀] = 107), and analyzed for routine blood parameters and serum
ASM activity. We confirmed increased secretory ASM activities in alcohol-dependent patients
compared to healthy control subjects, which decreased slightly during detoxification. ASM activity
correlated positively with blood alcohol concentration, withdrawal severity, biomarkers of alcohol
dependence (liver enzyme activities of gamma-glutamyl transferase, alanine aminotransferase,
aspartate aminotransferase; homocysteine, carbohydrate-deficient transferrin; mean corpuscular
volume, and creatine kinase). ASM activity correlated negatively with leukocyte and thrombocyte
counts. ASM and gamma-glutamyl transferase were also associated in healthy subjects. Most effects
were similar for males and females with different strengths. We describe previously unreported
associations between ASM activity and markers of liver damage and myelosuppression. Further
research should investigate whether this relationship is causal, or whether these parameters are
part of a common pathway in order to gain insights into underlying mechanisms and develop
clinical applications.

Keywords: acid sphingomyelinase; alcohol dependence; liver enzymes; sphingolipid metabolism;
withdrawal

Part of this work has been presented as a poster at the 1st International Symposium
“Neurodevelopment and CNS vulnerability” in Erlangen, Germany in September 2018.

1. Introduction

Yearly, nearly 2.5 million deaths worldwide are attributable to alcohol use, in addition to other
consequences of alcohol-related diseases and injuries (World Health Organization: Global status report
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on alcohol and health). Various risk factors and mechanisms have been suggested to play a role in the
development and maintenance of alcohol-use disorders [1]. Genetic components account for 50%–60%
according to twin, adoption, and family studies [2]. Prenatal hyperandrogenization [3,4] may partially
be responsible for the two-fold higher prevalence of alcohol dependence in males compared to females.
Disturbances in sphingolipid metabolism have been identified in human studies and animal models of
psychiatric disorders [5], including major and mild depression [6–8], which share a high comorbidity
with alcohol dependence.

Sphingolipids play an increasingly recognized role in neuronal function in the brain, not only by
serving as a membrane component to form a physical barrier. They also influence the local composition
of the plasma membrane, the localization and activity of proteins and, thus receptor-mediated
signaling, in addition to their own actions as ligands [9]. Current research specifically focuses on
enzymes crucial for maintaining the balance between the pro-apoptotic ceramide and its anti-apoptotic
metabolite sphingosine 1-phosphate (the so-called “rheostat”) in the context of various physiological
and pathophysiological conditions [10]. Sphingomyelinases and ceramidases are involved, for example,
in ceramide-mediated signal transduction required for apoptosis, differentiation, and other cellular
(including inflammatory) responses, in intracellular cholesterol trafficking and metabolism, as well
as in lysosomal degradation of sphingomyelin and ceramide [11]. Two further pathways, de novo
biosynthesis and the salvage pathway, lead to the generation of ceramide.

Acid sphingomyelinase (ASM, EC 3.1.4.12), encoded by the gene SMPD1, catalyzes the hydrolysis
of the abundant membrane lipid sphingomyelin into ceramide and phosphorylcholine. Altered enzyme
activities have been noted in a variety of common human diseases [12]. In alcohol dependence, levels
of both the lysosomal [13] and secretory form (S-ASM) of the enzyme are increased, and decrease
gradually during withdrawal treatment in male, as well as female, patients [14,15]. Consequently,
plasma glycerophospholipid and sphingolipid species are also dysregulated in alcohol-dependent
patients [16]. In ethanol-fed mice, tissue ASM activity is increased [17,18]. To our knowledge, there are
no further published studies on the influence of the exposure of animals or cultured cells to ethanol on
peripheral or culture supernatant S-ASM levels, except for one report. No alteration of serum S-ASM
activity was detected in both transgenic mice overexpressing ASM and wildtype mice in a two-bottle
free-choice drinking paradigm with a gender-balanced design [19]. Stimulation of the neutral
sphingomyelinase by ethanol likewise contributes to alterations in the sphingomyelin/ceramide
balance [20,21].

Hepatotoxicity is a major consequence of alcohol misuse. Of note, liver damage could also result
from components of alcoholic beverages beyond their ethanol content. Both in experimental models of
chronic ethanol-induced steatohepatitis, and patients with severe chronic alcohol-related liver disease,
the immunoreactivity and ceramide content are increased [22]. Interestingly, an accumulation of
ceramide and elevated levels of S-ASM have also been found in non-alcoholic fatty liver disease [23].
ASM knockout mice are resistant to alcohol-mediated fatty liver and cell death [24]. Inhibition of
ASM by imipramine blocked the ethanol-induced ASM activation and ceramide generation, resulting
in amelioration of hepatic steatosis in ethanol-fed mice [18]. Likewise, treatment of ethanol-fed rats
with antioxidants, for example, N-acetylcysteine, reduced the severity of chronic alcohol-related
steatohepatitis, possibly attributable to the observed decreased expression of inflammatory mediators,
reduced acid sphingomyelinase activity, and lowered ceramide load [25]. The role of ASM likely
involves sensitization of hepatocytes to the cytotoxic effects of TNFalpha [24] and regulation of
autophagy [26].

The lack of reliable markers of alcohol consumption is a major obstacle to the diagnosis and
treatment of alcohol dependence. Interviews and subjective questionnaires have their limitations,
particularly because subjects are known to downplay the extent of their drinking behavior. Direct
measurement of alcohol concentration in the breath, blood, or urine does not provide information more
than a few hours beyond the most recent consumption of alcohol [27], or it requires special equipment
with a high cost (ethyl glucuronide, ethyl sulfate, phosphatidylethanol) [28]. Currently available
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indirect biochemical markers, including carbohydrate-deficient transferrin (CDT, a form of the serum
iron-carrying protein transferrin, with altered carbohydrate composition), mean corpuscular volume
of erythrocytes (MCV), as well as the liver enzymes gamma-glutamyl transferase (GGT), alanine
aminotransferase (ALT, also glutamic-pyruvic transaminase GPT), and aspartate aminotransferase
(AST, also glutamic-oxaloacetic transaminase GOT), react to steady and significant alcohol intake over
weeks or months, but suffer from relatively low sensitivity and specificity, and an uncertain time
window of detection [28,29].

Furthermore, there is a need for reliable predictors of relapse after withdrawal treatment, which
is a common problem in alcohol dependence, resulting in a rate of up to 85% in the absence of
further support after the initial detoxification phase [30]. A number of known risk factors have
been identified, albeit with limited accuracy and a high cost and time investment, which restricts
their clinical applications for the identification of patients at risk of relapse and for individualized
treatment [31].

In our large and sex-balanced cohort of alcohol-dependent patients and matched healthy controls,
we aimed at characterizing the readily quantifiable activity of peripheral S-ASM with respect to
the phenotype and known biomarkers of alcohol dependence, with particular emphasis on liver
parameters. Moreover, we evaluated the diagnostic performance of this enzyme in discriminating
between patients and controls, and predicting relapse as assessed as alcohol-related readmissions to
the hospital.

2. Results

2.1. Elevated S-ASM Activity in Early-Abstinent Alcohol-Dependent Patients

We quantified the serum S-ASM activity in our cohort of 200 severely alcohol-dependent patients,
and 240 control subjects matched for age and sex (Table 1). We replicated previous findings of
significantly increased levels of S-ASM activity in early-abstinent alcohol-dependent patients [14,15] in
this considerably larger cohort. At recruitment during early abstinence, male as well as female patients
both presented with 1.5-fold higher serum activities, compared to healthy controls (p < 0.001, Figure 1).
In both patients and controls, the enzyme activity was 11% higher in males than in females (p = 0.049
and p = 0.100, respectively). On average, levels decreased slightly during withdrawal treatment by
9.4% (p = 0.007) and 1.5% (p = 0.308) for male and female patients, respectively, to levels that were still
significantly higher than those of control subjects (p < 0.001). However, a decrease was only observed in
about half of the patients (63% of males and 52% of females) during the approximately 5-day interval.
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Figure 1. Sex-specific activity of the secretory acid sphingomyelinase (S-ASM) in alcohol-dependent
male and female patients during early abstinence and follow-up, compared to healthy control subjects.
Boxplots show individual data, and the median and interquartile range. The numbers of male and
female individuals are provided below the x-axis. p-values were calculated using the Mann–Whitney U
test except for the pair-wise comparison for patients where the Wilcoxon signed-rank test was applied.

2.2. S-ASM Activity Is Positively Associated with Alcohol Levels at Admission and Withdrawal Severity

Blood alcohol levels determined during recruitment varied from 0‰ to 3.7‰, and they correlated
significantly with S-ASM activity (Rho = 0.315, p = 8.3 × 10−6, Figure 2a). This moderate effect
was mainly driven by the male subgroup (Rho = 0.371, p = 7.7 × 10−5) and was much smaller in
female patients (Rho = 0.214, p = 0.049). In previous experiments, we had ensured that, in our assay,
the analysis of S-ASM activity was not confounded by the remaining alcohol concentrations in serum
samples [14]. After subdividing the patients according to their predominantly consumed type of
alcoholic beverage (beer n = 83, wine n = 43, hard liquor n = 25), no significant difference in alcohol
concentrations at admission or in S-ASM activity was observed between these subgroups for all
patients and for sex-specific analyses (all p > 0.05, Supplemental Figure S1).

To investigate the relationship between S-ASM activity and withdrawal severity, patients were
asked at the follow-up visit to report their strongest withdrawal symptoms since study inclusion
(CIWA-Ar scale). The cumulative score for ten sub-items (Supplemental Table S1) showed a significant
correlation with S-ASM activity in the total cohort (Rho = 0.242, p = 0.003, Figure 2b). This correlation
derived from the male patients (Rho = 0.194, p = 0.079), and, to a larger extent, from female patients
(Rho = 0.267, p = 0.034). There was a particularly notable association between S-ASM and the sub-item
scores for nausea/vomiting (Rho = 0.232, p = 0.005), and most strongly for tremor (Rho = 0.351,
p = 1.4 × 10−5) in the total cohort with considerably stronger effects in the male patient subgroup
(Figure 2c, Rho = 0.395, p = 2.2 × 10−4 in males vs. Rho = 0.250, p = 0.048 in females).
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Figure 2. Correlation of serum S-ASM activity with blood alcohol levels and withdrawal in
alcohol-dependent patients: (a) S-ASM activity is positively associated with blood alcohol levels of male
and female patients at study inclusion; (b) S-ASM activity is positively associated with withdrawal
severity in male and female patients assessed by the Clinical Institute Withdrawal Assessment for
Alcohol revised scale (CIWA-Ar total score); (c) S-ASM activity is strongly positively associated with
the CIWA-Ar sub-item tremor. S-ASM: secretory acid sphingomyelinase. Individual data with linear
regression line and 95% confidence intervals (a,b) and boxplots with median and interquartile range (c).

2.3. S-ASM Activity Is Strongly Associated with Liver Enzymes in Alcohol-Dependent Patients

The liver is severely damaged by excessive consumption of alcoholic beverages as indicated by
an increase in activities of the liver enzymes GGT, ALT, and AST. In line with the elevated S-ASM
activities in patients, we have found strong and highly significant correlations of S-ASM with these liver
enzyme activities (Rho > 0.37 and p < 6 × 10−8 for all three enzymes, Table 2, Figure 3). Interestingly,
the strength of these associations was similar for both male and female patients.

Figure 3. Correlation of serum S-ASM activity with liver enzymes in alcohol-dependent patients and
healthy controls: (a–c) Associations for patients; (d–f) Associations for healthy controls. For control
graphs, the strongest outliers deviating from the mean by more than two standard deviations were
excluded from the graph (one for GGT, two each for ALT and AST each) to avoid distortion of the
linear regression line and compression of the dataset. S-ASM: secretory acid sphingomyelinase, GGT:
gamma-glutamyl transferase, ALT: alanine aminotransferase (glutamic-pyruvic transaminase, GPT),
AST: aspartate aminotransferase (glutamic-oxaloacetic transaminase, GOT). Individual data with linear
regression line and 95% confidence intervals.

2.4. S-ASM Activity Is Associated with GGT and ALT Activity in Healthy Controls

Despite the much lower variations in GGT and ALT liver enzyme activities in healthy controls
compared to patients, both were also positively (albeit weaker) correlated to the S-ASM activity
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(Table 2, Figure 3). The female subgroup contributed more to this effect. While alcohol blood levels or
consumption were not assessed in the healthy control subjects and could be the mediators, S-ASM,
however, was not associated with commonly utilized scales to detect alcohol misuse, using AUDIT
(Rho = 0.085, p = 0.208) or CAGE scores (Rho = 0.038, p = 0.555). This was also true for sex-specific
analyses. Of note, further exploratory analysis revealed an influence of age on S-ASM activity in this
group of healthy individuals (Rho = 0.268, p = 2.6 × 10−5) which was clearly more relevant for males
(Rho = 0.320, p = 1.8 × 10−4) than females (Rho = 0198, p = 0.041). Moreover, GGT activity was found
to be age-dependent in this group (Rho = 0.286, p = 7.0 × 10−6), with a definitely larger effect from
males (Rho = 0.352, p = 3.3 × 10−5) than females (Rho = 0.299, p = 0.002). In consideration of these two
positive correlations, we cannot exclude that the observed association of S-ASM with GGT in healthy
subjects is partially driven by an age effect. For ALT, a dependence on age was exclusively found in
the female subgroup (Rho = 0.336, p = 4.0 × 10−4).

When we subdivided the group of healthy control subjects into those with at least one
binge-drinking episode (≥5 standard drinks of ~13 g of alcohol per drink within 2 h) during the
past 24 months (n = 36) versus those without a binge-drinking episode (n = 204), we unexpectedly
observed slightly decreased S-ASM levels in binge-drinkers in comparison to the increased S-ASM
levels in alcohol-dependent patients (Supplemental Table S2). However, considering the influence
of age, these lower S-ASM activities might be due to the naturally lower age of the binge-drinking
group, particularly the males.

Another unanticipated observation was that the association of S-ASM levels with liver enzymes
strengthened in the healthy control sample after exclusion of binge-drinkers (GGT: Rho = 0.310,
p = 6.3 × 10−6; ALT: Rho = 0.193, p = 0.006 for n = 204, compared to Table 2) whereas there was
no statistical trend observed for the small binge-drinking group (n = 36, p > 0.3 for both enzymes).
This was also true for the sex-specific analysis of GGT.
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2.5. Comparison of S-ASM Activity with Additional Biomarkers of Alcohol Dependence

In addition to a clear elevation of the liver enzymes GGT, ALT, and AST, pathophysiological
processes in alcohol-dependent patients lead to further alterations that can be detected in peripheral
blood samples, including CDT, MCV (both often serving as biomarkers for alcohol dependence),
and homocysteine. Of note, S-ASM activities were also associated with these parameters, but these
relationships were weaker than those with liver enzymes, and they also showed different strengths
for male and female subgroups (Table 2). For CDT, the association was strong and highly significant
for the total group, as well as for males and females separately. For homocysteine, it was moderate
and highly significant for the total group, but only for males separately. For MCV, the association was
weak and only found for females.

We next analyzed the quality of S-ASM as a biomarker for alcohol dependence by comparing
sensitivity and specificity with those of established parameters. The predictive power of S-ASM
activity in our cohort, as judged from the area under the curve (AUC = 0.771), was in a similar range,
but it was lower than that of classically used biomarkers CDT (0.868), GGT (0.853), and MCV (0.799)
in our sample (Table 3). Due to its high correlation with these parameters, adding S-ASM to the
biomarkers listed in Table 3, in a binary logistic regression model that included sex and age, did not
clearly improve the prediction (correct classification of one more patient). This marker would, thus,
probably not add clinically relevant information to the current practice to separate alcohol-dependent
patients from non-alcohol-dependent subjects.

Table 3. ROC analysis for S-ASM, common alcohol biomarkers, and alcohol-dependent routine
blood parameters.

Total Cohort ♂ ♀
AUC Y Sens Spec AUC Y Sens Spec AUC Y Sens Spec

S-ASM (fmol/h/μL) 0.771 151 0.850 0.554 0.787 224 0.504 0.910 0.753 151 0.816 0.607
CDT (%) 0.868 1.72 0.760 0.849 0.890 1.77 0.796 0.841 0.848 1.71 0.690 0.888

GGT (U/L) 0.853 39.5 0.740 0.817 0.843 44.0 0.779 0.774 0.886 33.5 0.770 0.869
MCV (fl) 0.799 90.1 0.787 0.695 0.778 90.0 0.777 0.684 0.824 91.8 0.729 0.830

ALT (U/L) 0.687 47.5 0.410 0.904 0.687 47.5 0.522 0.857 0.725 22.5 0.621 0.738
AST (U/L) 0.806 33.5 0.700 0.821 0.816 35.5 0.752 0.812 0.837 26.5 0.782 0.776
Hcy (μmol) 0.758 13.2 0.650 0.750 0.742 13.0 0.717 0.669 0.783 12.2 0.667 0.785

ROC: receiver operating characteristic, AUC: area under the curve, Y: Youden cut-point, Sens: sensitivity,
Spec: specificity, S-ASM: secretory acid sphingomyelinase, CDT: carbohydrate-deficient transferrin, GGT:
gamma-glutamyl transferase, MCV: mean corpuscular volume, ALT: alanine aminotransferase (glutamic-pyruvic
transaminase, GPT), AST: aspartate aminotransferase (glutamic-oxaloacetic transaminase, GOT).

When comparing males and females, the differentiation capacity of the analyzed parameters,
as indicated by the AUC, was similar, with a maximum of 5% difference in AUC. S-ASM and CDT
differentiated slightly better for males, and GGT, MCV, ALT, AST, and Hcy for females. This was
despite considerable variation in the cut-point determined by the Youden index. For the S-ASM
activity, the optimal cut-point was nearly 50% higher (224 fmol/h/μL) in males than in females
(151 fmol/h/μL), which might reflect the weak sex difference in patients and trend difference in
controls (Table 1). The Youden cut-point for males was also markedly higher than for females for the
liver enzyme activities GGT, ALT, and AST, with a factor between 1.3 and 2.1 (Table 3) related to the
sex differences for these enzymes in patients and controls (Table 1).

We included creatine kinase (CK) in our analysis, which is typically assayed as a marker of muscle
damage, because alcohol has been found to lead to a rapid increase in plasma CK activity in rats [33].
Moreover, raised levels of CK have been detected in various psychiatric conditions, including alcohol
dependence [34]. In addition, CK differentiated between alcohol dependence, alcohol withdrawal,
and delirium tremens (with increasing levels in that order) [35]. We also found significantly lower
CK activity in females compared to males for patients, as well as for healthy controls (Table 1), which
was similarly observed in the animal model [33]. Contrary to the expectation of increased levels,
CK was slightly, but not significantly, decreased in patients compared to healthy subjects (Table 1).
Thus, CK would not be useful as a biomarker for alcohol dependence, based on our data. However,
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we observed a positive correlation between CK and S-ASM activity within the group of patients
(Table 2), characterized by a stronger contribution from the female group.

2.6. S-ASM Activity Is Differentially Associated with Myelosuppression in Patients and Controls

As expected from the strong association of S-ASM activity with hepatotoxicity, as demonstrated
by the correlation with liver enzymes, the enzyme activity was also related to myelosuppression in
patients (Table 2). In the total cohort of patients (and, particularly, in the male subgroup), higher
S-ASM levels correlated with lower leukocyte numbers, which are indicative of the toxic effect of
alcohol on hematopoiesis. In contrast, higher S-ASM levels in healthy controls (especially in females)
were associated with higher leukocyte numbers, which could reflect inflammatory processes that are
known to be related to elevated S-ASM levels [12]. For thrombocytes, higher S-ASM levels were also
associated with lower cell counts, and the strongest effects were found in female patients. Here, we did
not observe an effect in controls.

2.7. S-ASM Activity Is Associated with Alterations in Triglycerides in HDL Cholesterol in Patients

Triglycerides and cholesterol subspecies might interact with the activity of a lipid metabolizing
enzyme, such as S-ASM. Levels of triglycerides were slightly increased in female patients and unaltered
in males, compared to controls, in contrast to a decrease found in Japanese [36] and in European
Americans [37] for low-to-moderate alcohol consumption (Table 1). Triglyceride concentrations
correlated negatively with S-ASM activity in our total patient group, as well as in male patients
(Table 2), in accordance with previous observations in a smaller study [14].

Both male and female patients’ samples contained significantly higher levels of high-density
lipoprotein (HDL) cholesterol (Table 1), in line with published reports for the effect of alcohol
intake [36–38]. The significant positive correlation between HDL cholesterol levels and S-ASM activity
in patients (Table 2), in agreement with previous reports [14], could reflect a causal relationship
or an independent influence of alcohol consumption on both parameters. Interestingly, while the
concentration of low-density lipoprotein (LDL) cholesterol was also significantly altered in both
male and female patients, in line with published data on reduced levels [36,37], unlike for HDL
cholesterol, it was not associated with S-ASM activity (Tables 1 and 2), in accordance with previous
results [14]. The analysis of HDL and LDL cholesterol subfractions could provide further insights into
these apparently differential relationships with S-ASM activity.

In healthy control subjects, we detected only a relationship between S-ASM and triglycerides in
females, with an opposite direction compared to patients, i.e., higher S-ASM activity was associated
with higher triglyceride levels (Table 2).

2.8. S-ASM Activity Does Not Predict Alcohol-Related Readmission for Patients

Medical records of patients were checked for 24 months after recruitment, to assess alcohol-related
readmissions. However, S-ASM activity did not differ between patients with at least one alcohol-related
readmission (n = 122), and those without a readmission (n = 78; Mann–Whitney U test, U = 4451,
p = 0.442). Moreover, the S-ASM activity did not predict the days until the first readmission
(Rho = −0.042, p = 0.555), nor did it predict the number of readmissions (Rho = 0.025, p = 0.723).
This was also true when male and female patients were analyzed separately. On the other hand,
one of the strongest known predictors—the number of previous withdrawal treatments—also strongly
predicted alcohol-related readmission in this cohort (Mann–Whitney U test, U = 1368, p = 2.0 × 10−5),
as well as days until first readmission (Rho = −0.345, p < 1.8 × 10−5) and the number of readmissions
(Rho = 0.400, p < 5.3 × 10−7).

3. Discussion

We have confirmed both the previously described increased activity of S-ASM in
alcohol-dependent patients, and the decrease in S-ASM activity during detoxification treatment in a
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large and sex-balanced cohort [14,15]. However, in a smaller previous study consisting predominantly
of males, S-ASM activity in patients was 3-fold higher compared to healthy controls, and it declined
in every single individual over 7–10 days of withdrawal treatment by 52% of the initial value,
on average [14]. In another small mixed gender study without controls, S-ASM activity fell by
15%–20% for females to 22%–29% for males during 2–7 days of treatment. A possible explanation for
the smaller effects, in this study, could be our time window for inclusion during early abstinence (i.e.,
24 to 72 h after the last consumption of alcohol), which could already be too late to detect the high
initial drop in ASM activity.

While the increase in S-ASM activity in alcohol-dependent patients has been replicated, its origin
remains elusive. A wide variety of cells have been demonstrated to secrete substantial amounts of this
Zn2+-dependent enzyme, including human vascular endothelial cells, macrophages, and platelets [12],
resulting in detectable levels not only in the blood, but also in cerebrospinal fluid [39]. In mice
fed on an atherogenic diet containing saturated fats and cholesterol, an increased macrophage
secretion seemed to be responsible for the elevated S-ASM activity [40]. The enzyme might be
released into the bloodstream when cells are injured by ethanol, or other components of alcoholic
beverages or as a response to systemic changes induced by these factors. ASM is a key regulator
of ceramide-dependent signaling pathways, and it can be induced by cellular stress resulting
from inflammation or infection [12]. Mechanisms of ASM activation by ethanol could involve
post-translational, as well as transcriptional effects [41].

On the other hand, alcohol-dependent patients could carry risk factors for endogenously higher
ASM levels. Genetically determined ASM activity is already known to influence the susceptibility
for common human diseases, such as allergy [42]. However, because known single nucleotide
polymorphisms or variations in the repeat number within the special signal peptide negatively
affect ASM activity [12,43,44], it is rather unlikely that a frequent, but so far undetected, variant
within the SMPD1 gene would predispose carriers to developing alcohol dependence, and be the
cause of higher S-ASM levels. On the other hand, processes associated with posttranslational
modifications, and regulation that modulate ASM trafficking, maturation, or secretion [45], as well as
those leading to degradation of the enzyme, could permanently or temporarily be altered in patients.
Additionally, gene variants encoding proteins further upstream in the lipid synthesis pathway, such as
in SERINC2, could alter ASM levels. This gene was identified as a top-ranked risk gene for alcohol
dependence [46,47], and the encoded protein incorporates serine into membranes, facilitating the
synthesis of phosphatidylserine and sphingolipids [48]. Moreover, SMPD1 splicing [49] has been
reported to influence ASM activity and be altered in major depression [50]. However, it has not yet
been analyzed in alcohol dependence.

Remarkably, GGT values of a considerable proportion of healthy controls (17% of males, 7% of
females) were above the normal reference range of the analyzing laboratory, with the upper limit of
60 U/L for males and 40 U/L for females. Moreover, there is evidence from data on blood pressure,
pulse rate, relative body weight, and serum insulin, that call for an even lower upper limit of 10 U/L,
compared to the 28 U/L limit at the time of the investigation [51]. Consumption of small amounts of
alcoholic beverages as “social” drinking, that is not yet detected by the CAGE or AUDIT questionnaires,
but is probably the main cause of elevated GGT activity which reflects a low level of liver damage,
seems to also be associated with higher S-ASM levels in control subjects. However, the influence
of chronic low-dose alcohol exposure appears to be different from the impact of acutely high levels,
suggested by the different correlations between GGT and S-ASM after subdividing the healthy control
sample according to the presence of binge-drinking episodes. These associations of S-ASM activity
with liver enzyme activities warrant further investigation.

We detected a significant correlation between S-ASM and each patient’s alcohol levels at admission.
A greater effect was observed in the male subsample, but no relationship was found with the
predominantly consumed type of alcoholic beverage. It is also noteworthy that there were different
correlation strengths for S-ASM and various classical biomarkers of alcohol-dependence. While the
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association was very strong for liver enzymes and CDT, it was much weaker for the well-accepted
indicator, MCV. Similarly, significant correlations between ASM and the indicators of hepatic injury
(GGT, ALT, and AST) have also been described for patients with a hepatitis C virus infection where
ASM showed a high discriminative power [23]. There could be a common link between ASM and
hepatotoxicity that involves endoplasmic reticulum stress and cholesterol loading of mitochondria [52]
that are highly abundant in hepatocytes, possibly via mechanisms of transcriptional regulation recently
identified for mitochondrial defects in lysosomal storage disorders, like Niemann–Pick disease caused
by a genetic defect in the ASM encoding gene (Yambire K.F. et al. preprint under revision).

Withdrawal symptoms, assessed during the follow-up visit using the CIWA-Ar scale, were significantly
related to S-ASM levels, and this correlation was stronger in females than in males. On the other hand,
the strong and highly significant positive relationship, between the sub-item tremor during detoxification
and S-ASM, was most prominent in males. Interestingly, when beta-endorphin levels from the same
cohort were analyzed with respect to withdrawal severity, the female subgroup contributed mostly to the
correlation of the sub-item score for impaired concentration with higher initial beta-endorphin levels, as well
as a stronger decline during withdrawal [53]. These sex-specific effects once more emphasize the importance
of separate analyses for males and females in the field of alcohol addiction.

Although there is a need for very cautious interpretation due to the clearly different
mechanisms at work, there is an intriguing association between tremor and ASM in a very different
disorder—Parkinson’s disease—with tremor being one of the primary early symptoms. Following
the initial identification of the rare p.L302P mutation in SMPD1 as a strong risk factor for Parkinson’s
disease in Ashkenazi Jews [54], two additional SMPD1 founder mutations were identified in this
population [55]. A pathogenic mechanism for Parkinson’s disease has been hypothesized that
involves alterations of the autophagy–lysosome pathway based on additional genetic factors encoding
lysosomal enzymes [56].

Biomarkers for alcohol consumption, that are more reliable than self-reports and physiological
assessments, are essential not only for diagnosis and treatment of alcohol-related disorders, but also
for epidemiological studies of the health effects of alcohol itself, or of other exposure events with
alcohol as a cofactor. No gold standard is yet available, and commonly applied biochemical markers
are far from ideal with respect to their discriminatory power, as indicated by AUC values ranging
from 0.21 to 0.67 [29]. While new approaches, including protein markers [29], DNA methylation
patterns [57], aldehyde-induced DNA, and protein adducts [58], and even neuroimaging [59,60]
enhance the detection of heavy drinkers, there is still room for improvement, for example, by utilizing
novel biomarkers or by developing of a composite score for excessive alcohol use screening [61]. In our
study population, S-ASM activity alone did not perform better than any of the analyzed markers
(Table 2, AUC = 0.77 compared to AUC ≥ 0.80 for conventional biomarkers in our cohort), and it also
did not appear to be beneficial when this information was added to a combined model. However,
S-ASM elevation might respond to a different threshold of alcohol consumption and/or span a different
time window than CDT, MCV, or GGT. So far, only the gradual decrease during the short period
of withdrawal treatment of up to 10 days has been described, characterized by a reduction ranging
from 6% to 52% of the initial value, in this and previous studies [14,15]. The rate of decline would be
relevant in monitoring for relapse. The response time of S-ASM to different amounts and types of
alcohol intake has not been investigated yet.

There was no indication that S-ASM levels are suitable to predict 24-month alcohol relapse,
although the collected data appeared valid, as suggested by the observed and known strong predictive
value of the number of previous withdrawal treatments. Further predictive factors have also been
identified in this NOAH cohort. For example, a single nucleotide variant in OPRM1, which encodes the
mu opioid receptor binding the endogenous ligand beta-endorphin, was associated with an increased
risk of more and earlier alcohol-related hospital readmissions [53]. Moreover, a higher body mass
index in male patients and higher craving scores [62], as well as clinical Cloninger and Lesch typology
classifications [63] are suggested as easily accessible risk factors and promising tools. The failure of
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S-ASM to serve as a useful predictor of alcohol relapse, however, does not imply that other components
and enzymes of the sphingolipid pathway could not serve as biomarkers. Analysis of their activities
or of the serum sphingolipid profile has, thus, some potential, given the relationships of S-ASM with
the alcohol biomarkers observed in this study.

Although offering promising results, our study has some limitations beyond the limited
sample size. The group of healthy controls was not abstinent and might not be representative because
they were recruited from a largely academic environment. They also differ from patients in parameters
such as BMI, smoking, and certainly nutrition, including supply with vitamins, which could have an
additional influence on the observed effects. Many patients had to be excluded during the screening
process and, thus, the generalization of the patient data might also be limited. The frequency of relapse
is certainly underestimated, and could contribute to the observed lack of an effect of ASM because we
relied on medical records for readmission to the two study centers. We, therefore, may have missed
patients treated at other centers, or who did not seek out medical advice at all. Our data need to be
interpreted with caution because they do not reflect causal relationships, but are instead associational.
Future studies should investigate the potential causation of these findings. Some aspects warrant
verification in cell culture or animal models. Due to the explorative nature of the study, we have not
corrected the p-values for multiple testing. As such, some strong and nominally highly significant
associations would survive strict corrections, but still require independent verification in larger cohorts
of mixed sexes, if possible.

4. Materials and Methods

4.1. Cohort Characteristics

This investigation was part of the bicentric, cross-sectional, and prospective Neurobiology of
Alcoholism (NOAH) study [32]. In 2013 and 2014, a sex-balanced cohort of 200 alcohol-dependent
in-patients seeking withdrawal treatment was recruited at the Universitätsklinikum Erlangen
Department of Psychiatry and Psychotherapy, and the Klinikum am Europakanal Clinic for Psychiatry,
Addiction, Psychotherapy, and Psychosomatic Medicine in Erlangen, Germany. Each patient was
diagnosed with an alcohol-use disorder according to the fifth edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-5, American Psychiatric Association, 2013) and alcohol dependence,
according to the tenth revision of the International Classification of Diseases (ICD-10, World Health
Organization, 1992). In addition, we recruited 240 healthy control subjects who underwent a multi-step
screening procedure to exclude severe somatic and psychiatric morbidity (with the exclusion of
nicotine dependence) (for details see [32]). The study was approved by the Ethics Committee of the
Medical Faculty of the Friedrich-Alexander University Erlangen-Nürnberg (NOAH study ID 81_12 B,
19 April 2012). All participants provided written informed consent.

The study inclusion with the first blood draw took place during early abstinence (24 to 72 h of
abstinence). Afterwards, 81.5% of the patients participated at a direct follow-up at median 5 days
later (interquartile range (IQR) 3–6), which included a second blood draw. Whole blood, behavioral
scores, and other parameters [32] were collected at the time of recruitment. The German version of the
Clinical Institute Withdrawal Assessment for Alcohol revised (CIWA-Ar) scale was used to measure
alcohol withdrawal severity in patients at the follow-up [64]. The patients’ records were followed for
24 months post-inclusion, to investigate alcohol-related readmissions. In the healthy controls, potential
problems of alcohol consumption were assessed by the 4-item CAGE questionnaire [65], and the
10-item Alcohol Use Disorders Identification Test (AUDIT) [66]. The study sample characteristics are
provided in Table 1.

4.2. Blood Analysis

Blood samples were collected in the morning for all individuals to minimize circadian effects on
hormone levels. Serum vials were centrifuged (10 min and 2000× g at room temperature), and serum
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was aliquoted and placed into storage at −80 ◦C for later S-ASM activity assays. Glutamic oxaloacetic
transaminase (GOT), glutamic-pyruvic transaminase (GPT), gamma-glutamyl transferase (GGT),
and creatine kinase (CK) activities, as well as leukocyte and thrombocyte counts, triglycerides, total,
HDL and LDL cholesterol, were quantified at the Central Laboratory of the Universitätsklinikum
Erlangen, Germany (DIN EN ISO 15189 accredited), from separately collected serum and EDTA vials.
Except for one patient who underwent a direct measurement, blood alcohol concentrations were
estimated from breath alcohol content that was determined and documented upon admission to
the hospital.

4.3. Determination of S-ASM Activity

The activity of S-ASM was quantified using the fluorescent substrate BODIPY-FL-C12-SM
(N-(4,4-difluoro-5,7-dimethyl-4-bora-3a,4a-diaza-s-indacene-3-dodecanoyl)sphingosyl
phosphocholine, D-7711, Thermo Fisher Scientific, Waltham, MA, USA), as described previously [67].
Briefly, the reaction was performed in 96-well polystyrene plates with 58 pmol sphingomyelin in
a reaction buffer totaling 50 μL in volume, in the following composition: 200 mM sodium acetate
buffer (pH 5.0), 500 mM NaCl, 0.2% IGEPAL®CA-630 (NP 40), and 500 μM ZnCl2. The reaction was
initiated by the addition of 6 μL of a 1:10 dilution of serum in physiological 154 mM NaCl solution.
After incubation at 37 ◦C for 24 h, reactions were stopped by freezing at −20 ◦C, and stored until
further processing. For direct chromatography, 1.5 μL of the reaction was spotted directly without
further purification on silica gel 60 thin layer chromatography plates (ALUGRAM SIL G, 818232,
Macherey-Nagel, Düren, Germany). Product and uncleaved substrate were separated using ethyl
acetate with 1% (v/v) acetic acid as a solvent. Spot intensities were detected on a Typhoon Trio scanner,
and quantified using the ImageQuant software (GE Healthcare Life Sciences, Buckinghamshire, UK).
All enzyme activity assays were carried out with four replicate dilutions of each sample, and using the
same lot of reagents and consumables and performed by a single operator.

4.4. Statistics

Data were analyzed using IBM SPSS Statistics Version 21 for Windows (SPSS Inc., Chicago, IL, USA)
and GraphPad Prism 7.00 (GraphPad Software Inc., San Diego, CA, USA). Continuous data are presented
as the median and IQR in tables as calculated by the custom tables function of SPSS. In the case of
missing data points (percentage indicated in Table 1), study subjects were excluded from the specific
analyses. Spearman correlations were employed to evaluate associations between two continuous
variables. Differences between groups were tested using the Mann–Whitney U test because the
values were not normally distributed according to the Kolmogorov–Smirnov test. Differences between
alcohol-dependent patients’ enzyme activities at different time points were tested using the Wilcoxon
signed-rank test. p-Values less than 0.05 for two-sided tests were considered statistically significant.
Receiver operating characteristic curve analysis was used to estimate S-ASM activity and alcohol
biomarkers required to separate alcohol-dependent patients from healthy controls (including AUC,
Youden cut-point, and related sensitivity and specificity). Female and male patients were analyzed
separately because of the well-established sex differences in alcohol dependence [68,69] and the highly
significant differences in many of the investigated parameters between males and females (Table 1).

5. Conclusions

We replicated our previous observation of increased S-ASM activity in male and female
alcohol-dependent patients by examining a large cohort. We characterized previously unreported
associations among S-ASM, alcohol levels, and alcohol withdrawal, as well as biomarkers of
alcohol dependence. These associations were not only observed in patients but, to some extent,
in healthy controls as well. While most effects were similarly present in male and female subgroups,
some differences emphasized the necessity to sex-specificity when analyzing the data. Further research
should investigate whether there is a causal relationship, or whether these parameters are part
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of a common pathway, in order to gain insights into the underlying mechanisms and to develop
clinical applications.

Increased lysosomal and S-ASM activity in alcohol-dependent patients could lead to elevated
ceramide concentrations in the brain. Ceramide is assumed to act as a negative regulator of
neurogenesis, neuronal maturation, and survival [70]. Thus, a reduction by pharmacological means
(most common antidepressants act as functional inhibitors of ASM [71,72]) to normalize levels could
improve these pathologies. A less direct effect could be achieved by nutritional changes, such as
supplementation with docosahexaenoic acid during detoxification, to potentially protect against
dependence-related neuroinjury [73,74]. A more comprehensive molecular understanding of the
alterations of sphingolipid metabolism in the context of alcohol dependence would provide a basis for
the rational development of new drugs and treatments.
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acid sphingomyelinase (S-ASM) in alcohol-dependent male and female patients subdivided according to their
predominantly consumed type of alcoholic beverage during early abstinence. Boxplots show individual data,
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Abstract: Alpha-synuclein (SNCA) is a small membrane protein that plays an important role in
neuro-psychiatric diseases. It is best known for its abnormal subcellular aggregation in Lewy bodies
that serves as a hallmark of Parkinson’s disease (PD). Due to the high comorbidity of PD with
depression, we investigated the role of SNCA in patients suffering from major depressive disorder
(MDD). SNCA mRNA expression levels were analyzed in peripheral blood cells of MDD patients
and a healthy control group. SNCA mRNA expression was positively correlated with severity of
depression as indicated by psychometric assessment. We found a significant increase in SNCA mRNA
expression levels in severely depressed patients compared with controls. Thus, SNCA analysis could
be a helpful target in the search for biomarkers of MDD.

Keywords: alpha-synuclein; SNCA; major depression; Hamilton Scale of Depression

1. Introduction

Alpha-synuclein (SNCA) is a small membrane protein (~14 kDa) consisting of 140 amino acids
encoded on chromosome 4q21 [1–4]. It was shown that SNCA is localized close to synaptic vesicles
and interacts with the cell membrane. A specific role in the regulation of dopamine transmission
was suggested [5]. SNCA was further found to localize at neuronal growth cones, which indicates
a role in neuronal plasticity [6–10]. Abnormal subcellular SNCA aggregation is a hallmark of
neurodegenerative diseases (Parkinson’s disease, dementia with Lewy bodies, and multiple system
atrophy) that are recognized as alpha-synucleinopathies [11]. In addition, there is increasing evidence
that SNCA could also be involved in the pathophysiology of major depressive disorder (MDD).
MDD is a severe psychiatric disorder with a lifetime prevalence of approximately 10% that is
characterized by depressed mood, a decline in motivation and the loss of feelings of pleasure and
interest, resulting in increased suicide rates [12]. Due to the unclear pathogenesis of MDD it is
suggested that environmental factors such as psychosocial stress and genetic characteristics trigger
dysregulation of the cytokine system, the neurotransmitter systems, the hormonal systems and the
circadian rhythm [13–16]. It has been shown that in all alpha-synucleinopathies, there is a 30–60%
comorbidity with MDD [11]. An involvement of SNCA in psychiatric disorders was first detected
in a study about eating disorders that correlated SNCA mRNA levels positively with the severity of
depressive symptoms [17]. The connecting link between SNCA and MDD could be its modulating
effect on monoamine transporters [18]. SNCA influences the expression and, thereby, the activity
of dopamine, serotonin and norepinephrine transporters through direct binding and influence on
trafficking, and helps to maintain the homeostasis of monoamine neurotransmitters in the brain [19–21].
SNCA was also associated with stress in a rat model of depression [22]. In addition, antidepressant
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therapy influences the SNCA system. Desipramine has been shown to modulate SNCA and the
norepinephrine transporter in an animal model of depression [23]. Antidepressant therapy was found
to influence SNCA mRNA expression in the hippocampus of rats [24]. Rats that were treated with
paroxetine showed decreased protein expression of SNCA [25]. Several SNCA single nucleotide
polymorphisms (SNPs) have been identified and seem to play an important role in the pathophysiology
of psychiatric diseases. Alcohol craving, for example, was shown to be associated with an SNP in
the SNCA gene [4] and higher SNCA protein levels in patients [26]. Moreover, significantly longer
alleles of the repeat NACP-REP1 were detected in alcohol-dependent patients compared with healthy
controls [27]. The NACP-REP1 length polymorphism was also found to correlate with depressive
symptoms in healthy volunteers [15]. GWAS studies have identified SNCA as one of the top genes
relevant to psychiatric disorders [28].

Therefore, we hypothesized a role for SNCA in MDD and investigated the link between SNCA
mRNA expression in peripheral blood and depressive symptoms in depressed patients.

2. Results

2.1. SNCA mRNA Expression Correlates Positively with the Severity of Depressive Symptoms

The mRNA expression levels of SNCA were determined in peripheral blood cells of MDD patients.
The severity of depressive symptoms in patients was assessed using two psychometric scales: the
Hamilton depression rating scale (HAM-D-17) for clinician-administered rating and Beck’s Depression
Inventory—revised (BDI-II) for self-report rating. To investigate the relationship between SNCA mRNA
expression and the severity of depressive symptoms in patients, we conducted a correlative analysis.
Using Pearson correlation, we found a significant correlation between SNCA mRNA expression levels
and BDI-II (r = 0.281, p = 0.026) and HAM-D-17 scores in the patients (r = 0.273, p = 0.028). Thus,
the severity of depressive symptoms in MDD patients, as indicated by a higher psychometric score in
the self-report rating as well as in the clinician-administered rating, was positively correlated with the
measured SNCA mRNA expression in their blood cells.

2.2. SNCA mRNA Expression is Increased in Patients with Severe Depression

When analyzing the data of the MDD patients more closely, it turned out that the two patient
subgroups, “ADT” (MDD patients recruited for the study “AntiDepressive Therapy” (ADT)) and
“BLADe” (MDD patients participating in the study “Blood Lipid Alterations in Depression” (BLADe),
Table 1) differed not only with regard to treatment, but also with regard to severity of symptoms.
The patients of the ADT study, who were untreated, had an average HAM-D score of 17.7 ± 8.2 points,
which characterizes this group as being moderately depressed. In contrast, the patients of the BLADe
study, who were already treated at the beginning of the study, had an average HAM-D score of
21.4 ± 5.2 points, which falls into the category of severe depression. The difference in the severity of
symptoms between both groups was statistically significant, as the ADT group exhibited significantly
lower HAM-D scores than the BLADe group (t-test, df = 63, T = 2.2, p = 0.031; Table 2). There was no
significant difference between females and males regarding the severity of depression (HAM-D score
of 21.3 ± 6.6 and 18.0 ± 6.7, respectively; t-test, df = 63, T = −1.9, p > 0.05).

In a further analysis, we assessed the difference in SNCA mRNA expression between patients and
controls. Due to the significant difference in age between the BLADe patient group and the healthy
volunteers (Table 1), age was included as a covariate in all analyses. SNCA mRNA expression values
were normally distributed. Compared with the control group, which had a mean normalized SNCA
mRNA expression level of 17.4 ± 5.4 in their blood cells, MDD patients in the BLADe and ADT studies
displayed increased SNCA mRNA expression levels (mean normalized expression of 31.9 ± 15.3 and
24.3 ± 13.8, respectively; analysis of variance (ANOVA) df = 2, F = 5.9, p = 0.004; Table 2). Pairwise
comparison analysis revealed that the significant difference resulted from the comparison of the control
group with the BLADe patient group (p = 0.001), but not with the ADT patient group (p = 0.114).
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Moreover, the comparison of SNCA mRNA expression between both patient groups revealed that
the BLADe subgroup showed significantly higher SNCA mRNA expression levels than the ADT
subgroup (p = 0.031). Even though females had a higher level of SNCA mRNA expression compared
with males (mean normalized expression of 31.0 ± 17.2 and 21.3 ± 8.1, respectively; t-test, df = 63,
T = −3.4, p = 0.001), there was no interaction effect between the groups and sex. Therefore, SNCA
mRNA expression differs between healthy controls and depressed patients and seems to increase with
the severity of depressive symptoms.

Table 1. Demographic overview. Differences in sex distribution were calculated using the chi quadrat
test. Differences regarding age were calculated using analysis of variance (ANOVA). SD, standard
deviation. ADT, MDD patients recruited for the study “AntiDepressive Therapy”; BLADe, MDD
patients participating in the study “Blood Lipid Alterations in Depression”.

BLADe ADT Healthy Controls p-Value

N (male/female) 39 (15/24) 31 (15/16) 18 (13/5) 0.060

Age (years ± SD) 46.3 ± 14.2 39.7 ± 16.5 30.4 ± 8.8 0.001

Table 2. Values for SNCA mRNA expression and psychometric scores. SNCA mRNA expression
and Hamilton depression rating scale (HAM-D) scores differ significantly between groups (ANOVA).
HAM-D was not conducted in the control group.

BLADe ADT Healthy Controls p-Value

SNCA expression ± SD 31.9 ± 15.3 24.3 ± 13.8 17.4 ± 5.4 0.004

HAM-D scores ± SD 21.4 ± 5.2 17.9 ± 8.2 - 0.034

3. Discussion

Our study shows for the first time a significant increase in SNCA mRNA expression levels in
severely depressed patients compared with healthy controls. This is in line with a parallel study in
which increased SNCA protein levels were measured in the blood serum of depressed patients [29].
Our results showing a positive correlation between SNCA mRNA expression and BDI-II scores confirm
a study by Frieling and colleagues in which this relationship was found in eating disorders [17].
Of note, other data have shown that patients who exhibited an early remission upon antidepressant
treatment had increased SNCA mRNA expression levels at baseline compared with a non-responder
group, but SNCA mRNA expression was not monitored during and after treatment [30]. The insights
from clinical studies are derived from analyses of peripheral blood cells and do not address central
mechanisms. In a murine study, the overexpression of SNCA in midbrain dopaminergic neurons
resulted in depressive-like behavior [31]. The mediating effect of increased SNCA on the development
of depression may be related to impaired adult neurogenesis in the hippocampus. In a mouse model
overexpressing mutant A53T SNCA, adult neurogenesis in the dentate gyrus of the hippocampus
was significantly impaired due to a reduction in proliferation of neural stem and precursor cells [32].
Another link could involve compromised neurotransmitter release associated with increased SNCA.
In a stress model of depression in rats, several proteins were found to be differentially expressed
and associated with deficits in synaptic vesicle release involving SNCA, synapsin I and the adaptor
protein-3 complex, which were hypothesized to contribute to the pathomechanisms of psychiatric
diseases [22].

Interestingly, increased mRNA expression of SNCA in patients were also detected in studies
focusing on other neuro-psychiatric diseases: in neuronal disorders [3], in alcohol dependence [4]
and cocaine dependence [33]. A common hallmark of these diseases is the impairment of cognition.
The high comorbidity of PD with dementia and depression thus points to a common pathway. In 30–60%
of PD patients, depressive symptoms occur and often precede motor symptoms [34]. The lack of studies
investigating PD patients with depression makes further insights difficult. The treatment of depression
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in PD was investigated in two studies that found better outcomes for tricyclic antidepressants than
for selective serotonin reuptake inhibitors (SSRIs) [35,36]. In murine studies, it was shown that
treatment with fluoxetine did not influence SNCA mRNA expression levels [32], whereas paroxetine
decreased SNCA mRNA levels [25]. It could be hypothesized that antidepressants in PD work via
an influence on SNCA levels and that fluoxetine and paroxetine classified as SSRI are not optimized
for this effect. Additionally, in a mouse model overexpressing SNCA, serotonergic projections in the
hippocampus seem to be compromised, and the high protein levels of SNCA affected responsiveness
to SSRIs [37]. These conflicting results indicate the need for human studies that monitor SNCA levels
after antidepressant treatment.

One limitation of the present study may be that the number of patients in this study was relatively
small, and we did not monitor treatment effects on SNCA mRNA expression. Moreover, the healthy
volunteers differed from one of the patient groups regarding age.

In summary, we show a significant increase in SNCA mRNA expression levels in patients suffering
from severe depression. Further studies with larger sample sizes and treatment monitoring are
warranted to elucidate the clinical relevance of SNCA in MDD.

4. Materials and Methods

4.1. Ethics Statement

The collection of blood samples was approved by the Ethics Committee of the Friedrich-Alexander-
University Erlangen-Nürnberg (FAU) (ID 4194, renewal of 3412, approval date: 20 April 2010) and
conducted in concordance with the Declaration of Helsinki. Written informed consent was obtained
from all participants.

4.2. Study Sample

All patients had an established diagnosis of MDD according to the International Statistical
Classification of Diseases and Related Health Problems (ICD-10) and the Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV) criteria. After hospital admission, diagnosis was confirmed by
conducting a diagnostic interview using the Strukturiertes Klinisches Interview für DSM-IV (SKID-I).
Further, the following clinical scales were administered: the Hamilton depression rating scale
(HAM-D-17) for clinician-administered rating and Beck’s Depression Inventory—revised (BDI-II) for
self-report rating. All participants were carefully screened to rule out the existence of inflammatory,
cardiac, endocrine, renal and hepatic disease by means of a structured medical history, physical
examination, routine laboratory testing, and electrocardiography. Patients were excluded if comorbidity
of alcohol or drug dependence was detected. MDD patients participating in the BLADe (Blood Lipid
Alterations in DEpression) study (n = 39) were already treated with a standard antidepressant therapy
at admission. MDD patients recruited for the ADT (AntiDepressive Therapy) study (n = 31) had not
been treated with antidepressants, and standard antidepressant therapy was initiated after taking
blood samples. A group of 18 healthy subjects without a personal history of psychiatric and somatic
disorders served as a control group [38]. The BLADe patient group differed significantly from the
healthy volunteers in terms of age (ANOVA, df = 2, F = 7.8, p = 0.001; post hoc analysis revealed
significant difference only between controls and the BLADe group, p = 0.001; Table 1).

4.3. RNA Isolation and cDNA Synthesis

For patients in the ADT study, blood of fasting patients was taken for RNA isolation in the
morning to secure for stable experimental conditions. For RNA isolation, the PAXgene system was
employed (PreAnalytiX GmbH, Hombrechikon, Switzerland). PAXgene tubes containing blood
samples were incubated at room temperature for 2 h, stored at −80 ◦C, and RNA was isolated according
to manufacturer’s instructions. For patients in the BLADe study and for control samples, total RNA
was extracted from whole blood in EDTA using Qiacube and the accordant protocol (QIAGEN GmbH,
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Hilden, Germany). RNA quality and quantity were analyzed using the Experion TM Automated
Electrophoresis System and Nanodrop 1000 (PEQLAB, Erlangen, Germany). Reverse transcription was
performed using the Bio-Rad Laboratories’ iScript cDNA Synthesis Kit (Bio-Rad, Munich, Germany).

4.4. Quantitative PCR

The expression of SNCA was analyzed by quantitative PCR using the LightCycler System
(LightCycler® SW 1.5, Roche Diagnostics GmbH, Mannheim, Germany) as previously described [39].
Briefly, SNCA expression was assessed using SYBR green technology (Bio-Rad, Munich, Germany),
and the mean of beta-actin (B-Actin), beta-2-microglobulin (B2M) and ornithine decarboxylase 1
(ODC1) expression values, assessed using specific probes of the Roche Universal Probe Library (Roche
Diagnostics GmbH, Mannheim, Germany), served as reference values (Table 3). Mean normalized
expression was calculated using the “Abs Quant/2nd Derivative Max” analysis method provided by
Roche (Mannheim, Germany).

Table 3. Sequences of oligonucleotides employed.

SNCA-F 5′-CTC CTT TTC CTT CTT CTT TCC T-3′

SNCA-R 5′-TGT TTG GTT TTC TCA GCA GC-3′

B-Actin-F 5′-GTC TTC CCC TCC ATC GTG-3′

B-Actin-R 5′-AGG TGT GGT GCC AGA TTT TC-3′

B-Actin-probe 5′ Cy5-GAG CAA GAG AGG CAT CCT CAC CCT GAA GTA-Eclipse 3′

ODC1-F 5′-CGC TTA CAC TGT TGC TGC TG-3′

ODC1-R 5′-CAT CCT GTT CCT CTA CTT CGG G-3′

ODC1-probe 5′ HEX-TCC AGA GGC CGA CGA TCT ACT ATG TGA TGT-BHQ1 3′

B2M-F 5′-CGC TAC TCTC TCT TTC TGG C-3′

B2M-R 5′-GTC AAC TTC AAT GTC GGA TGG AT-3′

B2M-probe #42 of Roche Universal Probe Library

4.5. Statistical Analysis

Variables were tested for deviation from the normal distribution using the Kolmogorov-Smirnov
test. Differences in sex distribution were calculated using the chi quadrat test. Correlative analyses
were conducted using Pearson correlation coefficient. T-test and analysis of variance (ANOVA) were
used to test for differences between the groups. A two-sided p-value ≤ 0.05 was considered indicative
of statistical significance. The data were analyzed using SPSS TM for Windows 18.0 (SPSS Inc., Chicago,
Ill., USA).

Author Contributions: Conceptualization, A.R., B.L., T.R.-S. and J.K.; Data curation, A.R., R.P. and T.R.-S.; Formal
analysis, A.R., B.L., R.P., T.R.-S., J.K. and C.R.; Funding acquisition, J.K. and C.R.; Methodology, A.R., B.L., T.R.-S.
and C.R.; Resources, A.R., B.L. and J.K.; Supervision, A.R. and C.R.; Validation, C.R.; Writing—original draft,
A.R. and C.R.; Writing—review and editing, B.L. and J.K.

Funding: This research was funded by Forschungsstiftung Medizin at the University Hospital Erlangen, and the
Scholarship Program ‘Equality for Women in Research and Teaching’ at the Friedrich-Alexander-University
Erlangen-Nürnberg (FAU), to C.R.

Acknowledgments: We thank Alice Konrad for her excellent technical assistance.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

213



Int. J. Mol. Sci. 2019, 20, 2029

References

1. Iwai, A.; Masliah, E.; Yoshimoto, M.; Ge, N.; Flanagan, L.; de Silva, H.A.; Kittel, A.; Saitoh, T. The precursor
protein of non-Aβ component of Alzheimer’s disease amyloid is a presynaptic protein of the central nervous
system. Neuron 1995, 14, 467–475. [CrossRef]

2. Iwai, A.; Yoshimoto, M.; Masliah, E.; Saitoh, T. Non-Aβ component of Alzheimer’s disease amyloid (NAC) is
amyloidogenic. Biochemistry 1995, 34, 10139–10145. [CrossRef] [PubMed]

3. Bayer, T.A.; Jakala, P.; Hartmann, T.; Egensperger, R.; Buslei, R.; Falkai, P.; Beyreuther, K. Neural expression
profile of alpha-synuclein in developing human cortex. Neuroreport 1999, 10, 2799–2803. [CrossRef] [PubMed]

4. Agrawal, A.; Wetherill, L.; Bucholz, K.K.; Kramer, J.; Kuperman, S.; Lynskey, M.T.; Nurnberger, J.I., Jr.;
Schuckit, M.; Tischfield, J.A.; Edenberg, H.J.; et al. Genetic influences on craving for alcohol. Addict. Behav.
2013, 38, 1501–1508. [CrossRef]

5. Pfefferkorn, C.M.; Lee, J.C. Tryptophan probes at the α-synuclein and membrane interface. J. Phys. Chem. B
2010, 114, 4615–4622. [CrossRef] [PubMed]

6. Quilty, M.C.; Gai, W.-P.; Pountney, D.L.; West, A.K.; Vickers, J.C. Localization of α-, β-, and γ-synuclein
during neuronal development and alterations associated with the neuronal response to axonal trauma.
Exp. Neurol. 2003, 182, 195–207. [CrossRef]

7. Madine, J.; Doig, A.J.; Middleton, D.A. A study of the regional effects of α-synuclein on the organization and
stability of phospholipid bilayers. Biochemistry 2006, 45, 5783–5792. [CrossRef]

8. Hsu, L.J.; Mallory, M.; Xia, Y.; Veinbergs, I.; Hashimoto, M.; Yoshimoto, M.; Thal, L.J.; Saitoh, T.;
Masliah, E. Expression pattern of synucleins (non-β component of Alzheimer’s disease amyloid precursor
protein/α-synuclein) during murine brain development. J. Neurochem. 1998, 71, 338–344. [CrossRef]

9. George, J.M.; Jin, H.; Woods, W.S.; Clayton, D.F. Characterization of a novel protein regulated during the
critical period for song learning in the zebra finch. Neuron 1995, 15, 361–372. [CrossRef]

10. Gureviciene, I.; Gurevicius, K.; Tanila, H. Aging and α-synuclein affect synaptic plasticity in the dentate
gyrus. J. Neural Transm. 2009, 116, 13–22. [PubMed]

11. Stefanova, N.; Seppi, K.; Scherfler, C.; Puschban, Z.; Wenning, G.K. Depression in alpha-synucleinopathies:
Prevalence, pathophysiology and treatment. J. Neural Transm. Suppl. 2000, 335–343.

12. DeRubeis, R.J.; Siegle, G.J.; Hollon, S.D. Cognitive therapy versus medication for depression: Treatment
outcomes and neural mechanisms. Nat. Rev. Neurosci. 2008, 9, 788–796. [CrossRef] [PubMed]

13. Howren, M.B.; Lamkin, D.M.; Suls, J. Associations of depression with C-reactive protein, IL-1, and IL-6:
A meta-analysis. Psychosom. Med. 2009, 71, 171–186. [CrossRef]

14. Dowlati, Y.; Herrmann, N.; Swardfager, W.; Liu, H.; Sham, L.; Reim, E.K.; Lanctôt, K.L. A meta-analysis of
cytokines in major depression. Biol. Psychiatry 2010, 67, 446–457. [CrossRef] [PubMed]

15. Lenz, B.; Sysk, C.; Thuerauf, N.; Clepce, M.; Reich, K.; Frieling, H.; Winterer, G.; Bleich, S.; Kornhuber, J.
Erratum to: NACP-Rep1 relates to Beck Depression Inventory scores in healthy humans. J. Mol. Neurosci.
2013, 50, 376–377. [CrossRef]

16. Zhang, X.; Beaulieu, J.-M.; Sotnikova, T.D.; Gainetdinov, R.R.; Caron, M.G. Tryptophan hydroxylase-2
controls brain serotonin synthesis. Science 2004, 305, 217. [CrossRef]

17. Frieling, H.; Gozner, A.; Römer, K.D.; Wilhelm, J.; Hillemacher, T.; Kornhuber, J.; de Zwaan, M.; Jacoby, G.E.;
Bleich, S. Alpha-synuclein mRNA levels correspond to beck depression inventory scores in females with
eating disorders. Neuropsychobiology 2008, 58, 48–52. [CrossRef]

18. Oaks, A.W.; Sidhu, A. Synuclein modulation of monoamine transporters. FEBS Lett. 2011, 585, 1001–1006.
[CrossRef]

19. Jeannotte, A.M.; Sidhu, A. Regulation of the norepinephrine transporter byα-synuclein-mediated interactions
with microtubules. Eur. J. Neurosci. 2007, 26, 1509–1520. [CrossRef]

20. Wersinger, C.; Jeannotte, A.; Sidhu, A. Attenuation of the norepinephrine transporter activity and trafficking
via interactions with α-synuclein. Eur. J. Neurosci. 2006, 24, 3141–3152. [CrossRef]

21. Wersinger, C.; Rusnak, M.; Sidhu, A. Modulation of the trafficking of the human serotonin transporter by
human alpha-synuclein. Eur. J. Neurosci. 2006, 24, 55–64. [CrossRef]

22. Henningsen, K.; Palmfeldt, J.; Christiansen, S.; Baiges, I.; Bak, S.; Jensen, O.N.; Gregersen, N.; Wiborg, O.
Candidate hippocampal biomarkers of susceptibility and resilience to stress in a rat model of depression.
Mol. Cell Proteom. 2012, 11, M111 016428. [CrossRef]

214



Int. J. Mol. Sci. 2019, 20, 2029

23. Jeannotte, A.M.; McCarthy, J.G.; Redei, E.E.; Sidhu, A. Desipramine modulation of α-, γ-synuclein, and the
norepinephrine transporter in an animal model of depression. Neuropsychopharmacology 2009, 34, 987–998.
[CrossRef]

24. Lee, J.H.; Ko, E.; Kim, Y.E.; Min, J.Y.; Liu, J.; Kim, Y.; Shin, M.; Hong, M.; Bae, H. Gene expression profile
analysis of genes in rat hippocampus from antidepressant treated rats using DNA microarray. BMC Neurosci.
2010, 11, 152. [CrossRef]

25. McHugh, P.C.; Rogers, G.R.; Glubb, D.M.; Joyce, P.R.; Kennedy, M.A. Proteomic analysis of rat hippocampus
exposed to the antidepressant paroxetine. J. Psychopharmacol 2010, 24, 1243–1251. [CrossRef]

26. Bönsch, D.; Greifenberg, V.; Bayerlein, K.; Biermann, T.; Reulbach, U.; Hillemacher, T.; Kornhuber, J.; Bleich, S.
α-Synuclein protein levels are increased in alcoholic patients and are linked to craving. Alcohol Clin. Exp. Res.
2005, 29, 763–765. [CrossRef]

27. Bönsch, D.; Lederer, T.; Reulbach, U.; Hothorn, T.; Kornhuber, J.; Bleich, S. Joint analysis of the NACP-REP1
marker within the alpha synuclein gene concludes association with alcohol dependence. Hum. Mol. Genet.
2005, 14, 967–971. [CrossRef]

28. Levey, D.F.; Le-Niculescu, H.; Frank, J.; Ayalew, M.; Jain, N.; Kirlin, B.; Learman, R.; Winiger, E.; Rodd, Z.;
Shekhar, A.; et al. Genetic risk prediction and neurobiological understanding of alcoholism. Transl. Psychiatry
2014, 4, e391. [CrossRef]

29. Ishiguro, M.; Baba, H.; Maeshima, H.; Shimano, T.; Inoue, M.; Ichikawa, T.; Yasuda, S.; Shukuzawa, H.;
Suzuki, T.; Arai, H. Increased serum levels of α-synuclein in patients with major depressive disorder. Am. J.
Geriatr. Psychiatry 2019, 27, 280–286. [CrossRef]

30. Eyre, H.A.; Eskin, A.; Nelson, S.F.; Cyr, N.M. St.; Siddarth, P.; Baune, B.T.; Lavretsky, H. Genomic predictors
of remission to antidepressant treatment in geriatric depression using genome-wide expression analyses:
A pilot study. Int. J. Geriatr. Psychiatry 2016, 31, 510–517. [CrossRef]

31. Caudal, D.; Alvarsson, A.; Bjorklund, A.; Svenningsson, P. Depressive-like phenotype induced by
AAV-mediated overexpression of human α-synuclein in midbrain dopaminergic neurons. Exp. Neurol. 2015,
273, 243–252. [CrossRef]

32. Kohl, Z.; Winner, B.; Ubhi, K.; Rockenstein, E.; Mante, M.; Münch, M.; Barlow, C.; Carter, T.; Masliah, E.;
Winkler, J. Fluoxetine rescues impaired hippocampal neurogenesis in a transgenic A53T synuclein mouse
model. Eur. J. Neurosci. 2012, 35, 10–19. [CrossRef]

33. Brenz Verca, M.S.; Bahi, A.; Boyer, F.; Wagner, G.C.; Dreyer, J.L. Distribution of α- and γ-synucleins in the
adult rat brain and their modification by high-dose cocaine treatment. Eur. J. Neurosci. 2003, 18, 1923–1938.
[CrossRef]

34. Gallagher, D.A.; Lees, A.J.; Schrag, A. What are the most important nonmotor symptoms in patients with
Parkinson’s disease and are we missing them? Mov. Disord. 2010, 25, 2493–2500. [CrossRef]

35. Devos, D.; Dujardin, K.; Poirot, I.; Moreau, C.; Cottencin, O.; Thomas, P.; Destée, A.; Bordet, R.; Defebvre, L.
Comparison of desipramine and citalopram treatments for depression in Parkinson’s disease: A double-blind,
randomized, placebo-controlled study. Mov. Disord. 2008, 23, 850–857. [CrossRef]

36. Menza, M.; Dobkin, R.D.; Marin, H.; Mark, M.H.; Gara, M.; Buyske, S.; Bienfait, K.; Dicke, A. A controlled
trial of antidepressants in patients with Parkinson disease and depression. Neurology 2009, 72, 886–892.
[CrossRef]

37. Deusser, J.; Schmidt, S.; Ettle, B.; Plötz, S.; Huber, S.; Müller, C.P.; Masliah, E.; Winkler, J.; Kohl, Z.
Serotonergic dysfunction in the A53T alpha-synuclein mouse model of Parkinson’s disease. J. Neurochem.
2015, 135, 589–597. [CrossRef]

38. Rotter, A.; Asemann, R.; Decker, A.; Kornhuber, J.; Biermann, T. Orexin expression and promoter-methylation
in peripheral blood of patients suffering from major depressive disorder. J. Affect. Disord. 2011, 131, 186–192.
[CrossRef]

39. Lenz, B.; Klafki, H.W.; Hillemacher, T.; Frieling, H.; Clepce, M.; Gossler, A.; Thuerauf, N.; Winterer, G.;
Kornhuber, J.; Bleich, S. ERK1/2 protein and mRNA levels in human blood are linked to smoking behavior.
Addict. Biol. 2012, 17, 1026–1035. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

215





 International Journal of 

Molecular Sciences

Review

Depression and Sleep

Axel Steiger 1,* and Marcel Pawlowski 1,2

1 Max Planck Institute of Psychiatry, Research Group Sleep Endocrinology, 80804 Munich, Germany;
p@wlowski.de

2 Centre of Mental Health, 85049 Ingolstadt, Germany
* Correspondence: steiger@psych.mpg.de; Tel.: +49-89-30622-236

Received: 30 November 2018; Accepted: 7 January 2019; Published: 31 January 2019

Abstract: Impaired sleep is both a risk factor and a symptom of depression. Objective sleep is
assessed using the sleep electroencephalogram (EEG). Characteristic sleep-EEG changes in patients
with depression include disinhibition of rapid eye movement (REM) sleep, changes of sleep continuity,
and impaired non-REM sleep. Most antidepressants suppress REM sleep both in healthy volunteers
and depressed patients. Various sleep-EEG variables may be suitable as biomarkers for diagnosis,
prognosis, and prediction of therapy response in depression. In family studies of depression,
enhanced REM density, a measure for frequency of rapid eye movements, is characteristic for an
endophenotype. Cordance is an EEG measure distinctly correlated with regional brain perfusion.
Prefrontal theta cordance, derived from REM sleep, appears to be a biomarker of antidepressant
treatment response. Some predictive sleep-EEG markers of depression appear to be related to
hypothalamo-pituitary-adrenocortical system activity.
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1. Introduction

Insomnia is a frequent symptom of depression. Conversely, it is a risk factor for the development of
a depressive episode [1]. Objective sleep is assessed by polysomnography, also named sleep
electroencephalogram (EEG). Sleep EEG appears to be suitable method of gaining biomarkers of
depression, and these biomarkers may contribute to the nosology, prognosis, and prediction of therapy
response in depression.

There are two reasons why psychiatrists became interested in sleep EEG in the 1970s. Rapid
eye movement (REM) latency was suggested to indicate depression [2]. Furthermore, it was found
that most antidepressants suppressed REM sleep [3]. Previously it was thought that REM latency
may distinguish between certain subtypes of depression. In addition, it was hypothesized that REM
suppression is the mechanism of action of antidepressants [4]. Since then, research has provided much
more complex results.

Mammalian sleep consists of alternating periods of REM and non-REM sleep. Infants sleep
in a polyphasic fashion. During human development, a mostly monophasic sleep-wake pattern
emerges. The criteria by Rechtschaffen and Kales [5] differentiate between four stages of non-REM
sleep, whereas the more recent classification by the American Academy of Sleep Medicine (AASM)
shows three stages [6]. Stages 3 and 4 according to Rechtschaffen and Kales, or N3 according to AASM,
are also termed slow-wave sleep (SWS). Shortly after going to bed, young normal subjects enter the
lighter sleep stages N1 and N2 of non-REM sleep, followed by N3 (SWS). The major portion of SWS
occurs during the first non-REM period. After a mean duration of 90 min of the first non-REM period,
the first REM period occurs. The first REM period is relatively short; but its duration consecutively
increases during the night. Accordingly, during the first half of the night, SWS preponderates. During
the second half of the night, however, stage N2 and REM sleep dominate. Most subjects show four to
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five sleep cycles during the night, each consisting of one period of non-REM sleep and one period of
REM sleep.

2. Sleep EEG in Patients with Depression

Most patients with depression suffer from impaired sleep, about 80 percent suffer from insomnia
and 15–35 percent from hypersomnia [7,8]. Patients with depression show characteristic sleep-EEG
changes [8–10] including:

(i) Impaired sleep continuity (prolonged sleep latency, increased intermittent awakenings,
early morning awakenings).

(ii) Disinhibition of REM sleep: shortened REM latency, or sleep onset REM periods (SOREMs,
REM latency 0–20 min), prolonged first REM period, enhanced REM density (measure of
frequency of rapid eye movements) particularly during first REM period.

(iii) Changes in non-REM sleep (decreased stage N2 and SWS, in younger patients shift of SWS from
the first to the second sleep cycle).

Patients with depression show reduced EEG delta power, also termed slow wave activity (SWA)
throughout the night [11–14]. Sleep EEG is modulated by age and gender in healthy volunteers and in
depressed patients as well. In the third decade of the life, SWS and SWA start to decrease. Menopause
is the major turning point in sleep quality in women. In male subjects, however, sleep quality declines
continuously during aging. In patients with depression, age and illness exert a synergistic effect on
sleep EEG. The effect of aging on sleep EEG in patients with depression and normal control subjects
were investigated in two studies [15,16]. These studies showed a clear effect of age on REM latency,
whereas patients and healthy subjects did not differ until the middle of the fourth decade. On the other
hand, REM density was enhanced in all investigated age groups in patients when compared with
controls. SWS declined throughout the lifespan without differences between patients and controls.

In two longitudinal studies, no changes in sleep-EEG variables of depressed patients were found
between acute depression and remission [17,18]. In one study, sleep stage 4 decreased after remission
when compared to baseline [18]. Similar results were reported in depressed adolescents [19]. Increasing
abnormality of REM sleep variables was observed during a long-term study on repetitive episodes of
depression. SWS did not differ between episodes [20].

The view that shortened REM latency is a specific marker of depression [2] was challenged
by other studies reporting similar changes in other psychiatric disorders including mania [21],
schizophrenia [22], schizoaffective disorder [23], obsessive-compulsive disorder [24], panic
disorder [25], eating disorders [26], and sexual impotence [27]. The finding that sleep-EEG changes
persist in remitted patients [17,18] may explain that comorbidity with depression or a history of
depression result in a shortened REM latency in these disorders. This view is supported by two
studies by Lauer et al. [28,29]. These authors compared three groups of patients with major depression,
anorexia nervosa, and bulimia with healthy subjects. The latter two groups of patients were never
depressed. REM density was enhanced in the patients with depression [28]. In the other study,
depressed patients, patients with panic disorder without a history of depression, and normal controls
were compared. Differences were observed during the first sleep cycle. SWS was reduced and REM
time and REM density were increased during this interval in the depressed patients. In patients with
panic disorder this cycle was shortened. REM latency was shorter in both groups of patients than in
healthy controls [29].

3. Sleep EEG in High-Risk Probands for Affective Disorders

In the Munich Vulnerability Study on affective disorders, a prospective high-risk design was
applied. In order to identify premorbid vulnerability factors for affective disorder, high-risk probands
were examined. They had a high genetic load for affective disorders due to a positive family
history. Comparison of the high-risk probands with healthy subjects without a family history for
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this disease showed enhanced REM density and reduced time spent in non-REM sleep during the
first sleep cycle [30]. This finding remained stable at the follow-up investigation four years later [31].
In a subgroup of the high-risk probands, the cholinergic REM sleep induction test was performed using
the cholinomimetic RS86. At baseline, REM latency did not differ between high-risk probands and the
controls. After RS86, REM latency was decreased in the high-risk probands [32]. This finding points to
a threshold cholinergic dysfunction in the high-risk probands. The response pattern in the cholinergic
REM sleep induction test predicted the onset of the first episode of depression [33]. Twenty subjects
of the initial sample of 83 high-risk probands of this study developed an affective disorder during
the follow-up period. In these subjects, the premorbid sleep EEG showed increased REM density
during the total night and during the first REM period when compared to healthy volunteers [34].
These findings show that increased REM density meets all requirements for biological vulnerability
markers of affective disorders. The authors recommend REM density as a possible endophenotype in
family studies [34].

4. Sleep EEG and Risk Genes for Depression

P2RX7 is a susceptibility gene for affective disorders. It is located on chromosome 12 q24,
which appears to be associated with major depression [35] and bipolar disorder [36]. P2RX7 is
found in immune, endothelial, and epithelial cells, and regulates various aspects of immune function,
as expression and secretion of cytokines [37]. The single nucleotide polymorphism (SNP) rs2230912
in the P2RX7 gene (base change 1405A>G) leading to substitution of glutamine (Gln, Q) by arginine
(Arg, R), at codon 460 (Gln 460 Arg, Q 460 R), has been associated with mood disorders [38–40].
To clarify whether elevated risk for depression related to this SNP shows sleep-EEG changes, young
healthy volunteers who were free of psychiatric disorders in their own and family history, were
investigated in the sleep laboratory. Homozygous (A/A) subjects and heterozygous (A/G) carriers of
the risk variant were compared. Significant differences in sleep-EEG were found between groups.
In the heterozygous (A/G) subjects, prolonged sleep latency and shortened sleep period time was
found; the number of entries from stage N2 into N1 and wakefulness was enhanced during the first
sleep cycle; in the lower spindle range frequencies were elevated, particularly in parietal regions; peak
frequencies of all sleep spindles were lower during non-REM sleep. In particular, elevated parietal
variations during stage N2 beta frequencies were reported. These data show that healthy volunteers
with a potential risk for affective disorders related to their P2RX7 genotype differ in sleep EEG from
subjects with lower risk [41].

Mice that harbor P2RX7-Gln 460 AG and the wild-type P2RX7 showed, compared to homozygous
P2RX7 wildtype and P2RX7hQ460R mice an increase of entries to REM sleep during the light period,
suggesting a stronger drive towards REM sleep and more fragmented sleep cycles. Furthermore,
SWA was lower and the amount of deep non-REM sleep was only small in heterozygous mice.
Taken together, heterogeneous mice show altered sleep architecture and reduced sleep quality
compared to homozygous mice [41].

5. Effects of Antidepressants on Sleep EEG

Most antidepressants suppress REM sleep in patients and in healthy volunteers. REM suppression
includes prolonged REM latency, reduced time spent in REM sleep, and decreased REM density.
Withdrawal of REM suppressing antidepressants is followed by REM rebound. Decreased REM
latency, increased REM time, and enhanced REM density are the components of REM rebound.
All these variables exceed baseline values. Withdrawal of antidepressants after two weeks of
treatment prompted a REM rebound that persisted after one week [42]. REM suppression occurs
after tricyclics [43,44], tetracyclics [3], selective serotonin reuptake inhibitors (SSRIs) [45,46], selective
noradrenaline reuptake inhibitors (NRI) [47], selective serotonin and noradrenaline reuptake inhibitors
(SNRI) [48], reversible [49–51], and short acting reversible [52] monoamine oxidase inhibitors.
Only some antidepressants do not suppress REM sleep including trimipramine [53], bupropion [54],
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the serotonin reuptake enhancer tianeptine [55], and the noradrenergic and specific serotonergic
antidepressant (NaSSA) mirtazapine [56,57].

Various antidepressants differ in the potency to suppress REM sleep. Total REM suppression
was found after clomipramine [58] and the irreversible monoamine oxidase inhibitors phenelzine and
tranylcypromine [59]. Additionally, distinct REM suppression was observed in healthy volunteers
following the combined SSRI and serotonin 5-HT1A receptor agonist vilazodone [60]. Also the dosage
and plasma concentrations of the substances influence the amount of changes in REM sleep [58].

After selective REM sleep deprivation, but not after selective non-REM sleep deprivation
for three weeks, antidepressant effects were observed [4]. This finding and the observation that
most antidepressants suppress REM sleep resulted in the hypothesis that REM suppression is the
mechanism of action of antidepressant drugs. This theory however was challenged by the lack of
antidepressant effect of selective REM suppression for the first eleven days of treatment [61]. In
addition, the fact that some antidepressants do not suppress REM sleep, like trimipramine, tianeptine,
and mirtazapine, contradicts the hypothesis by Vogel et al. [4].

The comparison of the effects of the stereoisomeres of oxaprotiline, R(−)oxaprotiline, and
S(+)oxaprotiline on sleep support the view that REM suppression is a distinct, but not absolute
requirement for antidepressant effects of a substance. S(+)oxaprotiline suppressed REM sleep in
patients with depression, whereas R(−)oxaprotiline did not share this effect. S(+)oxaprotiline had
better antidepressant effects then R(−)oxaprotiline [62]. The effects of most antidepressants on REM
sleep are similar. In contrast, substances differ in their effect on sleep continuity and on non-REM sleep.
Whereas most tricyclics elevate SWS [3], clomipramine [58], and imipramine [53] diminished SWS.
SSRIs do not modulate SWS, but impair sleep continuity and enhance intermittent wakefulness [63,64].
In addition, the NaRI reboxetine diminishes sleep efficiency and elevates intermittent wakefulness
and stage 2 sleep [47]. After vilazodone, REM sleep in healthy volunteers was distinctly suppressed
together with increases in SWS and SWA in the first and the last third of the night [60]. After the
SSNRI duloxetine, stage 3 increased in depressed patients [48]. On the second day of mirtazapine
treatment, patients with depression showed an increase in total sleep time and sleep efficiency and
a decrease in time awake. These effects persisted after four weeks, when SWS, low delta, theta, and
alpha activity increased [57]. After two days of treatment with amitriptyline, the increase seen in REM
latency correlated with the clinical outcome after four weeks [65]. A single observation was reported
for imipramine [53], but not after clomipramine [66].

6. Contribution of the HPA System to Sleep-EEG Abnormalities in Depression

It is well established that over-activity of the hypothalamo-pituitary-adrenocortical (HPA) system
plays a key role in the pathophysiology of affective disorders [67]. In two longitudinal studies,
nocturnal cortisol [18,68] and ACTH [68] concentrations were compared between acute depression and
recovery. In comparison to healthy controls, cortisol and ACTH levels were elevated in patients with
acute depression [68]. After treatment with electroconvulsive therapy or amitriptyline and remission,
ACTH levels decreased [68]. Similarly, comparison of cortisol levels between acute depression
and recovery in patients who were drug-free at both examinations, showed a decrease in cortisol
levels [18]. These findings show that enhanced nocturnal HPA hormone secretion is a state marker
of acute depression. Administration of the key hormone of the HPA system, corticotropin-releasing
hormone (CRH), prompted more shallow sleep in rats [69], rabbits [70], and mice [71,72]. Similarly,
after repetitive intravenous (iv) injections of CRH around sleep onset, SWS decreased and endocrine
changes that are characteristic for depression (i.e., elevated cortisol levels, blunted growth hormone
(GH) peak) were observed in young male volunteers [73]. Mouse mutants overexpressing CRH in
the entire central nervous system or only in the forebrain showed increased REM sleep compared to
wild-type mice [74].

In healthy women, the effects of pulsatile CRH injections on sleep EEG were more distinct than in
healthy males, as intermittent wakefulness increased during the total night and the sleep efficiency

220



Int. J. Mol. Sci. 2019, 20, 607

index decreased. Furthermore, during the first third of the night, REM sleep and stage 2 sleep increased
and sleep stage 4 was diminished. Cortisol levels were elevated throughout the night, whereas GH
secretion remained unchanged [75].

Already in kindergarten children, associations were found between unfavorable sleep-EEG
patterns, elevated HPA activity, and more difficult behavioral psychosocial dimensions [76].
In preschool children, sleep EEG was recorded and saliva samples were collected after awakening and
before and after a psychological challenge for cortisol analysis. Children labeled as “poor” sleepers
showed significantly increased morning cortisol values in comparison to “good” sleepers. Increased
cortisol values after stress were significantly associated with an increased number of awakenings after
sleep onset and an increased amount of sleep stages 1 and 2. Furthermore, psychological difficulties,
such as impulsivity, over-anxiousness, and social inhibition, showed a significant association with low
sleep efficiency.

In a clinical trial of the CRH receptor type 1 (CRHR1) antagonist R121919, a random subgroup of
10 patients had their sleep EEG assessed. Sleep-EEG recordings were performed at baseline, before
treatment, after one week of active treatment, and at the end of the fourth week of treatment.
SWS increased after week 1 and after week 4 compared to baseline. During the same period,
the number of awakenings and REM density decreased. Separate evaluation of these changes for two
different dose ranges showed no significant effects with the lower dose, whereas with the higher dose,
REM density decreased, and SWS increased significantly between baseline and week 4. Positive
associations were found between the Hamilton-Depression-Score and SWS at the end of active
treatment. These results support the hypothesis that CRH is involved in the pathophysiology of
sleep-EEG changes in depressed patients. In addition, these findings suggest that CRHR1 antagonism
induces normalization of the sleep EEG in depressed patients [77].

Multiple sclerosis patients receiving subchronic administration of the synthetic glucocorticoid
receptor agonist methylprednisolone showed similar sleep-EEG changes as in patients with depression.
These changes included shortened REM latency, enhanced REM density, and shift of SWS and SWA
from the first to the second non-REM period [78].

In male human subjects and in male animals, GH-releasing hormone (GHRH) exerts effects
on sleep that are opposite to those of CRH. SWS increases after intracerebroventricular (icv)
administration of GHRH in rats [69,79], after injection into the medial preoptic area of rats [80],
and after iv administration to rats [81]. Similarly in young male healthy volunteers, in a protocol
analogous to the study by Holsboer et al. [73] repetitive iv administration of GHRH increased SWS and
GH and decreased cortisol [82]. In women, however, sleep was impaired after GHRH and cortisol and
ACTH was enhanced [83,84], which is similar to the effects of CRH [73]. It is thought that at least in
male patients a balance exists between GHRH and CRH in sleep regulation. GHRH appears to be active
at the beginning of the night as mirrored by the high amounts of SWS and GH. During the second
half of the night, CRH appears to preponderate and to induce more REM sleep and elevated cortisol.
During depressive episodes (and during normal aging as well) the GHRH/CRH ratio is changed in
favor of CRH due to CRH overactivity in affective disorders (or to declining GHRH activity during
aging) (see Figure 1). A synergism of CRH and cortisol may contribute to REM sleep disinhibition.

7. Amyloid-β and Sleep

Aggregation and accumulation of amyloid-β (Aβ) contributes to the development of Alzheimer’s
disease [85]. Several recent studies address the interaction of Aβ and sleep. Using positron emission
tomography Shokri-Kojori et al. (2018) showed significant increases in Aβ burden in the right
hippocampus and thalamus after a night of sleep deprivation in healthy controls. These increases were
associated with worsening of mood after sleep deprivation [86]. In rats, sleep deprivation impaired
cognitive function and elevated Aβ levels [87]. The effect of sleep on overnight cerebrospinal fluid
(CSF) Aβ kinetics was tested in healthy volunteers using intracerebroventricular (icv) lumbar catheters
for serial sampling of CSF while subjects were sleep deprived, received sleep promoting sodium
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oxybate or slept normally. To measure Aβ kinetics all participants were infused with 13C6-leucine.
Sleep deprivation increased overnight Aβ38, Aβ40, and Aβ42 levels by 25–30% via increased overnight
Aβ production relative to sleeping subjects. The authors concluded that disrupted sleep increases
Alzheimer’s disease risk by increased Aβ production [88]. In order to elucidate whether chronic
sleep restriction potentiates the brain impact of Aβ oligomers (AβOs) studies in mice were performed.
A single icv infusion of Aβ oligomers disturbed sleep pattern in mice. Conversely, chronically sleep
restricted mice showed higher brain expression of pro-inflammatory mediators, reduced levels of
pre- and post-synaptic marker proteins. Furthermore, this study exhibited increased susceptibility to
the sub-toxic dose of AβOs on performance in a novel object recognition memory task. After sleep
restriction, elevated brain tumor necrosis factor α (TNF-α) levels were found in response to AβOs.
Neuronal impairment in sleep restricted AβOs infused mice was prevented by a TNF-α neutralizing
monoclonal antibody. The authors discuss a dual relationship between sleep and Alzheimer’s disease
with disruption of sleep wake patterns by AβOs and increased brain vulnerability to AβOs after
chronic sleep restriction [89]. In Alzheimer’s disease model mice, chronic sleep fragmentation was
induced by a running-wheel-based device that resulted in increased Aβ deposition in the mouse
brain. The severity of Aβ deposition showed a significant positive correlation with the extent of sleep
fragmentation [90]. Specific disruption of SWA in healthy adults without sleep disorders correlated
with an increase in Aβ [91]. In patients with insomnia CSF Aβ levels were significantly higher than in
healthy controls [92].

Interestingly, there is some overlap between the pathophysiology of depression, Alzheimer’s
disease and sleep. Human neuroblastoma cells produced more Aβ after treatment with CRH [93].
Morgese et al. (2017) discuss that chronic stress may represent common biological bases linking
Alzheimer’s dementia and depression [94]. The interaction of sleep and Aβ in patients with depression
is an open topic on the research agenda.

 

Figure 1. Patterns of normal and impaired peptidergic sleep regulation. Characteristic hypnograms
and patterns of cortisol and GH secretion are shown in a young and in an elder healthy subject and in
a patient with depression It is thought that GHRH is active during the first hours of sleep resulting
in GH peak and the major portion of SWS during the night. During the second half of the night the
influence of CRH preponderates which prompts increases of cortisol and REM sleep. Galanin and
ghrelin may act as co-factors of GHRH. Somatostatin (SRIF) may impair sleep. The balance between
GHRH and CRH changes during normal aging, when GHRH activity declines and during depressive
episodes, when CRH activity is enhanced. Reprinted with permission from Springer, Nervenarzt,
Schlafendokrinologie, Axel Steiger, 1995.
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8. State and Vulnerability Markers Related to Antidepressant Therapy

In a clinical trial, the effects of the serotonin reuptake enhancer tianeptine and the SSRI paroxetine
were compared. The effects of these substances on sleep EEG were investigated in a subgroup of these
patients. Sleep EEG was recorded at days 7 and 42 after the start of treatment with either substance.
In male treatment responders, a distinct decline in the higher sigma frequency range (14–16 Hz) during
non-REM sleep was found independently of medication. In contrast, male and female non-responders
did not show marked changes in this frequency range. This finding supports the view that gender
should be taken into account when the biological effects of drugs are studied. After paroxetine,
the amount of REM sleep was reduced and intermittent wakefulness was increased in comparison to
tianeptine. In the total sample after one week of treatment, REM density was a predictor of treatment
response. The change in REM density showed an inverse correlation to changes in the Hamilton
Depression Score in the patients who received paroxetine, but not in those who received tianeptine [55].

Patients with depression who had participated in an earlier study with trimipramine were
involved in an exploratory follow-up study. The retrospectively-assessed long-term course of
depression in these patients was related with sleep-EEG variables during the acute episode. The lower
the sleep continuity (total sleep time, sleep efficiency index, time spent awake, number of awakenings),
the higher was the number of previous episodes of depression. This association disappeared at the
end of drug treatment with a distinct association found between reduced SWS, particularly during
the first third of the sleep period, elevated REM density (by trend), and the number of previous
episodes. A clear association was observed between the prospective long-term course and sleep
EEG, as increased REM density and decreased SWS at the end of treatment were associated with
an elevated recurrence rate between the end of the trial and the follow-up study. These sleep-EEG
variables showed an association with impaired HPA system, evident by abnormal results of the
dexamethasone/CRH (DEX/CRH) test. Patients with an unfavorable long-term course of depression
appear to show increasing aberrant sleep regulation. These changes seem predictive not only for
treatment response during the acute episode, but also for recurrences in the long-term. These predictive
sleep-EEG markers may relate with HPA system activity, since the more sleep-EEG markers were
disturbed, the more the HPA system was impaired [95].

9. Cordance Derived from REM Sleep as a Predictor of Therapy Response

Cordance is a quantitative EEG measure that combines information from absolute and relative
EEG spectral power. It correlates with regional brain activity. Theta frequency band of cordance shows
positive correlation with cerebral blood perfusion [96]. Prefrontal theta cordance, derived from the
awake EEG, correlates with antidepressant treatment outcome. After one week of drug treatment,
prefrontal theta cordance decreased in several studies, irrespective of the investigated drugs [97–100].
It is thought that prefrontal theta cordance reflects activity of prefrontal cortex and anterior cingulate
cortex (ACC) [101]. Both appear to be crucially involved in major depression [102]. During REM sleep,
ACC activity is maximal. In contrast, the surrounding frontal cortex activity is minimal [103,104].
During REM sleep, ACC shows distinct oscillatory activity in the theta frequency band [105]. Therefore,
prefrontal theta cordance is an ideal way to detect theta frequency band. Prefrontal theta cordance of
depressed patients was measured during tonic REM sleep. In responders (of totally 20 depressive
in-patients on various antidepressants), prefrontal theta cordance was significantly higher after the
first week of antidepressant medication than in non-responders. This result was still significant after
controlling for age, gender, and the number of previous episodes of depression. In addition, prefrontal
cordance in all patients showed a significant positive correlation with the improvement of the Hamilton
Depression Score between inclusion week and the first week of drug treatment [106].
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Figure 2. HRV (LF-power, log) in non-responders and responders at week 4 and controls. HRV: heart
rate variability; LF-power, log: power in low frequency range (0.04–0.15 Hz) transformed with natural
logarithm, (*) p < 0.10; * p < 0.05; *** p < 0.001. From [108] with permission from Elsevier.

10. Heart Rate Variability Derived from REM Sleep in Depressed Patients

The study by Adamczyk et al. [106] was extended to test whether heart rate variability
(HRV) derived from REM sleep could represent a biomarker of antidepressant treatment response.
A meta-analysis showed that major depression is associated with blunted HRV [107]. It was expected
that an association of HRV and depression would be stronger in offline conditions like sleep. In patients
with depression, HRV was derived from 3 min artefact free electrocardiogram sequence during REM
sleep. In comparison to controls, HRV during REM sleep was decreased in depressed patients
(responders as well as non-responders) during the fourth week of treatment in comparison to controls
(see Figure 2). It showed a negative correlation with REM density in healthy subjects and in patients
at week four. HRV derived from REM sleep appears to categorize healthy subjects and patients with
depression [108].

11. Perspectives

This review presents sleep EEG as a promising tool for psychiatric research and clinical application
in affective disorders.

The observation of subtle influence of the P2RX7 genotype on sleep-EEG pattern should be
extended to studies of the association of other risk genes of depression on sleep EEG in healthy and in
depressed patients. This approach may support the efforts to establish a new nosology of depression
related to neurobiology.

Cordance appears to help to differentiate early during treatment between responders and
non-responders to antidepressant therapy. The next step will be to test the capacity of cordance
to shorten the long way to recovery that many patients with depression suffer. This would be possible
if the expected response to a certain antidepressant in a patient is tested using cordance after one
week of treatment. If non-response is predicted, medication could be changed much earlier than in the
traditional way of assessing response related to psychopathology after about four weeks.

Some antidepressants promote, and others impair sleep. However, it is not yet clear whether
stability of remission is influenced by such differences in medication.
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Abstract: The requirement of innovative big data analytics has become a critical success factor
for research in biological psychiatry. Integrative analyses across distributed data resources are
considered essential for untangling the biological complexity of mental illnesses. However, little is
known about algorithm properties for such integrative machine learning. Here, we performed a
comparative analysis of eight machine learning algorithms for identification of reproducible biological
fingerprints across data sources, using five transcriptome-wide expression datasets of schizophrenia
patients and controls as a use case. We found that multi-task learning (MTL) with network structure
(MTL_NET) showed superior accuracy compared to other MTL formulations as well as single task
learning, and tied performance with support vector machines (SVM). Compared to SVM, MTL_NET
showed significant benefits regarding the variability of accuracy estimates, as well as its robustness to
cross-dataset and sampling variability. These results support the utility of this algorithm as a flexible
tool for integrative machine learning in psychiatry.

Keywords: multi-task learning; machine learning; biomarker discovery; psychiatry

1. Introduction

Biological research on psychiatric illnesses has highlighted the scale of investigations required to
identify reproducible hallmarks of illness [1,2]. In schizophrenia, collaborative analysis of common
genetic variants has exceeded 150,000 subjects [3], demonstrating the challenges tied to low-effect
sizes of individual variants, large biological and clinical heterogeneity, and genetic complexity.
Not surprisingly, these challenges are also found in other mental illnesses [4] and do not seem to be
modality specific, as analysis of neuroimaging data, for example, faces similar problems [5,6].

The combined “mega-analysis” of data across cohorts and modalities has advantages compared
to the more traditional meta-analysis [4,7], as it makes data amenable for a broader spectrum of
computational analyses and allows consideration of confounders across studies. There is growing
consensus that advanced computational strategies are required to extract biologically meaningful
patterns from these data sources. Beyond functional analysis, a particular focus is on machine
learning, which, in other areas, has shown substantial success in integrating weak signals into accurate
classifiers [8]. In addition to potential clinical use of such classifiers, the discovery of robust biological
patterns may uncover new insights into etiological processes. However, the increasing scale and
complexity of big data in psychiatry requires careful evaluation of the most suitable computational
strategies. A particularly intuitive and very timely problem is the optimal integration of multi-cohort
data, where simple concatenation of datasets may give suboptimal results, and even more so when
integration is performed across modalities.

The application of machine-learning techniques on biological problems in psychiatry has already
yielded impressive results, including on the prediction of genetic risk, the identification of biomarker
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candidates, or the exploration of etiological mechanisms [9]. For example, the use of a Bayesian
approach for the incorporation of linkage disequilibrium (LD) information during polygenic risk
score determination led to a 5% improvement of accuracy in a large schizophrenia dataset [10].
In a study exploring the molecular basis of psychiatric comorbidity, an iterative LASSO approach was
used for cross-tissue prediction and identified a schizophrenia expression signature that predicted
a peripheral biomarker of T2D [11]. Beyond the analysis of individual data modalities, several
machine-learning strategies have been developed for integrative multimodal analysis. For example,
a study focusing on the IMAGEN cohort [12] applied an elastic net model to explore information
patterns linked to binge drinking across multiple domains, including brain structure and function,
personality traits, cognitive differences, candidate gene information, environmental factors, and life
experiences. Similarly, another study [13] explored the inherent data sparsity of neuroimaging and
psychiatric symptom data, and successfully stratified subjects using sparse canonical correlation
analysis. The study found four dimensions of psychopathology with different patterns of connectivity.
In the present study, we were particularly interested in multi-task learning (MTL), which aims to
improve generalizability by simultaneously learning multiple tasks (such as case-control associations
in different datasets) and these learning processes exchange information to achieve a globally optimal
solution [14]. Historically, MTL was developed as an extension of neural networks [14], and has
since been used across data-intensive research areas, including biomedical informatics [15–20], speech
and natural language processing [21,22], image processing and computer vision [23,24], and web
based applications [25,26]. In psychiatric research, MTL has been applied for integrating measures
of cognitive functioning and structural neuroimaging [27], as well as for improved fMRI pattern
recognition [28]. In other research fields, MTL approaches have been proposed to combine different
sources of biological data, including the linking of MRI or expression with genetic data [29,30], as well
as the integrative analysis of multi-cohort expression data [31].

In the present study, we used MTL to differentiate schizophrenia patients from controls across
multiple transcriptome-wide expression datasets. We hypothesized that MTL is particularly suited for
this task, since it allows the consideration of different cohorts as separate classification tasks. As MTL
aims to identify predictive patterns that are shared across tasks, it should uncover expression patterns
that are biologically reproducible across cohorts. This may result in better and biologically more
relevant classifiers compared to those derived from conventional single task learning (STL), which
may be unduly influenced by strong signals present in individual cohorts. To test this, we performed
a comparative analysis of different MTL and STL approaches in five transcriptome-wide datasets of
schizophrenia brain expression. A ‘leave-dataset-out’ procedure was applied to explore and compare
the generalizability of the models, with specific focus on classification accuracy, and variability thereof,
as well as model sensitivity to cross-dataset and sampling variability.

2. Results

2.1. Accuracy Comparison Between MTL and STL

Figure 1 shows a comparison of average classification accuracies when four out of five datasets
were used for training and the remaining dataset for testing. The distributions of accuracies are
shown for 10 repetitions of the classification procedure to assess the variability caused by parameter
tuning via cross-validation. With an average accuracy of 0.73, MTL_NET outperformed all other
methods, followed by SVM, which had a marginally inferior accuracy of 0.72. Moderate accuracies
were observed for MTL_Trace (0.69), MTL_L21 (0.66) and RF (0.68). The sparse logistic regression
performed worst (0.64). As an extension of MTL_NET and MTL_L21, respectively, MTL_SNET (0.71)
and MTL_EN (0.66) achieved similar accuracies to their original algorithms. In the following analysis,
we focused on the comparison of MTL_NET and SVM as representatives of MTL and STL, respectively.
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Figure 1. Predictive performance comparison between eight algorithms. The ‘leave-dataset-out’
procedure was used for comparison. Four out of five datasets were combined for training, and then
the model was tested on the remaining dataset. The distribution of accuracy estimates indicated the
variation of parameter selection across 10 repetitions. The boxplots in gray denote the multi-task
learning algorithms.

In Figure 1, the standard error of accuracies for SVM (0.011) was slightly smaller than that for
MTL_NET (0.012), indicating that SVM might be more robust regarding parameter selection. A possible
reason was that SVM obtained higher statistical power by comparing cases and controls across datasets.
In contrast, MTL_NET derived transcriptomic signatures using cases and controls within datasets,
limiting the statistical power.

2.2. Dependency of Classification Performance on the Number of Training Datasets

We performed a side-by-side comparison of MTL_NET and SVM to explore the dependency
of classification performance on the number of available training datasets. Figure 2a shows that
increasing accuracy was observed for both MTL_NET and SVM with increasing numbers of training
datasets. Notably, MTL_NET only outperformed SVM at nd = 4 (four datasets used for training),
suggesting that MTL required a higher dataset number to identify a reproducible biological pattern.
However, we observed that the variation of accuracies for MTL_NET substantially decreased with
increasing numbers of training datasets (Figure 2b), which was not the case for SVM. This suggested
that MTL_NET was more conservative in that accuracy was not driven by highly successful prediction
on an individual test set, but by improved predictability observed for all test sets.

Figure 2. Distribution of classification accuracies and their standard errors across different numbers of
training datasets. The Figure shows the mean (a) and standard error (b) of classification accuracies
obtained for different numbers of training datasets (nd). Performance was evaluated from the test
datasets not used for training. The variation of the boxplot was due to the sampling variability
during cross-validation.
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2.3. Consistency and Stability of Trained Models

Figure 3a,b show that, in terms of vertical and horizontal consistency, MTL_NET outperformed
SVM, independently of the number of training datasets. This indicated that similar discriminative
patterns of genes were identified by MTL across training datasets, and implied strong robustness
against cross-dataset variability. In particular, the superior performance of vertical consistency
for MTL_NET showed that this algorithm was less sensitive to the small numbers of training
datasets compared to SVM. Table 1 shows the mean consistency (both horizontal and vertical)
across bootstrapping samples. Compared to SVM, MTL_NET achieved a higher mean consistency
by approximately 1.6% for horizontal and 2.2% for vertical consistency. Notably, the success rate
of consistency was 100%, independent of the number of training sets, showing that MTL_NET
models consistently identified higher transcriptomic profile robustness across bootstrapping samples
than SVM.

Figure 3. Horizontal and vertical model consistency. To analyze the consistency of a given
machine-learning algorithm against the cross-dataset variability, we quantified the horizontal (a) and
vertical (b) model consistency for different numbers (nd) of training datasets. Specifically, horizontal
consistency quantified the similarity between models trained using the same number of datasets, and
vertical consistency quantified the pairwise similarity of models, where one was trained using all
datasets and the other was trained using less datasets. Stratified 100-fold bootstrapping procedure was
applied to quantify the variation of the consistency.

Table 1. Mean consistency, stability, and success rate across the number of training sets, nd.

MTL_NET/SVM nd = 2 nd = 3 nd = 4 nd = 5

Horizontal consistency 0.26/0.24 0.39/0.37 0.51/0.49 -
Vertical consistency 0.22/0.21 0.35/0.33 0.49/0.46 -

Stability 0.64/0.63 0.65/0.64 0.65/0.64 0.654/0.645
Success rate (horizontal consistency) 1 1 1 -

Success rate (vertical consistency) 1 1 1 -
Success rate (stability) 1 1 1 1

To further identify the robustness of models against sampling variability, we quantified the
algorithms’ stability. In Figure 4, across the number of training datasets, nd, the increasing trend
of stability demonstrated that both MTL_NET and SVM gained more robustness against sampling
variability with an increasing number of subjects used for training. However, MTL_NET demonstrated
higher stability than SVM independently of the number of training datasets (Figure 4). The mean
stability across models also supported the result (Table 1). Moreover, the mean stability for MTL_NET
was 1.2% higher than SVM (100% success rate of stability across all nd, Table 2).
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Figure 4. Stability comparison. The stability quantified the robustness of an algorithm against sampling
variability. For each nd, stability was computed as the pairwise similarity of models trained from two
given bootstrap samples. The stability was then averaged across bootstrap samples. In the Figure,
the distribution of the stability was due to the different combination of training datasets given, nd.

We did not perform comparative functional analysis of markers identified by the two algorithms,
since marker sets were quite similar. For example, using all five datasets for training, the average
similarity over all bootstrapping samples was 98.75%, suggesting that similar functional implications
would be derived for these algorithms.

3. Discussion

The present study provides a comparative evaluation of using MTL for integrative machine
learning, compared to classical, single task learning in five transcriptome-wide datasets of
schizophrenia brain expression. Overall, MTL showed similar accuracy, albeit with lower variability,
compared to STL. Accuracy estimates varied by up to approximately 10% between algorithms,
suggesting different sensitivities of algorithms to cross-dataset heterogeneity as well as sampling
variability. Among all MTL formulations, MTL_NET was most predictive. This was likely due to
the fact that it harmonized algorithms across tasks with respect to both predictor weight and sign of
diagnosis association, resulting in biologically plausible predictive patterns. In contrast, MTL_L21
ignores the sign of association and MTL_Trace improves models’ correlation in each subspace, but
failed to modulate the cross-subspace correlation. Contrary to the usual assumption that simpler
models show improved generalizability [32], a sparse version of MTL_NET (MTL_SNET) did not
improve the prediction. This may be due to the fact that the sparse model was trained by constructing
a solution tree among an unlimited number of optimal solution trees. Although these solution trees
have similar performance on the training dataset, they may show differently predictive ability on a
cross-modality test dataset because the “independent and identically distributed (i.i.d)” assumption
may not hold. MTL_NET (as well as SVM) solves a strictly convex optimization problem, resulting
in a uniform solution in the entire feature space, which may be equally effective when tested on
independent test data.

The higher consistency and stability of MTL_NET implied that a set of similar differentially
expressed genes were identified for multiple training datasets. In addition, these genes demonstrated
higher predictability and robustness against study-specific effects, which is particularly important for
data integration in multi-modal analyses, such as the integrative analysis of genetic and expression
data [33] or the analysis of shared markers across multiple comorbid conditions [34–36].
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Table 2. Overview of demographic details. Values are shown as mean ± sd.

GSE12679 GSE35977 GSE17612 GSE21935 GSE21138

Reference [37] [38] [39] [40] [41]
n SZ 11 50 22 19 29
n HC 11 50 22 19 29

age SZ 46.1 ± 5.9 42.4 ± 9.9 76 ± 12.9 77.6 ± 11.4 43.3 ± 17.3
age HC 41.7 ± 7.9 45.5 ± 9 68 ± 21.5 67.7 ± 22.2 44.7 ± 16.1

sex SZ (m/f) 7/4 37/13 16/6 11/8 23/6
sex HC (m/f) 8/3 35/15 11/11 10/9 24/5

PMI SZ 33 ± 6.7 31.8 ± 15.4 6.2 ± 4.1 5.5 ± 2.6 38.1 ± 10.8
PMI HC 24.2 ± 15.7 27.3 ± 11.8 10.1 ± 4.3 9.1 ± 4.3 40.5 ± 14

brain pH SZ NA 6.4 ± 0.3 6.1 ± 0.2 6.1 ± 0.2 6.2 ± 0.2
brain pH HC NA 6.5 ± 0.3 6.5 ± 0.3 6.5 ± 0.3 6.3 ± 0.2

Genechip HGU HuG HGU HGU HGU
Brain Region PFC PC APC STC PFC

HGU: HG-U133_Plus_2; HuG = HuGene-1_0-st; APC: Anterior prefrontal cortex; PFC: Prefrontal cortex; PC: Parietal
cortex; STC: Superior temporal cortex; HC: Healthy control; SZ: Schizophrenia.

An interesting observation of the present study was that for MTL_NET, the variance of the
classification accuracy substantially decreased with an increasing number of training datasets.
This suggested that MTL_NET selected biological signatures with similar effect sizes across
independent training datasets, further supporting the biological reproducibility of the identified
patterns. In contrast, SVM did not show a decreasing accuracy variance with increasing numbers
of training datasets. This indicates that despite the increasing classification accuracy, the identified
signatures worked well only for some, but not other, test datasets. These results for these particular
datasets highlight differences between single and multi-task learning regarding the variance of the
test-set accuracy, which is a fundamentally important consideration for study design and interpretation
of classifier reproducibility.

4. Materials and Methods

4.1. Datasets

In the present study, five transcriptome-wide expression datasets from schizophrenia post-mortem
brains and controls were used for analysis. Details of the datasets are shown in Table 2. All datasets
were downloaded from the GEO (Gene Expression Omnibus).

4.2. Preprocessing

Preprocessing was performed using the statistical software, R (https://cran.r-project.org/).
First, raw expression data were read using the ‘ReadAffy’ function. Then RMA (Multi-Array
Average [42]) was applied for background correction, quantile normalization, and log2-transformation.
Subsequently, multiple probes associated to one gene symbol were averaged. This was followed by
the selection of common genes across all datasets (17,061 genes). For each dataset, propensity score
matching was used to obtain a sample with approximate 1:1 matching for diagnosis, sex, ph, age,
and post-mortem interval (pmi). Next, all datasets were concatenated for quantile normalization and
covariate correction. Specifically, the ‘Combat’ function from the R library sva [43] was applied to
correct for covariates (sex, ph, age, age2, pmi, and a dataset indicator). Finally, datasets were separated
again for feature standardization (z-score) to remove bias from the expressed genes with large variance
and for downstream machine learning analysis.

4.3. Machine Learning Approaches

For MTL, multiple across-task regularization strategies were tested, such as MTL with network
structure (MTL_NET), sparse network structure (MTL_SNET), joint feature learning (MTL_L21),
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joint feature learning with elastic net (MTL_EN), and low-rank structure (MTL_Trace). As a comparison,
we selected logistic regression with lasso (LR), linear support vector machines (SVM), and random
forests (RF) as representatives of conventional STL methods. For all models (except for RF), stratified
five-fold cross validation was used to select hyper-parameters. Methodological details of the respective
methods are described below. All machine-learning analyses were performed using Matlab (R2016b).

4.3.1. Multi-Task Learning

For all MTL formulations, the logistic loss (L(·)) was used as the common loss function.

L(W, C) =
1
ni

ni

∑
j=1

log
(

1 + e(−Yi,j(Xi,jWT
i +Ci))

)
(1)

where X, Y, W, and C referred to the gene expression matrixes, diagnostic status, weight vectors,
and constants of all tasks, respectively. In addition, i and j denoted the index of the dataset and
subject respectively, i.e., ni and WT

i referred to the number of subject and weight vector of task i.
This model aimed to estimate the effect size of each feature such that the likelihood (i.e., the rate of
successful prediction in the training data) was maximized. During the prediction procedure, given the
expression profile of a previously unseen individual, the model calculates the probability of belonging
to the schizophrenia class (with subjects where the probability exceeded 0.5 being assigned to the
patient group). Notably, while we focused on classification due to the categorical outcomes of the
investigated datasets, the cross-task regularization strategies explored in the present study are not
limited to classification, but can also be applied for regression. All MTL formulations were used as
implemented in the Matlab library, Malsar [44], or based on custom Matlab implementations.

min
W, C

t

∑
i=1

L(W, C) + λ
t

∑
i=1

∣∣∣∣∣
∣∣∣∣∣Wi − 1

t

t

∑
j=1

Wj

∣∣∣∣∣
∣∣∣∣∣
2

2

(2)

We selected the mean-regularized multi-task learning method [45] as an algorithm for the
MTL_NET framework. This algorithm assumes that a latent model exists underlying all tasks, which
can be estimated as the mean model across tasks. Based on this assumption, the formulation attempts
to identify the most discriminative pattern in the high-dimensional feature space, while limiting the
dissimilarity between pairwise models. Dissimilarity is quantified with respect to the effect size of a
given predictor and the sign of its association with diagnosis. We expected this combined dissimilarity
measure to lead to biologically plausible predictive patterns that are characterized by consistent
differences across tasks, both in terms of magnitude as well as directionality. Here, λ had a range
of 10(−6:1:2).

min
W, C

t

∑
i=1

L(W, C) + λ(α
t

∑
i=1

∣∣∣∣∣
∣∣∣∣∣Wi − 1

t

t

∑
j=1

Wj

∣∣∣∣∣
∣∣∣∣∣
2

2

+ (1 − α)||W||1) (3)

MTL_SNET was the sparse version of MTL_NET, and the sparsity was introduced by the l1 norm
(i.e., coefficients of predictors with low utility are set to 0). Here, λ controls the entire penalty and
α distributes the penalty to full-sparse and non-sparse terms. λ had a range of 10(−6:1:2) and α was
chosen from the range [0:0.1:1].

min
W,C

t

∑
i=1

L(W, C) + λ||W||2,1 (4)

The formulation of MTL_L21 introduced the group sparse term, ||W||2,1 =
p
∑

i=1
||Wi||2,

which aimed to select or reject the same group of genes across datasets. λ controlled the level of
sparsity with a range of 10(−6:0.1:0).
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min
W, C

t

∑
i=1

L(W, C) + λ((1 − α)||W||2,1 + α||W||22) (5)

The MTL_EN was formulated by adding the composite penalties, where ||W||22 is the squared
Frobenius norm. Similar to elastic net in conventional STL, such regularization helped to stabilize the
solution when multiple highly correlated genes existed in the high-dimensional space [46]. Here, λ had
a range of 10(−6:0.1:0) and α was chosen from the range [0:0.1:1].

min
W, C

t

∑
i=1

L(W, C) + λ||W||∗ (6)

MTL_Trace encouraged a low-rank model, W, by penalizing the sum of its eigenvalues, ||W||∗.
λ had a range of 10(−6:0.1:1). By compressing the subspace spanned by weight vectors, models were
structured (i.e., clustered structure). Thus, the models that were clustered together demonstrated high
pairwise correlation.

4.3.2. Conventional, Single-Task Machine Learning

LR_L1: We trained logistic regression with lasso using the package, “Glmnet”. The lambda
parameter was chosen among the set, 10(−10:0.5:1).

SVM: Linear support vector machine was trained using the built-in Matlab function, ‘fitcsvm’,
with the box constraints in the range of 10(−5:1:5). We only used the linear kernel to facilitate
determination of predictor importance.

RF: We used the Matlab built-in function, ‘TreeBagger’, to train a random forest model with
5000 trees. The predictor importance was calculated according to the average error decrement for all
splits on a given predictor.

4.3.3. Assessment of Predictive Performance

To quantify predictive performance and capture stability of decision rules against cross-dataset
and sampling variability, we used a leave-dataset-out procedure. Specifically, the set of five expression
datasets was denoted as D = {d1, d2, . . . , d5} and we calculated the power set, P(D), of D. Then for
each subset, d ∈ P(D), we trained a given algorithm on d and tested the model on D − d. For example,
for d = {d1, d2}, we trained using the combination of datasets, {d1, d2}, and then tested on {d3, d4, d5}.
For convenience, we organized these training procedures according to the size of d, noted as
nd ∈ {2, 3, . . . , 5}. We thus obtained a series of models trained using all subsets of the five datasets
(except for single dataset) and they are referred to using nd.

The comparison of the predictive performance between methods was mainly based on nd = 4, i.e.,
when all, but one, datasets were used for training. To understand how dataset-specific confounders
affect the prediction, models were trained on a range of nd from 2 to 4. Finally, to explore the
convergence of genes’ coefficients across different training datasets, we compared the models trained
when nd = i, i ∈ {2, 3 . . . 5}.

During cross-validation (CV), as illustrated in Figure A1, subjects were randomly allocated to
5 folds, stratified for diagnosis and the dataset indicator. Subsequently, different strategies were
specified for MTL and STL. For MTL, the trainingcv datasets were trained in parallel, and the models
were tested on each testcv dataset by averaging the prediction scores. To determine the final accuracy of
the current fold, the accuracies retrieved from all testcv datasets were averaged. For STL, the trainingcv
datasets were combined to train a single algorithm that was then predicted on the combined testcv

datasets. Similar to CV, in the training procedure, MTL trained on datasets in parallel, while combining
the prediction scores for testing.
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4.3.4. Consistency and Stability Analysis

To compare the consistency and stability of markers between algorithms, we used the correlation
coefficient as the similarity measure of pairwise transcriptomic profiles (i.e., the coefficient vector for all
genes) learnt by algorithms. A high similarity between profiles implied that models shared important
predictors with respect to their weights and signs. Using this similarity measure, ‘consistency’
and ‘stability’ were defined, respectively. These measures were derived from 100-fold stratified
bootstrapping of subjects from a set of datasets. In each bootstrapping sample, we tested across the
number of training sets (nd = i, i ∈ {2, 3, . . . , 5}). For MTL, since the training procedure would output
multiple coefficient vectors (i.e., training on three datasets would output three coefficient vectors),
to compare the similarity between algorithms, the coefficient vectors were averaged.

Consistency: With ‘consistency’, we quantified the pairwise similarity of models trained using
overlapping or non-overlapping (i.e., 2 training datasets) datasets. For this, we differentiated two types
of consistencies: ‘Horizontal’ and ‘vertical’ consistency as illustrated in Figure A2a,b, respectively.
Horizontal consistency quantified model robustness against cross-dataset variability. For this, we fixed
the number of training datasets, (nd), and determined the pairwise similarity between models. This was
performed for all possible choices of nd (see supplementary methods for details). Vertical consistency
measured the sensitivity of models to the number of training datasets. For this, we varied nd and
quantified similarity between the model determined on all training datasets, (nd = 5), and all models
derived from lower training datasets numbers, (nd = i, i ∈ {2, 3, 4}) (see supplementary methods
for details). Low vertical consistency would, for example, be observed when models trained on two
training datasets led to vastly different transcriptomic profiles compared to that using all five datasets
for training.

Stability: To quantify the stability of an algorithm against the sampling variability, we observed
the variation of transcriptomic profiles learnt from different bootstrapping samples as illustrated
in Figure A3. Then the variation of all models given nd was summarized as the stability (see
supplementary methods for details).

Success rate: In addition to consistency and stability, to perform a side-by-side comparison of
algorithms, we defined the success rate as the proportion of cases where one algorithm outperformed
the other. For example, we quantified the success rate of consistency as the proportion of bootstrapping
samples where the first algorithm demonstrated higher consistency than the second (see supplementary
methods for details). The success rate of stability was quantified as the proportion of models,
which were more stable for the first algorithm than that for the second (see supplementary methods
for details).

5. Limitations and Future Work

This work evaluates the performance of MTL and STL for biomarker analysis across five
transcriptomic schizophrenia expression datasets. Several quality control procedures were employed to
remove unwanted variation in the investigated datasets and to improve the biological generalizability
of the obtained results. Despite this, the presented results should be interpreted in the light of
the specific datasets investigated. Since other data modalities, including neuroimaging or gene
methylation, show similar cross-dataset heterogeneity and correlation structures across variables,
the present results may not be limited to expression data, although this remains to be empirically
demonstrated. Furthermore, future investigations should include systematic simulation studies
to explore the performance of MTL and its robustness against factors typically affecting machine
learning performance, including data dimensionality, predictor effect sizes, and biological as well as
experimental variability across datasets.
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6. Conclusions

The present study demonstrates the utility of MTL for integrative machine learning in
high-dimensional datasets, compared to classical single-task learning. Mega-analyses that require
integration of data across numerous datasets are becoming more frequent, but thus far, have rarely used
machine learning approaches. The present study shows that MTL bears substantial promise for such
applications. This particularly applies for scenarios where inter-dataset heterogeneity far outweighs
the illness associated signal, a typical case for high-dimensional datasets in psychiatric research.
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Appendix A

Supplementary Methods
Consistency, stability and success rate

Notations:

• The model pairs trained using different (overlapping or non-overlapping) combinations of datasets were
represented as M and M̃, respectively (i.e., M represented the model trained using the training set, d = {1, 2};
M̃ was trained using a different dataset combination, for example, d = {3, 4} or d = {1, 2, . . . , 5})

• The notation of an algorithm: α, β (i.e., α = MTL_NET, β = SVM)

• The index of the bootstrapping sample: b ∈ {1, 2, . . . 100} and b̃ ∈ {1, 2, . . . 100}. For computational efficiency,
bootstrapping was performed across all datasets, d = {1, 2, . . . , 5}, and data subsets were selected from
this sampling.

As an example, a model, Mα
b , could be trained based on bootstrap sample, b = 3, from which training

sets, d = {1, 2}, were extracted, using the algorithm, α = SVM. The model trained on the same bootstrap sample
based on a different combination of training sets and using the algorithm, α = SVM, would be denoted as M̃α

b .

Consistency

Given nd = i, i ∈ {2, 3, 4} and the algorithm, α, we calculated the expected similarity for each bootstrapping
sample, b as:

Cα, nd
b = EM, M̃, M =M̃Cor(Mα

b , M̃α
b )

Then, the expected similarity list, Cα, nd =
[
Cα, nd

1 , Cα, nd
2 , . . . , Cα, nd

100
]
, over b was the consistency list of

algorithm, α, for a given nd. Here, the expectation was calculated empirically by enumerating all pairs of models,
M and M̃. By assigning different values to M and M̃, horizontal and vertical consistency were differentiated. For
horizontal consistency, M and M̃ represented the pairwise models trained using the same number (nd) of datasets.
For vertical consistency, M̃ was trained using nd = 5 datasets and M was trained using fewer datasets.
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Stability

Given nd = i, i ∈ {2, 3, 4}, and algorithm, α, we quantified the expected similarity between pairwise models
(Mα

b and Mα
b̃
), which were trained using the same datasets (M), but different bootstrapping samples (b and b̃), as:

Sα, nd
M = Eb, b̃, b =b̃Cor(Mα

b , Mα
b̃
)

Over all models, (M), Sα, nd = [Sα, nd
1 , Sα, nd

2 , . . . , Sα, nd

(
5

nd
)

] was quantified as the stability list of algorithm, α,

given nd. The expectation was estimated empirically by enumerating all pairs of bootstrapping samples, b and b̃.

Success rate

The success rate compared algorithms, α and β, side-by-side, and was measured as the proportion of cases
where algorithm, α, outperformed β.

For example, given the consistency list of algorithm, α and β, (Cα, nd and Cβ, nd ), we determined the
proportion of bootstrapping samples where algorithm, α, demonstrated higher consistency than β, yielding
the success rate of consistency:

SRnd
C = Eb1

C
α, nd
b −C

β, nd
b >0

Given the stability list of algorithm, α and β, (Sα, nd and Sβ, nd ), we determined the proportion of models,
which demonstrated higher stability for algorithm, α, yielding the success rate of stability:

SRnd
S = EM1

S
α, nd
M −S

β, nd
M >0

Appendix B

Figure A1. Procedure of five-fold-stratified-cross-validation for Single Task Learning (STL) and
Multitask Learning (MTL) (showing one-fold as an example). Using nd = 3 as an example, the
specific procedure of the cross-validation procedure is shown. First, the subjects were randomly
allocated to five folds, stratified for diagnosis per dataset. Subsequently, different strategies were
specified for MTL and STL. For MTL, the training datasets were trained in parallel, and the three
models (M1, M2, and M3) were tested on each test dataset by averaging the prediction score. The
average across all accuracies was used as the final accuracy for the current fold. In contrast, for STL, the
training datasets were combined to train a single algorithm that was then predicted on the combined
test datasets.
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Figure A2. Illustration of model consistency calculation. Consistency quantified the robustness of an
algorithm against the cross-dataset variability. To test this, we trained models using each subset of all
five expression datasets and then categorized these models according to the number of training sets
(nd). Different models were rendered as colored circles, categorized by nd. For vertical consistency,
(a) the similarity was determined between the models learned on nd = 2 to nd = 4 and the model
trained on nd = 5. The resulting values were then averaged for a given category, nd. For horizontal
consistency, (b) the model similarity was calculated in each category, nd, and then averaged.

Figure A3. Illustration of model stability calculation. Stability quantified the robustness
of an algorithm against sampling variability. This metric was computed by performing
100-fold-stratified-bootstrapping. In the left panel, five expression datasets are shown as colored
boxes. Using nd = 2 as an example, two out of five datasets were combined for training in each
bootstrapping sample. Thus, a series of models were obtained as illustrated as the colored circles in the
right panel. The stability was determined as the average pairwise similarity for each model, calculated
across all pairs of bootstrapping samples.
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Abstract: Childhood-onset schizophrenia (COS) is a rare psychiatric disorder characterized by
earlier onset, more severe course, and poorer outcome relative to adult-onset schizophrenia (AOS).
Even though, clinical, neuroimaging, and genetic studies support that COS is continuous to AOS.
Early neurodevelopmental deviations in COS are thought to be significantly mediated through
poorly understood genetic risk factors that may also predispose to long-term outcome. In this
review, we discuss findings from induced pluripotent stem cells (iPSCs) that allow the generation
of disease-relevant cell types from early brain development. Because iPSCs capture each donor’s
genotype, case/control studies can uncover molecular and cellular underpinnings of COS. Indeed,
recent studies identified alterations in neural progenitor and neuronal cell function, comprising
dendrites, synapses, electrical activity, glutamate signaling, and miRNA expression. Interestingly,
transcriptional signatures of iPSC-derived cells from patients with COS showed concordance with
postmortem brain samples from SCZ, indicating that changes in vitro may recapitulate changes from
the diseased brain. Considering this progress, we discuss also current caveats from the field of
iPSC-based disease modeling and how to proceed from basic studies to improved diagnosis and
treatment of COS.

Keywords: childhood-onset schizophrenia (COS); induced pluripotent stem cell (iPSC); copy
number variation (CNV); early neurodevelopment; neuronal differentiation; synapse; dendritic
arborization; miRNAs

1. Introduction

Schizophrenia (SCZ) is a highly heritable, devastating mental disorder with a lifetime prevalence
of ≈1% worldwide [1]. First episode psychosis typically manifest in early adulthood followed by
recurrent episodes that frequently give way to a chronic course that confers substantial mortality and
morbidity. As of yet, no cure is available and life expectancy of patients with SCZ is reduced by 15 to
30 years [2,3]. Around 4% of the patients experience early-onset schizophrenia (EOS) either during
childhood prior to the 13th birthday (i.e., COS) or during adolescence up to the age of 17 years and
carry a particular worse diagnosis [4].

Numerous hypothesis, observational, and experimental, have been put forward to explain
the etiology and pathogenesis of SCZ with no consensus established so far [5]. Among these, the
much-noticed neurodevelopmental hypothesis of SCZ posits that deviations in early brain development
predispose to later vulnerability when critical processes of normal maturation call into operation
damaged structures. Similar to other fields of early-onset disease, the study of patients with COS
showed that early SCZ is characterized by increased symptom severity and a higher genetic load. This
indicates a greater genetic salience for neurodevelopmental deviations and suggests that studying
COS can also advance insight into disease-traits that develop more subtly in an adult-onset patient
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group [6]. Early-onset of disease reduces also the contribution of confounding environmental factors
across life course and enables a less-clouded sight on the actual biology underpinning SCZ.

Due to the impossibility to isolate brain tissue from living patients, and the limitations of
postmortem studies (scarcity of tissue availability, confounding effects from treatments, aging, and
life history) patient-specific iPSCs offer a unique opportunity to study living human neuronal cells.
iPSCs capture a donor’s genotype including disease related genetic risk factors, known and unknown,
and can be differentiated in virtually any cell type including early neural cells of potential relevance
to COS. Differences in early cellular and molecular endophenotypes from case/control studies can
inform on perturbations in neurodevelopmental pathways and on potential deviations in patients
with COS. Patient-specific iPSC studies on COS are of particular interest given that early perturbations
in vitro may couple more directly to early than later pathology and thus offer a better handle on
cause–effect relationships.

Here, we will examine this hypothesis by considering the clinical picture and course of COS,
and recent insights into the genetics of AOS and COS. Against this background, we discuss how
iPSC-derived neuronal cells from early developmental stages differ between carriers of high-risk
structural variations variants for COS or patients with COS vs. healthy donors. We further ask whether
these molecular and cellular alterations do bridge to early brain development. Concluding, we address
present caveats in patient-specific disease modeling and upcoming improvements from the field.

The literature selection process for this review was conducted in the databank PubMed via
combinations of the search terms “schizophreni*”, “childhood”, “early-onset”, “induced pluripotent
stem cell*”, “genetic*”, and “psychosis” with date limits from 2007 (first report on iPSCs [7]) to
September 2018. Additional searches included scrutiny of similar articles suggested by PubMed, of
references from the identified publications, and of citatory publications identified by Google Scholar®.

2. The Neurodevelopmental Hypothesis of COS

COS is a rare disorder affecting 1 in 10,000–30,000 children [8]. Prior to the 20th century, bizarre
behavior, social withdrawal, catatonia, and/or psychosis in children were regarded as undifferentiated
conditions, labelled as “hereditary insanity”, “dementia praecox”, or “developmental idiocy” [9].
Today’s diagnostic criteria are the same as in AOS and concern multiple domains of behavior and
cognition with a prominent role of psychotic symptoms. Hallucinations, delusions, and disorganized
thinking [10,11] frequently concur with impairments in social communication, as well as in motor,
volitional, and emotional abnormalities [12]. Longitudinal studies have corroborated that diagnostic
stability is high in EOS at around 80–90% [13,14]. Outcome of patients over 40 years with EOS is
consistently worse relative to AOS [14–16] with the worst clinical and psychosocial outcomes in
COS [17]. EOS manifests greater neurodevelopmental deviance early in life, yet it is clinically and
neurobiological continuous with AOS [12,18,19].

The discovery of first-generation antipsychotics in the 1950s, known as typical antipsychotics [20],
has transformed the treatment of SCZ. Although the first atypical antipsychotic, clozapine, was
discovered in the 1960s and introduced clinically in the 1970s, most second-generation drugs, known
as atypical antipsychotics, have been developed more recently. Both generations of medication are
thought to block receptors in the brain’s dopamine pathways with atypicals acting on serotonin
receptors additionally. Recent data suggest a greater efficacy of clozapine, relative to other
antipsychotics, in COS than in AOS [21] and raise the perspective that COS could offer a unique
opportunity to learn to what degree neurodevelopmental deviations in SCZ could respond to
current pharmacotherapy.

At the macroscopic scale, early structural MRI (magnetic resonance imaging) studies by the
National Institute of Mental Health (NIMH) suggested a pattern of reduced cerebral volumes and
larger ventricles in COS consistent with findings from AOS [22]. Longitudinal follow-up studies
further showed that typically developing children undergo a small decrease in cortical gray matter
(≈2%) in the frontal and parietal regions throughout adolescence (Figure 1). By contrast, children with
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a history of COS experience exaggerated gray matter losses (≈8%) in frontal, parietal, and temporal
lobes [22]. These losses originated in the parietal lobes and spread anteriorly over time until they
leveled off in early adulthood when SCZ typically manifests [23]. This pattern fits well the hypothesis
of an exaggerated synaptic pruning during critical neurodevelopmental time windows in SCZ [23,24]
and supports that COS evolves from a vulnerable brain (Figure 1). It is also worth mentioning that
these changes were specific for COS and were not shared with other age- and gender-matched patients
with psychotic symptoms diagnosed as multidimensional impaired [25]. In addition, children with
COS display losses in global gray matter and cortical thickness in childhood that with age approach
those detected in AOS.

Figure 1. Progression of cortical gray matter loss in patients with childhood-onset schizophrenia (COS)
(n = 70) relative to age-, sex-, and scan interval-matched healthy individuals (n = 72). Brain templates
illustrate areas of significant thinning in patients with COS in a ‘front-to-back’ pattern from adolescence
to young adulthood (age 12–24 years). Side bar shows t statistic with threshold to control for multiple
comparisons. Figure 1 is reproduced from Gogtay [26] by permission of Oxford University Press,
adapted by Greenstein et al. [27] by permission of John Wiley and Sons.

Interestingly, non-affected siblings of patients with COS show equally a pattern of decreased
thickness in the frontal temporal and parietal lobes during childhood and adolescence that normalizes
in early adulthood. This indicates that genetic risk factors underpinning COS interact in a
complex manner with the environment leading to overt psychopathology or normalization of risk
phenotypes [26,28]. Beyond structural changes, functional MRI studies on patients with COS
suggest exaggerated long-range connectivity implicating greater global connectedness and efficiency.
Concomitantly, short-range connectivity is impaired in patients with COS implicating disrupted
modularity [29,30]. Similar structural deviations have been detected in neonates at high risk for SCZ
re-enforcing that COS is contiguous to SCZ [31].

These neuroimaging studies raise the question how macroscopic findings can be explained
microscopically. In the absence of neurodegenerative lesions and gliosis, histopathological studies have
scrutinized the cytoarchitecture of the cerebral cortex for changes in the size, location, distribution,
and packing density of neurons and their synaptic connections. Three putative alterations have
caught particular attention: abnormal neuronal organization (dysplasia) in lamina II (pre-alpha cells)
and lamina III of the entorhinal cortex [32], disarray of hippocampal neurons [33], and an altered
distribution of neurons in the subcortical white matter [34]. These findings seemed to implicate
impairments in neuronal migration and cytoarchitecture and were taken as strong evidence for the
neurodevelopmental hypothesis of SCZ. Disappointingly, none of these findings has been firmly
recapitulated so far. However, a bulk of histopathological studies collaborate the presence of smaller
cortical and hippocampal pyramidal neurons, decreased cortical and hippocampal synaptic markers,
and decreased dendritic spines as cardinal symptoms in AOS [35]. In light of our limited understanding
of SCZ’s neuropathology, future studies are needed to resolve the dynamic nature of the disorder.
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A one-fits-all model is unlikely to reflect the complex nature of changes in development, adult plasticity,
and aging. In fact, the diversity of postmortem cellular pathology may conform to accruing evidence
for multi-factorial genetic heritability in SCZ.

3. The Genetic Architecture of AOS and COS

Heritability for AOS is about 60% and 80% in national family [36,37] and twin studies [38,39].
Similarly, twin studies on patients with COS indicate a heritability about 88% [40]. Additionally, family
studies on patients with COS show an increased rate of schizophrenic spectrum disorders pointing to
familial transmission [41].

Genome-wide association studies (GWAS) have identified many common genetic variants (mostly
single nucleotide polymorphism, SNPs) of small effect size that explain between one-third and
one-half of the genetic variance [42]. A seminal meta-analysis on 36,989 patients with AOS and
113,075 controls discovered 128 common variant associations encompassing 108 independent loci
that met the criterion of genome-wide statistical significance (e.g., 5 × 10−8) [43]. These loci covered
multiple regions enriched in genes regulating glutamatergic, calcium, and G-protein coupled receptor
signaling, neuronal ion channels, synaptic function and plasticity, and several neurodevelopmental
regulators. A subsequent GWAS study has replicated 93 of these risk loci and identified additionally
52 new loci associated with AOS [44]. Most recently, a GWAS study for shared risk across major
psychiatric disorders (including AOS) has highlighted fetal neurodevelopment as a key mediator
of vulnerability: four genome-wide significant loci encompassed variants thought to regulate genes
expressed in radial glia cells and interneurons in the developing cortex during midgestation [45].

Despite these advances, it is important to realize that risk-associated SNPs typically map to
non-coding genomic regions equally represented by intergenic and intronic regions [46]. These SNPs
are not necessarily the causal genetic variant underlying the association nor do they identify the
causative gene(s). Future studies still have to identify those SNPs that encode a regulatory function
and contribute causally to SCZ [47].

Over the last few years, an increasing number of copy number variations (CNVs) has been shown
to increase the risk for SCZ. CNVs are typically caused by the presence of region-specific, repetitive
DNA sequences, termed low copy repeats (LCRs). Recombination between adjacent and homologous
LCRs via non-allelic homologous recombination (NAHR) results in deletions or duplications of the
DNA stretches between the repeats. These CNVs tend to recur at the same chromosomal positions
flanked by the LCRs, while other mechanism such as non-homologous end joining (NHEJ) can cause
non-recurrent CNVs that contain different breakpoints. In any case, most of these de novo mutations,
recurrent and non-recurrent, are likely to reduce fecundity and are therefore rarely transmitted [48].

With the advent of microarrays, it became feasible to interrogate the whole genomes of large
case/control cohorts for the presence of CNVs that enhance the risk for SCZ. These risk CNVs
comprise deletions at 1q21.1, 2p16.3 (contains only Neurexin 1 with a role in neurotransmission and
synaptic contact formation), 3q29, 15q11.2, 15q13.3, and 22q11.2, and duplications at 1q21.1, 7q11.23,
15q11.2-q13.1, 16p13.1, and proximal 16p11.2. A recent combined meta-analysis of 21,094 patients
with SCZ and 20,227 controls has shown in a small fraction (1.4%) of the cases genome-wide
significant association with CNVs and has confirmed the role of most previously implicated CNVs
including 1q21.1, 2p16.3, 3q29, 7q11.2, 15q13.3, distal and proximal 16p11.2 and 22q11.2 (Table 1) [49].
Furthermore, the researchers identified another eight loci that showed suggestive evidence of
association with SCZ (Table 1).
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Table 1. Significant CNV loci in patients with AOS and COS.

Chr Locus Mechanism CNV Effect OR (95% CI) COS

1 1q21.1 NAHR Loss + gain Risk 3.8 (2.1–6.9)
2 2p16.3 (NRXN1) NHEJ Loss Risk 14.4 (4.2–46.9) +
3 3q29 NAHR Loss Risk Infinite +
7 7p36.3 NAHR Loss + gain Risk 3.5 (1.3–9.0)
7 7q11.21 NAHR Loss + gain Protective 0.66 (0.52–0.84)
7 7q11.23 NAHR Gain Risk 16.1 (3.1–125.7)
8 8q22.2 NHEJ Loss Risk 14.5 (1.7–122.1)
9 9p24.3 NHEJ Loss + gain Risk 12.4 (1.6–98.1)
13 13q12.11 NAHR Gain Protective 0.36 (0.19–0.67)
15 15q11.2 NAHR Loss Risk 1.8 (1.2–2.6) +
15 15q13.3 NAHR Loss Risk 15.6 (3.7–66.5) +
16 16p11.2. proximal NAHR Gain Risk 9.4 (4.2–20.9)
16 16p11.2. distal NAHR Loss Risk 20.6 (2.6–162.2) +
22 22q11.21 NAHR Loss Risk 67.7 (9.3–492.8) +
22 22q11.21 NAHR Gain Protective 0.15 (0.04–0.52)
X Xq28 NAHR Gain Protective 0.35 (0.18–0.68)
X Xq28. distal NAHR Gain Risk 8.9 (2.0–39.9)

Abbreviations are: AOS, adult-onset schizophrenia; Chr, chromosome; CI, confidence interval; COS,
childhood-onset schizophrenia; CNV, copy number variation; NAHR, non-allelic homologous recombination;
NHEJ, non-homologous end joining; OR, odds ratio; +, present. Adapted by Springer Nature (https://www.nature.
com/nature/), Contribution of copy number variants to schizophrenia from a genome-wide study of 41,321 subjects,
Christian R. Marshall, 2017 [49].

The aggregate CNV burden was enriched for genes controlling synaptic function (OR = 1.68,
P = 2.8 × 10−11) and neurobehavior (in mice). Carrying a CNV risk allele explains only 0.85% of the
variance in SCZ liability relative to 3.4% by the 108 genome-wide significant loci [43]. However, risk
CNVs show significantly greater effects on SCZ risk (Table 1) than common SNP variants (OR < 1.3). It is
worth noting that these risk CNVs associate also with a distinct spectrum of disorders (autism spectrum
disorder (ASD), developmental delay, and congenital malformation) indicating that deviations in early
neurodevelopment are shared across these disorders [48].

An early study on CNVs on patients with AOS, COS, and ancestry-matched controls found that
15% of patient with AOS had novel structural variants compared with 5% of controls [50]. By contrast,
20% of patients with onset of SCZ before 18 years of age and 28% of patients with COS carried
one or more rare structural variants. Structural variations in patients with SCZ were enriched in
genes controlling brain development, especially those involving neuregulin and glutamate pathways.
In support of this finding, the NIMH COS study showed that 10% of the patients with COS exhibited
large chromosomal abnormalities at rates significant higher than those measured in the general
population or in patients with AOS [51]. This finding has been collaborated in a follow-up study [6]:
a total of 11.9% of patients with COS harbored at least one CNV and 26.7% had two. Among these, 4%
showed a 2.5–3 Mb deletion mapping to 22q11.2, a rate higher than that reported for AOS (0.3–1%)
or the general population (0.2%), and the highest rate reported for any clinical population to date.
Patients with COS also carried additional genomic lesions at 8q11.2, 10q22.3, 16p11.2, and 17q21.3 that
had been previously associated with intellectual disability or autism supporting the pleiotropic role of
these CNVs in early brain development.

Beyond CNVs, polygenetic risk scores derived from selected common risk variants for SCZ
predict effectively COS status: patients with COS had higher genetic risk scores for SCZ (and autism)
than their siblings suggesting that patients with COS have more salient genetic risk than do patients
with AOS [43].

Taken together, COS is a rare form of SCZ in which both common variants of small effect (SNP)
and rare variants (CNV) of large effect conspire together. Common and rare risk variants are more
frequent in patients with COS than in patients with AOS. At the same time, patients with COS share
rare variants associated with ASD. In essence, patients with COS carry a particular high risk for
SCZ that underpins earlier manifestation and a more severe course relative to AOS. Regarding the
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neurodevelopmental hypothesis of SCZ, patients with COS are therefore expected to manifest more
salient neurodevelopmental deviations than patients with AOS. With this in mind, future studies are
mandatory to link common and rare risk variants-to genes-to function in order to understand the
biology underlying COS and to develop better treatments. To approach this daunting task, iPSC-based
studies can provide an important tool to study the regulatory effects of genetic variants, candidate
genes, and the overall effect of these variants and their interconnected networks [52], known and
unknown, on cellular and molecular endophenotypes in disease-relevant human cells.

4. iPSCs Provide Unique Access to Early Neurodevelopment in AOS and COS

Human brain development starts with the differentiation of neuronal progenitor cells (NPCs)
in the third gestational week and subsists through at least late adolescence (Figure 2). Neural
tube formation, neural patterning, and NPC differentiation take place in embryonic and early fetal
periods and proceed to neuron production, migration, and differentiation in later fetal and early
postnatal periods.

Figure 2. A timeline of human development during prenatal (in postconception weeks, pcw) and
postnatal (in years) periods. The shaded horizontal bars represent the approximate timing of key
neurobiological processes and developmental milestones. The light-blue overlay marks the period
during which childhood-onset schizophrenia (COS) typically manifests. Gross anatomical features and
the relative size of the brain at different stages are illustrated at the top. Adapted by Springer Nature
(https://www.nature.com/nature/), Developmental timing and critical windows for the treatment of
psychiatric disorders, Oscar Marín, 2016 [53].

Regressive and progressive neuronal processes, remodeling of synaptic contacts and circuitries,
and myelination evolve postnatally and subsist beyond adolescence [54–56]. Cortical circuits are
refined through pruning of excitatory synapses, proliferation of inhibitory circuits, and remodeling
of pyramidal dendrites in early adulthood [57,58]. These modulatory processes serve to fine-tune
excitatory–inhibitory cortical balance and appear perturbed in patients with SCZ.

Genetic studies on AOS and COS suggest combinatorial contributions of many variants across
a host of loci, rather than one or a few penetrant single-gene mutations. These highly polygenic
states cannot be engineered into animal models, as they demand replicating large portions, if not
the entirety, of the human genome. Hence, human models are urgently needed to decode polygenic
contribution to disease initiation and manifestation. Human iPSCs retain the unique genetic signature
of the donor and provide insight into the relationship between the donor’s genotype and an in vitro
endophenotype. By now, human iPSCs are routinely generated from skin biopsies or peripheral blood
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mononuclear cells [59,60]. iPSCs can be differentiated in disease-relevant neurons and astroglia in
order to re-enact altered trajectories of brain development in a diseased individual. In distinction to
postmortem brain tissue, human iPSCs are not confounded by secondary disease processes, therapy, or
life history. Therefore, iPSC studies are particular promising for the analysis of the effects of polygenic
risk on programs underpinning cellular and molecular endophenotypes in the developing and early
postnatal brain.

Encouragingly, comprehensive RNA expression profiling of human brain tissues from early
embryonic to late adult postmortem stages has shown that neuronal cells produced from iPSCs closely
recapitulate the progression from early embryogenesis to late fetal periods in vitro and yield neuronal
cells of various stages of maturity [61–66]. Immature neurons and networks express molecules and
processes that are not operative in the adult and follow a crucial developmental sequence that is
instrumental in the formation of functional entities. While caution needs to be exercised to extrapolate
from iPSC-derived cell stages to those in adolescents and adults, they provide unique access to explore
molecular and cellular endophenotypes and cause–effect relationships in living disease-relevant cell
types from early neurodevelopmental stages from patients with COS.

5. Tracing Early Neurodevelopment in Patients with COS

In 2011, Brennand and coworkers firstly reported the generation of iPSC-derived neuronal
cells from patients with familial SCZ and detected significant reductions in neuronal connectivity,
neurite outgrowth, and dendrite formation in forebrain neurons from patients relative to controls [67].
This influential work has prompted an increasing number of patient-specific iPSC studies on AOS [68],
but also on bipolar disease [69]. Here, we consider iPSC-based case/control studies on carriers of
high-risk structural variations associated with COS or on patients diagnosed COS vs. healthy controls.
For clarity, experimental approaches, and key findings are summarized in a tabular format.

5.1. Role of the 22q11.2 Microdeletion as Risk Factor for AOS and COS

The 22q11.2 deletion syndrome (22q11.2.DS), also known as DiGeorge or velocardiofacial
syndrome, has an incidence of 1 in 2000–4000 live births [70]. Typical microdeletions are either 3 Mb in
size (covering about 60 known genes) or 1.5 Mb in size (covering about 35 known genes). Most of the
genes inside these regions are expressed in the brain. The severity of the disorder is unrelated to the
size of the deletions indicating that genes residing within the 1.5 Mb region are critical to the etiology of
the syndrome. Frequent physical manifestations consist of craniofacial and cardiovascular anomalies
and immunodeficiency among others symptoms. Patients with 22q11.2.DS also show cognitive and
behavioral impairments and a high risk for ASD, neurodevelopmental delay, and SCZ [48]. In fact, the
identification of rare and highly penetrant de novo structural variations at 22q11.2 in sporadic cases
of SCZ provided the first evidence for the role of rare recurrent mutations in SCZ susceptibly [71].
This structural mutation is detected in up to 1% and 4% of AOS and COS cases, respectively [6]
and up to one-third of all patients with 22q11.2.DS develop SCZ or schizoaffective disorder (SAD).
Noteworthy, there are no major clinical differences in core psychopathology, treatment response,
neurocognitive profile, and imaging anomalies between schizophrenic patients with 22q11.2.DS or
an intact chromosome 22 [72]. In fact, many patients with 22q11.2.DS show no serious intellectual
disability and congenital abnormalities can be so subtle that they appear undistinguishable from other
patients with SCZ. Consistent with these findings, intellectual ability and length of the microdeletion
do not appear to be major risk factors for SCZ associated with the 22q11.2 microdeletion.

In 2011, Pedrosa et al. [73] firstly reprogrammed fibroblasts (Table 2) from a patient with AOS
carrying a 22q11.2 microdeletion, a high risk factor for COS, and two healthy controls. Two iPSC
lines from patients with SCZ, one with adult-onset SCZ and one with COS (Table 3) were obtained
additionally from Brennand et al. [67]. iPSC quality control (Table 2) consisted of immunocytochemistry
(ICC), teratoma (Tera) and embryoid body formation (EB), and karyotype analysis (G-B, G-banding;
FISH, fluorescence in-situ hybridization).
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Table 2. iPSC generation and quality control.

Ref Source Factors Method n Authentication Karyotype Pluripotency

[73] Fibroblast OKSM RV - - G-B, F ICC, EB
[74] As in [73] OKSM RV - - G-B, F ICC, EB
[75] Fibroblast OKSM RV - - CGH ICC, Tera, EB
[76] Fibroblast OKSML Epi add - G-B, F ICC, EB
[77] As in [76] OKSML Epi add - G-B, F, micro ICC, EB
[78] As in [75] OKSM RV add - CGH, Taq ICC, Tera, EB
[79] Fibroblast OKSML Epi or Sen - G-B, F ICC, Tera
[80] Fibroblast OKSM Sen add - G-B, CGH ICC
[81] hESC (H1) na na - - na na
[82] Fibroblast OKSML Epi na CytoChip SNP CGH, SNP ICC
[83] Fibroblast OKSM Sen 2–3 PsychChip SNP G-B FACS, PCR
[84] As in [83] OKSM Sen 2–3 PsychChip SNP G-B FACS, PCR
[85] As in [83] OKSM Sen 2–3 Verif-BamID [86] G-B FACS, PCR

Abbreviations are: add, additional iPSC clones for some donors; EB, embryoid body formation combined
with ICC and/or qPCR; Epi, episomal plasmid; CGH, comparative genomic hybridization microarray; G-B,
chromosomal G-banding; FACS, fluorescence activated cell sorting; F, fluorescence in-situ hybridization; ICC,
immunocytochemistry; micro, microarray; n, numbers of independent clones per donor; na, non-applicable; OKSM,
reprogramming factors OCT4, KLF4, SOX2, MYC; OKSML, reprogramming factors plus Lin28 and p53 shRNA;
PCR, quantitative reversed transcribed polymerase chain reaction; Sen, Sendai virus; Ref, reference; RV, retroviral
transduction; SNP, single nucleotide polymorphism; Taq, Taqman copy number assay; Tera, teratoma formation.
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Neural induction involved embryoid body (EB) and neural rosette formation (an in vitro
equivalent to the neural tube) (Table 4). Subsequently, NPCs were manually dissected and
differentiated in mixed cultures of forebrain glutamatergic neurons that were able to fire action
potentials after two months in culture. Expression profiling across undifferentiated and differentiated
case/control iPSCs showed no gross differences except for the pluripotency markers OCT4 and
NANOG. These markers declined more slowly during glutamatergic differentiation of the iPSCs
derived from the patient with AOS and a 22q11.2 microdeletion relative to the other samples.

Table 4. Major differentiation methods.

Ref Neural Induction Patterning/Neural Progenitor Cells→Neural Cells

[73] EB-/rosette formation N2, WNT3A→N2, B27, BDNF, GDNF, IGF1, WNT3, cAMP
[74] SB431542 + Dorsomorphin N2, B27, bFGF→N2, B27, BDNF, GDNF
[75] EB-formation + Noggin FGF2, Shh or Wnt3a or BMP4→FGF2, EGF
[76] EB-formation + Dorsomorphin FGF2→N2, BDNF, GDNF, IGF1, WNT3, cAMP
[77] As in [76] As in [76]
[78] As in [75] As in [75]
[79] SB431542 + CHIR99204 N2, B27, Dorsomorphin, RA
[80] Rosette formation, N2, bFGF N2, BDNF
[81] Ngn2-mediated iN N2, B27, BDNF, NT3→mouse glia, Ara-C
[82] EB-/rosette formation StemCell Induction medium™→as above
[83] SB431542 + LDN-193189 N2, mTeSR™→BDNF, cAMP, AA→BrainPhys™
[84] SB431542 + LDN-193189 N2, B27-RA, FGF2

SB431542 + LDN-193189 N2, B27-RA, FGF2→B27-RA, BDNF, GDNF, cAMP, Ara-C, astrocytes, N2 B27-RA
[85] Ngn2-mediated iN BDNF, GDNF, cAMP, Ara-C, astrocytes

SB431542 + LDN-193189 N2, B27-RA, FGF2→B27-RA, BDNF, GDNF, cAMP, Ara-C, astrocytes, N2

Abbreviations are: AA, ascorbic acid; Ara-C, arabinoside C; B27, B27 supplement; BDNF, brain derived neurotrophic
factor; BMP, bone morphogenetic protein; cAMP, cyclic adenosine monophosphate; FGF2, fibroblast growth factor 2;
EB, embryoid body; GDNF, glial cell derived neurotrophic factor; N2, N2 supplement; Ngn2, neurogenin 2; RA,
retinoic acid; SHH, sonic hedgehog; Wnt, wingless.

Analysis of homogenized cultures from iPSC-based case/control studies can disguise the
detection of disease-relevant signals due to the high heterogeneity of cell types, broadly varying
maturation states, and of differences in differentiation capacity (see also Sections 5.5 and 6). In a
follow-up study, Belinsky et al. [74] sought to address this concern by combining patch recording with
single-cell PCR (polymerase chain reaction) for expression profiling of a selected panel of genes from
neurodevelopment, GABAergic and glutamatergic signaling among others. Neurons derived from
a patient with adult-onset SCZ carrying a 22q11.2 microdeletion and one control (Table 3) showed
similar active and passive electrical activities across the entire time course of neuronal differentiation.
At the same time, electrical activities were poorly synchronized due to varying maturation states.
However, once patient-derived neurons developed electrical activities, the expression of genes relevant
for GABAergic, glutamatergic, and dopaminergic specification appeared subtly deregulated relative to
the control.

The development of complex behaviors and higher cognitive functions in human involves the
development of highly specialized cell types and circuitries that may be impaired in psychiatric
disorders such as COS/AOS. Accruing evidence suggests that genomic DNA in the brain contains
characteristic somatic genetic variations relative to non-brain tissues [87]. These variations comprise
mutations, chromosomal aneuploidy, or microdeletions, and the dynamics of non-long terminal
repeat (LTR) retrotransposons. All of these variations contribute potentially to the production of
functionally diversified brain cells. Among the known retrotransposons, only long interspersed
nucleotide element-1 (L1) possesses autonomous retrotransposition activity that is required for the
insertion of new L1 copies. L1 shows retrotransposition activity in rat hippocampal NPCs [88],
human embryonic stem cells, and human fetal and adult brain [89]. Furthermore, increased L1
retrotransposition was detected in a mouse model of Rett syndrome and in Rett patients, suggesting a
role in neurodevelopmental disorders [90].

Considering these findings, Bundo et al. [75] investigated L1 activity in postmortem prefrontal
cortex from patients with AOS and iPSC-derived neurons from two patient with AOS carrying 22q11.2
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microdeletion, a known high risk factor for COS. Whole-genome sequencing showed that brain-specific
L1 insertion in patients with AOS localized preferentially to genes involved in synapse formation and
function, cell adhesion, and cytoskeleton among other processes relevant to SCZ [75]. L1 copy number
was unrelated to confounding factors (e.g., age, age of onset, and duration of illness) and emerged
from early neurodevelopmental stages, at least in the prefrontal cortex (Table 5).

Table 5. Major methods and findings on COS associated CNVs and on COS.

Ref Major Methods Major Findings on COS and Associated CNVs

[73] Microarray, WCPC Delayed decline of pluripotency markers in AOS with 22q11.2

[74] WCPC, single cell Ca2+

imaging and PCR
Dysregulation of genes relevant to GABAergic, glutamatergic, and
dopaminergic in electrical active neurons

[75] Whole genome sequencing,
postmortem brain

Increased L1 retrotransposition in postmortem brain from patients with
AOS and iPSC derived neurons from AOS patients with
22q11.2 deletion

[76] MicroRNA profiling 32 miRNAs are upregulated in neurons with 22q11.2 microdeletion,
miRNA deregulation is broadly shared across AOS, SAD, and COS

[77] Paired-end mRNA sequencing
Perturbed neuronal MAPK signaling, differentially expressed genes
from the 22q11.2 microdeletion act during critical periods
of development

[78] miRNA and mRNA arrays

Reduced neurosphere size, neural differentiation, neurite outgrowth,
cellular migration, and expression of miR-17/92 cluster and
miR-106a/b that inhibit p38a (MAPK14) expression, p38 inhibitors
improve diminished neurogenic-to-gliogenic ratio

[79] ICC/IHC, complementation
and knock-down experiments

Defects in adherens junctions and apical polarity. Displacement of
radial glia cells leads to cortical malformation during
mouse development

[80] ICC, IB Lower expression of CYFIP1 and PSD-95, altered dendritic morphology

[81] Gene editing, iNeurons,
electrophysiology

Reduced spontaneous mEPSC frequency, but not amplitude, and
decrease in evoked EPSC amplitude. Unaltered electrical properties of
human neurons, synapse numbers, and dendritic arborization

[82] Histomorphology,
electro-physiology

16p del- and 16p dup-derived NPCs show opposing differences in soma
size and arborization, reduced excitability in 16p del-derived neurons,
increased potassium current density in 16p dup-derived neurons, lower
density of excitatory synapses in 16p del- and 16p dup-derived neurons
associates with increased amplitude of mEPSCs

[83] digital miRNA profiling Downregulation of miR-9, a regulator of neurogenesis and of
radial migration

[84] IB, IHC, IP, knock-down Increased STEP61 protein expression in forebrain neurons impairs
NMDAR signaling

[85] mRNA sequencing
Transcriptional signatures of NPCs and neurons show concordance
with postmortem case/control brain samples from SCZ, BP, and ASD
after adjusting for cell type composition

Abbreviations are: AOS, Adult Onset Schizophrenia; ASD, Autism Spectrum Disorder; BP, Bipolar Disorder;
COS, Childhood Onset SCZ; IB, immunoblot; ICC, immunocytochemistry; IHC, immunohistochemistry; IP,
immunoprecipitation; mEPSC, miniature excitatory postsynaptic current; NPC, neuronal progenitor cell; WCPC,
whole cell patch clamp.

Interestingly, L1 insertion was also increased in iPSC-derived neurons containing the 22q11.2
microdeletion relative to controls supporting the role of this variation as risk factor for SCZ. Remember
that iPSC-derived cells match early embryonic to early postnatal stages and thus provide in vitro
evidence for a role of L1 retrotransposition during early neurodevelopment. In support of this
hypothesis, immune activation by poly-I:C treatment of rat dams (a translational model for the
generation of schizophrenia-like symptoms in the offspring) led to an increase of L1 copy number in
the brain. Hence, an increase in L1 insertion in response to environmental or genetic risk factors may
increase the vulnerability for SCZ by impairing synaptic and related functions in neurons, rather than
representing a primary cause of the disease.

Beyond mRNAs, the developing human brain expresses also high levels of microRNAs (miRNAs)
that regulate neural lineage and cell fate decisions, differentiation, and neuronal maturation [91,92].
miRNAs are noncoding RNAs of ~70 nucleotides in size (pri-miRNAs) that are cleaved by a nuclear
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protein complex encompassing DGCR8 and DROSHA into precursor RNAs (pre-miRNAs) [93].
Latter are further cleaved by DICER to yield single stranded ~22 nucleotide mature miRNAs that
are incorporated into the RNA induced silencing complex (RISC). Subsequently, miRNAs target
through a 6- to 8-base pair complementary ‘seed region’ one or more mRNAs with each miRNA
potentially downregulating up to hundreds of downstream targets [93]. Changes in miRNA expression
profiles have been detected in SCZ, autism, and major depressive disorder (MDD) [94]. For example,
miRNA-137 (miR-137) maps to a risk locus of SCZ [95,96] and seems to downregulate disease related
genes like TCF4 (transcription factor 4) or CACNA1C (calcium channel, voltage-dependent, L-type,
alpha-1C subunit) [97,98].

Noteworthy, DGCR8 (DiGeorge syndrome critical region gene 8) resides inside the 22q11.2
microdeletion. Reduced expression of DGCR8 slows the conversion of a subset of pri-miRNAs to
pre-miRNAs and results in a dampened production of a particular subset of mature miRNAs [99].
Additionally, the 22q11.2 region harbors MIR-185 that targets other candidate genes relevant to SCZ,
to hippocampal dendritic spine density, and to synapse function [100].

Given these premises, Zhao et al. [76] sought to analyze the miRNA profiles in living neurons
generated from patients with (i) SAD or AOS carrying the 22q11.2 microdeletion, a high risk factor
for COS, or (ii) with COS carrying an intact chromosome 22 (Table 3). MiRNA sequencing of
day 14 neurons (Table 5) from six controls (with multiple clones for two controls) and from six
patients with SAD, AOS, or COS, detected 45 differentially expressed miRNAs (13 lower in SCZ;
32 higher). Among these miRNAs, six were significantly downregulated in neurons carrying the
22q11.2 microdeletion, including four miRNAs that map to the 22q11.2 microdeletion (miR-1306-3p,
miR-1286, miR-1306-5p, and miR-185-5p), and two that did not (miR-3175 and miR-3158-3p). This result
suggests that some miRNAs are downregulated independently of DGCR8 possibly by one or more
of the transcriptional and chromatin regulators that map to this chromosomal region. In support
of this finding, 32 differentially expressed miRNAs were upregulated in the 22q11.2 microdeletion
samples, rather than downregulated. Functional pathway analysis of the differentially expressed
miRNAs showed enrichment for genes relevant to neurological and psychiatric disorders and
neurodevelopment. For example, miR-34c, a member of the miR-34 family, is predicted to target
CNTNAP1, CNTNAP2, GABRA3, RELN, FOXP2, NRXN2, and ANK3, while mi-R34a plays a role in
neural stem cell (NSC) differentiation. Moreover, many of the differentially expressed miRNAs in
iPSC-derived neurons carrying a 22q11.2 microdeletion were shared with clinical/autopsy samples
drawn from the general population of AOS and ASD indicating that the underpinning molecular
genetic networks are shared. Hence, deregulation of miRNA pathways extends well beyond the effects
specific to DGCR8 and applies broadly to patients with SAD or AOS carrying the 22q11.2 microdeletion
and to patients with COS.

Given that each miRNA potentially downregulates up to hundreds of downstream targets [93],
the researchers [76] further interrogated the mRNA expression profiles from iPSC-derived neurons
(Table 3). Gene pathway and network analysis of differentially expressed genes (DEGs, n = 42)
indicated a disruption of MAPK signaling in iPSC-derived neurons from patients with SCZ carrying
the 22q11.2 microdeletion that may lead to perturbed neuronal proliferation and differentiation.

Beyond individual genes, weighted correlation network analysis (WGCNA) permits the detection
of perturbed interactions between functionally interconnected genes that may represent only in part
significant expression changes. In this study [76], WGCNA revealed, however, only subtle changes
in 2 out of 15 gene modules identified. Accordingly, global wiring of functionally interconnected
genes was unaffected in iPSC-derived neurons from patients. To uncover genes co-expressed with the
DEGs, the researchers conducted a correlation analysis on different regions and developmental stages
from human brain (i.e., BrainSpan database). Interestingly, DEGs were highly connected only during
two developmental stages. The embryonic and the adolescent brain. Moreover, function enrichment
analysis of the co-expression networks in the embryonic and adolescence brains showed that the
embryonic cortex was enriched in genes critical to cell cycle, differentiation, and growth, while the
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adolescent cortex was enriched in genes critical to synaptic transmission and catabolism. In sum,
these results support that a subset of the 22q11.2 microdeletion DEGs fulfill distinct functions during
sensitive time-windows of brain development that become perturbed by haploinsufficiency.

The functional consequence of 22q11.2 haploinsufficiency for early neuronal and glial
development has been assessed more recently by Toyoshima et al. [78] in neurosphere assays. These
contain free-floating clusters of NSCs and provide a method to investigate iPSC-derived (Table 3) neural
precursor cells in vitro. The researchers detected significant reductions in neurosphere size, neural
differentiation efficiency, neurite outgrowth, and cellular migration in patient-derived cells. Although
both patient- and control-derived neurospheres could be efficiently differentiated into neurons and
astrocytes, the fraction of astrocytes among patient-derived differentiated cells was increased at the
expense of neurons.

At the molecular scale, miRNA profiling [78] showed reduced expression of miRNAs belonging to
the miR-17/92 cluster and miR-106a/b in patient-derived neurospheres. These miRNAs are predicted
to target MAPK14 transcripts encoding p38α, a member of the mitogen activated protein kinase family
and regulator of neurogenic-to-gliogenic transition competence. Well-fitting this prediction, p38α was
upregulated in patient-derived cells. Pharmacological inhibition of p38 in patient-derived neurospheres
partially reinstated neurogenic competence. Moreover, mRNA expression profiling showed that DEGs
between case/control neurospheres were enriched for genes relevant to cell differentiation, neuronal
development, and microRNA processing. Specifically, upregulated genes in case neurospheres were
significantly enriched for MAPK-mediated processes, neurotransmission, and signaling pathways.
Collectively, these results indicate a ‘reduced neurogenic’ and ‘elevated gliogenic’ competence during
early neurodevelopmental stages of patients with SCZ associated with a 22q11.2 microdeletion.

Taken together, different lines of evidence provide insight into the role of the 22q11.2 microdeletion
as an early risk factor for AOS and COS: iPSC-derived neuronal cells show a delayed glutamatergic
differentiation [73] and exhibit subtle deregulation of genes relevant for GABAergic, glutamatergic,
and dopaminergic specification once they acquire electrical activities [74]. The effects of the 22q11.2
microdeletion appear to be mediated through different molecular mechanisms: an increase in the
frequency of L1 insertion during early neurodevelopment through as yet unknown mechanisms may
impair synaptic function and predispose for later disease [75]. Secondly, deregulation of miRNA
pathways through DGCR8 dependent and independent pathways control genes important to SCZ
and neurodevelopment [76]. Such deregulation may disrupt MAPK signaling in iPSC-derived
neurons from patients with SCZ and 22q11.2 microdeletion and lead to perturbed neuronal
proliferation, differentiation, and increased gliogenic competence during early development [78].
Finally, deregulation of distinct coexpression gene networks at embryonic (cell cycle, differentiation,
and growth) and adolescent (synaptic transmission and catabolism) stages.

5.2. Role of the 15q11.2 Microdeletion as Risk Factor for AOS and COS

The proximal long arm of chromosome 15 (15q11.2-q13) contains several CNVs that can increase
the risk for common, severe neuropsychiatric disorders [101]. The CNVs arise from mis-paired
low copy number repeats at three breakpoints denoted BP1, BP2, and BP3. The 15q11.2 BP1-BP2
microdeletion (Burnside-Butler syndrome) encloses four protein-encoding genes (TUBGCP5, CFYIP1,
NIPA1, and NIPA2) and has a reported de novo frequency between 5–22%. On the other hand, about
35% and 51% of the carriers have inherited the microdeletion from an apparently affected or unaffected
parent, respectively [102]. Genes inside the BP1-BP2 region are biallelically expressed, whereas the
clinically related Prader-Willi/Angelman syndrome, defined by the distal breakpoint BP3 and the
proximally located breakpoints BP1 or BP2, involves the deletion of a large genomically imprinted
region between BP2-BP3.

Patients with the 15q11.2 BP1-BP2 microdeletion carry an increased risk for intellectual disability
(ID), ASD, AOS, COS, and seizure disorders and manifest mild dysmorphic features and neurocognitive
delay [102]. Discrete disabilities in learning, reading skills, and a marginally reduced intelligence
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quotient have been found among clinically affected, but also among normal individuals, with the
15q11.2 BP1-BP2 microdeletion [103]. Furthermore, this genetic variation affects brain structure in a
pattern consistent with that observed during first-episode psychosis in SCZ [103].

The 15q11.2 BP1-BP2 microdeletion has a prevalence ranging from 0.57–1.27% as inferred from
high resolution microarray analysis [102]. However, not all individuals with the deletion are clinically
affected since this region harbors genetic material showing incomplete penetrance or low penetrance
of pathogenicity along with variable expressivity. NIPA1 (non-imprinted in Prader-Willi/Angelman
syndrome 1 gene) is the best understood gene within this region and associates with autosomal
dominant hereditary spastic paraplegia. It is highly expressed in neuronal tissues and serves the
transport of Mg2+. Likewise, NIPA2 (non-imprinted in Prader–Willi/Angelman syndrome 2 gene)
regulates renal Mg2+ transport. The TUBGCP5 (tubulin gamma complex associated protein 5) gene is
required for microtubule nucleation at the centrosome and is thought to contribute to neurobehavioral
disorders such as ADHD (attention deficit hyperactivity disorder) [104]. Finally, cytoplasmatic
FMR1-interacting protein (CYFIP1), a binding partner of fragile X mental retardation protein (FMRP),
is a leading candidate inside the BP1-BP2 domain. CYFIP1 has been found to interact with Rac1
(a RHO GTPase involved in modulation of the cytoskeleton, neuronal polarization, axonal growth,
and differentiation), FMRP, and EIF4E (eukaryotic translation initiation factor 4E). In mice, complex
formation between cyfip1, FMRP, and cap protein eiF4E serves to regulate activity-dependent protein
translation in mature neurons [105]. Biochemical studies further suggest that CYFIP1 regulates
the WAVE complex that controls Arp2/3-medited actin polymerization and membrane protrusion
formation in non-neuronal cells.

15q11.2 microdeletion is one of the most frequent CNVs associated with an increased risk for
AOS and COS (Table 1) [49]. To understand why 15q11.2 CNVs are prominent risk factors for SCZ,
Yoon et al. [79] established iPSC lines from three individuals with COS carrying the microdeletion, and
from five healthy individuals without the microdeletion (Table 3).

Immunostaining of iPSC-derived neural rosettes (an in vitro pendant of the neural tube) from
COS cases displayed perturbed apical–basal polarity and disrupted adherens junctions relative to
controls. The actin cytoskeleton acts as a cytoplasmatic anchor for cadherin/catenin proteins at
adherens junctions and its proper organization is important for maintaining adherens junctions and
polarity of NPCs. Consistent with CYFIP1’s role as a regulator of the actin-modulating WAVE complex,
biochemical analysis showed a specific defect of WAVE complex stabilization in NPCs carrying the
15q11.2 microdeletion. Gain-and-loss of function experiments for CYFIP1 in NPCs carrying the
microdeletion and from control NPCs further supported this finding. In agreement with the in vitro
experiments, cyfip1 was also necessary to sustain adherens junctions and apical polarity of NSCs
in the developing mouse cortex as demonstrated by in vivo knockdown experiments. Moreover,
deficits in cyfip1 led to false placement and pattern of mitosis of radial glial progenitor cells (RGCs)
in the developing mouse cortex. This phenotype subsisted in intermediate progenitor cells (IPCs),
the direct progeny of RGCs, as well as in glutamatergic projection neurons, resulting in cortical
layer malformation.

Beyond NSC/NPC, the function of CYFP1 is known to extend to mature neurons. Recent
reports showed that cyfip1 is enriched at mouse neuronal synapses and plays an important role in
dendritic arborization as evidenced by gain-and-loss of function studies [106,107]. Given that human
postmortem studies support a role for dendritic spine structure abnormalities in the pathogenesis of
ID, ASD, and SCZ [108], haploinsufficiency of CYFIP1 could present a mechanism whereby the 15q11.2
deletion confers risk for neuropsychiatric disorders. To address this topic, Das et al. [80] created iPSCs
from a mother and her offspring, both carrying the 15q11.2 deletion, and a control with an intact
chromosome 15. The offspring, but not the mother, additionally manifested SAD.

Neural rosettes derived from quality controlled iPSCs (Table 2) were dissected, expanded as
neurospheres, subsequently kept as monolayers, and finally differentiated into neurons (Table 4).
The expression of all four genes inside the deleted region as well as of PSD95, a key marker of synapses,
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was reduced during different stages of neuronal development in the mother and offspring when
compared to the unrelated control. Moreover, at 10 weeks of differentiation qualitative analysis
of iPSC-derived neurons provided tentative evidence that dendritic morphology was altered in
15q11.2-deletion carriers relative to control. In support of this view, Dimitrion et al. [109] observed
in a follow up study that in low-density neuronal cultures the density of dendritic filopodia was
strongly increased in neurons with the microdeletion (i.e., the maternally-derived iPSC line) relative to
the control.

Collectively, these studies show that human iPSCs can serve as an entry point to investigate a
common CNV risk factor for AOS, COS, and other neuropsychiatric disorders. Results from multiple
levels of analysis also allowed prioritization of genes within the CNV and highlighted a role of
CYFIP1 as contributing factor to biological processes implicated in the neurodevelopmental origins of
these disorders. Specifically, CYFIP1 regulates apical–basal polarity and adherens junctions of NSCs,
proper positioning of NSCs and their derivatives along neurodevelopmental trajectories, and dendritic
arborization of mature neurons; all of these processes are key to AOS and COS.

5.3. Role of the 2p16.3 Microdeletion as Risk Factor for AOS and COS

AOS and COS has been associated with non-recurrent CNVs (Table 1) including those disrupting
the NRXN1 gene at 2p16.3. These deletions cluster in delineated regions and represent with variable
size and unique breakpoints. The presence of short stretches of microhomology and additional base
pair insertions at the breakpoint site [110] suggests that error-prone repair mechanisms referred to
as NHEJ bridge, modify, and fuse free DNA ends at sites of double-stranded chromosomal breaks.
In contradiction to NAHR, NHEJ does not depend on specific genomic architectural features such
as LCR.

NRXN1 encodes neurexin-1 [111], an evolutionary conserved presynaptic cell-adhesion molecule.
Humans contain three neurexin genes (NRXN1, NRXN2, and NRXN3) each of which harbors separate
promoters for longer α- and shorter β-neurexins. These isoforms bind to postsynaptic cell-adhesion
molecules such as neuroligins and LRRTMs that are also associated with ASD or SCZ.

Most NRXN1 mutations represent heterozygous CNVs that delete only NRXN1 due to the large
size of the gene, while missense and truncation mutations are less frequent [110]. While NRXN1
mutations are rare (≈0.18% of patients with SCZ [112]), they represent the most frequent-single gene
mutation in AOS and COS. NRXN1 polymorphisms have been also implicated in differential responses
to antipsychotic medication in SCZ further strengthening the link between SCZ and NRXN1 [113].
Individuals with 2p16.3 microdeletion can manifest developmental delay, especially in speech,
abnormal behaviors, and mild dysmorphic features with epilepsy [114]. However, presence of NRXN1
deletions in healthy parents and siblings indicates reduced penetrance and/or variable expressivity.

The variable clinical presentations and the observation that homozygous Nrxn1α mutations cause
only a minor phenotype in mice [115], raise the question of whether heterozygous NRXN1 mutations
alone directly impair synaptic function. To address this question under conditions that control precisely
for genetic background, Pak et al. [81] established isogenic human embryonic stem cell (ESC) lines
carrying different heterozygous conditional NRXN1 mutations and analyzed subsequently their effects
on neuronal phenotypes and activities.

Loss-of-function mutations were generated by homologous recombination and consisted either
of a conditional exon deletion that caused a frameshift and disrupted both neurexin-1α and -1β
or a conditional truncation of neurexin-1α and -1β that introduced a stop codon and resulted in
rapidly degraded protein. Both heterozygous conditional NRXN1 mutations did not alter the electrical
properties of human neurons, their synapse numbers, or dendritic arborization. Yet, they produced a
severe and selective decrease in presynaptic neurotransmitter release concomitant with a reduction in
spontaneous mEPSC (miniature excitatory postsynaptic current) frequency, but not amplitude, and a
parallel decrease in evoked EPSC amplitude. Interestingly, the decrease in EPSC amplitude was rapidly
relieved during a stimulus train indicating that this phenotype did not involve a general decline of the
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release probability, but exhibited a specific decrease in release probability for only the first stimulus.
Moreover, key features of the NRXN1 heterozygous mutant phenotype were detected in two different
types of ESC-derived human cells: induced neurons (iN) consisting of a homogenous population of
excitatory forebrain neurons, and a more heterogeneous population of neurons obtained from an NPC
intermediate (Table 4). This observation strengthens the notion that heterozygous loss of NRXN1
causes a selective impairment in synaptic transmission. A plausible explanation for this phenotype
is impairment in presynaptic Ca2+ influx during an action potential that would only initially impair
release in a high-frequency stimulus train due to the accumulation of residual Ca2+ later in the train.

Collectively, these results suggest that heterozygous NRXN1 mutations may predispose to AOS,
COS, and other neuropsychiatric disorders by impairing a highly specific synapse function.

5.4. Role of the 16p11.2 Microdeletion as Risk Factor for AOS and COS

The 16p11.2 CNV covers an ≈600 kb locus encompassing 29 annotated genes [116]. Carriers
with either the deletion (16p-del) or the duplication (16p-dup) of this region manifest psychiatric
disorders such as ASD, AOS, and COS (Table 1). Common developmental, cognitive, and behavioral
symptoms are also equally shared by both genotypes. By contrast, they associate with opposing
physical symptoms: individuals with 16p-del have normal birth weight, but develop a drastic
increase in body mass index (BMI) by age 7 such that ≈75% of adult carriers are obese. Contrariwise,
individuals with 16p-dup represent with below-normal weight at birth and an eightfold enhanced
risk of underweight in adulthood. Additionally, carriers differ in head sizes: ≈17% of the individuals
with 16p-del are macrocephalic, while ≈10% of the individuals with 16p-dup are microcephalic [116].
Neuroimaging studies on carriers suggest significant effects on gray matter volume, especially increase
in the cortical surface area in individuals with 16p-del. On the other hand, a reciprocal decrease has
been detected in individuals with 16p-dup [117]. Noteworthy, Lin et al. [118] predicted by dynamic
protein interaction analysis profound changes in the 16p11.2 protein interaction networks throughout
different stages of brain development and/or in different brain regions. Hereby, the late mid-fetal
period of cortical development was most critical for establishing the connectivity of 16p11.2 proteins
with their co-expressed partners.

To uncover cellular phenotypes due to 16p11.2 CNVs, Desphande et al. [82] generated iPSCs
from donors with a diagnosis of ASD with gain (dup) or loss (del) of 16p11.2 CNV (Table 3).
Quality control (Table 2) confirmed that 16p11.2 CNV carrier-derived iPSCs were comparable
to control iPSCs regarding pluripotency, NPC proliferation, self-renewal, and the formation of
forebrain neurons. By contrast, at three and six weeks post differentiation, 16p del-derived neurons
showed neuronal hypertrophy with increases in soma size, total dendrite length and arborization,
whereas 16p dup-derived neurons showed the opposite phenotype relative to controls, especially in
excitatory neurons.

Functionally, 16p del-derived neurons exhibited reduced excitability with greatly reduced
voltage responses and membrane resistance relative to 16p dup-derived neurons, which behaved
undistinguishably to controls. On the other hand, 16p dup-derived neurons—but neither 16p
del-derived neurons nor controls—showed an increased potassium current density at positive voltages
indicating that they may compensate for their reduced somatic size by increasing the outward
potassium current to stabilize intrinsic excitability. Finally, both 16p del- and dup-derived neurons
revealed a lower density of excitatory synapses compared with controls that associated with a
significant increase in the amplitude, but unaltered kinetic or frequency, of mEPSCs.

Collectively, reciprocal cellular phenotypes in 16p-dup/del iPSC-derived neurons may contribute
to opposing brain size difference. In this respect a gene inside 16p11.2, namely KCTD13, encoding a
nuclear protein that stimulates DNA polymerase activity at replication foci, has been shown to cause
via proliferation dose-dependent macrocephaly in zebrafish [119]. Furthermore, KCTD13 plays a
crucial role in the regulation of the KCTD13-Cul3-RhoA pathway in layer 4 of the inner cortical plate
that controls brain size and connectivity [118]. At the same time, similar reductions in synapse density
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in either 16p11.2 genotype may contribute to the similarities in human clinical outcome and represent
a major risk factor for the development of SCZ—the ‘disease of the synapse’ [120].

5.5. COS with or without CNVs

Despite the rare incidence of COS, recent studies [83–85] have taken a step forward toward the
collection of larger sample sizes from patients with COS carrying risk CNVs and from those without
known CNVs (i.e., idiopathic COS). In 2016, Topol et al. [83] reported the first COS/control study
comprising each ten individuals: Patients with COS carried different CNVs (1p33, 2p16.3 del, 3p25.3,
16p11.2, and 22q11.2) or showed no detectable anomalies (n = 4) (Table 3). These patients were recruited
from the longitudinal NIHM study (see Section 2) and showed across development reduced cortical
thickness relative to controls. With increasing age developmental trajectory normalized in parietal
regions but remained divergent in frontal and temporal regions, a pattern of loss similar to AOS [27].

Quality controlled COS/control iPSCs (Table 2) were differentiated via dual-SMAD inhibition
into NPCs (Table 4), expanded, and harvested for miRNA profiling (Table 5). As noted before
(Section 5.1), miRNAs play a pivotal role in the developing human brain [91,92] and altered miRNA
expression profiles have been consistently detected in psychiatric disorders [94]. In parallel, the
researchers conducted miRNA expression profiling also on previous AOS/control samples [61].
Among 800 miRNAs detected by digital expression profiling (Nanostring), miR-9, a regulator of
neurogenesis in NSCs [121], was the most abundant and the most downregulated miRNA in NPCs
from patients with either AOS or COS. Thereby, lower miR-9 levels in patient-derived NPCs relative
to those from controls were largely driven by a subset of cases, which is not unexpected given the
heterogeneity of a complex disorder like SCZ. Functionally, miR-9 enhanced radial migration as
evidenced by gain-and-loss of function experiments in iPSC-derived NPCs.

Analysis of the AOS/control cohort, for which mRNA expression profiles from both iPSC-derived
NPCs and neuronal cells were already available [61], suggested that known miR-9 target genes were
significantly enriched (n = 84) among DEGs (56% upregulated, 44% downregulated). In this context
it is interesting to note that previous SCZ GWAS gene-set enrichment analysis [43] has detected an
enrichment on predicted miR-9 targets among SCZ-associated genes [122]. Together, these findings
indicate that genetic variants in both miR-9 and its targets confer increased risk of SCZ.

Moving beyond miRNA profiling, the same case/control cohorts were also investigated for
the expression of the brain-specific tyrosine phosphatase STEP (striatal-enriched protein tyrosine
phosphatase) [84]. This membrane associated kinase is an important regulator of synaptic function:
it counteracts synaptic strengthening by enhancing N-methyl-D-aspartate glutamate receptor (NMDAR)
internalization through phosphorylation of the GluN2B subunit and inactivation of the extracellular
signal-regulated kinase 1/2 and Fyn. Previous studies suggested that STEP61 is higher expressed in
postmortem anterior cingulate cortex and dorsolateral prefrontal cortex of patients with AOS, as well
as in mice treated with the psychomimetic phencyclidine or the NMDAR antagonist MK-801 [123].

In a separate approach, the researchers [84] had originally found enhanced expression of STEP61

in the cortices of Nrg1+/− (Neuregulin 1) and brain-specific ErbB2/4 knockout mice. Nrg1 signaling
is a critical mediator of synaptic function and plasticity in glutamatergic signaling [124]. Therefore,
Nrg1+/− knockout mice are deemed a valued translation model of SCZ.

In support of these findings, STEP61 protein expression was also increased relative to controls in
mixed or merely pure glutamatergic forebrain cultures generated from AOS- or COS-derived iPSCs.
Similar to miR-9 expression, differences in STEP61 protein expression were driven by a subset of
patients with AOS (three out of four) or patients with COS (four out of nine) collaborating previous
evidence for genetic heterogeneity in either cohort [83]. Notably, knock-down or pharmacological
inhibition of STEP prevented the loss of NMDARs in iPSC-derived neurons from patients with AOS or
mice brain and normalized behavior in Nrg1+/− mice.

Collectively, findings from transgenic mice models and patient-specific iPSCs support perturbed
glutamate signaling in AOS and COS, and thus attest to the glutamate hypothesis of SCZ [125].
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In a most recent study [85], an enlarged collection of COS/control iPSCs (Tables 2 and 3) was
differentiated into NPCs and forebrain neurons to carry out mRNA sequencing (RNA-seq). A rigorous
bioinformatic strategy was applied to adjust for technical variation and batch effects, spurious samples
and samples that showed aberrant X-inactivation or contamination. Despite these precautions,
the researcher observed large heterogeneity in cell type composition (CTC) between NPCs and neurons,
even from the same individual. This indicates that differences in differentiation capacity led to unique
neural compositions in each sample. Computational deconvolution analysis of CTC helped sharpening
the distinction between NPCs and neurons; however, substantial heterogeneity remained, partly due to
neural crest and mesenchymal contaminants. In fact, variation due to cell type heterogeneity surpassed
variation due to donor effects and represented an important source of intra-donor expression variation
that could hamper the analysis of inter-donor variation (i.e., case/control differences).

Owing these limitations, differential expression analysis of NPCs and neurons generated from
COS- and control-derived iPSCs identified only few genes: one gene (ENSG00000230847; Occludin
pseudogene) with FDR < 10% and one gene (FZD6, Frizzled Class Receptor 6) with FDR < 30% were
both shared by NPCs and neurons. An additional three genes (GTF2H2B, General Transcription
Factor IIH Subunit 2; ELTD1, EGF, latrophilin and seven transmembrane domain containing 1;
ENSG00000236725, pseudogene RP11-154P18.1) with a FDR < 30% were specific to NPCs. Conversely,
another three genes (QPCT, Glutaminyl-peptide cyclotransferase; CBX2, Chromobox homolog 2,
drosophila Polycomb class; INTS4P1, integrator complex subunit 4 pseudogene 1) with a FDR < 30%
were specific to neurons. Although plausible candidates in COS pathology such as FZD6, QPCT, and
CBX2 were differentially expressed, no coherent set of biological pathways could be identified.

Moving beyond iPSCs, Hoffman et al. [85] therefore analyzed the concordance between gene
expression in iPSCs-derived cells from patients with COS and differential expression results from
post-mortem brain case/control studies from five psychiatric diseases: Alcoholism, MDD, BP, SCZ,
and ASD. High concordance was observed for SCZ (higher in neurons vs. NPCs), BP, and ASD.
By contrast, concordance was low for alcoholism and MDD. This outcome supports the specificity of
gene expression data from iPSC-derived cells from patients with COS and agrees with current insight
on cross-disorder genetic liability of psychiatric disorders [95,126].

Collectively, iPSC-based case/control studies on patients with COS have provided further insight
into potential neurodevelopmental deviations. Reduced miR-9 expression in a subset of samples
points to impaired radial migration of NPCs during early steps of development. In support of this
view, increased STEP61 protein expression in NPCs from patients with COS suggests perturbed
glutamate signaling. Neuronal migration in the cortex is controlled by the paracrine action of the
classical neurotransmitters glutamate and GABA (γ-aminobutyric acid) [127]. Glutamate controls
radial migration of pyramidal neurons by acting primarily on NMDA receptors and regulates tangential
migration of inhibitory interneurons by activating non-NMDA and NMDA receptors. In general,
intra-donor and inter-donor differences in differentiation capacity of iPSCs can obscure detection
of disease-relevant signals in case/control studies. However, subtle though statistically significant
concordance between both NPCs and neurons generated from iPSCs derived from patients with COS
and two recent SCZ post-mortem cohorts supports that in vitro findings can recapitulate processes
from the diseased brain, at least in part.

6. Future Perspectives and Challenges

The possibility to generate patient-specific iPSCs has provided unique opportunities for the
investigation of living disease-relevant cells from patients with COS and associated genetic risk
factors. iPSC-based studies on CNVs associated with AOS and COS has helped to advance our
insight in the biological underpinnings of these variations: CNVs enhance L1 retrotransposition to
synaptic genes during early neurodevelopment [75] and perturb miRNA expression [76,78] thus
contributing to impaired mitogenic signaling [77,78]. Furthermore, CNVs disrupt the formation of
adherens junctions and apical polarity in early NPCs, especially RGCs, with long term effects on
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cortical organization [79]. The effects of CNVs on NPCs and neuronal cells are manifold; they reach
from more subtle alterations in the expression of synaptic markers and dendritic morphology [80] to
overt differences in NPC soma size, arborization, and excitatory synapses [82]. These morphological
changes concur with distinct and selected changes in electrical activity such as reduced frequency [81]
or increased amplitude of mEPCs [82]. In addition, more recent case/control studies on patients with
COS have highlighted perturbed miRNA expression potentially affecting neurogenesis, radial glia
migration [83], and glutamate signaling [84]. Importantly, transcriptional signatures of iPSC-derived
NPCs and neurons from patients with COS show concordance with postmortem case/control samples
from SCZ, but also with genetically related BP and ASD, and indicate that changes observed in vitro
may reflect changes from the diseased brain. Unsurprisingly, there is no one-fits-all cellular or
molecular phenotype emerging from these studies. While this is likely owed genetic heterogeneity
in COS, it also raises questions as to the different differentiation protocols applied in current iPSC
studies, especially, as to cellular heterogeneity that may obscure detection and reproducibility of
disease-specific signals within and across COS/control studies. Therefore, we discuss next current
caveats and further steps to be taken to improve the generation and design of patient-specific iPSC
studies for COS and beyond.

6.1. High Resolution Karyotypes

Random mutations can arise along the reprogramming process and/or during in vitro culture
at any time. Nowadays, non-integrating, so-called ‘foot-print free’, reprogramming techniques
(i.e., Sendai virus, episomal, and mRNA transfection) (Table 2) are the method of choice to guard
against random integration into the host genome. However, these techniques are not perfect: SNP array
systems with an average genomic resolution of 43 KB (as opposed to 5 MB by traditional G-banding)
showed the highest aneuploidy for retroviral (13.5%) and episomal (11.5%) derived iPSCs [128].
In-between aneuploidy was detected for lentiviral (4.5%) and Sendai virus (4.6%) derived iPSCs, and
lowest aneuploidy for RNA (2.3%) derived iPSCs. Furthermore, whole exome sequencing suggests that
clonal fibroblasts and iPSCs derived from the same fibroblast carry a similar number of mutations [129].
Accordingly, more than 90% of the mutations preexist randomly in small subsets of the parental
unselected fibroblast population. Common genetic variations underpin molecular heterogeneity in
iPSCs [130–135] and any genetic variation arising during reprogramming or in vitro culture can have
potentially the same effect. Only recently, studies on COS (Table 2) have sought for donor-matched
digital (e.g., SNP-based) karyotype maps to assess chromosomal anomalies, including copy number
alterations [133], more precisely.

Digital karyotyping, but also mRNA-sequencing [85], can inform additionally on familial
relationships and the proper assignment of iPSC lines and should be implemented in future iPSC
studies on a routine basis.

6.2. Cellular Heterogeneity

Randomly distributed differences in genotype, expression profiles, and epigenetic state of
individual iPSC lines [136] are known to influence the (neural) differentiation capacity of human
embryonic stem cells and iPSCs from healthy donors [137–140]. Predictably, such variations will
confound our ability to identify those related to disease status in a case/control design. Recent
iPSC studies have therefore aimed to clarify to what degree variance across donors explains
expression variation: Carcamo-Orrive [132] observed that ≈50% of genome wide expression
variability in undifferentiated iPSCs (317 iPSCs from 101 healthy individuals) is explained by genetic
variation across individuals. They also identified Polycomb targets to contribute significantly to the
non-genetic variability seen within and across individuals [141]. By means of genome-wide profiling,
Kilpinen et al. [133] determined that 5–46% of the variation (variation median ≈6) in different iPSC
phenotypes (711 iPSCs from 301 healthy individuals), including differentiation capacity and cellular
morphology, arise from differences between individuals. Relatedly, Schwartzentruber et al. [142]
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observed that sample-to-sample (n = 123) variability in gene expression in iPSC derived sensory
neurons from healthy donors clearly surpassed the one from in vivo dorsal root ganglia. Thereby,
levels of variation for donor and reprogramming (23.2% in aggregate) were close to those from
neuron differentiation batch (24.7%) reflecting varying mixtures of cell types across differentiation.
Lastly, in a genetically heterogeneous and small cohort of patients with COS, Hoffman et al. [85]
measured a smaller donor effect (2.2%) in iPSC-derived neurons that were obtained either by directed
differentiation (dual-SMAD inhibition), known to give rise to various neuronal cell types, or by induced
differentiation (Ngn2 overexpression), leading to mostly excitatory forebrain neurons (Table 4).

Recent advancements can help improving analysis of cellular heterogeneity in future case/control
studies: induced neurons (iN) [143–146], generated by lentivirus-mediated overexpression of selected
neuronal transcription factors, offer the benefit of less heterogeneous cell populations that may
allow to detect more subtle albeit highly significant effects (e.g., [81]). Although iNs are more
homogeneous with respect to cell type, they continue to display variable maturity as detected by
single cell sequencing [143]. As an alternative to FACS-sorting, reporter gene assays can serve to select
highly differentiated neurons with increased functionality for electrophysiology or transcriptional
profiling [143]. Right now, large scale analysis of case/control samples by single cell sequencing
appears still cost-prohibitive to most laboratories. In this situation, dissecting transcriptomic
signatures of neuronal differentiation and maturation by improved computational skills (i.e., cellular
deconvolution) may offer a more feasible alternative [62].

Implementation of these measures can help to substantially reduce or resolve cellular
heterogeneity for improved detection of disease-specific signals. However, such improvements do not
necessarily help to distinguish truly disease associated changes in (endo-) phenotypes from random line
and culture artifacts. Testing of multiple cell clones per donor and of different differentiation protocols
for the generation of the same or different cell types is strongly recommended, once preliminary results
are obtained in case/control studies. Along the same line, postmortem analysis of case/control brain
samples, despite known inherent limitations, is an important approach to collaborate iPSC-based
findings [85]. Ideally, postmortem brain samples are not processed as bulk tissue, but as single cells,
particularly for transcriptomics, to avoid anew pitfalls from cellular heterogeneity [147]. While still a
matter of ongoing debate, these strategic guidelines can enhance the quality of iPSC studies on COS
we should look for in the future.

6.3. Polygenic Disorders and the Environment

The presence of rare, highly penetrant genetic variants that associate with distinct cellular and
molecular defects is a hallmark of Mendelian disorders. On the other hand, the basis of polygenic
disorders such as COS is still less understood with numerous (non-) coding variants of small effect
size converging jointly with rare variants of large effect size on highly complex phenotypes of varying
expressivity. Despite this challenge, present iPSC studies on CNVs associated with AOS and COS have
provided valuable information on cellular and molecular phenotypes (Table 5) of potential relevance to
early neurodevelopment. Yet, given the small number of donors, for both cases and controls [148], we
have to ask to what degree these observations can be generalized or specify only a subset of patients.
In fact, iPSC-studies on patients with COS suggested considerable heterogeneity between phenotypes
in vitro such miRNA expression [83] and glutamate signaling [84].

Although genetically-informed selection for patients with SCZ is thought to benefit detection
of disease relevant signals in heterogeneous cell samples, or even to reduce cellular heterogeneity
during differentiation, the size of cohorts needed to reach this goal is still a matter of uncertainty [148].
Schwartzentruber et al. [142] have provided provisional insight on this issue: they identified thousands
of quantitative trait loci regulating gene expression, chromatin accessibility, and RNA splicing during
neuronal differentiation in a large iPSC-derived cell sample (n = 123). In light of this finding, iPSCs
from 20–80 donors appear sufficient to detect the effect of common regulatory variants of moderate
to large effect sizes. Remember, that effect sizes of certain CNVs associated with SCZ are among the
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strongest known so far for this disorder suggesting that cohort sizes needed for genetically-stratified
patients with COS are probably in the lower range of this estimate.

SCZ is a highly heritable (see Section 3); however, environmental risk factors are likewise
important to SCZ pathogenesis. Insight into the mechanisms mediating the interaction of risk genes
with environmental risk factors remains an important endeavor to attain a more comprehensive
picture of this disease. Since the effects of environmental factors on specific disease-relevant cell-types
cannot assessed in living patients, iPSC-based studies may provide a tractable model for this purpose.
According to the neurodevelopmental hypothesis of SCZ, early deviations may stay latent until called
into operation through maturational processes. In analogy, many SCZ-associated processes may be
hidden in simple monolayer iPSC-derived NPC/neuron cultures and may be only detected through
activity-dependent processes arising from neuronal-activity or transcriptional activation in response to
stimuli mimicking environmental exposures. For example, exposure of iPSC-derived neurons to Δ9
tetrahydrocannabinol (THC, a major compound of cannabis), either acutely or chronically, dampened
the neuronal transcription response following depolarization and was associated with significant
synaptic, mitochondrial, and glutamate signaling alterations [149]. While the final verdict about the
causal nature of the cannabis–psychosis association is still out [150], we may attain nevertheless a
better understanding of its potential cellular and molecular underpinnings from iPSC-based studies.

6.4. Organoids—From Structure to Function?

As of yet, current differentiation protocols applied to iPSC-based case/control studies on COS do
not recreate the three-dimensional organization of the human brain and well-known structure-function
relationships [151]. Remember, MRI studies on patients with COS implicated greater global
connectedness concomitant to impaired short-range connectivity and disrupted modularity [29,30];
a pattern barely portrayed in 2D-culture.

Recent advances on the generation of region-specific brain organoids is anticipated to address this
challenge, at least in part [152,153]. In this approach, pluripotent cells are used to reproduce in vitro
key aspects of human brain development and function within three-dimensional structures termed
‘brain organoids’. As the name suggests, ‘brain organoid’ is not the same as a ‘brain’, but represents a
reductionist cellular system that recapitulates some aspects of the cellular composition and activity of
the brain, and that in its generation follows at least some of the steps of early human embryonic brain
development. Although today’s brain organoids can give rise to active neurons and functional circuits,
they do not match the anatomical organization or connectivity of the living brain [152,153]. At the same
time, organoid-to-organoid variability in architecture and cell-type composition imposes as yet a severe
hurdle on case/control studies. In a nutshell, brain organoids are presently barley suited as first-line
screening tool in iPSC-based case/control studies, but may allow deepening insight into findings from
well-defined monolayer cultures in a model closer to neurodevelopment in vivo. As an alternative
approach to organoids, transplantation of iPSC-derived neuronal cells into embryonic or adult mice
may help to recapitulate the physiology of SCZ more closely than 2D culture, and ideally highlight
associated behavioral phenotypes. In support of this view, iPSC-derived cortical neurons from patients
with Down syndrome showed increased synaptic stability and reduced oscillation relative to controls
when transplanted in the adult mouse cortex [154].

All in all, COS remains a major challenge with earlier onset, more severe course, and poorer
outcome relative to AOS. The need for an improved understanding of the cellular and molecular
underpinnings of COS pathology persists despite recent progress on genetics, neuroimaging, and
therapy. The transformative discovery of iPSCs [7] has paved the way for new translational strategies to
trace early neurodevelopment deviations of COS in vitro. iPSC-based studies on patients with COS do
not recreate the complex cellular and spatio-temporal phenotypes from the perinatal and adult brain,
nor do they mimic early or late clinical symptoms of patients with COS in a dish. However, they create
new opportunities to deliver actionable knowledge, i.e., genetic findings whose biological implications
can be used to improve diagnosis, to develop rationale therapies, and craft mechanistic approaches to
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primary prevention. For example, iPSC-based disease modeling has led to drug repurposing [155] in
amyotrophic lateral sclerosis (ALS): Hyperexcitability of iPSC-derived motor neurons from patients
with ALS could be reversed by retigabine resulting in better survival of ALS motor neurons. Previously
approved by the Federal Drug Administration FDA for the treatment of epilepsy, retigabine is now
in clinical trial in ALS, encouraging the effort to use iPSC-derived models for development of new
therapies, including drug screening, drug repurposing, and tailored treatments [156] for patients with
COS. Beyond present progress, generation of iPSC-derived living neurons from patients with COS will
not only transform our mindscape of this disease, but can also help to improve the lives of patients
and their families.
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Abstract: Adverse experiences and chronic stress are well-known risk factors for the development
of major depression, and an impaired stress response regulation is frequently observed in acute
depression. Impaired glucocorticoid receptor (GR) signalling plays an important role in these
alterations, and a restoration of GR signalling appears to be a prerequisite of successful antidepressant
treatment. Variants in genes of the stress response regulation contribute to the vulnerability to
depression in traumatized subjects. Consistent findings point to an important role of FKBP5, the gene
expressing FK506-binding protein 51 (FKBP51), which is a strong inhibitor of the GR, and thus, an
important regulator of the stress response. We investigated the role of FKBP5 and FKB51 expression
with respect to stress response regulation and antidepressant treatment outcome in depressed patients.
This study included 297 inpatients, who participated in the Munich Antidepressant Response
Signature (MARS) project and were treated for acute depression. In this open-label study, patients
received antidepressant treatment according to the attending doctor’s choice. In addition to the FKBP5
genotype, changes in blood FKBP51 expression during antidepressant treatment were analyzed using
RT-PCR and ZeptoMARKTM reverse phase protein microarray (RPPM). Stress response regulation
was evaluated in a subgroup of patients using the combined dexamethasone (dex)/corticotropin
releasing hormone (CRH) test. As expected, increased FKBP51 expression was associated with an
impaired stress response regulation at baseline and after six weeks was accompanied by an elevated
cortisol response to the combined dex/CRH test. Further, we demonstrated an active involvement of
FKBP51 in antidepressant treatment outcome. While patients responding to antidepressant treatment
had a pronounced reduction of FKBP5 gene and FKBP51 protein expression, increasing expression
levels were observed in nonresponders. This effect was moderated by the genotype of the FKBP5
single nucleotide polymorphism (SNP) rs1360780, with carriers of the minor allele showing the
most pronounced association. Our findings demonstrate that FKBP5 and, specifically, its expression
product FKBP51 are important modulators of antidepressant treatment outcome, pointing to a new,
promising target for future antidepressant drug development.

Keywords: depression; antidepressant treatment; HPA axis; gene expression; FKBP5; FKBP51

1. Introduction

Depression is a very serious and highly prevalent mental disorder. Epidemiological studies
suggest an average annual prevalence rate of 5–6% across different cultures, which increases to
10–15% over a lifetime [1]. Depression is also a highly recurrent disorder with more than half of
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first-episode patients experiencing a second episode or more [2]. It is a highly disabling disorder,
ranking third among all causes of time spent living in disability, with only low-back pain and headache
disorders causing longer periods of disability [3]. As depression is a multifactorial disorder, genetic and
environmental factors also contribute substantially to depression risk and outcome development [4].
Indeed, twin and family studies suggest a 35–40% contribution of genetic factors to disease liability,
while the remaining risk variance is best explained by individual environmental events and biographic
circumstances [4,5]. Specifically, early adverse life experience has been frequently identified as an
important environmental risk factor for adult depression [6,7], and severe and/or long-lasting stressors
can trigger new disease episodes in vulnerable individuals [6,8].

In fact, acute depression is frequently accompanied by a disturbed stress response regulation,
which is indicated, for instance, by elevated endocrine responses to pharmacological challenges of the
hypothalamus–pituitary–adrenocortical (HPA) axis, the major stress regulation system [9]. Putatively,
the most sensitive challenge test of the HPA axis is the combined dexamethasone (dex)/corticotropin
releasing hormone (CRH) test, which evaluates plasma cortisol responses to stimulation with 100 μg
CRH under the suppressive effects of 1.5 mg dex [9,10]. This test sensitively detects impaired HPA axis
regulation in acute depression, which improves during successful antidepressant treatment. Restored
HPA axis regulation after successful treatment as indicated by a normalized cortisol response to
the combined dex/CRH test is associated with sustained remission [11,12], while the recurrence
of an impaired HPA axis regulation predicts increased relapse risk in remitted patients [13,14].
The glucocorticoid receptor (GR) complex plays a critical role in HPA axis regulation [9,15] as impaired
GR signalling results in an attenuated negative-feedback inhibition of the HPA axis, finally leading to
chronically elevated glucocorticoid levels.

The GR function is modulated by chaperone proteins forming a molecular complex that is
required for proper ligand binding and receptor activation, as well as transcriptional regulation of
the GR target genes [16,17]. The heat-shock protein HSP90 and its cochaperones play a key role in
determining the sensitivity of the GR. While HSP90 is essential for GR steroid binding, the cochaperone
FK506-binding protein 51 (FKBP51), coded by the FKBP5 gene, exhibits inhibitory effects by reducing
the binding affinity of the GR [18,19]. Genetic variations in the FKBP5 gene were shown to be associated
with the regulation of the HPA axis, with increased depression recurrence and rapid antidepressant
treatment response [20,21]. The same genetic variations increased the risk for adult depression [22,23]
and for post-traumatic stress disorder [22,24] in individuals reporting early exposure to an adverse
environment. These findings suggest the involvement of FKBP5 gene variants in depression risk and
antidepressant treatment outcome; however, the role of FKBP5 gene expression is yet to be elucidated.
Cattaneo and colleagues [25] reported a 11% reduction in leukocyte FKBP5 RNA expression in patients
with major depression (N = 74), who responded to eight weeks of antidepressant treatment (citalopram
or nortriptyline), while no change was observed in treatment non-responders. These findings were
independent of the type of antidepressant used in this study—the selective serotonin reuptake inhibitor
(SSRI), citalopram, or the noradrenergic tricyclic antidepressant (TCA), nortriptyline. A recent study
did not find changes in leukocyte FKBP5 RNA expression in female patients with major depression
(N = 30), who were treated for eight weeks with the SSRI, sertraline, or with the selective serotonin
noradrenalin reuptake inhibitor (SNRI), venlafaxine [26].

Both studies investigating FKBP5 gene expression on antidepressant treatment outcome were
conducted with relatively small patient samples and did not consider FKBP5 genotypes previously
identified as associated with antidepressant treatment outcome [27]. Therefore, we intended to
investigate the effects of change in FKBP5 gene expression on antidepressant treatment outcome in a
large sample of depressed inpatients participating in the Munich Antidepressant Response Signature
(MARS) study. In addition, we evaluated the association between FKBP5 gene expression and impaired
HPA axis regulation assessed with the combined dex/CRH test. Finally, we analyzed the moderating
effects of rs1360780, a single nucleotide polymorphism (SNP) located in intron 2 of the FKBP5 gene, for
which the most consistent findings on depression risk and antidepressant treatment outcome have

280



Int. J. Mol. Sci. 2019, 20, 485

been reported [21]. Given the presumed role of restored GR signalling in successful antidepressant
treatment in combination with the inhibitory function of FKBP51 on GR sensitivity, we hypothesized (1)
that increasing FKBP5 gene expression is associated with more pronounced dysregulation of the HPA
axis and (2) that successful antidepressant treatment is accompanied by a reduced FKBP5 expression in
peripheral blood cells. We further postulated (3) that this effect should be moderated by the rs1360780
genotype previously identified as relevant for antidepressant treatment outcome in depression.

2. Results

This analysis included 297 participants of from the Munich Antidepressant Response Signature
(MARS) project. MARS is a naturalistic open-label longitudinal treatment study with inpatients
suffering from a depressive episode. Patients with a moderate to severe depressive episode were
recruited from the hospital of the Max Planck Institute of Psychiatry and collaborating hospitals of
Southern Bavaria and Switzerland. Antidepressant treatment outcome was monitored weekly for
at least six weeks using the 21-items version of the Hamilton Depression Rating Scale (HAMD-21).
Treatment was selected according to the attending doctor’s choice and optimized according to symptom
profile, plasma medication levels, and side effects. Mean HAMD-21 depression severity on admission
to the hospital (baseline) was 26.1 (SD = 6.0), which decreased to 11.4 (SD = 7.9) after six weeks. Of the
total participants, 173 patients (58%) responded to antidepressant treatment as indicated by a reduction
of the HAMD-21 score of at least 50%, while the remaining 124 patients were classified as treatment
non-responders (ΔHAMD-21 < 50%).

Table 1 presents the demographic and baseline characteristics of treatment responders and
nonresponders. No significant group differences were observed (p > 0.08).

Table 1. Demographic and baseline characteristics of responders and non-responders to six weeks of
antidepressant treatment.

Characteristics
Responders

N = 173
Nonresponders

N = 124
p

Female sex (%) 77 (44.5%) 63 (50.8%) 0.284
Mean age (SD) 48.8 (14.0) 47.0 (13.4) 0.270
Diagnosis 1 (%) 0.121

F31 22 (12.7%) 7 (5.6%)
F32 36 (20.8%) 30 (24.2 %)
F33 115 (66.5%) 87 (70.2%)

HAMD-21 2 (SD) 26.5 (6.63) 25.5 (5.07) 0.156
FKBP5 RNA 2 (SD) 1.83 (0.88) 1.75 (0.65) 0.404

FKBP51 2,3 (SD) 0.035 (0.07) 0.031 (0.06) 0.080
1 Diagnosis according to ICD10, 2 at baseline, 3 available only in a subgroup of N = 39 patients: 23 responders,
16 non-responders.

Blood samples were collected at baseline and after six weeks. RNA and DNA were extracted
from whole-blood samples to evaluate the relative change (percentage from baseline) in FKBP5 gene
expression after six weeks of antidepressant treatment and to analyze the moderating effects of
the intronic FKBP5 variant rs1360780, respectively. In a subgroup of 39 patients (23 responders,
16 non-responders), the relative change in FKBP51 protein levels in blood mononuclear cells
was additionally analyzed. FKBP51 protein levels tended to be higher in responders without
reaching statistical significance (p = 0.080). In a further subgroup of 93 patients (56 responders,
37 non-responders), HPA axis regulation was evaluated at baseline and after six weeks using the
combined dex/CRH test. No significant differences in demographic and clinical characteristics between
responders and non-responders were found for both subgroups (p > 0.175, p > 0.272, respectively).

Given the inhibitory effects of FKBP51 on GR sensitivity, we assumed a positive correlation
between FKBP5 RNA expression and cortisol response to the combined dex/CRH test indicating an
impaired stress response regulation with increasing FKBP5 expression. Indeed, we observed significant
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correlations between FKBP5 RNA levels and the overall cortisol response to the combined dex/CRH
test at baseline (r = 0.214, p = 0.044) and after six weeks (r = 0.225, p = 0.032); albeit, the size of the effects
was small. At the descriptive level, responders to six weeks of antidepressant treatment showed a 52%
reduction SD= 145 of the cortisol response to the second combined dex/CRH, while non-responders
reached a reduction of only 32% (SD = 115). Given the large variance within the group, this difference
did not reach statistical significance (F1,89 = 0.53, p = 0.468).

We observed reduced FKBP5 gene expression after six weeks in antidepressant treatment
responders, while nonresponders presented with increased expression levels (F1,281 = 5.71, p = 0.018,
f = 0.14). In all patients, RNA expression change was significant with a small to medium effect size.
The subgroup analysis on change in FKBP51 protein levels revealed the same outcome pattern and
was significant (F1,35 = 4.64, p = 0.038, f = 0.36) approaching the border of a large effect (f = 0.40 [28])
(see Figure 1).

Figure 1. Change (% from baseline) in FKBP5 gene expression for RNA and protein after six weeks of
antidepressant treatment in responders and non-responders. Means ± standard errors of the mean
(SEM) are presented.

It was found that while 47.8% of the patients carried the minor T allele of the intronic FKBP5
variant rs1360780, 52.2% were noncarriers. In agreement with our expectations, patients carrying
the T allele tended to show better treatment response with the strongest effect observed after four
weeks (odds ratio (OR) = 1.56), which, however, failed to reach statistical significance (p = 0.066).
This borderline effect was not observed after six weeks (OR = 1.31, p = 0.275). To investigate the
moderating effect of this genotype, we reanalyzed the response data separately for T allele carriers
and noncarriers. The results are presented in Figure 2. Patients of both genotype groups showed
the expected effect pattern of reduced FKBP5 RNA expression in treatment responders. However,
the effect was statistically significant only in patients carrying the minor T allele (F1,122 = 5.74,
p = 0.018), presenting with a distinctly larger effect size (f = 0.22) than in the overall analysis (f = 0.14).
In noncarriers, the effect pattern was less pronounced (f = 0.13), without reaching statistical significance
(F1,134 = 2.38, p = 0.125).
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Figure 2. Change (% from baseline) in FKBP5 gene expression at the RNA level after six weeks of
antidepressant treatment in responders and non-responders for patients carrying the minor T allele of
rs1360780 and for noncarriers. Means ± SEM are presented.

3. Discussion

While previous findings quite consistently suggested the involvement of FKBP5 gene variants
in depression risk and antidepressant treatment outcome, the role of FKBP5 gene expression was
less clear. Two previous clinical studies [25,26] investigating the association between FKBP5 RNA
expression and antidepressant treatment outcome showed conflicting results. These studies focused on
RNA expression and did not analyze FKBP51 protein levels or the effects of FKBP5 expression on HPA
axis regulation. The genotype of the patients was also not considered. In addition, both studies were
conducted with small sample sizes (N = 74/N = 30), and were restricted to specified treatments, which
might reduce the generalizability of the findings. To address these limitations, we analyzed FKBP5
gene expression changes in a large sample of depressed inpatients participating in the MARS study.
The open character of the MARS study, which assured optimal treatment for all study participants in
combination with liberal inclusion and exclusion criteria, resulted in a high participation rate with
only about 15% of invited patients excluded or having refused participation. So it can be assumed that
the study sample provided a good representation of patients hospitalized for depression treatment.
In addition, we investigated the association between FKBP5 gene expression and impaired HPA axis
regulation in the combined dex/CRH test. Finally, we evaluated the moderating effects of rs1360780, a
SNP located in intron 2 of the FKBP5 gene, for which the most consistent findings on depression risk
and antidepressant treatment outcome have been reported [21].

First, we could show that FKBP5 expression correlated with the overall cortisol response to the
combined dex/CRH test, although the effect size of the associations was rather small. This is in
agreement with previous findings, suggesting that peripheral FKBP5 RNA expression is induced by
elevated glucocorticoid levels in patients with affective and anxiety disorders [20], which could also
be confirmed in a human lymphoblastoid cell line model [29]. Contrary to previous findings, we
did not find a reduced cortisol response to the combined dex/CRH test associated with response to
antidepressant treatment. This could be related to the design of our study. In this study we investigated
concomitant changes between HPA axis regulation, FKBP5 gene expression, and antidepressant
treatment outcome, while previous studies on the role of the combined dex/CRH test documented that
a normalized HPA axis regulation precedes antidepressant treatment outcome by several weeks [12]
and predicts future medium-term disease development [14]. Second, response to six weeks of
antidepressant treatment was associated with a reduced FKBP5 expression. The effect size was small
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to medium for the change in RNA expression, but bordered on a large effect for the change in protein
levels. These findings confirm the results of a previous study reporting reduced peripheral FKBP5
RNA expression in patients responding to eight weeks of citalopram or nortriptyline treatment [25].
A more recent study did not find changes in FKBP5 RNA expression in patients treated for eight
weeks with sertraline or venlafaxine [26]. However, this study was performed in a very small sample
(N = 30) and restricted to female patients potentially limiting its power for documenting the general
effects of FKBP5 RNA expression on treatment outcome. In this regard, it is interesting to note that
we observed the more substantial effect size for FKBP51 protein levels, which almost bordered on
a large effect. This finding supports the biological relevance of the FKBP51 protein as the more
proximal marker. Third, after stratifying patients into carriers and noncarriers of the minor allele of
rs1360780, the FKBP5 variant with, thus far, the most consistent findings in depression, the effects were
distinctly more pronounced in carriers, while noncarriers showed a similar trend, albeit statistically
not significant. It is interesting to note that patients carrying the minor allele also tended to show better
treatment response after four weeks of treatment. This borderline effect, however, disappeared after
six weeks. It is assumed that the rs1360780 risk variant, despite being intronic, might be associated
with an increased glucocorticoid-related induction of FKBP5 RNA expression [30], presumably, as a
result of environmentally triggered changes in DNA demethylation of cytosine-phosphate-guanine
(CpG) dinucleotide rich regions in intron 7 of the FKBP5 gene [31]. Such allele-dependent epigenetic
differences in the FKBP5 gene could have contributed to the observed differences in FKBP5 expression
changes in rs1360780 risk-variant carriers and noncarriers.

The observed association between reduced FKBP5 expression and antidepressant treatment
response might be indirectly explained by an improved stress response regulation due to diminished
inhibitory influences on GR sensitivity leading to a restored HPA axis regulation. However, improved
HPA axis regulation evaluated with the combined dex/CRH test was not associated with concomitant
antidepressant treatment response in our study suggesting that other, more direct pathways may be
involved in the observed association between FKBP5 gene expression and antidepressant treatment
outcome. Indeed, preclinical studies using animal models, cell lines, and human specimens suggested
the involvement of several pathways relevant for antidepressant action that are modulated by FKBP51.
These pathways include the glycogen synthase kinase-3 (GSK-3) beta pathway [32], autophagy [33], and
the modulation of enzymes of the epigenetic machinery [34]. While these findings suggest the potential
of a direct causal link between altered FKBP51 and antidepressant action, the exact mechanisms are
yet to be elucidated [35]. Nevertheless, FKBP51 inhibitors are currently in development as potential
new antidepressant drugs, with early promising findings indicating the anxiolytic and potentially
antidepressant effects of such compounds [36,37].

The present study has several strengths, but also some limitations. The strengths of the study
are the sample size, which is larger than in previous studies, as well as the additional integration
of protein data, genetic data, and a test on HPA axis regulation. There are also several limitations
to be mentioned. First, depressed patients with different diagnoses (major depression, recurrent
depression, or bipolar depression) were included in this study. However, the distribution of the
diagnostic categories did not differ significantly between responders and non-responders (see Table 1).
In addition, we repeated all analyses by including the type of diagnosis as additional covariates.
The additional diagnostic covariates did not show any significant effects, and all findings could be
replicated with similar effect sizes (see Supplementary Table S1). Second, due to the open study
characteristic, patients received a variety of antidepressant drugs. Antidepressant treatment was
carefully selected considering the current symptom profile of the individual patient, previous treatment
history, and the plasma medication levels, with the aim of achieving the best possible antidepressant
treatment. While the heterogeneity of the treatment might be a statistical limitation, it is also a strength
with respect to the generalizability of the observed findings. In addition, previous studies using the
combined dex/CRH test reported homogenous effects of effective antidepressant treatments on HPA
axis regulation [11], which presumably can also be expected for FKBP51. Furthermore, we compared
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the applied classes of antidepressant drug treatment (selective serotonin reuptake inhibitors, tricyclic
antidepressants, selective serotonin noradrenalin reuptake inhibitors, noradrenergic and specific
serotonergic antidepressants, and other antidepressants) between responders and non-responders at
baseline and at six weeks and did not find significant differences (see Supplementary Table S2). Third,
FKBP5 gene expression was analyzed using peripheral blood samples, which might not sufficiently
reflect FKBP5 expression in the pituitary or the brain. While variations in the gene expression pattern
between different specimens or tissues cannot be ruled out, there is evidence that glucocorticoid
exposure regulates FKBP51 expression via changes in DNA methylation in blood cells and in the brain
in a very similar manner [38]. This suggests that peripheral FKBP5 expression could be a proxy for
expression changes in the brain.

4. Materials and Methods

4.1. Sample Description and Study Protocol

We recruited 297 patients suffering from a moderate to a severe depressive episode, who
participated in the MARS project, for this study. MARS is a naturalistic open-label longitudinal
study conducted at the hospital of the Max Planck Institute of Psychiatry and collaborating hospitals
in Southern Bavaria and Switzerland to identify predictors for antidepressant drug response and
to identify subgroups of depressed patients with common pathology benefitting from personalized
treatment [39]. Patients were included during the first week after admission, and antidepressant
treatment outcome was evaluated on a weekly basis with the HAMD-21. Only patients with a baseline
HAMD-21 score of 14 or higher were included, setting the lower threshold at a moderate depression
severity [40,41], while most patients were suffering from severe depression as indicated by an average
HAMD-21 baseline score of 26.1 (SD = 6.0). Further exclusion criteria were depressive symptoms
secondary to other medical or neurological disorders; presence of manic, hypomanic, or mixed affective
symptoms; alcohol dependence or illicit drug abuse; and somatic treatments potentially affecting
depression symptoms or HPA axis regulation (e.g., steroid medication). Treatment was selected
according to the attending doctor’s choice and optimized according to symptom profile, plasma
medication levels, and side effects. Diagnosis according to the World Health Organization International
Classification of Diseases, 10th revision (ICD10) [42], was obtained from trained psychiatrists at the end
of the hospitalization considering patients reports, reports from relatives, and disease development.

At study inclusion (baseline) and after six weeks, morning fasting blood samples were collected
for DNA extraction (S-Monovette, Sarstedt AG & Co., KG, Nümbrecht, Germany) and RNA extraction
(PAXgene tubes; QUIAGEN GmbH, Hilden, Germany). In a subgroup of patients (N = 39), additional
morning fasting serum samples (S-Monovette, Sarstedt AG & Co., KG, Nümbrecht, Germany) were
collected at both time points—baseline and after six weeks—with mononuclear cells immediately
isolated (ACCUSPIN System Histopaque-1077; Sigma-Aldrich, Merck KGaA, Darmstadt, Germany)
for protein analysis. In another subgroup of 93 patients, a combined dex/CRH test was performed
at baseline and after six weeks (the day after blood sample collection). All patients provided oral
and written consent prior to study inclusion after all study details were explained. Ethical approval
was provided by the permanent ethics committee of the Medical Faculty at the Ludwig–Maximilian
University Munich, Germany (approval code: 318/00, 21/03/2001).

4.2. Laboratory Analysis

DNA was extracted using the Gentra PureGene extraction kit (QUIAGEN GmbH, Hilden,
Germany) and genotyping was performed as part of a series of larger genotyping projects using
Illumina Beadchip technology (Illumina Inc., San Diego, CA, USA). Rs1360780 was selected as the
representative variant for the FKBP5 risk genotype (minor allele frequency: 0.28; test for deviation
from Hardy–Weinberg equilibrium: p = 0.667). RNA was isolated and purified with RNeasy kits
(QUIAGEN GmbH, Hilden, Germany); expression analysis was performed with real-time polymerase
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chain reaction (RT-PCR) method using a TaqMan gene expression assay (Applied Biosystems
Deutschland GmbH, Darmstadt, Germany). FKBP5 RNA quantification was calculated against the
activity of four housekeeping genes (beta-glucuronidase, hypoxanthine–guanine phosphoribosyltransferase 1,
phospholipase A2, and TATA-box binding protein) using the delta cycle threshold (CT) method [43] for each
housekeeping gene. Resulting deltas were then averaged across the four housekeeping genes showing
excellent concordance for both time points (average intraclass correlation: r = 0.937). A ZeptoMARKTM

reverse phase protein microarray (RPPM) platform (Zeptosens AG, Witteswil, Switzerland) was used
for FKBP51 protein profiling following the manufacturer’s standard protocol [44] with array readout
and quantification performed using the analysis software ZeptoVIEW 3.0 (Zeptosen AG).

The combined dex/CRH test was conducted as previously described [14]. Briefly, 1.5 mg dex
was administered orally at 11 p.m. the evening before CRH stimulation. Blood samples were drawn
the next day at 3:00, 3:30, 3:45, 4:00, and 4:15 p.m. while the subjects remained supine throughout the
test. Within 30 s, after the collection of the first sample, 100 μg human CRH was injected. The cortisol
response to the dex/CRH test was assessed by the total area under the curve (AUC) using the trapezoid
rule across plasma cortisol concentrations of all sampling points. Plasma cortisol was determined by
radioimmunoassay (ICN Biomedicals, Carson, CA, USA; detection limit 0.3 ng/mL).

Plasma medication levels were analyzed using liquid chromatography followed by mass
spectrometry at the clinical laboratory of the Max Planck Institute of Psychiatry. Depending on
the type of medication, metabolites of the active compound were also assessed to obtain a complete
picture of the relevant drug concentrations. This information was available to the attending doctor to
assist in finding the optimal drug dosage for the individual patient.

4.3. Statistical Analyses

Patients were classified as treatment responders and non-responders depending on the observed
percent change in the HAMD-21 total score between baseline and six weeks with score improvements
of 50% or more defined as response. Changes in FKBP5 RNA expression and FKBP51 protein levels
were also calculated as percent changes from baseline. RNA and protein values deviated from a
normal distribution (Kolmogorov–Smirnov goodness-of-fit test, p < 0.01). To reduce skewness, scores
were log-transformed to base 10 for the statistical analysis. Differences between responders and
non-responders were evaluated by means of chi-square (categorical data) and t tests (continuous data)
for demographic and clinical variables. Change in HAMD-21 scores over time, as well as baseline
and change scores for the cortisol response to the dex/CRH test for FKBP5 RNA expression and for
FKBP51 protein levels were evaluated with analyses of covariance, controlling for the effects of sex
and age as potential confounding variables. Cohen f scores [28] were calculated as effect-size measures.
Associations between FKBP5 RNA expression and the cortisol response to the combined dex/CRH test
were expressed with partial correlation coefficients, which were controlled for the effects of sex and
age. The level of statistical significance was set to p = 0.05. Means, standard deviations, or standard
errors of uncorrected/ untransformed values are reported in the tables and figures. All analyses were
performed with PASW Statistics 18 (IBM, Armonk, NY, USA).

5. Conclusions

We were able to demonstrate that successful antidepressant treatment outcome in depressed
patients is accompanied by a reduction in FKBP5 gene and FKBP51protein expression, particularly in
those patients, who are carrying the risk allele of the FKBP5 variant rs1360780. These findings further
suggest an important role for FKBP5 and FKBP51 in antidepressant treatment outcome and point to
a new, promising target for future antidepressant drug development. However, further studies are
warranted to fully understand the mechanism behind the observed effects.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/3/
485/s1.
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Abstract: Polypharmacology is nowadays considered an increasingly crucial aspect in discovering
new drugs as a number of original single-target drugs have been performing far behind expectations
during the last ten years. In this scenario, multi-target drugs are a promising approach against
polygenic diseases with complex pathomechanisms such as schizophrenia. Indeed, second generation
or atypical antipsychotics target a number of aminergic G protein-coupled receptors (GPCRs)
simultaneously. Novel strategies in drug design and discovery against schizophrenia focus on
targets beyond the dopaminergic hypothesis of the disease and even beyond the monoamine
GPCRs. In particular these approaches concern proteins involved in glutamatergic and cholinergic
neurotransmission, challenging the concept of antipsychotic activity without dopamine D2 receptor
involvement. Potentially interesting compounds include ligands interacting with glycine modulatory
binding pocket on N-methyl-D-aspartate (NMDA) receptors, positive allosteric modulators of
α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors, positive allosteric
modulators of metabotropic glutamatergic receptors, agonists and positive allosteric modulators of
α7 nicotinic receptors, as well as muscarinic receptor agonists. In this review we discuss classical and
novel drug targets for schizophrenia, cover benefits and limitations of current strategies to design
multi-target drugs and show examples of multi-target ligands as antipsychotics, including marketed
drugs, substances in clinical trials, and other investigational compounds.

Keywords: antipsychotics; drug design; multi-target drugs; polypharmacology; schizophrenia

1. Introduction

Schizophrenia is a severe mental illness, affecting up to 1% of the population, with major public
health implications. The causes of schizophrenia might be genetic or environmental or both but
the complex pathomechanism of this disease is not sufficiently understood. The clinical picture of
schizophrenia involves three groups of symptoms, i.e., positive, such as hallucinations, delusions and
other thought disorders, negative, including social withdrawal, apathy and anhedonia, and cognitive
deficits like memory and learning impairments or attention deficiencies [1]. It is generally agreed that
the symptoms of schizophrenia result from disturbances in neurotransmission involving a significant
number of receptors and enzymes, mainly within the dopaminergic, glutamatergic, serotoninergic,
and adrenergic systems. In this regard, the dopaminergic hypothesis is still the main concept of the
disease and all marketed antipsychotics target dopamine D2 receptor. The dopaminergic hypothesis of
schizophrenia evolved from the simple idea of excessive dopamine through the hypothesis combining
prefrontal hypodopaminergia and striatal hyperdopaminergia and then to the current aberrant salience
hypothesis [2]. However, novel findings in the field of neuroscience link schizophrenia with factors

Int. J. Mol. Sci. 2018, 19, 3105; doi:10.3390/ijms19103105 www.mdpi.com/journal/ijms291



Int. J. Mol. Sci. 2018, 19, 3105

beyond the dopaminergic hypothesis and emphasize in particular the role of glutamatergic system in
the development of the disease [3].

In order to treat efficiently complex neuropsychiatric diseases such as schizophrenia it is necessary
to go beyond the “magic bullet” concept. This approach in drug discovery was based on the assumption
that single-target drugs are safer as they have fewer side effects due to their selectivity. It turned
out, however, that this is only true for single-gene diseases and the number of original single-target
drugs were performing far behind expectations in the last ten years. Thus, “one-drug-one-target”
paradigm has been gradually replaced by the concept of multi-target drugs (MTDs), sometimes termed
“magic shotgun”. From the historical perspective, MTDs, in contrast to clean single-target drugs,
were sometimes referred to as dirty or promiscuous drugs. In the case of diseases with complex
pathomechanisms, such as neuropsychiatric diseases or cancer, single-targets medications have been
demonstrated to a great extent a failure. Most potent antipsychotics, in particular second generation
or atypical antipsychotics, target simultaneously a number of aminergic G protein-coupled receptors
(GPCRs). Clozapine, which is used to treat drug-resistant schizophrenia, has nanomolar affinity to
several aminergic GPCRs.

In this scenario drug design and discovery today has moved from the molecular and cellular
level to the systems-biology-oriented level [4] to reflect subtle events occurring on the biological
networks which lead to the disease [5]. Network pharmacology involves important aspects such as
connectivity, redundancy and pleiotropy of biological networks [6] which clearly shows that most
drug interact with more than one target. MTDs have a number of advantages over single-target drugs,
including improved efficacy due to synergistic or additive effects, better distribution in the target tissue,
accelerated therapeutic efficacy in terms of clinical onset and achievement of full effect, predictable
pharmacokinetic profile and fewer drug-drug interactions, lower risk of toxicity, improved patient
compliance and tolerance and lower risk of target-based drug resistance due to modulation of a few
targets [7]. However, it is not easy to design potent MTDs and problems arise starting from a proper
target selection through affinity balancing to avoiding affinity to related off-targets.

In this review we present classical and novel drug targets for the treatment of schizophrenia,
discuss benefits and limitations of MTDs and their design, as well as present multi-target antipsychotics
including marketed compounds, compounds in clinical studies, and other investigational compounds.
The literature search for this review was mainly based on searching PubMed database with the
search terms: schizophrenia, schizophrenia drug targets, antipsychotics, multi-target antipsychotics,
multi-target ligands, multi-target drugs with the focus on the references from the last five years, in
particular regarding novel investigational compounds.

2. Drug Targets for the Treatment of Schizophrenia

2.1. Dopamine and Serotonin Receptors

Most of currently available antipsychotic drugs (excluding third generation drugs) act by blocking
dopamine receptors in central nervous system, as seen in Table 1. This is the classical way to
treat schizophrenia. The original dopamine hypothesis of schizophrenia was proposed by Carlsson
(awarded a Nobel Prize in 2000) on the basis of indirect pharmacological evidence in humans and
experimental animals. In humans, amphetamine causes the release of dopamine in the brain and can
produce a behavioral syndrome that resembles an acute schizophrenic episode. Hallucinations are also
a side effect of levodopa and dopamine agonists used in Parkinson’s disease. In animals, dopamine
release causes a specific pattern of stereotyped behavior that is reminiscent of the repetitive behaviors
sometimes observed in patients suffering from schizophrenia. Potent D2 receptor agonists, such as
bromocriptine, lead to similar effects in animals, and these drugs, like amphetamine, aggravate the
symptoms of schizophrenic patients. Moreover, dopamine antagonists and drugs blocking neuronal
dopamine storage (e.g., reserpine) are effective in controlling the positive symptoms of schizophrenia
and in preventing amphetamine-induced behavioral changes [8].
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It is now thought that positive symptoms are the result of overactivity in the mesolimbic
dopaminergic pathway (the neuronal projection from the ventral tegmental area (VTA) to the nucleus
accumbens, amygdala and hippocampus) activating D2 receptors, whereas negative symptoms may
result from a lowered activity in the mesocortical dopaminergic pathway (the projection from the VTA
to areas of the prefrontal cortex) where D1 receptors predominate. Other dopaminergic pathways in
the central nervous system (i.e., nigrostriatal and tuberoinfundibular) seem to function normally in
schizophrenia. Thus, in terms of treatment it would be desirable to inhibit dopaminergic transmission
in the limbic system but enhance this transmission in the area of prefrontal cortex [9].

Table 1. Potential clinical benefits and side effects related to the mechanisms of action of
antipsychotics [10–12].

Mechanism of Action Clinical Efficacy Possible Side Effects

D2 antagonism ↓Positive symptoms

Extrapyramidal symptoms (EPS)
↓Negative symptoms
↑Cognitive symptoms

↑Drowsiness

D2 partial agonism
↓Positive symptoms
↓Negative symptoms
↓Cognitive symptoms

Little or no EPS
Behavioral activation

D3 antagonism
↑Endocrine dysfunction

↑Weight gain
↑Sexual dysfunction

5-HT2A antagonism ↓Negative symptoms ↓EPS
↓Hyperprolactinemia

5-HT1A partial agonism

↓Negative symptoms
↓Cognitive symptoms
↓Anxiety symptoms

↓Depressive symptoms

↓EPS
↓Hyperprolactinemia

5-HT2C antagonism ↑Weight gain
↑Appetite

M1 antagonism ↓EPS

↑Anticholinergic symptoms,
e.g., dry mouth, constipation, tachycardia

↑Drowsiness
↑Cognitive impairment

M1 agonism ↓Psychotic symptoms
↓Cognitive symptoms

M3 antagonism
↑Type 2 diabetes mellitus

↑Hyperglycemic hyperosmolar syndrome
↑Diabetic ketoacidosis

H1 antagonism
↑Weight gain
↑Drowsiness
↑Hypotension

α1-antagonism

↑Dizziness
↑Drowsiness
↑Tachycardia

↓Blood pressure
↑Orthostatic hypotension

α2-antagonism ↓Depressive symptoms

↑Anxiety
↑Tachycardia

↑Tremor
↑Dilated pupils

↑Sweating

β-antagonism
↑Orthostatic hypotension

↑Sedation
↑Sexual dysfunction

Glutamate modulation

↓Positive symptoms
↓Negative symptoms
↓Cognitive symptoms
↓Illness progression

Legend: ↓ Decreasing ↑ Increasing.
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Besides antagonism to the dopamine D2 receptor, majority of antipsychotic drugs, especially
those classified as second generation antipsychotics also block a wide range of other receptors, such
as other dopamine receptors (D1, D3 or D4), serotonin (especially 5-HT2A and 5-HT2C), histamine
(especially H1) and α1-adrenergic. Interaction of antipsychotics with those receptors is associated
mainly with occurrence of side effects, such as sedation and drowsiness (H1 receptors), weight gain
(H1 and 5-HT2C), sexual dysfunction (5-HT2), or orthostatic hypotension (α1-adrenergic receptors).
On the other hand, there are also hypotheses that antagonism to serotonin 5-HT2A receptor may have
beneficial effects when it comes to occurrence of extrapyramidal side effects, as well as to reducing
negative and cognitive symptoms of schizophrenia. Basis of schizophrenia is still poorly understood
and there are several hypotheses, which involve different neurotransmitters and receptors and try to
explain their role in the pathogenesis of the disorder [12].

The serotonin hypothesis of schizophrenia is based on the studies of interactions between the
hallucinogenic drug, LSD, and serotonin. Observations of the antipsychotic effects of drugs which
are serotonin and dopamine antagonists (e.g., risperidone, clozapine) have resulted in the increased
interest in serotonin receptors as a possible target for drugs used in the treatment of schizophrenia.

There are evidences that the efficacy and tolerability of the atypical antipsychotic drugs, such as
clozapine, olanzapine, quetiapine, risperidone, and ziprasidone in the treatment of schizophrenia may
result, in part, from their interaction with various serotonin receptors, in particular 5-HT2A and 5-HT1A

receptors, what is the reason of growing interest in the role, which serotonin plays in the mechanism of
action of antipsychotics. The antagonism to 5-HT2A receptors, which is relatively potent, is connected
with weaker antagonistic properties to dopamine D2 receptors and is the only common pharmacologic
feature of atypical antipsychotic drugs. The subtypes of serotonin 5-HT receptors, that are involved
in the pharmacological action of second generation antipsychotics, such as clozapine, or that may
potentially serve as targets for better tolerated and more effective new antipsychotic agents, include:
5-HT1A, 5-HT2A, 5-HT2C, 5-HT3, 5-HT6, and 5-HT7 receptors [13].

The distribution of serotonin 5-HT2A receptor in the central nervous system is wide, but the
highest concentrations occur in the cortex. 5-HT2A as well as 5-HT1A receptors are located on the
neurons that play significant role in schizophrenia. Those are cortical and hippocampal pyramidal
glutamatergic neurons and γ-aminobutyric acid (GABA) interneurons. Serotonin 5-HT2A receptors
localized on GABAergic interneurons stimulate the release of γ-aminobutyric acid and in that
way play an important role in the regulation of the neuronal inhibition. 5-HT2A receptors are
distributed also in the substantia nigra and ventral tegmentum from which arise the nigrostriatal and
mesocorticolimbic dopaminergic neurons. 5-HT2A receptors modulate the activity of dopaminergic
neurons. Antipsychotics that act by blocking serotonin 5-HT2A receptor (e.g., clozapine, risperidone)
lead to the increased release of dopamine in the striatum by decreasing the inhibitory effect of serotonin,
what manifests clinically in reducing extrapyramidal effects. It is also suggested that combined effects
of antagonism at dopamine D2 and serotonin 5-HT2A receptors in the mesolimbic circuit counteract the
excessive dopamine transmission, which leads to occurrence of positive symptoms of schizophrenia.
Moreover, improvement of the negative symptoms is associated with antagonism at 5-HT2A receptor,
due to enhanced release of both dopamine and glutamate in the mesocortical pathway [9,13].

The behavioral evidence of interactions between serotonin 5-HT2A receptor and dopamine rests on
the effect of 5-HT2A receptor antagonists on locomotor activity stimulated by amphetamine. Namely,
giving low doses of amphetamine to rodents results in producing in them locomotor hyperactivity,
which is mediated by the release of dopamine from the dopaminergic neurons in the mesolimbic
circuit. This amphetamine stimulated hyperactivity is observed to be inhibited by first and second
generation antipsychotic drugs and is thought to be an effect of antagonism to dopamine D2 receptor,
which all of those drugs share as a mechanism of action. However, some observations proved that
compounds, such as amperozide, which are antagonists selective to serotonin 5-HT2A receptor and
do not exhibit any affinity for dopamine D2 receptor, also lead to lowering of hyperactivity in mice
stimulated by administration of amphetamine [14]. These results support the concept that compounds
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that are antagonists to 5-HT2A receptor may improve behavioral states associated with excessive
activity of dopaminergic neurons and may serve as effective antipsychotic medications.

Typical antipsychotic drugs, beside blocking dopamine D2 receptors in the mesolimbic circuit,
act also antagonistic to D2 receptors localized in the nigrostriatal pathway, what is thought to result
in occurrence of extrapyramidal side effects. Low doses of amphetamine administered to rodents
lead to producing exploratory locomotor activity, whereas high doses of amphetamine causes the
occurrence of repetitive, stereotyped behaviors, which are similar to those produced by the direct
agonist of dopamine D2 receptor, apomorphine. Those stereotyped behaviors are inhibited by first
generation antipsychotics, what suggests that their antagonist properties are the cause of producing
extrapyramidal side effects. Contrarily, amperozide and other antagonists of the serotonin 5-HT2A

receptor do not reduce repetitive behaviors induced by apomorphine or high doses of amphetamine.
These findings suggest that antipsychotic drugs which are antagonists to 5-HT2A receptor do not
cause extrapyramidal side effects, in contrast to first generation drugs, which are devoid of activity to
serotonin receptors.

The majority of clinical studies of serotonin 5-HT2A receptor antagonists have been carried
out using ritanserin, the compound that exhibits antagonist properties to both 5-HT2A and 5-HT2C

receptors. Its effectiveness has been studied in monotherapy, as well as an adjunct to existing treatment
with antipsychotics. The studies have led to conclusions that ritanserin improves in particular
negative symptoms of schizophrenia, which were poorly ameliorated in case of treatment with typical
antipsychotic drugs [15].

To sum up, due to ability of antagonists of serotonin 5-HT2A receptor to interfere with elevated
activity of dopamine, the antagonism of this receptor is believed to contribute to improvement of both
positive and negative symptoms of schizophrenia and to causing less extrapyramidal side effects than
older antipsychotics [16].

The 5-HT1A receptor is the subtype of serotonin receptors that is probably the best characterized
in terms of functioning. It plays a significant role in modulating the activity of monoaminergic, inter
alia dopaminergic, neurons. The functioning of 5-HT1A receptor may be described as antagonistic to
the serotonin 5-HT2A receptor, when it comes to both presynaptic and postsynaptic its localization.
Activation of serotonin 5-HT1A inhibitory autoreceptors located in the cells of raphe nucleus leads
to inhibition of those neurons. In contrast, 5-HT2A receptors while activated in general cause the
activation of serotonergic neurons by several mechanisms, which include a direct or indirect inhibition
of GABAergic inhibitory interneurons, and a direct mechanism of excitation of other neurons, inter
alia glutamatergic neurons. Both postsynaptical 5-HT1A and 5-HT2A receptors are located in the cortex
on the pyramidal neurons. Activation of this 5-HT1A receptor results in neuronal inhibition through
activation of potassium current, what leads to hyperpolarization. Contrary, 5-HT2A receptor while
activated, facilitates neuronal output in the mechanism of activation of phospholipase C. Serotonin
5-HT1A receptors are suggested to be localized also presynaptically on GABA neurons terminals and
pre- or postsynaptically on the GABAergic interneurons in the dentate gyrus in the hippocampus.
Basing on the opposition between those two serotonin receptors, it is thought that agents acting as
5-HT1A receptor agonists are able to modulate dopaminergic transmission in the central nervous
system in a similar way to antagonists to serotonin 5-HT2A receptor. Agonists to 5-HT1A receptor
may both induce the dopamine release in the prefrontal cortex and potentiate the inhibiting effect on
dopamine release of dopamine D2 receptor antagonists [17].

In the brains of patients suffering from chronic schizophrenia, the density of serotonin 5-HT1A

receptors is increased, what suggests a close correlation between pathogenesis of the disease and
serotonin 5-HT1A receptors. These receptors are now considered as preferable target to treat
schizophrenia, since there are evidences that stimulation of serotonin 5-HT1A receptors may contribute
to decreasing of extrapyramidal side effects induced by antipsychotics [18] and ameliorating affective
disorders such as depression or anxiety [19]. Moreover, blockade of 5-HT1A receptors may result in
improvement of cognitive symptoms of schizophrenia [20].
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It has been proved in different studies that agents which are selective agonists of serotonin 5-HT1A

receptor, such as tandospirone or buspirone, reduced extrapyramidal side effects (e.g., bradykinesia,
catalepsy) induced by antipsychotics from first generation [21]. Agonists of 5-HT1A receptor are
thought to reduce extrapyramidal side effects induced by neuroleptics in the way of stimulating
serotonin 5-HT1A receptors localized postsynaptically, since the inactivation of serotonergic neurons
by p-chlorophenylalanine had no impact on the actions of 5-HT1A receptor agonists, when it comes to
alleviating extrapyramidal side effects [22].

Reducing cognitive symptoms of schizophrenia is another significant role of serotonin 5-HT1A

receptors. Cognitive dysfunction belongs to those symptoms of schizophrenia, whose treating with
currently available drugs is still not very effective. Some of recently carried clinical studies have proved
that the partial agonist properties of tandospirone regarding 5-HT1A receptor relevantly improved the
deficits in cognition in schizophrenic patients. Studies carried on animals also showed that 5-HT1A

receptor antagonists improved the cognitive deficits induced by antagonists to mACh receptor, such
as scopolamine, or antagonists of N-methyl-D-aspartate (NMDA) receptor [23]. Although further
studies are required, there are findings which suggest that serotonin 5-HT1A receptor antagonists may
contribute to managing schizophrenia on account of ameliorating cognitive impairments [24].

Many compounds that bind to serotonin 5-HT2A receptors also exhibit an affinity to the
structurally related serotonin 5-HT2C receptor. There are evidences that support the idea
of an antipsychotic potential for antagonists of 5-HT2C receptor. One of them concerns
meta-chlorophenylpiperazine (mCPP), which act as an agonist of serotonin 5-HT2C receptor [25].
The main action of mCPP in humans may be described as a selective activation of serotonin 5-HT2C

receptors [26]. mCPP causes the worsening of positive symptoms in schizophrenic patients but
pretreatment with mesulergine, which is an antagonist to 5-HT2 receptor, results in decreased level of
psychotic episodes, induced by the drug [27]. It is suspected that 5-HT2C receptor antagonists inhibit
dopaminergic activity in mesolimbic and nigrostriatal pathways and thus contribute to reducing
symptoms of schizophrenia and alleviating extrapyramidal side effects. Nonetheless, the role of this
subtype of serotonin receptor in the pathogenesis of schizophrenia is still poorly understood and
requires further studies [28].

Although dopamine and serotonin receptors are classical drug targets for the treatment of
schizophrenia, novel drugs acting through these receptors can be developed based on novel signaling
mechanisms typical for the family of GPCRs. These include allosteric modulators [29], biased
ligands [30], compounds acting on receptor dimers, oligomers and mosaics [31–34] and last but
not least intentionally promiscuous multi-target ligands [35].

2.2. Adrenergic and Histaminergic Receptors

Noradrenaline has a key role in the pathomechanism of schizophrenia although the specific
role of α adrenergic receptors has been not well elucidated yet [36]. It has been hypothesized that
interactions of atypical antipsychotics with α-adrenergic receptors contributes to their atypicality [37].
It was shown that antagonism at α1 adrenergic receptors is beneficial to treat positive symptoms,
in particular in acute schizophrenia while antagonism at α2 adrenergic receptor, characteristic for
clozapine and to some extent risperidone might be important to relieve negative symptoms and
cognitive impairments [37]. Blockade of α adrenergic receptors may have a stabilizing effect on the
dopaminergic neurotransmission in schizophrenia. In contrast, it was also reported that activation
of α2A adrenergic receptors in prefrontal cortex may improve cognitive functions [38]. Moreover,
adjunctive α2 adrenergic receptors antagonism increases the antipsychotic activity of risperidone and
promotes cortical dopaminergic and glutamatergic, NMDA receptor-mediated neurotransmission [39].
It was also shown that blockade of α2C adrenergic receptors alone or in combination with dopamine
D2 receptor blockade could be also beneficial in schizophrenia [38].

The histamine H1 receptor is a classical off-target for antipsychotics as its blockade causes sedation
and may be involved in weight gain. Although weight gain and metabolic disorders can also be
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attributed to blockade of adrenergic or cholinergic receptors, antagonism of histamine H1 receptors is
described as a key reason for second generation antipsychotics-induced obesity [40]. In contrast, the
histamine H3 receptor is an emerging target for novel antipsychotics [41] as selective antagonists or
inverse agonists of this histamine receptor subtype are efficient in treatment cognitive deficiencies in
schizophrenia [42].

2.3. Muscarinic and Nicotinic Receptors

Muscarinic receptors have a pivotal role in modulating synaptic plasticity in the prefrontal cortex
and stimulation of these receptors results in long-term depression at the hippocampo-prefrontal
cortex synapse [43]. A growing body of evidence indicates central role of disturbances in cholinergic
neurotransmission in schizophrenia [44]. Postmortem studies indicate a reduced number of cholinergic
interneurons in the ventral striatum in schizophrenia patients [45]. Furthermore, neuroimaging
studies indicated that muscarinic receptors availability was significantly less in schizophrenia
patients and positive symptoms of schizophrenia are negatively correlated with muscarinic receptors
availability [46]. It should be emphasized that muscarinic receptor antagonists worsen cognitive
and negative symptoms in schizophrenia patients and xanomeline, a muscarinic receptor agonist,
ameliorates all symptoms in schizophrenia patients and corresponding animal models [43]. Based on
these and other findings muscarinic hypothesis of schizophrenia has been suggested [47].

Involvement of nicotinic cholinergic receptors in the pathomechanism of schizophrenia can
explain why schizophrenia patients are often heavy smokers [48,49]. It is assumed that smoking
relieves particularly negative symptoms of schizophrenia. More and more evidence indicates that
activation of α7 nicotinic receptors [50] by agonists or positive allosteric modulators can be a promising
strategy for the treatment of schizophrenia [51,52].

2.4. Metabotropic and Ionotropic Glutamatergic Receptors

Glutamate is one of the main excitatory neurotransmitters in the mammalian central nervous
system [53]. Glutamatergic pathways linking to the cortex, the limbic system, and the thalamus
regions are crucial in schizophrenia [54,55]. Abnormalities in the glutamatergic neurotransmission may
influence synaptic plasticity and cortical microcircuitry, particularly NMDA receptor functioning [56].
NMDA receptors are ligand-gated ion channels, and are pivotal for excitatory neurotransmission,
excitotoxicity and plasticity [57,58].

Glutamatergic hypothesis of schizophrenia is based on the observation that antagonists
of N-methyl-D-aspartate (NMDA) receptors, such as phencyclidine or ketamine produce
schizophrenia-like positive, negative, and cognitive symptoms in animal models and healthy
individuals [59,60]. Glutamatergic hypothesis of schizophrenia is mainly a concept of
hypofunction of NMDA receptors in this disease, however other ionotropic glutamate receptors
(α-amino-3-hydroxy-5-methyl-4-isoazolepropionic acid, AMPA and kainate receptors) as well as
metabotropic glutamate receptors are also involved.

In therapeutic trials compounds which promote NMDA receptor signaling were found relieve
certain symptoms in patients with schizophrenia [61]. Moreover, in postmortem studies abnormalities
in glutamatergic receptor density and subunit composition in the prefrontal cortex, thalamus, and
temporal lobe were reported [62–64], and these are brain parts with altered stimulation during cognitive
actions performed by schizophrenia patients [65]. NMDA receptor hypofunction may result in
morphological and structural brain changes leading to the onset of psychosis [66,67]. It was suggested
that levels of glutamate decrease with age in healthy people, but it was not found if they are influenced
in case of chronic schizophrenia [68].

Antipsychotics may interfere with glutamatergic neurotransmission by influencing the release of
glutamate, by modulation glutamatergic receptors, or by changing the density or subunit composition
of glutamatergic receptors [55]. It was shown that antipsychotics blocking dopamine D2 receptor
increase the phosphorylation of the NR1 subunit of the NMDA receptor, thus promote its activation and
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consequent gene expression [69]. In this regard dopamine–glutamate interactions occur intraneuronally
and intrasynaptically. There are also findings that certain second generation antipsychotics act on
NMDA receptors in a distinct way than the first generation antipsychotics [70].

Abnormalities in glutamatergic neurotransmission constitute a possible drug target for
schizophrenia, in particular for the treatment of cognitive impairment and negative symptoms [54,55].
Reports about hypoactivity of NMDA receptors in schizophrenia led to clinical trials with ligands
stimulating this receptor [55]. Classical NMDA receptor agonists are not considered here due to
excitotoxicity and neuron damage resulting from excessive NMDA receptor stimulation. In this
regard, the glycine modulatory binding pocket on the NMDA receptor might be an attractive drug
target [71]. Next, positive allosteric modulators of AMPA receptors [72,73] as well as orthosteric
ligands and modulators of metabotropic glutamatergic receptors [74], in particular ligands acting on
mGluR2/3 receptors [75] might be considered promising potential medications against schizophrenia
in agreement with the glutamatergic hypothesis of this disease.

2.5. Other Drug Targets in Schizophrenia

There are also potential drug targets for the treatment of schizophrenia beyond transmembrane
receptors. Most important enzymes with implications in schizophrenia include the serine/threonine
kinase glycogen synthase kinase-3 (GSK-3) involved in cognitive-related processes such
as neurogenesis, synaptic plasticity and neural cell survival [76], cyclic nucleotide (cNT)
phosphodiestereases (PDEs)-intracellular enzymes which governs the activity of key second
messenger signaling pathways in the brain [77] and acetylcholinesterase for treatment of cognitive
impairments [78].

3. Multi-Target Compounds: Strategies of Design, Benefits, and Limitations

As has already been mentioned, during last twenty years most efforts in drug design and
discovery followed the paradigm “one disease, one gene, one molecular target, one drug”. However,
novel findings in the field of systems biology and discoveries of molecular complexity of illnesses
considerably moved current drug discovery efforts towards multi-target drugs [79,80]. Such
compounds are able to exert numerous pharmacological actions and have emerged as magic shotguns
in the treatment of multifactorial diseases in contrast to classical magic bullet approach [81].

3.1. Design of Multi-Target Compounds

Classical approaches to design multi-target ligands involve three different ways of combination
of two pharmacophores, leading to a cleavable conjugate where two pharmacophores are connected
by a linker (a modern form of combination therapy), a compound with overlapping pharmacophores
or a highly integrated multi-target drug, as seen in Figure 1 [5]. Multi-target drugs, in particular those
obtained by pharmacophore integration strategy are referred to as “master key compounds” [82,83].
Thus, MTDs are designed broadly as hybrid or conjugated drugs or as chimeric drugs from two or
more pharmacophores/drugs having specific pharmacological activities [84].

Morphy and Rankovic [85] described two approaches for designing multi-target drugs:
knowledge-based strategies and screening strategies. Knowledge-based techniques are based on
available biological data from old drugs or other bioactive compounds, from either literature or
proprietary company sources. Other methods include the screening of either diverse or focused
compound libraries. Classical diversity based screening is the high-throughput screening (HTS) of
large and differentiated compound collections versus one protein, and hits found are then triaged
on the basis of activity at the other protein. In focused screening, compounds known to have robust
activity at one protein are screened for activity at the other one. Even if only moderate activity is found
for the second protein, it can supply a useful baseline for increasing that activity by incorporating
structural elements from more potent selective ligands for this target [85].
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Figure 1. Strategies to design multi-target ligands. (A) linking of pharmacophores; (B) overlapping of
pharmacophores; (C) integration of pharmacophores.

Modern in silico approaches can be also used to design multi-target ligands and can be classified
into ligand-based and structure-based strategies [4]. Ligand-based target fishing strategies rely
either on similarity-based screening or machine learning methods [4]. Moreover, ligand-based
pharmacophores can be used. The advantage of this approach is independence from available structural
information on the protein. These methods involve 2D or 3D similarity searches. Polyphramacological
profiling of the compounds may also be based on three-dimensional structure-activity relationship
(3D-QSAR) techniques [7]. Structure-based methods involve molecular docking (e.g., docking-based
virtual screening [86] and inverse docking) or structure-based pharmacophores. The advantage of
structure-based approaches in comparison to ligand-based approaches is that they do not rely on
available activity data [4].

The main principle in designing multi-target compounds is the achievement of superior
therapeutic efficacy and safety by targeting multiple players in pathogenic cascade simultaneously [4].

3.2. Advantages and Disadvantages of Multi-Target Ligands

Multifunctional ligands are particularly interesting as their molecules have common parts
responsible for activity, and their structure is formed as a result use of pharmacophore fragments.
Receiving such hybrid compounds allows not only to improve their activity, but also to positively
affect pharmacokinetic parameters, similar to those shown by drugs used in therapy [81].

The main advantages of multi-target-drugs compared to single-target drugs and combination
therapy include: (i) reflecting the complex pathomechanism of the disease and better therapeutic
efficacy and (ii) better therapeutic safety avoidance of different bioavailabilities, pharmacokinetics,
and metabolism of a combination regimen and avoidance of drug–drug interactions [87]. Multi-target
mode of action is beneficial to combat drug resistance and development of tolerance and can be also
a base of drug repurposing. The disadvantage of MTDs is the difficulty in designing compounds
with balanced activity to multiple targets, sometimes resulting in a need to compromise activity at
some targets. Moreover, compounds obtained in particular by pharmacophore linkage are often not
drug-like due to high molecular mass.

4. Multi-Target Compounds to Treat Schizophrenia

4.1. Marketed Drugs—Second and Third Generation Antipsychotics

The second generation antipsychotics, which are nowadays the treatment of choice in cases
of schizophrenia and also bipolar disorder, are essentially multi-target compounds. It should be
emphasized, however, that many first generation antipsychotics have a complex pharmacological
profile, including haloperidol, fluphenazine and even chlorpromazine, as seen in Table 2 [88].
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Clozapine (1), Figure 2, is a classic example of a “dirty” drug which can be still considered a
“gold standard” atypical antipsychotic due to absence of extrapyramidal syndrome (EPS), superiority
in treatment of drug resistant schizophrenia and reducing suicidality [88]. Clozapine exerts severe
side effects, in particular potentially life-threatening agranulocytosis, but also weight gain, diabetes,
and seizures [89]. Both the effectiveness and side effects of clozapine result from its complex
pharmacological profile, involving high affinity to many serotonin, dopamine, muscarinic, adrenergic,
and other aminergic receptors, as seen in Figure 3 [90].

 

Figure 2. Examples of marketed multi-target second generation antipsychotics [1].

Figure 3. Pharmacological profiles of commonly used second generation antipsychotics, elaborated on
the basis of [90] with modifications.

Some problems with side-effects of clozapine were solved with the introduction of another second
generation antipsychotic, olanzapine (2), Figure 2. Olanzapine does not cause agranulocytosis but still
has metabolic side effects leading to possible weight gain [91] which can be associated with histamine
H1 receptor signaling [92] and/or the −759C/T and −697G/C polymorphisms of the 5-HT2C receptor
gene [93]. Importantly, the side-effect profile of olanzapine can be considered beneficial, with a low
incidence of EPS and little increase in prolactin during acute-phase trials [94]. Multi-receptor binding
profile of olanzapine [95] involves a nanomolar affinity for dopaminergic, serotonergic, α1 adrenergic,
and muscarinic receptors, as seen in Figure 3. Olanzapine is also used to treat bipolar disorder.
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Similarly, quetiapine (3), Figure 2, belongs to atypical antipsychotics, which, besides schizophrenia,
are applied to treat bipolar disorder and major depressive disorder. Quetiapine is dopamine D1,
dopamine D2 and serotonin 5-HT2 receptor ligand, as seen in Figure 3. Antagonism to α1 adrenergic
and histamine H1 receptor results in side effects like sedation and orthostatic hypotension. Moreover,
there are reports about quetiapine misuse and abuse which can be linked with its high affinity for the
H1 receptor, as antihistamines agents cause rewarding action, compare Figure 3 [96].

Risperidone (4), Figure 2 was marketed as the first “non-clozapine” atypical antipsychotic and it is
also used to treat the acute manic phase of bipolar disorder. Risperidone is a benzisoxazole derivative
with nanomolar affinity for serotonin (5-HT2A and 5-HT7) and dopamine D2 receptors (its affinity for
D3 and D4 receptors is three times lower), Figure 3 with a 5-HT2A/D2 affinity ratio of about 20 [11]. It
also has a strong affinity for adrenergic (α1 and α2) receptors, and some affinity for histamine (H1)
receptors [11]. Pharmacological effect of risperidone is mainly a consequence of antagonism at D2 and
5-HT2A receptors, as seen in Figure 3. Its multi-receptor profile resembles this of olanzapine, however
risperidone causes sedation less frequent and orthostatic hypotension more often than olanzapine.
There are also reports that this drug can increase the level of prolactin and cause arrhythmia.

Molindone (5), seen in Figure 2 is a dihydroindolone neuroleptic with dopamine D2, D3 and D5

receptor antagonist activity and affects mainly dopaminergic neurotransmission in the CNS as seen
in Figure 3. It is the second generation antipsychotic with atypical pharmacological profile. Its side
effects rarely involve sedation and autonomic side effects but more often extrapyramidal side effects
(more frequently than other new antipsychotics, although still less frequently than classical drugs). The
application of molindone, in contrast to other atypical antipsychotics, does not usually lead to weight
gain. Some patients with poor tolerance or response to other drugs can benefit from the treatment with
molindone [97].

An example of modern second generation multi-target drug is ziprasidone (6), as shown in
Figure 2. This antipsychotic is an optimized hybrid of dopamine receptor ligand (D2 receptor agonist)
and a lipophilic serotonin receptor ligand in which the D2 agonist activity is transformed to D2 receptor
antagonist activity. It also exhibits desirable D2/5-HT2 ratio of 11 comparable to clozapine, as seen
in Figure 3, and has lesser propensity of orthostatic hypotension. Moreover, ziprasidone has been
reported not to cause significant weight gain and even to enable some weight loss in obese patients [98].

Some new second generation antipsychotics involve iloperidone (7), asenapine (8) and lurasidone
(9), shown in Figure 4, however they have not gained popularity in clinical practice yet. Their
pharmacological profiles are presented in Figure 5 [90]. From those three drugs lurasidone seems to be
most important. Lurasidone has high antagonist activity at serotonin 5-HT2A and 5-HT7 receptors and
weaker antagonism at dopamine D2 receptor [99]. It has also partial agonist activity at serotonin 5-HT1A

receptor, considerable affinity to adrenergic α2A and weaker affinity to muscarinic receptors [99].
Lurasidone is used for treatment of schizophrenia acute bipolar depression. It has low probability of
side effects typical for second generation antipsychotics, but higher risk of akathisia in comparison to
other atypicals [99].

 

Figure 4. New second generation antipsychotics.
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Figure 5. Pharmacological profiles of some new second generation antipsychotics, elaborated on the
basis of [90] with modifications.

Third generation antipsychotics include aripiprazole (10), brexpiprazole (11) and cariprazine (12),
as seen in Figure 6. The mechanism of action of these drugs is still mainly linked to the dopaminergic
neurotransmission, shown in Figure 7, however, not to dopamine receptor antagonism but to partial
or biased agonism (functional selectivity) [100,101]. Due to partial agonism properties aripiprazole is
termed as “dopamine stabilizer” [102–104]. Aripiprazole was one of the first functionally selective
D2 receptor ligands identified that may stabilize the dopaminergic signaling through D2 receptor.
Although aripiprazole was first described as a partial D2 receptor agonist, it was later demonstrated
that aripiprazole could behave as a full agonist, a partial agonist, or an antagonist at D2 receptor
depending upon the signaling readout and cell type interrogated [105]. Aripiprazole is a partial agonist
for inhibition of cyclic adenosine monophosphate (cAMP) accumulation through the D2 receptor (i.e.,
Gα signaling) [106–108]. In contrast, it has also been reported that aripiprazole is an antagonist in
GTPγS binding assays with the D2 receptor [107,109]. It was also revealed that aripiprazole failed
to activate outward potassium currents following activation of the D2 receptor in MES-23.5 cells,
indirectly suggesting that it was inactive or possibly an antagonist for Gβγ signaling through the D2

receptor [107]. Aripiprazole was also reported to be either an antagonist [110] or a partial agonist [111]
for β-arrestin-2 recruitment.

 

Figure 6. The third generation antipsychotics [1].
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Figure 7. Pharmacological profiles of the third generation antipsychotics, elaborated on the basis of [90]
with modifications.

Aripiprazole is also a partial agonist of 5-HT1A and 5-HT2A receptors (much weaker in the latter
case) which results in functional antagonism at these receptors, as seen in Figure 7 [90]. In contrast to
classical atypical drugs, aripiprazole has higher affinity for dopamine D2 receptor than for serotonin
5-HT2A receptor. Clinical application of aripiprazole includes also bipolar disorder, major depression,
obsessive-compulsive disorder, and autism. Aripiprazole is characterized by efficacy similar to that of
both typical and atypical antipsychotic drugs (except olanzapine and amisulpride) [112]. Aripiprazole
resulted in considerably lower weight gain and lower changes in glucose and cholesterol levels in
comparison to clozapine, risperidone, and olanzapine [112]. Moreover, aripiprazole led to weaker
EPS, less use of antiparkinsonian drugs, and akathisia, in comparison to typical antipsychotic drugs
and risperidone [112]. Furthermore, aripiprazole is characterized by better tolerability compared to
other antipsychotics [113]. Adverse effects of aripiprazole may include agitation, insomnia, anxiety,
headache, constipation or nausea [103].

Brexpiprazole was approved by FDA in 2015 and is a partial agonist of dopamine D2, D3 and
serotonin 5-HT1A receptors, as well as antagonist of 5-HT2A, 5-HT2B and 5-HT7 receptors, as seen in
Figure 7 [114]. Its pharmacological properties are close to those of aripiprazole. In comparison to
aripiprazole, brexpiprazole is more potent at 5-HT1A receptors and has less intrinsic activity at D2

receptors [115]. Brexpiprazole is applied for treatment of schizophrenia and as an adjunct in major
depressive disorder. The adverse effects of this drug invole akathisisa, weight gain, infections of upper
respiratory tract, somnolence, headache, and nasopharyngitis.

Approval of both cariprazine and brexpiprazole was in 2015. Cariprazine is a new antipsychotic
displaying unique pharmacodynamic and pharmacokinetic properties [116]. As aripiprazole and
brexpiprazole, cariprazine is the dopamine D2, D3 and serotonin 5-HT1A receptors partial agonist,
as seen in Figure 7. However, its affinity for dopamine D3 receptor is approximately ten times
higher than for D2 receptors. It is metabolized to two equipotent metabolites, desmethyl cariprazine
and didesmethyl cariprazine, of which didesmethyl cariprazine has a half-life of 1 to 3 weeks [116].
Available reports indicate that cariprazine is efficient in management of cognitive and negative
symptoms of schizophrenia. It also seems to have antimanic properties and it has a potential to treat
bipolar depression [117]. However, currently it is not possible to evaluate antipsychotic potential of
cariprazine in comparison to other antipsychotics. Cariprazine may be associated with adverse effects
such as sedation, akathisia, weight gain, nausea, constipation, anxiety, dizziness [117].

The problem with the third generation antipsychotics is that they deteriorate the patient’s
condition in some patients suffering from schizophrenia. Thus, multi-target second generation
antipsychotics are nowadays a gold standard in the schizophrenia treatment, although some patients
respond better to the first generation treatment.
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4.2. Other Multi-Target Compounds for the Treatment of Schizophrenia

Although recently implemented antipsychotics (e.g., cariprazine and brexpiprazole) are the third
generation drugs, attempts are still made to design new multi-target ligands, which can be developed
into second generation antipsychotics or better third generation drugs. These efforts will be presented
in this chapter.

4.2.1. Modifications of Marketed Drugs

In recent years, a number of research groups studied halogenated arylpiperazines as a privileged
scaffold active in CNS resulting in antipsychotics such as aripiprazole, trazodone and cariprazine [118].
The multimodal receptor profile of aripiprazole (5-HT1A, 5-HT2A, 5-HT7, D2 and D3 receptors), as well
as its functional profile as a partial agonist of D2 and 5-HT1A receptors and antagonist of 5-HT2A and
5-HT7 sites, makes it a good starting point to design compounds with antipsychotic, antidepressant,
and anxiolytic activity [119]. Expanding the concept of mixed serotonin/dopamine receptor agonists as
novel antipsychotics, Butini et al. designed a series of aripiprazole analogs that combined high affinity
for 5-HT1A and 5-HT2A receptors, low affinity for D2 receptors and high affinity for D3 receptors.
The structures of the compounds were based mainly on the 2,3-dichlorophenylpiperazine core
structure, which was functionalized with isoquinoline-amide and quinolone- and isoquinoline-ether
moieties, e.g., compound (13), compared in Figure 8. The study revealed that the optimal
serotonin/dopamine receptor affinity balance was characterized by compounds with isoquinoline or
benzofurane rings as heteroatomic systems [120]. As a continuation of their studies they developed a
series bishetero(homo)arylpiperazines as novel and potent multifunctional ligands characterized by
high affinity to D3, 5-HT1A and low occupancy at D2 and 5-HT2C receptors [121].

 

Figure 8. Novel potential multi-target antipsychotics derived from aripiprazole structure. Q: quinolone
or isoquinoline.

In 2013 Zajdel et al. developed a series of new quinoline- and isoquinoline-sulfonamide
analogs of aripiprazole to explore the effect of the replacement of the ether/amide moiety
with sulfonamide, as well as the localization of a sulfonamide group in the azine moiety,
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(14–16), see in Figure 8. In this study, two specific compounds displayed 5-HT1A agonistic,
D2 partial agonistic and 5-HT2A/5-HT7 antagonistic activity, thus resulting in significant
antidepressant activity in mice models of depression [119]. Furthermore, the 4-isoquinolinyl analog
(N-(4-(4-(2,3-dichlorophenyl)piperazin-1-yl)butyl)isoquinoline-4-sulfonamide) not only exhibited
a similar receptor binding and functional profile but also displayed significant antipsychotic
activity in MK-801-induced hyperlocomotor activity in mice [119]. These results supported
the study previously conducted by Zajdel and coworkers in 2012, which reported on
quinoline- and isoquinoline-sulfonamide derivatives of long-chain arylpiperazines with 3- or
4-chloro-phenylpiperazine moieties as potential antidepressant, anxiolytic and antipsychotic
agents [122].

Partyka et al. inspired by previous findings on a group of N-alkylated azinesulfonamides,
synthesized a series of 15 azinesulfonamides of phenylpiperazine derivatives, based on
4-(4-{2-[4-(4-chlorophenyl)-piperazin-1-yl]-ethyl}-piperidine-1-sulfonyl)-isoquinoline with semi-rigid
alkylene spacer (17), as seen in Figure 8, and evaluated them as multimodal dopamine/serotonin
receptor ligands. The study allowed to identify compound 5-({4-(2-[4-(2,3-dichlorophenyl)
piperazin-1-yl]ethyl)piperidin-1-yl}sulfonyl)quinolone which behaved as mixed D2/5-HT1A/5-HT7

receptor antagonist. Preliminary pharmacological in vivo evaluation showed that compound was
active in MK-801-evoked hyperactivity test in mice, and produced antidepressant-like activity in
a mouse model of depression. Further studies in the area of CNS agents with multiple mode
of action might confirmed its broad-based efficacy in the treatment of comorbid symptoms of
schizophrenia/depression/anxiety [123].

In 2007 the atypical antipsychotic bifeprunox [1-(2-oxo-benzoxazolin-7-yl)-4-(3-biphenyl)
methylpiperazine], with dual D2 and 5-HT1A partial agonist activity, was filed for regulatory approval
with the Food and Drug Administration (FDA), however the application was rejected owing to the
weakness of evidence submitted and the death of a patient involved in the clinical trials. Nevertheless,
through various molecular modification studies, it was established that the phenylpiperazine moiety
is responsible for its antiserotonergic and antidopaminergic activity of this compound [120]. Based
on these findings and the anti-inflammatory, nitric oxide synthase inhibitory activity, antidiabetic
and antifungicidal activity of biphenyl compounds, a hybrid structure comprising a biphenyl and
arylpiperazine moiety with an acetyl linker was designed [124]. In this study Bhosale et al. focused
on combining the beneficial effects of the biphenyl moiety of bifeprunox with the methylpiperazine
moiety of the aripiprazole. The newly designed hybrid antipsychotic scaffold (18) is presented in
Figure 9.

 
Figure 9. Design of multi-target hybrid compound based on aripiprazole and bifeprunox scaffold.
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4.2.2. Other Multi-Target Compounds with Potential Application for the Treatment of Schizophrenia

It has been reported that the adjunctive usage of a neuroleptic together with selective serotonin
reuptake inhibitor (SSRI), e.g., fluvoxamine, fluoxetine or citalopram is beneficial for the treatment
of negative symptoms of schizophrenia without increasing EPS [125]. In this regard van Hes et al.
elaborated SLV310, seen in Figure 10, (19), as a novel, potential antipsychotic displaying the interesting
combination of potent dopamine D2 receptor antagonism and serotonin reuptake receptor inhibition
in one molecule which can be useful in treatment a broad range of symptoms in schizophrenia [126].
Subsequently the same research group obtained a series of compounds displaying D2 receptor
antagonism as well as SSRI properties by connecting the aryl piperazine of a neuroleptic with the
indole moiety of a SSRI through alkyl chain in order to obtain promising antipsychotic agents, seen
in Figure 10, (20). Optimization of length of the alkyl linker chain, substitution pattern of the indole
moiety and bicyclic heteroaryl part has led to the maximally potent compound. Further, the molecular
modelling studies have shown that the bifunctional activity of compound can be explained by its
ability to adopt two different conformations fitting either D2 receptor or SR pharmacophore without
the disadvantages of potential pharmacokinetic interactions [127].

 

Figure 10. Dopamine D2 receptor antagonists with selective serotonin reuptake inhibitor (SSRI) activity.

Li et al. reported synthesis and structure-activity relationships of a series of tetracyclic
butyrophenones that display high affinities to serotonin 5-HT2A and dopamine D2 receptors [128]. In
particular, ITI-007 (4-((6bR,10aS)-3-methyl-2,3,6b,9,10,10a-hexahydro-1H,7H-pyrido[3′,4′:4,5]pyrrolo
quinoxalin-8-yl)-1-(4-fluorophenyl)-butan-1-one 4-methylbenzenesulfonate), seen in Figure 11, (21),
was found to be a potent 5-HT2A receptor antagonist, postsynaptic D2 receptor antagonist and inhibitor
of serotonin transporter [128].

 
Figure 11. ITI-007, a potent 5-HT2A receptor antagonist, postsynaptic D2 receptor antagonist and
inhibitor of serotonin transporter.
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In the latest study, Zajdel et al. [129] designed, synthesized and characterized a new
series of azinesulfonamides of alicyclic amine derivatives with arylpiperazine/piperidine scaffold.
Structure-activity studies of this compound series disclosed that the (isoquinolin-4-ylsulfonyl)-
(S)-pyrrolidinyl fragment and the 1,2-benzothiazol-3-yl- and benzothiophen-4-yl-piperazine fragments
were beneficial for affinity to 5-HT1A, 5-HT2A, 5-HT6, 5-HT7, D2 and D3 receptors. Furthermore,
binding of these compounds with 5-HT6 receptor depended on the stereochemistry of the alicyclic
amine. Within this compound series, (S)-4-((2-(2-(4-(benzo[b]thiophen-4-yl)piperazin-1-yl)ethyl)
pyrrolidin-1-yl) sulfonyl) isoquinoline, seen in Figure 12, (22), was identified as a potential novel
antipsychotic. This compound is also characterized by blockade to SERT. Because it reverses
PCP-induced hyperactivity and avoidance behavior in the CAR test, (22) it can be used to treat
positive symptoms of schizophrenia. Next, its ability to reverse the social interaction deficit in a
ketamine model and memory impairment in phencyclidine (PCP)- and ketamine-disrupted conditions
reveals that that drug can improve the negative symptoms and has procognitive activity. Importantly,
this compound did not have cardiac toxicity and tendency of inducing catalepsy [129].

 
Figure 12. Multi-target ligand of aminergic G protein-coupled receptors (GPCRs) with SERT
inhibitory properties.

In order to obtain novel antipsychotics Menegatti et al. designed and synthesized a series of
N-phenylpiperazine derivatives [130]. A few compounds, i.e., 1-[1-(4-chlorophenyl)-1H-pyrazol-4-
ylmethyl]-4-phenyl-piperazine (LASSBio-579, 23, Figure 13), 1-phenyl-4-(1-phenyl-1H-[1,2,3]triazol-4-
ylmethyl)-piperazine (LASSBio-580) and 1-[1-(4-chlorophenyl)-1H-[1,2,3]triazol-4-ylmethyl]-4-phenyl-
piperazine (LASSBio-581) were selected based on potential antipsychotic activity. It was found that
LASSBio-579 is the most promising of the three compounds, thanks to its affinity to both dopamine
and serotonin receptors, in particular agonist activity at 5-HT1A receptor [131]. Thus, this multi-target
compound was active in animal models of psychosis and reversed the catalepsy induced by WAY
100,635, Furthermore, co-administration of sub-effective doses of LASSBio-579 with sub-effective
doses of clozapine or haloperidol prevented apomorphine-induced climbing without induction of
catalepsy [131].
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Figure 13. Potential multi-target (dopamine and serotonin receptor ligands) antipsychotics.

In 2013, another team synthesized and made a pharmacological evaluation of the antipsychotic
homologues of the lead compound LASSBio-579. The applied homologation approach turned
out to be appropriate for increasing the affinity of these compounds to the 5-HT2A receptors,
with no significant changes in the affinity for the D2, D4 and 5-HT1A receptors. In this context,
(1-(4-(1-(4-chlorophenyl)-1H-pyrazol-4-yl) butyl)-4-phenylpiperazine) (LASSBio-1635, 24), Figure 13
was the most promising derivative with a ten-fold higher affinity for the 5-HT2A receptor than its parent
compound. Moreover, LASSBio-1635 displayed beneficial antagonistic efficacy at the 5-HT2A receptors.
Next, LASSBio-1635 has also a 4-fold higher affinity for α2 adrenergic receptors in comparison to
LASSBio-579 and the favorable antagonistic efficacy. This multi-target ligand fully prevented the
apomorphine-induced climbing in mice and prevented the ketamine-induced hyperlocomotion at
doses with no effect on the mice locomotor activity [132].

In order to search for potential multi-target antipsychotics, Kaczor et al. [86] performed
structure-based virtual screening using a D2 receptor homology model in complex with olanzapine
or chlorprothixene. As a result of a screen they selected 21 compounds, which were subjected to
experimental validation. From 21 compounds tested, they found ten D2 ligands (47.6% success rate,
among them D2 receptor antagonists as expected) possessing additional affinity to other receptors
tested, in particular to 5-HT1A (partial agonists) and 5-HT2A receptors (antagonists). The affinity of
the compounds ranged from 58 nM to about 24 μM. Similarity and fragmental analysis indicated a
significant structural novelty of the identified compounds. The best compound (D2AAK1, 25) has
affinity of 58 nM to D2 receptor and nanomolar or low micromolar affinity to D1, D3, 5-HT1A and
5-HT2A receptors. D2AAK1 is an antagonist at D2 receptor and 5-HT2A receptor and a partial agonist
at 5-HT1A receptor which is favorable for antipsychotic activity [131]. They found one D2 receptor
antagonist (D2AAK2, 26) that did not have a protonatable nitrogen atom which is a key structural
element of the classical D2 pharmacophore model necessary to interact with the conserved Asp(3.32).
This compound exhibited over 20-fold binding selectivity for the D2 receptor compared to the D3

receptor. The four best compounds (D2AAK1–D2AAK4, 25–28, Figure 14) were subjected to in vivo
evaluation. In particular compound D2AAK1 decreased amphetamine-induced hyperactivity (when
compared to the amphetamine-treated group), measured as spontaneous locomotor activity in mice.
In addition, in a passive avoidance test this compound improved memory consolidation after acute
treatment in mice. Elevated plus maze tests indicated that D2AAK1 compound induced anxiogenic
activity 30 min after acute treatment and anxiolytic activity 60 min after administration [133].
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Figure 14. Multi-target compounds obtained in structure-based virtual screening.

AVN-101 (29, Figure 12) is another multi-target drug candidate that has an advantageous target
fingerprint of activities with prevalent affinity to serotonin receptors, mainly 5-HT7, 5-HT6, 5-HT2A,
and 5-HT2C, as well as to adrenergic α2B, α2A, and α2C and histamine H1 and H2 receptors. The
AVN-101 exhibits positive effects in the animal models of both impaired and innate cognition. It also
exhibited significant anxiolytic and anti-depressant capabilities [134].

2-[4-(6-fluorobenzisoxazol-3-yl)piperidinyl]methyl-1,2,3,4-tetrahydro-carbazol-4-one (QF2004B),
a conformationally constrained butyrophenone analog (30, Figure 15) has a multi-receptor profile with
affinities similar to those of clozapine for serotonin (5-HT2A, 5-HT1A, and 5-HT2C), dopamine (D1, D2,
D3 and D4), alpha-adrenergic (α1, α2), muscarinic (M1, M2) and histamine H1 receptors. In addition,
QF2004B mirrored the antipsychotic activity and atypical profile of clozapine in a broad battery of
in vivo tests including locomotor activity, apomorphine-induced stereotypies, catalepsy, apomorphine-
and DOI (2,5-dimethoxy-4-iodoamphetamine)-induced prepulse inhibition (PPI) tests. These results
point to QF2004B as a new lead compound with a relevant multi-receptor interaction profile for the
discovery and development of new antipsychotics [135].

 
Figure 15. Multi-target ligands of aminergic GPCRs as potential antipsychotics.

Searching for potential multi-target antipsychotics, Huang et al. [136] obtained a series of
compounds bearing benzoxazole-piperidine (piperazine) scaffold with considerable dopamine D2 and
serotonin 5-HT1A and 5-HT2A receptor binding affinities. The best compound (31, Figure 16) had high
affinity to D2, 5-HT1A and 5-HT2A receptors, but low affinities foroff-targets (the 5-HT2C and histamine
H1 receptors and human ether-a-go-go-related gene (hERG) channels). This compound diminished
apomorphine-induced climbing and DOI-induced head twitching without observable catalepsy, even
at the highest dose tested making it a promising candidate for multi-target antipsychotic treatment.
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Figure 16. Multi-target ligands of aminergic GPCRs as potential antipsychotics with low affinity
to off-targets.

Chen et al. [137] obtained potential antipsychotic coumarin derivatives, having potent dopamine
D2, D3, and serotonin 5-HT1A and 5-HT2A receptor affinities. The best compound, seen in 32, Figure 16,
also possesses low affinity for 5-HT2C and H1 receptors and hERG channels. In behavioral studies this
compound inhibited apomorphine-induced climbing behavior, MK-801-induced hyperactivity, and the
conditioned avoidance response without observable catalepsy. Further, fewer preclinical side effects
were observed for (32) in comparison to risperidone in assays that measured prolactin secretion and
weight gain.

Another group synthesized a series of benzisothiazolylpiperazine derivatives combining potent
dopamine D2 and D3, and serotonin 5-HT1A and 5-HT2A receptor affinities [138]. The best compound,
as seen in (33), Figure 17, had significant affinity for D2, D3, 5-HT1A, and 5-HT2A receptors,
accompanied by a 20-fold selectivity for the D3 versus D2 subtype, and a low affinity for muscarinic M1

and for hERG channels. In animal studies this compound blocked the locomotor-stimulating effects of
phencyclidine, inhibited conditioned avoidance response, and improved the cognitive impairment in
the novel object recognition tests in rats [138].

 
Figure 17. Potential multi-target antipsychotics with low probability of adverse effects.

In a recent study Xiamuxi et al. [139] reported a series of tetrahydropyridopyrimidinone
derivatives, possessing potent dopamine D2, serotonin 5-HT1A and 5-HT2A receptors affinities. The
most promising compound, seen in (34), Figure 17, displayed high affinity to D2, 5-HT1A, and
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5-HT2A receptors, with low affinity to α1A, 5-HT2C, H1 receptors and hERG channels. In animal
models, this compound diminished phencyclidine-induced hyperactivity with a high threshold for
catalepsy induction.

In another new study Yang et al. [140] designed a series of benzamides, with potent dopamine
D2, serotonin 5-HT1A and 5-HT2A receptor affinity. Two best compounds, seen in (35) and (36),
Figure 18, were not only potent D2, 5-HT1A, and 5-HT2A receptor ligands, but they were weak binders
of 5-HT2C, H1 receptors and hERG channels. In behavioral studies these compounds decreased
phencyclidine-induced hyperactivity with a high threshold for catalepsy induction.

 
Figure 18. Benzamides as potential multi-target antipsychotics with low probability of side effects.

5. Conclusions and Perspectives

The growing pace of life promotes mental disorders. Pharmacotherapy for schizophrenia is
nowadays very effective, in particular regarding treating positive symptoms of the disease, but at
the same time there is a tremendous, unmet clinical need for the therapy of negative and cognitive
symptoms, as well as for the management of drug resistant schizophrenia. Over the last half century,
there has been only limited progress in the innovating mechanisms of action and the developing
novel therapeutic agents for the treatment of schizophrenia. However, the breadth of potential
goals and tested compounds clearly shows interest and importance in the pursuit of innovative
drug development. A multi-target approach to drug design and discovery is now a hot topic in
medicinal chemistry, in particular for the treatment of complex diseases such as schizophrenia. It
should be emphasized that regarding management of schizophrenia, nothing more effective than
multi-target treatment has been proposed. Involvement of nicotinic and glutamatergic targets in
modern multi-target drugs can be beneficial for the treatment of negative symptoms and cognitive
impairment. Another potential strategy is exploration novel signaling mechanisms concerning in
particular GPCRs, such as allosteric modulation, biased signaling (functional selectivity), and receptor
oligomerization. However, this approach will also be more promising when it involves multiple targets.
In summary, as current multi-target antipsychotics are mainly orthosteric ligands of aminergic GPCRs
with SSRI or SERT inhibitory activity in some cases, there is a huge unexplored area to include other
receptors and enzymes as drug targets and to explore the wealth of signaling mechanism beyond the
ternary complex model of GPCRs.
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Abbreviations

3D QSAR Three-dimensional structure-activity relationship
AMPA α-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
cAMP Cyclic adenosine monophosphate
CAR Conditioned avoidance response
CNS Central nervous system
cNT PDEs Cyclic nucleotide phosphodiestereases
EPS Extrapyramidal symptoms
FDA Food and Drug Administration
GABA γ-Aminobutyric acid
GPCRs G protein-coupled receptors
GSK-3 Glycogen synthase kinase-3
GTP Guanosine-5′-triphosphate
LSD Lysergic acid diethylamide
MTDs Multi-target drugs
NMDA N-methyl-D-aspartate
PCP Phencyclidine
SSRI Selective serotonin reuptake inhibitor
VTA Ventral tegmental area
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Abstract: Studies indicate the heritable nature of affective temperament, which shows personality
traits predisposing to the development of mental disorders. Dopaminergic gene polymorphisms
such as DRD4, COMTVal158Met, and DAT1 have been linked to affective disorders in obesity. Due to
possible correlation between the aforementioned polymorphisms and the affective temperament,
the aim of our research was to investigate this connection in an obese population. The study enrolled
245 obese patients (178 females; 67 males). The affective temperament was assessed using the
Temperament Evaluation of Memphis, Pisa, Paris, and San Diego autoquestionnaire (TEMPS-A).
Genetic polymorphisms of DAT1, COMTVal158Met and DRD4 were collected from peripheral blood
sample and determined using a polymerase chain reaction (PCR). Only in COMT polymorphisms,
the cyclothymic and irritable dimensions were significantly associated with Met/Val carriers (p = 0.04;
p = 0.01). Another interesting finding was the correlation between the affective temperament and
age in men and women. We assume that dopamine transmission in heterozygotes of COMT may
determine the role of the affective temperament in obese persons. Dopaminergic transmission
modulated by COMT may be responsible for a greater temperament expression in obese individuals.
To our knowledge, this is the first study describing the role of affective temperament in the obese
population, but more research is needed in this regard.

Keywords: dopaminergic gene polymorphisms; affective temperament; obesity

1. Introduction

Previous research devoted to eating disorders, mainly related to anorexia and bulimia, indicated
the possibility of specific personality traits related to both the predisposition to the disease and those
affecting the course and clinical picture of the disease [1]. The psychological aspects of predisposition to
obesity are mostly: disorders of the self-regulation mechanism, beliefs and expectations of the individual,
personality traits, difficulties in coping with stress and experienced emotions [2]. Recent psychiatric
studies suggest that there is a link between obesity and mood disorders. The association between
obesity and depression occurred in childhood. Previous research indicated that the symptoms of
eating disorders are common and that patients with bipolar disorder are more obese than the control
group [3–5]. The results indicate that the symptoms of eating disorders are common and that patients
with bipolar disorder are more obese than the control group [6,7]. Along with the broadening of
the limits of diagnostic criteria for bipolar disorder (BD) over the last years, research has pointed to
the high prevalence of less severe forms of BDs, in particular hypomania, among obese patients [8].
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Dopamine might be a factor linking obesity with mood disorders, especially given that maladaptive
changes in dopaminergic transmission have been observed in obesity and [9–11].

Yokum et al. (2015) tested the multilocus genetic composite risk score—a proxy for dopaminergic
signaling—and future changes in BMI values. The results of their study revealed that DRD4,
COMTVal158Met and DAT1 polymorphisms, putatively associated with a greater DA signaling
capacity, were linked to greater increases in the BMI; hence the future weight gain [12].

According to the regulatory theory, the temperament is the basic, relatively permanent character
traits that manifests in the formal specifics of behavior. These features are already present in
early childhood and are common to humans and animals. Being originally determined by innate
physiological mechanisms, temperament may change under the influence of puberty, aging and certain
environmental factors. In their work, Serafini et al. (2015) showed that unpleasant events, inter alia:
sexual abuse, physical abuse, child maltreatment or domestic violence, were associated with greater
depression and suicidality in adolescents. It is worth noting that the type of events, as well as the
frequency and the timing of maltreatment, may influence the risk of psychiatric disorders, including
suicidal behavior, due to the disruption in the brain development connected to cognitive, social or
emotional functioning [13].

According to Arnold Buss and Robert Plomin (1984), temperament is a set of inherited personality
traits that are revealed in early childhood. The temperament understood in this way is the basis
for shaping and developing personality [14]. According to the assumptions of modern psychiatry,
temperament is considered a personality aspect that takes into account the constant behavior of the
individual, predicts mood changes and is strongly genetically conditioned [15–17].

An important researcher in the field of psychiatry, Emil Kraepelin, believed that a depressive
temperament, and a manic, irritable and cyclothymic temperament is not only represented by affective
predispositions, but also by subclinical variations of manic and depressive disorders. Akiskal et al.
distinguished four types of affective temperament: depressive, manic, irritable and cyclothymic. In later
studies, manic temperament was changed to hyperthymic temperament, and anxiety temperament
was added [18–20]. The conceptualization of these five types of temperament has led to the creation
of a TEMPS psychometric tool (Temperament Evaluation of Memphis, Pisa, Paris and San Diego).
In studies utilizing this tool, obese patients showed significantly higher results in cyclothymic, irritable
and anxious temperaments compared to the control group [21]. Assuming that the cyclothymic
temperament is part of the mild spectrum of BD, these results are consistent with previous studies
suggesting a higher incidence of bipolar symptoms in people with obesity [8].

The relationship between temperamental traits in Cloninger’s concept (Temperament and
Character Inventory—TCI) and gene polymorphism for the serotonergic and dopaminergic systems
was also found. Research is still under way to determine the role of genes in the regulation and
emergence of bipolarity and affective temperament [22]. So far, in obesity, this type of research is
scarce. Our previous study showed a significant contribution of the SERT gene in the regulation of
temperament in the obese population [23].

There are few studies in the literature describing the connection between polymorphisms of
the dopaminergic system genes with personality traits, character or temperament. Thus, the aim
of this project is to determine the possible role of dopaminergic pathways in the regulation of the
affective temperament in the obese population. In order to accomplish our objects, we formulated the
following hypotheses:

1. Individuals with higher BMI values will have greater scores in cyclothymic, anxious and
irritable temperaments, which are associated with the predisposition to psychiatric comorbidities.

2. A lower dopaminergic transmission modulated by the following gene polymorphisms:
COMTVal158Met, DRD4 and DAT1, will be associated with a higher BMI and more pronounced
cyclothymic, anxious and irritable dimensions.
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2. Results

Basic demographic data and TEMPS-A dimensions in a group of women and men are shown in
Table 1. There were significant differences only in terms of more depressed and irritable dimensions in
the group of men.

Table 1. Age, body mass index (BMI) and results on the TEMPS-A scale in study participants. Data are
presented as medians, and 25th and 75th quartiles.

Female Male
P Cohen’s d

(n = 178) (n = 67)

Age 41 42
0.11 0.24(36.0–47.0) (34.0–48.5)

BMI
40.7 41.4

0.8 0.03(36.3–47.0) (35.2–48.5)

TEMPS_D
0.38 0.43

0.04 0.36(0.28–0.52) (0.24–0.43)

TEMPS_C
0.36 0.47

0.09 0.29(0.24–0.52) (0.23–0.62)

TEMPS_H
0.52 0.52

0.53 0.1(0.35–0.62) (0.38–0.64)

TEMPS_I
0.14 0.23

0.001 0.42(0.05–0.28) (0.09–0.33)

TEMPS_A
0.33 0.35

0.12 0.18(0.24–0.55) (0.17–0.51)

BMI, body mass index; TEMPS_D—depressive subscale of TEMPS-A; TEMPS_C—cyclothymic subscale of TEMPS-A;
hyperthymic subscale of TEMPS-A; TEMPS_I—irritable subscale of TEMPS-A; TEMPS_A—anxious subscale of
TEMPS-A. Significance of differences between sexes was determined by the Mann—Whitney U test. Size effect was
measured by Cohen’s d method.

Table 2 shows the analysis of associations between the temperamental dimensions (according to
TEMPS-A) and both the age and BMI. Our results revealed, that in the group of women, a greater age
significantly correlated with more expressed dimensions of depression and anxiety. Regarding the BMI,
we observed its positive correlation with a greater expression of the hyperthymic temperament and
a smaller cyclothymia. On the other hand, in the group of men, there was a negative correlation between
age and cyclothymia. In this group, the dimensions of cyclothymia and irritability were significantly
more pronounced, as the BMI values increased. A partial Kendall’s regression in the group of women
showed the significance of the relationship between the age and depressive temperament, the age and
anxiety temperament as well as between the BMI and cyclothymic temperament. On the other hand,
in the group of men, the significance was confirmed for the BMI and cyclothymic temperament.

When analyzing the correlations of the studied COMT gene polymorphisms in the subgroups
of both sexes (Table 3), no significant relationships were found. Thus, we performed an ANOVA for
the entire group, and then conducted a post hoc analysis only for significant results for the ANOVA,
which revealed a significantly greater expression of cyclothymia in the heterozygote subgroup.
Similarly, the irritability was more pronounced in the heterozygous group.

A multiple testing procedure was then performed to confirm the validity of the relevant results.
After applying the Bonferroni correction, it was confirmed that the still results for the COMT gene
alleles and TEMPS-A cyclothymic (p = 0.01) and irritable (p = 0.01) dimensions are considered to
be significant.

According to Table 4, the analyses carried out for the DAT1 polymorphism did not show any
significant relationships of temperament dimensions according to TEMPS-A.
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Table 3. COMT polymorphisms and TEMPS results in study group.

All Group

(n = 245)

G/G G/A A/A p
(n = 64) (n = 120) (n = 61)

BMI
40.9 42,5 42,4

0.52(36.7–44.3) (36.5–49.0) (37.0–48.1)

TEMPS_D
0.36 0.42 0.38

0.36(0.28–0.42) (0.28–0.52) (0.28–0.43)

TEMPS_C 0.04

Post-hoc
0.28 0.47 0.38 G/G vs G/A p = 0.014

(0.16–0.47) (0.24–0.64) (0.23–0.52) G/A vs A/A ns
G/Avs AA na

TEMPS_H
0.57 0.47 0.57

0.07(0.50–0.67) (0.28–0.61) (0.38–0.57)

TEMPS_I 0.01

Post-hoc
0.09 0.26 0.09 G/G vs G/A p = 0.01

(0.04–0.16) (0.09–0.33) (0.05–0.24) G/A vs A/A ns
G/Avs AA ns

TEMPS_A
0,32 0,35 0.32

0.52(0.20–0.52) (0.22–0.59) (0.24–0.52)

BMI, body mass index; TEMPS_D—depressive subscale of TEMPS-A; TEMPS_C—cyclothymic subscale of TEMPS-A;
TEMPS_H—hyperthymic subscale of TEMPS-A; TEMPS_I—irritable subscale of TEMPS-A; TEMPS_A—anxious
subscale of TEMPS-A. Significance of differences between subgroups was determined by the Kruskal-Wallis ANOVA.
Post-hoc analysis was conducted with Fisher’s NIR test.

Table 4. DAT polymorphisms and TEMPS-A scale results in study group.

All Group

(n =245)

L/L L/S S/S p
(n = 117) (n = 103) (n = 25)

BMI
41.2 41.6 40.7

0.9(36.2–48.9) (35.8–48.5) (39.9–46.8)

TEMPS_D
0.42 0.38 0.38

0.71(0.28–0.52) (0.28–0.47) (0.28–0.47)

TEMPS_C
0.38 0.38 0.33

0.86(0.24–0.62) (0.23–0.57) (0.29–0.48)

TEMPS_H
0.52 0.52 0.57

0.87(0.36–0.61) (0.38–0.62) (0.38–0.62)

TEMPS_I
0.19 0.14 0.09

0.23(0.07–0.33) (0.05–0.28) (0.04–0.29)

TEMPS_A
0.32 0.33 0.44

0.41(0.21–0.52) (0.24–0.52) (0.28–0.59)

BMI, body mass index; TEMPS_D—depressive subscale of TEMPS-A; TEMPS_C—cyclothymic subscale of TEMPS-A;
TEMPS_H—hyperthymic subscale of TEMPS-A; TEMPS_I—irritable subscale of TEMPS-A; TEMPS_A—anxious
subscale of TEMPS-A. Significance of differences between subgroups was determined by the Kruskal-Wallis ANOVA.

Due to a small group of DRD4 L/L carriers, we combined groups of individuals with L/L and L/S
together, tagged them as L-carriers, and performed proper calculations. Nevertheless, as shown in
Table 5, the obtained results regarding the analysis of the dependencies for DRD4 polymorphisms did
not show any significant associations, in the examined group of obese subjects.
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Table 5. DRD4 polymorphisms and TEMPS-A results in subgroups of women and men.

All Group

(n = 245)

L/L; L/S S/S 114 p
(n = 84) (n = 161)

BMI
42.9 41.8

0.21(38.5–49.0) (37.2–47.1)

TEMPS_D
0.4 0.33

0.25(0.28–0.47) (0.28–0.47)

TEMPS_C
0.38 0.47

0.64(0.24–0.61) (0.23–0.57)

TEMPS_H
0.47 0.19

0.15(0.35–0.59) (0.05–0.28)

TEMPS_I
0.16 0.19

0.27(0.05–0.33) (0.20–0.55)

TEMPS_A
0.32 0.35

0.75(0.24–0.47) (0.20–0.54)

BMI, body mass index; TEMPS_D—depressive subscale of TEMPS-A; TEMPS_C—cyclothymic subscale of TEMPS-A;
TEMPS_H—hyperthymic subscale of TEMPS-A; TEMPS_I—irritable subscale of TEMPS-A; TEMPS_A—anxious
subscale of TEMPS-A. Significance of differences between subgroups was determined by the Kruskal-Wallis ANOVA.

After making calculations of one-dimensional analyses on TEMPS-A (Table 6), we confirmed the
significant interaction effect for the gender and following temperaments: depressive, cyclothymic and
irritable; for the BMI and anxious temperament; and for COMT Val158Met and both the cyclothymic
and irritable temperament. However, we did not observe any significance for the age and other
examined polymorphisms (Table 6).

Table 6. Analyses of unidimensional interaction effects for TEMPS-A temperaments subscales.

TEMPS-D TEMPS-C TEMPS-H TEMPS-I TEMPS-A

SS F p SS F p SS F p SS F p SS F p

Gender 0.15 5.3 0.02 0.23 4.6 0.03 0.01 0.36 0.54 0.18 6.1 0.01 0.04 0.94 0.33

Age 2.08 1.38 0.06 2.07 0.68 0.94 2.07 1.01 0.46 1.89 1.19 0.20 3.03 1.17 0.22

BMI 0.11 0.78 0.65 0.35 4.7 0.11 0.06 0.20 0.96 0.37 4.9 0.10 0.24 17.1 0.01

DAT1 0.02 0.38 0.68 0.22 0.22 0.79 0.007 0.1 0.90 0.09 1.53 0.21 0.05 0.52 0.59

COMT 0.07 1.49 0.22 0.32 3.2 0.04 0.22 2.9 0.05 0.20 3.4 0.03 0.10 1.07 0.34

DRD4 0.02 0.49 0.61 0.04 0.39 0.67 0.07 1.08 0.34 0.07 1.36 0.35 0.01 0.11 0.89

One-dimensional analysis of significance (ANOVA) F-test based on SS.

The Wald statistic in the logistic regression model indicated the coefficient of gender to be a
significant predictor of the TEMPS-D results, and the COMT polymorphism to be a significant predictor
of the TEMPS-H and TEMPS-I results (Table 7). These test results for COMT in predicting TEMPS-C
and TEMPS-D, and for DAT1 in predicting TEMPS-I, remained in the trend.
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Table 7. Logistic regression model coefficients on TEMPS-A temperaments subscales.

TEMPS-D

B S.E. Wald df p 95%C.I. 95%C.I.

Lower Upper

Gender 0.164 0.057 8.05 1 0.004 0.278 0.05

Age 0.003 0.004 0.69 1 0.4 0.011 −0.004

BMI 0.00008 0.006 0.01 1 0.89 0.013 −0.11

DAT1 0.036 0.06 0.37 2 0.82 0.157 −0.085

COMT −0.126 0.07 5.7 2 0.057 0.018 −0.272

DRD4 −0.100 0.196 0.27 2 0.86 0.284 −0.485

TEMPS-C

B S.E. Wald df p 95%C.I. 95%C.I.

Lower Upper

Gender −0.13 0.066 3.95 1 0.04 −0.001 −0.262

Age −0.0007 0.005 0.01 1 0.9 0.01 −0.012

BMI 0.008 0.008 1.09 1 0.29 0.296 −0.007

DAT1 −0.045 0.08 0.3 2 0.85 0.12 −0.21

COMT −0.177 0.111 2.99 2 0.055 0.04 −0.39

DRD4 0.137 0.168 0.83 2 0.65 0.366 0.117

TEMPS-H

B S.E. Wald df p 95%C.I. 95%C.I.

Lower Upper

Gender −0.07 0.05 2.33 1 0.12 0.021 −0.175

Age 0.0008 0.003 0.05 1 0.81 0.008 −0.006

BMI 0.002 0.006 0.2 1 0.64 0.014 −0.009

DAT1 −0.019 0.06 0.27 2 0.87 0.098 −0.137

COMT 0.12 0.06 6.05 2 0.04 0.241 −0.002

DRD4 −0.07 0.18 2.45 2 0.29 0.282 −0.239

TEMPS-I

B S.E. Wald df p 95%C.I. 95%C.I.

Lower Upper

Gender 0.032 0.094 0.11 1 0.73 0.217 −0.152

Age 0.003 0.008 0.17 1 0.67 0.021 −0.013

BMI 0.005 0.014 0.13 1 0.71 0.033 −0.023

DAT1 0.299 0.143 5.44 2 0.065 0.58 0.019

COMT −0.35 0.211 5.92 2 0.04 0.074 −0.756

DRD4 0.322 0.207 3.13 2 0.2 −0.084 0.12

TEMPS-A

B S.E. Wald df p 95%C.I. 95%C.I.

Lower Upper

Gender 0.085 0.078 1.18 1 0.27 0.238 −0.068

Age 0.005 0.005 0.8 1 0.37 0.016 −0.005

BMI −0.008 0.008 0.95 1 0.32 0.008 −0.026

DAT1 −0.08 0.086 1.05 2 0.59 0.349 0.088

COMT −0.219 0.1 4.2 2 0.12 0.04 −0.009

DRD4 −0.11 0.257 0.21 2 0.89 0.386 −0.623

BMI, body mass index; TEMPS_D—depressive subscale of TEMPS-A; TEMPS_C—cyclothymic subscale of TEMPS-A;
TEMPS_H—hyperthymic subscale of TEMPS-A; TEMPS_I—irritable subscale of TEMPS-A; TEMPS_A—anxious
subscale of TEMPS-A.
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3. Discussion

To date, many studies point to the connection between obesity and mood disorders, such as
depression or BD [24–28]. Oniszczenko et al. (2015) suggest that personality traits expressed
by temperament may constitute specific risk factors for the development of obesity. Those traits
might determine behaviors which hinder weight loss or cause excess eating. Moreover, mentioned
temperaments may also contribute to the proneness to mood disorders associated with obesity [29].

Therefore, research on a neurobiological basis of affective temperament could convey essential
details of how dopaminergic gene polymorphisms add to the pathogenesis of mood disorders in
the obese population; it may, in particular, explain that changes in dopamine transmission may be a
causative and a common factor in the development of obesity, as well as of affective diseases [30–32].

In this study, we analyzed affective temperament dimensions in an obese population using the
TEMPS-A autoquestionnaire. Subsequently, we scrutinized correlations of affective temperament and
dopaminergic gene polymorphisms which are involved in obesity and mood disorders. Those genes are
comprised of COMT Val158Met, DAT1 and DRD4. To our knowledge, this is the first study analyzing
the affective temperament in the context of dopaminergic genes in an obese population.

Tables 1 and 2 show significant differences of affective temperament dimensions in both sexes.
According to Table 1, men scored higher than women for the depressed and irritable temperament.
The logistic regression model (Table 7) shows significant results for gender and TEMPS-D, but not
for the irritable dimension. In our previous study, evaluating the affective temperament in an obese
Polish population in the context of the serotonin transporter gene polymorphism (5-HTTLPR), we also
observed a higher expression of the irritable temperament in men [23]. Studies show significant
differences between temperament dimensions in patients suffering from BDs in comparison to
healthy ones. Individuals with BD show greater scores in depressive, cyclothymic, irritable and
anxious dimensions [33]. It has been shown that, among bipolar patients, cyclothymic and irritable
temperaments may be connected with impulsivity [34]. The French study of Bénard et al. (2017)
exhibits a stronger association between impulsivity and obesity in men than in women, suggesting the
role of gender in weight status and eating behaviors [35]. Such results are interesting in the context of
the proneness to affective disorders in this population, with a differentiation between both sexes.

The literature also shows that females may be more susceptible to depression than men [36].
This may stem from many factors, including sociocultural, psychosocial, or behavioral factors.
Considering the molecular basis which connects gender, depression and obesity, the difference in
sex hormones may affect a response to stressors and modulate immune responses, resulting in
higher inflammation, eventually leading to depressive disorders [37–39]. Sex hormones affect the
immune system by exerting pro-, or anti-inflammatory effects. This includes stimulating the immune
cell activation, or an increased expression of cytokines which participate in the immune responses.
Great evidence points to the link between elevated pro-inflammatory cytokines and depression.
The data indicate that the immune system may contribute to depression pathogenesis in different ways
due to sex differences. During puberty, a crucial period for depression development, the estradiol
levels increase. Also, the interplay between sex hormones and the immune system may be seen in peri-
and post-partum depression, where the level of estrogen is also augmented [40]. Androgens take part
in the suppression of immune responses, but it has been shown that a greater activation of the immune
system in males with a reduced testosterone concentration may contribute to mood disorders [41].
Even though the literature shows mixed results in this field, Byrne et al. (2015) conclude that the
female sex may be the factor influencing immune responses and depression [38,42]. More research
focusing on differences of affective temperament in both sexes would bring interesting data regarding
the genetic and molecular basis of morbidity for mood disorders in men and women.

Affective temperament is considered a stable construct associated with genetic transmission and
could serve as a phenotype to detect genes responsible for a susceptibility to affective disorders [18,43,44].
Surprisingly, we have observed the correlations between temperament dimensions and age in both men
and women. A positive correlation between a depressive and anxious temperament and age may ensue
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from changes of a person’s experience during their lifetime. The study of Caserta et al. (2011) showed no
connections between depression and the immune system in young girls, although in older girls higher
depression measures were associated with increased NK cells cytotoxicity [42]. It has been shown
that a positive demeanor, i.e., extraversion, agreeableness, or being optimistic, may affect the immune
system, by for example lowering the IL-6 response to the stress factors [45,46]. On the other hand,
pessimism contributed to augmented markers of inflammation, like IL-6 and the C reactive protein [47].
We assume, that similar associations might be responsible for our results regarding TEMPS-A, and that
sex and age might constitute potential modifiers of affective temperament dimensions. Furthermore,
more research should be conducted in relation to the association between anxiety and depressive
disorders, in the context of hypothalamic-pituitary-adrenal (HPA) axis dysregulation [48,49].

Epigenetics is a novel field describing alterations in gene functioning without changes within the
genome sequence. It provides potential mechanisms explaining the adverse effects of environmental
factors on modulatory mechanisms of gene expression, which may exert long-term effects and be
putatively heritable [50,51]. Recent studies connect epigenetic changes with numerous diseases
including cancer, while laying emphasis on their crucial role in the pathopsychology, by explaining
the association between depressive and anxiety disorders, and adverse life events, or the impact of
stress in childhood [52–56]. Additionally, in some studies, it has been corroborated that epigenetic
changes may exert dysregulations in the HPA axis, by affecting its regulatory genes, thus contributing
to stress-related disorders. The upregulation of the cortocotropin-releasing hormone expression or
altered transcription of the glucocorticoid receptor in the brain regions may stem from stress-induced
epigenetic modifications, and thus be responsible for HPA-axis dysfunction [57,58].

Therefore, we assume that epigenetics might be a putative link connecting received TEMPS-A
results and age. Due to the scarce literature regarding this topic, we encourage more research engaged
in psychoneuroimmunology or the influence of environmental factors on the affective temperament.
Epigenetics constitutes a challenging field which may convey essential data explaining discrepancies
in affective temperament investigations.

In the current study, an increased BMI positively correlated with a greater expression of
hyperthymic temperament in women and a greater cyclothymic and irritable dimension in men.
We can refer to our findings from our previous study. Temperament results between morbid obese
(BMI > 40) and obese individuals (BMI≤ 40) showed that morbidly obese scored greater in hyperthymic
and cyclothymic dimensions [23]. In the study of Amann et al. (2009), patients with morbid obesity
displayed higher scores in cyclothymic, irritable and anxious dimensions, which is partially consistent
with our results [21]. Considering that studies show associations between the cyclothymic, irritable
and hyperthymic temperament, and BD, the abovementioned data imply a heightened risk of this
disease with a weight gain in obese patients [59–62]. In this study, the cyclothymic temperament in
women showed a negative correlation with the BMI and with the age in males, which is inconsistent
with findings in the literature [63]. We presume that the heterogeneity of the results may stem from the
lack of the control group. It is possible that, when comparing with non-obese individuals, the study
group could exhibit a more expressed cyclothymic dimension of the affective temperament.

The association between COMT Val158Met and mood disorders has been pointed out in the
literature [64–66]. However, many researchers still show some concerns about the exact mechanism by
which dopamine transmission, determined by COMT, contributes to the origin of affective disorders [67].
Some authors propose that the polymorphisms may influence the HPA axis reactivity and thus,
by causing a dysregulation of the inflammation processes, may be involved in the pathogenesis of
mood disorders and obesity in a reciprocal manner [68–70]. The literature also shows an association
between COMT polymorphisms and personality traits in patients suffering from BD [71–73].

Some publications exhibit connections between Met alleles and vulnerability to stress and anxiety,
and thus depression [65,74]. However, Massat et al. (2011) showed that the Val allele was more common
in individuals with an early stage of depression [75]. The study performed on larger population showed

329



Int. J. Mol. Sci. 2019, 20, 1847

mixed results: The Met allele occurred less frequently among men with depression in comparison to
the control group [76].

During the analysis of the connection between affective temperament and dopaminergic gene
polymorphisms, we have only observed the association between COMTVal158Met polymorphisms.
Considering the affective temperament, COMT heterozygotes showed significant results only in irritable
and cyclothymic dimensions. Using a logistic regression model (Table 7), we also received significant
results concerning the irritable temperament and COMT polymorphism. Both temperaments were
overrepresented in patients with bipolar disorders [59]. The irritable temperament has been linked
with anxiety and agitation and found more often in persons with bipolar disorder, in comparison to
healthy controls or patients with a major depressive disorder [62,77].

Previous studies on the COMT relationship with the dimensions of the temperament in Cloninger’s
concept were focused mainly on the novelty seeking dimension. These studies gave different results,
the majority of which focused on the polymorphism rs4680 [78–80]. Golimbet et al. (2007) provided
evidence that the COMT Met allele (which contributes to the reduction of enzyme activity and ultimately
leads to an increase in dopamine levels) was associated with a greater severity of temperamental trait
novelty seeking in women [78]. The repetition of this result was done by Tsai and co-workers (2004) on
young Chinese women [81]. However, the association of the rs4680 polymorphism of the COMT gene
with the novelty seeking dimension of temperament has not been confirmed. Searching in other studies
conducted on the Caucasian population and the Japanese population [79,80]. In a study conducted on
the Chinese population on drug addicts, the COMT gene polymorphism was shown to be related to
the temperamental characteristics of novelty seeking and the tendency to addiction [82]. A decreased
pre-dopaminergic activity and low control, associated with specific COMT genotypes, may increase
impulsivity, which is a component of novelty seeking. Research by Kang and co-workers (2010) on
the dimensions of character showed that the Val158Met COMT polymorphism may be related to a
susceptibility to boredom and the need for strong sensations in women [83].

The TEMPS-A validation study showed a positive correlation between both the cyclothymic and
irritable temperament and the higher novelty seeking scores; hence, our findings are consistent with
the results of the abovementioned studies [84], in particular in relation to the fact that Cloninger’s
novelty seeking, as well as Akiskal’s cylothymic and irritable dimension, are involved in affective
disorders [85]. In their work, Parneix et al. (2014) found that patients with irritability related to major
depressive episodes were characterized with atypical features like weight gain and showed greater
novelty seeking. The authors suggested that such findings are indicative of a greater vulnerability
to BD [86]. In another study, impulsivity seen in the bipolar spectrum was also described in the
context of obesity and food addiction [87]. Thus, the affective temperament seems to be related to
a susceptibility to mood disorders in obese individuals, and its evaluation might provide useful
information considering treatment approaches.

Unfortunately, due to the observational design of our study and the lack of a control group, it is
difficult to explain the molecular basis of the interplay between the dopaminergic transmission modulated
by COMT and the affective temperament. We speculate that obese individuals, in comparison to healthy
persons, show a disturbed dopamine transmission, and that dopaminergic signaling in heterozygotes
gives rise to more pronounced affective temperament dimensions. This may constitute the link between
COMT polymorphisms and affective disorders in the obese population. Moreover, individual changes in
the dopaminergic transmission might bias the obtained results and influence the temperament expression
or exert differences in one’s behavior [88,89]. We propose that future researches of affective temperament
should utilize neuroimaging, along with neurogenetic studies, and compare the obtained results with a
control group. This measure might elucidate what kind of dopaminergic transmission, determined by
COMT, is responsible for the pathogenesis of mood disorders in the obese population.

In Tables 4 and 5, we did not observe any statistically significant associations between the affective
temperament and polymorphisms of DAT1 nor DRD4.
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The literature shows mixed results about the connection between the abovementioned
polymorphism and temperament analyzed with various scales. According to Cloninger’s theory,
the dimension of temperament novelty seeking is, according to this concept, related to the DRD4
gene. Previous studies on the association of the VNTR polymorphism in the DRD4 gene suggested
association with the dimension of novelty seeking of temperament [90]. However, further studies did
not detect a similar relationship, but showed a correlation of the polymorphism (-521 C/T) of the DRD4
gene with impulsivity and novelty seeking. Other researchers have found a connection between the
VNTR polymorphism and two mood temperaments: cyclothymic and irritable; however, this study
was performed on a healthy volunteer of the Asian population, and therefore it may be difficult to
compare the results to our group [87].

Regarding the DAT1 gene, some studies indicate that the VNTR 3’UTR polymorphism of the
DAT1 gene is associated with novelty seeking; however, other researchers have not obtained similar
results [91–93]. The research also indicates the interaction of DAT1 gene polymorphisms, DRD4 and
neuroticism [94]. The literature shows little findings describing affective temperament measured with
TEMPS-Am, and DRDR4 or DAT1 polymorphisms, and more studies are needed in this field.

In Table 6, the effect interaction was observed for the anxious dimension and BMI. However, by using
a logistic regression we have not obtained significant results for the BMI and any temperament dimension.
In the study of Amann et al. (2009), obese patients scored significantly higher in the anxious dimension,
as well as for the irritable and cyclothymic factors [21]. Therefore, we assume that persons characterized
by an anxious temperament might be at greater risk of further weight gain. Even though we did not
find any associations between this dimension and the dopaminergic genes, it could be that an anxious
temperament is related to the serotonergic transmission. It could be, in particular, that it has been linked to
moderate novelty seeking and greater harm avoidance—which is connected to this type of signaling [95].
Amann et al. (2009) displayed an association between the S allele of the 5HTTLPRI polymorphism in
the serotonin transporter gene and greater scores in the following TEMPS dimensions: cyclothymic,
irritable and anxious [21]. Gonda et al. (2006) also obtained similar results in the group of women,
which indicates the relationship between an affective temperament and the serotonergic transmission [96].
Additionally, in our previous study regarding the 5HTTLPR polymorphism, subjects homozygous to the S
allele exhibited higher scores in anxious and depressive dimensions in comparison to L allele carriers.
Such results indicate a stronger connection between the affective temperament measured by TEMPS-A
and the serotonergic transmission, instead of dopaminergic signaling in the obese population [23].

In this study we analyzed only one neurotransmitter signaling. We must take into consideration that
many factors influence behavior, including other gene polymorphisms or the complex neurotransmitter
interactions in different brain areas [96–101]. For instance, functional brain imaging revealed an
additive effect of COMT Met158 and 5-HTTLPR S alleles on the response of the amygdale, hippocampal
and limbic cortical areas to unpleasant stimuli, suggesting that persons with those alleles may show a
lowered resilience against an anxiety mood [101]. An interesting study of Ro et al. (2018) indicates
the differences in the expression of glucagon-like peptide 1 and 2 receptors (GLP-!R, GLP-2R) in
patients suffering from mood disorders in comparison to healthy controls, with a greater susceptibility
connected to higher BMI values. Both GLP-1R and GLP-2R are implicated in neuroprotection and the
antidepressant effect [102]. Moreover, it has been found that a lower expression of the leptin receptor
in the hippocampus and hypothalamus may have a significant impact on obesity and comorbid
depression. Researchers found that obese individuals or those exposed to chronic unpredictable mild
stress showed a diminished expression of the leptin receptor [103]. Nonetheless, mood disorders are
complex in their nature and constitute a hard challenge for clinicians in their practice. Due to the
growing problem of obesity, there is a need for creating more effective preventing programs that tackle
the occurrence of affective disorders in this population. Hence, more studies focusing on the molecular
basis of the pathogenesis and interplay between both disorders could bring a better understanding,
which is essential for predicting the course and nature of the diseases.
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4. Materials and Methods

4.1. Participants

The study was conducted on a population of 245 Caucasian people, who were diagnosed with
primary obesity. Secondary causes of obesity were excluded in the Clinic of Endocrinology and
Diabetology at the Collegium Medicum of the Nicolaus Copernicus in Bydgoszcz on the basis of
a subjective and objective medical assessment, as well as on the basis of performed hormonal and
metabolic tests. Significant physical diseases, addiction, substance abuse (e.g., cannabis misuse)
or psychiatric and neurological illnesses were the excluding factors for participation in the study.
All patients, after being given detailed information on the purpose and nature of the study, expressed
written and informed consent of their participation. The study obtained the consent of the bioethical
commission at the Nicolaus Copernicus University (No 533/ 2008, 15 Dec 2008).

4.2. Clinical Assessments and Measures

Building on the assessed anthropometric factors, the diagnosis of obesity was established.
As a factor reflecting the amount of body fat, the BMI index was adopted. It was calculated as the ratio
of weight (kg) to square of height (m).

4.3. Psychological Assessment

For the psychological assessment, we utilized the Temperament Evaluation of Memphis, Pisa,
Paris and San Diego Autoquestionnaire (TEMPS-A) to perform an analysis of the dimensions of the
affective temperament.

4.4. Genotyping

Genomic DNA was obtained from peripheral blood (5 mL) using the method developed by
Lahiri and Schnabel (1993) [104]. The blood was collected on the EDTA medium and mixed, before
being frozen in liquid nitrogen and stored at −80 ◦C prior to extraction. The polymorphisms of
the DAT1, COMT and DRD4 genes were determined using the polymerase chain reaction (PCR).
The following primers were used: DAT1 forward, 5′-TGTGGTGTAGGGAACGGCCTGAG-3′; DAT1 reverse,
5′-CTTCCTGGAGGTCACGGCTCAAGG-3′; forward, 5′-AGCTCCAAGCGCGCTCACAG-3′; COMT
reverse, 5′-CAAAGTGCGCATGCCCTCCC-3′; DRD4 forward: 5′-GCGACTACGTGGTCTACTCG-3′; and
DRD4 rewers: 5′-AGGACCCTCATGGCC TTGC-3′. The PCR products were then separated by agarose gel
electrophoresis using O’RangeRuler™ 50 bp DNA Ladder (Fermentas) as a length marker (Figures 1–3).

Figure 1. Photo of the digested COMT PCR products. The results are labeled by genotype: Met/Met
(A/A), 96 bp only; Val/Met (A/G) 114 and 96 bp; and Val/Val (G/G), 114 bp only.
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Figure 2. Photo of digested DAT1 PCR products. The results are labeled by genotype: 10/10 (L/L) 483
bp only; 10/9 (L/S) 483 and 443 bp; and 9/9 (S/S) 443 bp only.

Figure 3. Photo of digested DRD4 PCR products. Representative photo of separated DRD4 PCR
products depending on the genotype: LL—only 619 bp band (7R); S/S 379 bd (2R) or/and 427 bp (3R)
or/and 523 bp (5R) band; L/S – 379 bd (2R) or 427 bp (3R) or 523 bp (5R) and 619 bp (7R) bands.

4.5. Statistical Analysis

Using the Shapiro-Wilk test, it was determined that the test group does not meet the normal
distribution criteria. The statistical significance of the differences between the two groups was calculated
using the Mann–Whitney U test, and for comparisons with three or more groups, the Kruskal–Wallis
analysis of variance (ANOVA) was applied. The NIR Fisher test was used for post hoc analyses.
Correlations between two quantitative variables were examined using the Spearman rank correlation
test. To control for the effect of age and BMI, which both exhibit significant simple correlations with the
dimensions of temperament, we analyzed the data with a partial Kendall regression (partial Kendall’s
Tau), the nonparametric technique that controls for one confounding [105].

An analysis of covariance (ANCOVA) was performed to examine the interaction effects. An effect
size was determined using Cohen’s d. The gathered data were analysed by means of StatSoft, Inc.
(2017) using Statistica, version 13.0 software and the computer program “Utility Programs for Analysis
of Genetic Linkage” (Copyright © 1988 J. Tot) was utilized to test for the goodness of fit to the
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Hardy–Weinberg equilibrium. The distributions of all three analyzed genotypes were against the
Hardy–Weinberg equilibrium.

Bonferroni corrections were used as multiple testing procedures. A logistic regression of data
was performed to predict logit on TEMPS-A temperaments subscales (The Wald statistic in Logistic
regression model).

5. Conclusions

To our knowledge, this is the first study analyzing the affective temperament in an obese
population in the context of dopaminergic genes polymorphisms, including COMT Val158Met, DRD4,
and DAT1. The results of our study indicate the connection between the irritable and cyclothymic
dimensions in COMT heterozygotes only. We presume that the dopaminergic transmission modulated
by these COMT gene polymorphisms may entail a significant expression of cyclothymic and irritable
temperaments. This is a very interesting finding, giving rise to more sophisticated research in the
future, utilizing neuroimaging studies.

6. Limitations

The main limitation of our study is the lack of a control group in order to gain more reliable
results. Second, for the proper evaluation of the connection between the affective temperament and
gene polymorphisms, our study group should be larger.
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Abstract: General cognitive (intelligence) function is substantially heritable, and is a major
determinant of economic and health-related life outcomes. Cognitive impairments and intelligence
decline are core features of schizophrenia which are evident before the onset of the illness. Genetic
overlaps between cognitive impairments and the vulnerability for the illness have been suggested.
Here, we review the literature on recent large-scale genome-wide association studies (GWASs) of
general cognitive function and correlations between cognitive function and genetic susceptibility
to schizophrenia. In the last decade, large-scale GWASs (n > 30,000) of general cognitive function
and schizophrenia have demonstrated that substantial proportions of the heritability of the cognitive
function and schizophrenia are explained by a polygenic component consisting of many common
genetic variants with small effects. To date, GWASs have identified more than 100 loci linked to
general cognitive function and 108 loci linked to schizophrenia. These genetic variants are mostly
intronic or intergenic. Genes identified around these genetic variants are densely expressed in brain
tissues. Schizophrenia-related genetic risks are consistently correlated with lower general cognitive
function (rg = −0.20) and higher educational attainment (rg = 0.08). Cognitive functions are associated
with many of the socioeconomic and health-related outcomes. Current treatment strategies largely fail
to improve cognitive impairments of schizophrenia. Therefore, further study is needed to understand
the molecular mechanisms underlying both cognition and schizophrenia.

Keywords: schizophrenia; general cognitive function; intelligence; GWAS; genetic correlation

1. Introduction

Cognitive functions play important roles in mental and physical well-beings. This is supported
by observations that people with higher intelligence tend to have greater educational attainment, more
professional jobs, higher incomes, and increased longevity [1,2]. Accordingly, impairments of cognitive
functions result in social and occupational dysfunction which leads to poor life outcomes [3–8].
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Cognitive disturbances are a core feature of schizophrenia—a psychiatric disorder with clinical
and genetic heterogeneity [9,10]. Compared with healthy individuals, patients with schizophrenia
demonstrate about a 1–2 standard deviation decline in performance on tests of several cognitive
domains, including working, verbal and visual memories, processing speed, attention, social
cognition, and intelligence [11–17]. Although the disorder is generally characterized by positive
(e.g., hallucinations and delusions) and negative (blunted affect and withdrawal) symptoms,
cognitive impairments should also be considered as an independent clinical dimension [18,19].
These impairments exist before the onset of illness and are worsened around it [20–22]. It has been
suggested that cognitive deficits of schizophrenia may be resistant to treatment with antipsychotic
drugs [23–26]. This indicates a need for clarifications of the mechanisms underlying these conditions.

Schizophrenia has a strong genetic basis with an estimated heritability of approximately 80% [27].
Cognitive functions such as general intelligence also have a genetic component (h2 = 0.33–0.85) [28–32].
Despite the difference in heritability for intelligence between childhood (h2 = 0.45) and adulthood
(h2 = 0.80), there is a high correlation between IQ levels in childhood and those in adulthood
(rg = 0.89) [33]. Relatives or twin siblings of patients with schizophrenia have also displayed
impaired cognitive function to a lesser extent [9,34]. These findings suggest the contribution of
genetic components to cognitive impairments in schizophrenia.

Genome-wide association studies (GWASs) that examine millions of genetic variants are a
powerful tool to identify common variants responsible for susceptibility to common and complex
diseases. The largest GWAS to date is the Psychiatric Genomics Consortium (PGC) using 36,989 patients
with schizophrenia and 113,075 controls, which has identified 108 loci including genes and genetic
variants related to schizophrenia [35]. Several consortia, such as the Cognitive Genomics Consortium
(COGENT), Heart and Aging Research in Genomic Epidemiology Consortium (CHARGE), and UK
Biobank (UKB), have performed GWASs to identify genetic loci related to cognitive function [36–43].
GWASs with fewer than 20,000 subjects did not find any significant loci [36,44–46]. These GWAS
consortia used diverse assessment tools to represent targeted cognitive constructs in various samples,
e.g., general cognitive function (g), Intelligence Quotient (IQ), fluid intelligence, etc., which could have
been subject to phenotypic heterogeneity. By contrast, GWASs using samples from nearly 300,000
individuals successfully detected more than 100 genome-wide significant loci related to cognitive
function [42,43]. In addition, part of the genetic correlation in the genetic effects identical between
cognitive function and schizophrenia has been identified [38–42]. Therefore, cognitive functions
have been proposed as an intermediate phenotype or biotype [9,15,47,48] to explain the mechanisms
involved in the pathogenesis of schizophrenia.

In this article, we review the literature on recent large-scale GWASs of general cognitive function
and genetic correlations between cognitive function and schizophrenia.

2. General Cognitive Function (g)

A number of tests have been used to measure various domains of cognitive functions. It is
difficult to perform GWASs of cognitive functions uniformly because these cognitive tests vary among
study cohorts. Twin and family studies show strong genetic correlations across diverse cognitive
domains [49]. Under this circumstance, general cognitive function (g) is defined as a latent trait
underlying shared variance across multiple subdomains of cognition [36,37,39,44,45]. To extract g,
principal component analysis (PCA) is required on at least one cognitive measure across at least three
domains, e.g., logical memory for verbal declarative memory, digit span for working memory, and
digit symbol coding for processing speed. In other words, the first unrotated principal component
of several distinct neuropsychological tests is obtained from the PCA. For example, an average of
eight neuropsychological tests across COGENT cohorts were selected: digit span, digit symbol coding,
verbal memory for words, visual memory, semantic fluency, word reading, verbal memory for stories,
phonemic fluency, vocabulary, and the trail-making test [39]. The first principal component obtained
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accounted for approximately 40% of the variance in overall test performance. The g factors extracted
from different cognitive tests were strongly correlated (>0.98) [50], supporting the universality of g.

Several cognitive GWASs have been performed using the g approach [15,36,37,39,44,45]. GWASs
with fewer than 20,000 subjects did not find any genome-wide significant variants [15,36,44,45], while
the GWASs with 35,298 [39] and 53,949 [37] subjects successfully identified two (RP4-665J23.1 on 1p22.2
and CENPO on 2p23.3) and three (MIR2113 on 6q16.1, AKAP6/NPAS3 on 14q12 and TOMM40/APOE
on 19q13.32) genome-wide significant loci, respectively (Table 1). However, neither these loci, nor the
reproducibility of the findings, were consistent across studies.

3. Fluid Intelligence

Fluid-type intelligence requires swift thinking, relies relatively little on prior knowledge, and is
often measured by unfamiliar and sometimes abstract materials [44]. By contrast, crystallized-type
intelligence is typically assessed using tests such as those for acquired knowledge and vocabulary [44].
The discrepancy between fluid and crystallized intelligence becomes particularly noticeable in late
adulthood—the age-related decline of fluid intelligence comes earlier and more rapidly [51,52].

To assess crystallized intelligence, either the National Adult Reading Test or the WAIS vocabulary
subtest is used. Fluid intelligence, which may be equivalent to g, is assessed using PCA of data
from several cognitive tests, such as logical memory, verbal fluency, auditory verbal learning tests
(AVLT), and subtests from the Wechsler Adult Intelligence Scale (WAIS)-III [44]. Fluid intelligence is
also measured by the verbal–numerical reasoning (VNR) test [42]. This test uses 13 multiple-choice
questions—six verbal and seven numerical—which are presented on a touchscreen computer in either
an assessment center or a web-based format at home [38,40]. Scores are obtained from the number
of questions answered correctly in two minutes. With this method, the GWAS in UKB (n = 36,035)
detected three genome-wide significant loci, including several genes, e.g., CYP2D6 and NAGA at
22q13.2, FUT8 at 14q23.3 and PDE1C at 7p14.3 [38].

Because performance on the VNR is correlated with g [40,53], the level of power in recent GWASs
has been increased through combinations of g and fluid intelligence [40–43]. The total sample sizes
in these studies were approximately 80,000–300,000 (Table 1). For example, one of the recent GWASs
with 269,867 subjects identified 205 genome-wide significant loci [43]. This GWAS also identified
some overlapping loci (2p23.3, 6q16.1, 7p14.3, 14q12, 19q13.32, and 22q13.2) consistent with previous
reports [37–39], although these loci did not fully include lead genetic variants. The sample size in
GWASs is positively correlated with the number of genome-wide associated loci detected (Figure 1,
r2 = 0.92, p = 1.18 × 10−5). Several of these loci overlapped with those associated with schizophrenia,
such as 1p21, 1p34, 2q24, 2q33, 3p21, 3q22, 4q24, 5q21, 6p22, 7q22, 8q24, 11q25, 12q24, 14q12, 14q32,
16q22, and 22q13 [35,41,43].
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Figure 1. Relationship between sample sizes in GWASs of general cognitive function and genome-wide
associated loci detected in each GWAS. Circles represent GWASs.

4. Educational Attainment

Educational attainment, represented by the number of years of education, is strongly influenced
by genetic and environmental factors [54,55]. At least 20% of the variation among individuals is
accounted for by genetic factors [54]. GWASs of educational attainment in 111,114 and 293,723
European individuals identified 14 genome-wide significant loci associated with the attainment of
a college or university degree [38] and 74 loci associated with the number of years of schooling
completed [55], respectively. Individuals with a higher level of intelligence tend to stay in school
longer and attain higher qualifications than those with a lower level of intelligence. In addition, general
cognitive ability (fluid intelligence) is correlated with educational attainment (rg > 0.70) [38–41,43].
Therefore, educational attainment is useful as a proxy phenotype for general cognitive function in
GWAS analyses. In fact, several loci, such as 1p31.1, 2q11.2, 3p21.31, 6q16.1, and 13q21.1, in a GWAS of
educational attainment overlapped with those of general cognitive function.

5. Genes and Functions Related to General Cognitive Function

The genetic variants related to general cognitive function were mostly intronic or intergenic.
The genes identified around these genetic variants were densely expressed in the brain [42,56],
specifically striatal medium spiny neurons and hippocampal pyramidal CA1 neurons [43]. Common
gene functions linked to general cognitive function were determined in gene-set analyses in some
GWASs [40,42,43]. These functions include neurogenesis, regulation of nervous system development,
neuronal differentiation, and regulation of cell development. Functions such as neuron projection
and regulation of synaptic structure/activity were also associated with general cognitive function. As
pathways related to these functions have been implicated in the pathophysiology for general cognitive
function, these findings suggest that brain-expressed genes contribute to general cognitive function
via neurodevelopmental processes in specific brain cells.

Smeland et al. (2017) extensively investigated shared genetic loci of the GWAS by conditional
false discovery rate analysis and identified 21 genomic loci jointly influencing cognitive functions and
vulnerability to schizophrenia [56]. Of the 21 loci, 18 showed a negative correlation between risk of
schizophrenia and cognitive performance. The locus most strongly shared was detected on 22q13.2
that contains TCF20, CYP2D6, and NAGA. In addition, this locus was shown to have quantitative trait
locus (eQTL). NAGA encodes lysosomal enzymes that modify glycoconjugates, and CYP2D6 encodes
cytochrome P450 enzymes that metabolize a broad range of drugs [56]. Other loci, including KCNJ3,
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GNL3 and STRC, were also identified as eQTLs. Although these genes shared by two phenotypes are
not localized in specific pathways, they may provide potential drug targets for improving cognitive
impairments in patients with schizophrenia.

6. Polygenic Risk Score Analysis and Genetic Correlation between General Cognitive Function
and Schizophrenia

Polygenic overlaps between alleles of general cognitive function and schizophrenia risk have
been examined [36,57]. On the basis of the polygenic risk scores (PRS) derived from GWASs, a set of
alleles associated with lower general cognitive function predicted an increased risk of vulnerability
to schizophrenia. Conversely, polygenic alleles associated with schizophrenia-related risks predicted
lower cognitive functions—particularly general cognitive function, performance IQ, attention, and
working memory [36,57–63]. Thus, greater PRS related to risks for schizophrenia were associated with
a greater decline in IQ after childhood in the general population [58]. So far, most studies on cognitive
functions have used general population [36,57,58,60–63], and have not been specific to patients with
schizophrenia [59,64].

Linkage disequilibrium score regression (LDSC) analysis estimates genetic variant correlations
(rg) from GWASs and is a powerful tool for investigating genetic architectures of common traits and
diseases [65]. Studies using this method have consistently reported negative correlation between general
cognitive function and schizophrenia-related risks, with rg of approximately −0.2 (Figure 2) [39–43].
Specifically, higher educational attainment is associated with lower schizophrenia risk [66], whereas
lower educational attainment predicts worse premorbid function and poorer outcomes [66]. These
correlations would be reasonable in view of positive correlations between educational attainment
and general cognitive function (Figure 3). However, recent studies found a positive correlation
between educational attainment and schizophrenia (Figure 2) [55,67]. This discrepancy may be
explained by at least two disease subtypes, i.e., patients with high intelligence, and those with
cognitive impairments [68].

Figure 2. Genetic correlations (rg) of educational attainment or general cognitive function with
schizophrenia. Error bars indicate the SE of rg. *** p < 0.001.
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Figure 3. Genetic correlations (rg) between general cognitive function and several phenotypes. Error
bars indicate the SE of rg. * p < 0.05, ** p < 0.01, *** p < 0.001.
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7. Genetic Correlations between General Cognitive Function and Socioeconomic and
Health-Related Outcomes

Cognitive function has been shown to be correlated with socioeconomic and health-related
outcomes as well as neuropsychiatric disorders, as evidenced by LDSC analysis (Figure 3) [39–43].
Educational attainments provide the most robust correlations among other phenotypes. Specifically,
better cognitive function was associated with a lower risk of several neuropsychiatric disorders,
including schizophrenia, major depressive disorder, bipolar disorder, attention-deficit hyperactivity
disorder, anxiety disorder, and Alzheimer’s disease. By contrast, a higher risk of autism spectrum
disorder was related to better cognitive function. As individuals around adolescence were included
in correlational analyses (Table 1), the timing of cognitive assessment, i.e., before or after onset of the
illness, may have obscured the results from these analyses.

Better cognitive function was associated with lower levels of neuroticism, depressive symptoms,
and insomnia (Figure 3). Physical factors contributing were smaller waist-to-hip ratio and waist
circumference, smaller volume of putamen, fewer numbers of cigarettes per day, less likelihood of
having ever smoked, and lower body mass index in adulthood. Other factors affecting cognition
included fewer children, higher levels of openness, age of onset of smoking and smoking cessation,
larger intracranial volume, larger head circumference in infancy, height, birth length and weight,
higher age of first birth, and greater longevity. These findings indicate that general cognitive function
is related to socioeconomic and health-related outcomes in addition to neuropsychiatric disorders.

8. Intelligence Decline in Schizophrenia

Intelligence decline is conceptualized as intra-individual difference in intellectual performance
between different time points [18,47,48,69]. Thus, it may be calculated by subtracting estimated
premorbid IQ, as measured by the Adult Reading Test, and the present IQ, as measured by the WAIS.
For the purpose of brief assessment, we have recently developed the WAIS-Short Form consisting of
the Similarities and Symbol Search subtests [70]. Because clinical trials targeting cognitive impairment
of schizophrenia have mostly yielded negative results, we suggest that patients without intelligence
decline be excluded from participation. To date, no large-scale GWAS for intelligence decline in
patients with schizophrenia has been performed, and further studies are needed.

The degree of intelligence decline in patients with schizophrenia is typically classified into three
intellectual levels [18,23,47,69,71–77]:

(a) Deteriorated group: patients with a difference of 10 points or more between premorbid IQ and
present IQ;

(b) Preserved group: patients with a difference of less than 10 points between premorbid IQ and
present IQ (premorbid IQ above 90);

(c) Compromised group: patients with a difference of less than 10 points between premorbid IQ and
present IQ (premorbid IQ below 90).

The compromised IQ subgroup includes patients who have intellectual disability. Although
cognitive impairments are a core feature of schizophrenia, approximately 30% of patients are classified
into the preserved IQ subgroup [47].

So far, GWAS, PRS, or LDSC analysis has not been performed based on the above classification
(deteriorated, preserved, and compromised IQ) in patients with schizophrenia. As the current
diagnostic criteria for schizophrenia is independent of cognitive traits and genetic architectures,
GWASs based on intelligence decline subgroups may reveal novel genetic variants specific to cognitive
impairments. Caution is needed in interpreting data from IQ measures, as they are subject to
non-specific consequences of schizophrenia, effects of medication, and cognitive decline preceding the
onset of illness. Additionally, IQ scores by themselves cannot describe specific cognitive domains that
are relatively more affected than others in individual patients.
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9. Conclusions

In this paper, we reviewed the literature of recent large-scale GWASs targeting general cognitive
function, a phenotype that captures shared variations in performance on tests of several cognitive
domains. Studies on polygenic correlations between cognitive function and schizophrenia were also
addressed. In the last decade, large-scale GWASs have identified more than 100 loci linked to general
cognitive function and schizophrenia. Genetic variants identified are mostly intronic or intergenic, and
genes around them are densely expressed in brain tissues. Substantial proportions of the heritability
of these phenotypes are explained by polygenic architectures consisting of many genetic variants
with small effects. General cognitive function has been reported to be genetically correlated with
socioeconomic and health-related outcomes, as well as neuropsychiatric disorders. In particular, lower
general cognitive function has been consistently correlated with schizophrenia risks. Current treatment
strategies largely fail to improve cognitive impairments of schizophrenia. In order to progress, further
study is needed to understand the shared pathogenesis for general cognitive function in relation to
the illness.
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Abstract: The serotonin 4 receptor, 5-HT4R, represents one of seven different serotonin receptor
families and is implicated in a variety of physiological functions and their pathophysiological
variants, such as mood and depression or anxiety, food intake and obesity or anorexia, or memory and
memory loss in Alzheimer’s disease. Its central nervous system expression pattern in the forebrain,
in particular in caudate putamen, the hippocampus and to lesser extent in the cortex, predispose it
for a role in executive function and reward-related actions. In rodents, regional overexpression or
knockdown in the prefrontal cortex or the nucleus accumbens of 5-HT4R was shown to impact mood
and depression-like phenotypes, food intake and hypophagia; however, whether expression changes
are causally involved in the etiology of such disorders is not clear. In this context, more data are
emerging, especially based on PET technology and the use of ligand tracers that demonstrate altered
5-HT4R expression in brain disorders in humans, confirming data stemming from post-mortem tissue
and preclinical animal models. In this review, we would like to present the current knowledge of
5-HT4R expression in brain regions relevant to mood/depression, reward and executive function
with a focus on 5-HT4R expression changes in brain disorders or caused by drug treatment, at both
the transcript and protein levels.

Keywords: serotonin; 5-HT 4 receptor; 5-HT4R; depression; mood disorder; expression; Alzheimer’s
disease; cognition; Parkinson’s disease

1. Introduction

5-HT receptors are composed of 7 families (5-HT1–7 receptors), comprising 14 structurally and
pharmacologically distinct 5-HT receptor subtypes [1]. All receptors are G-protein-coupled, with the
exception of the 5-HT3R that belongs to the superfamily of ligand-gated ion channels. Members of all
7 receptor families are expressed in the brain: 5-HT1 receptors are Gαi/0-coupled and two receptors
of this family, 5-HT1aR and 5-HT1bR, have an important function as somatodendritic autoreceptors
expressed on neurons of the raphe nuclei that produce 5-HT, but they are also expressed as postsynaptic
heteroreceptors in several brain areas [2]. The three members of the Gαq/11-coupled 5-HT2R family
have well defined roles in the periphery such as in the vascular system and muscle contraction;
however, their function in the brain is not well understood A potential link between a 5-HT2CR
allele and vulnerability to affective disorders has been reported, and a number of antipsychotics
have inverse agonist activity at 5-HT2C receptors [3]. 5-HT2CR KO mice are highly obese and
suffer from epilepsies [4]. 5-HT2aR mediates the hallucinatory and psychotic action of psychedelic
drugs such as LSD or psylocibin [5]. Human brain Gαi/o-coupled 5-HT5R expression is localized
to the cerebral cortex, hippocampus, cerebellum, and a role in mood and major depression was
postulated, using pharmacological tools and knockout mice [6]. 5-HT6Rs are postsynaptic Gαs-coupled
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receptors strongly expressed in the striatum, nucleus accumbens and cortex, and moderately in
the hippocampus, amygdala, and hypothalamus. They control among others central cholinergic
function [6]. The Gαs-coupled 5HT7R is mainly expressed in the limbic system, and a potential role
in sleep, circadian rhythmic activity and mood has been suggested [6]. Among all 5-HT receptors,
the type 3 receptor is the only ligand-gated ion channel receptor triggering rapid depolarization via
the opening of non-selective cation channels. 5-HT3R expression in the forebrain is low, but higher
levels are present in the hippocampus and amygdala [6].

5-HT4R was initially identified in cultured mouse colliculi cells and guinea pig brain using a
functional cAMP stimulation assay [7]. In 1995, its cloning was reported [8]. Two different splicing
variants, a short one, found in the striatum and a long one in the whole brain [8] were initially
described, while others found the short form also present more universally in the brain [9].

Expression in the brain is greatest in the basal ganglia, the hippocampal formation and the cortex,
as shown in human and rat brain [10,11]. 5-HT4R is also widely distributed in the body. Outside the
CNS, it is found along the gastrointestinal tract (esophagus, ileum and colon) [12]. It is also present in
the bladder, the heart and the adrenal glands. 5-HT4 receptors are well known for their peripheral
effects on the gastrointestinal tract, and are targets in the treatment of dyspepsia, gastroesophageal
reflux disease, gastroparesis or irritable bowel syndrome [13,14]. Serotonin affects heart contractility
through 5-HT4R which is expressed in the human and pig atrium and ventricle, while, interestingly,
in the rat it is only expressed in the atrium [15]. 5-HT4R activation leads to the contraction of heart
but also to tachycardia and arrhythmia [15]. The cardiac contractile effects of 5-HT4R are restricted to
human and pig atria and are absent from a large number of laboratory animals, such as rat, guinea pig,
rabbit and frog [16]. 5-HT4R was also shown to be overexpressed in the cortex of the adrenal gland of
a subtype of Cushing syndrome patients, a condition caused by cortisone hyper-production [17].

Compared to other serotonin receptors, the gene encoding 5-HT4R (htr4) is large and its
architecture is complicated, with 38 exons spaced over 700 kb [18]. As a G-protein coupled receptor,
5-HT4R signals through both G protein-dependent and G protein-independent pathways. The major G
protein engaged by 5-HT4R signaling is Gαs, leading to the activation of the cAMP/PKA pathway [19].
The G-protein independent non-canonical pathway activates Src and ERK kinases, leading to pERK1/2
phosphorylation [20].

5-HT4R KO mice develop normally, with no differences in body weight, metabolism, social
behavior, or sleep pattern [21]. However, when stressed they exhibit reduced hypophagia [21] and
re-expression of 5-HT4R in the medial prefrontal cortex rescues this phenotype [22]. In mice, 5-HT4R
was also shown to link appetite and feeding to addiction-related behaviors since 5-HT4R activation
in the nucleus accumbens provokes anorexia and hyperactivity, concurrently upregulating a gene
induced by cocaine and amphetamine (CART) while knockdown thereof inhibits MDMA-induced
hyperactivity [23].

One of the earliest functions attributed to 5-HT4R in rodents is its excitatory effect on acetylcholine
release in the frontal cortex and the hippocampus [24,25] which was linked to its role in enhancing
memory and cognition [26–29]. For example, a two-week treatment with 5-HT4R partial agonist
RS67333 improved memory in the object recognition test in mice [30]. Olfactory associative learning
was enhanced by another partial agonist (SL65.0155) in rats [31]. Other paradigms assessing social
memory, autoshaping and spatial and place learning, showed a memory enhancing effect of 5-HT4R
stimulation [29,32,33]. Conversely, receptor antagonists induced a consistent deficit in (olfactory)
associative memory formation [34,35], and weakened passive avoidance memory [36]. Paralleling
these behavioral changes are structural plasticity effects of potentiated learning-induced dendritic
spine growth in the hippocampus in mice, an effect which is abolished by 5-HT4R inhibition [37].

5-HT4 receptors have also been found to modulate GABA and dopamine release [18,26].
Serotonin depolarizes globus pallidus neurons, increases their firing rate and alters GABA release
in a 5-HT4R-dependent manner involving pre- and postsynaptic mechanisms [38]. In guinea pig,
the 5-HT4R agonist BIMU-8 increased GABA release from hippocampus indirectly via cholinergic
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muscarinic receptors [39]. 5-HT4 receptors exert excitatory control on DA release in the striatum,
while a receptor antagonist blocks this effect [40]. In freely moving rats, the 5-HT4 antagonist
GR125487 significantly reduced the nigrostriatal haloperidol-induced but not basal DA outflow
without affecting the mesoaccumbal DA release, indicating that 5-HT4R exerts facilitatory control
under activated conditions [41]. This finding is also important in the context of Parkinson’s disease
where the substantia nigra is selectively vulnerable to degeneration compared to the VTA, leading to
a depletion in striatal dopamine. In a rat model of PD, the 5-HT4R agonist prucalopride selectively
enhanced L-DOPA-stimulated DA release in the rat SNr and the PFC but not in the hippocampus or
the striatum [42].

5-HT4R also impacts global serotonergic tone. 5-HT4R KO mice have diminished tissue levels
of 5-HT and its main metabolite, 5-HIAA, increased serotonin transporter (SERT) at the protein and
transcript levels, as well as decreased 5-HT1AR binding sites [43]. 5-HT4R is a component of a feedback
loop projecting from the PFC to the dorsal raphe nuclei (DRN). More specifically, in mice, systemic
5-HT4R stimulation or overexpression of 5-HT4R in the mPFC increased the firing rate of DRN neurons,
thus creating a positive feedback PFC-DRN loop involving 5-HT4R activation in cortical projections
neurons, glutamate release in the DRN and enhanced DRN firing [44–46].

5-HT4R is a major candidate in mediating antidepressant drug action. As early as 1997, a role
of 5-HT4R in anxiety-like behavior was described in rats [47]. More recently, this topic has received
more interest, possibly due to the need to identify novel, fast acting antidepressant drugs. Indeed,
it was described in rodents that subchronic (3 days) treatment with 5-HT4R agonist yields behavioral
as well as biochemical responses in the hippocampus (CREB phosphorylation, neurogenesis) that are
comparable to responses to treatment with SSRIs over 3 weeks [48], possibly through its action in the
above mentioned PFC-DRN feedback loop [44–46].

These findings clearly indicate that 5-HT4R is a major regulator of the homeostasis of several
neurotransmitter systems, implying a role in brain disorders such as Alzheimer’s, Huntington’s,
Parkinson’s diseases or Major Depressive Disorder. Our review aims at summarizing the current knowledge
of 5-HT4R expression in the brain. We also want to present knowledge on cell-type specific expression,
which has not yet been studied extensively, partly due to the lack of immunohistochemistry-competent
antibodies as well as resolution limits of binding experiments in brain slices with radioactive antagonists.

2. Promoter Studies and Transcript Variants

Surprisingly little is known about the transcriptional regulation of the htr4 gene across tissues.
The human 5-HT4 receptor gene is located on chromosome 5 (5q31–q33) and contains five exons
and eight alternatively spliced cassettes that code for the internal and C-terminal splice variants [16].
Human htr4 mRNA is transcribed from a very complex gene encompassing 38 exons spanning over
700 kb [18], and multiple C-terminal isoforms are expressed in specific tissues in the CNS. To date,
it is not known how 5-HT4 receptor expression is regulated in the brain, and so far we have only
partial knowledge about the promoter, derived from human atrial tissue and placenta [16,49]. In the
heart, the major transcription start site of the htr4 gene is located at −3185 bp upstream of the first
start codon [16]. In placenta, the 5′-UTR is even longer, spanning over 5100 bp upstream from
the translation start site [49]. The different 5′-UTRs upstream of the translation initiation codon are
interesting since they may hold an additional key to understand region and cell-type specific regulation
of protein expression.

The human promoter lacks TATA and CAAT canonical motifs, but contains several transcription
factors binding sites. Transient transfection assays with human 5-HT4 receptor promoter-luciferase
constructs identified an approx. 1.2 kb fragment of 5′-non-transcribed sequence as promoter in human
cell lines but not monkey COS-7 cells [16] indicating that there is a tissue-specific expression of yet
unknown transcription factors. We found in mouse brain that there is a region-specific negative
transcriptional regulation of htr4 exerted by the kinase CK2. Examination of conditional mouse
knockouts of CK2 in the hippocampus, striatum and the cortex indicated an upregulation of 5-HT4R
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mRNA selectively in the cortex [46]. Furthermore, in luciferase assays, using a 4 kb element upstream
of the mouse gene fused to luciferase cDNA, expression was promoted when CK2 was inhibited or
knocked down in human HeLa cells but not in Hek293 or monkey COS-7 cells, again underlining the
importance of tissue-specific transcription factors.

Instead of the TATA box, Maillet et al. described the presence of a sequence in the human gene
(TTCACTTT) that can function as a core promoter sequence similarly to the TATA box [16]. For other
species, no promoter studies were performed.

There are differential transcription initiation sites in different tissues such as human heart and
placenta while for the brain no such data are yet available. While the transcription initiation start site
does not affect the protein-coding region, it may alter the transcription efficiency and the expression
pattern of 5-HT4R. It is hypothesized that such a long 5′-UTR reduces RNA translation and leads to
low levels of expressed transcripts by causing premature initiation at a wrong ATG and preventing the
ribosome from reaching the correct start codon [16].

Taken together, in particular in the human brain, there is a lack of data about the 5′-UTR,
the promoter and the transcription factors that are active at the promoter for htr4.

3. SNPs in Non-Coding Regions

In addition to the 5′-UTRs, isoforms can also vary in the 3′-UTR. These 3′-UTRs are targets for
post-transcriptional regulation by non-coding RNAs such as miRNAs. Within the 3′-UTR of the
5-HT4R (b) and (i) isoforms from the GI tract from humans with irritable bowel syndrome (IBS),
a single nucleotide polymorphism, termed 5-HT4R (b_2) was found to be predominantly present
in a subtype of IBS patients. This isoform lacks two of the three miRNA binding sites for miR-16
family/miR-103/107 and, compared to the full length 5-HT4R (b) isoform, its expression yielded
higher 5-HT4R protein levels. It was further shown that miR-16 and miR-103 are responsible for the
downregulation of the transcript in vitro which is impaired in the 5-HT4R (b_2) mutant [50].

Another miRNA, Let-7a, was also postulated to have the potential to regulate 5-HT4R [51].
Several genome wide association studies (GWAS) and meta-analyses have associated twelve

intronic SNPs in the non-coding region of human htr4 with pulmonary function [52,53]. The same SNPs
have been associated with the clinical phenotypes of airflow obstruction and COPD and asthma [53,54].
A SNP in a non-coding region could affect transcriptional regulation or generate a splicing signal.
In this context, the pulmonary function of 5-HT4R KO mice was found to exhibit higher baseline lung
resistance, confirming a role of 5-HT4R in airway diseases [55]. No mechanistic studies have yet been
performed to understand the impact of the described SNP on transcription and splicing.

4. Isoforms and Alternative Splicing

In contrast to promoter-dependent transcriptional initiation sites which will still yield the same
transcript but alter expression levels, splicing affects the protein sequence.

Since the first publication in 1995 which described a short and a long isoform, several other
isoforms were discovered: There are at least 11 human 5-HT4 receptor splice variants (a–i,n) [18,56–59].
All splice variants differ at the C-terminus with the exception of 5-HT4R (h) which is an internal splice
variant with an insert in the 2nd extracellular loop [60], (Figure 1) and the (n) isoform which lacks the
C-terminal exon [61].

Human 5-HT4 receptor isoforms (a–i and n) are highly expressed in the central
nervous system [18,56,61]. Isoform (b) is the most abundant form in the CNS and periphery, and is
expressed in the caudate nucleus, putamen, amygdala, pituitary gland, and small intestine. Isoform (a)
is highly expressed in the amygdala, hippocampus, nucleus accumbens, and caudate nucleus and at
lower levels in the small intestine, the atrium, and pituitary gland. Isoform (c) is highly expressed in
the pituitary gland and small intestine and to a lesser degree in the caudate nucleus, hippocampus,
and putamen. Isoform (d) is not present in the CNS but is found in the small intestine [18,61,62].
Isoform (g) seems to be highly expressed in the hypothalamus and cortex [63]. The (n) variant, which
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lacks the alternatively spliced C-terminal exon, is abundantly expressed in human peripheral tissues
and brain regions involved in mood disorders (frontal cortex, hippocampus) [61].

Mice are currently thought to have five [64] and rats four isoforms, with the fourth, (c1) isoform
expressed in the gastrointestinal tract [59,63]. In rat brain, no significant difference in expression between
the long and short variants has been found by ISH [65]. The C-terminal sequences will determine the
baseline activity (with the shorter isoforms being more active) or the ability to recruit binding partners
such as β-arrestins and GRKs, sorting nexins or the NHERF PDZ adaptor protein [19,66,67] This will
affect internalization kinetics which are different between isoforms [68]. Finally, isoforms can differ in
their G protein coupling, since the 5-HT4R (b) isoform can couple via Gαi as well as Gαs [69].

To date, no specific isoform has been linked to a brain disorder; however, an interaction cannot be
excluded since such studies have not been performed and would be very challenging. Most human
studies using PET technology or radioactive labeling are based on ligands which cannot distinguish
between isoforms. Quantitative RT-PCR was used to detect different isoforms and their expression
in the rodent brain; however, no studies in disease models have employed this approach. The fact
that mice or rats do not express the same isoforms than humans suggests that fine tuning of 5-HT4R
signaling through a differential expression of longer or short, more active versus less active isoforms,
may occur in different species.

Figure 1. Alignment of C-termini of isoforms found in human tissue: green: leucine 358, the last
amino acid common to all variants. For the c isoform, a short and a long one were described. Yellow:
S/T cluster necessary for b-arrestin dependent receptor endocytosis.

5. Post-Translational Regulation

5.1. Phosphorylation

The amount of membrane-localized and active GPCR is a result of the ratio between receptor
endocytosis and recycling. Endocytosis is initiated through (S/T) phosphorylation of GPCRs in their
intracellular domains by G protein-coupled receptor kinases (GRKs) and second messenger kinases
such as PKA or PKC [70]. Binding of arrestins to GRK-phosphorylated receptors results in receptor
desensitization [71] and internalization [72–76].

Fourteen phosphosites in the 3rd intracellular loop and in the C-terminal tail of 5-HT4R that was
heterologously expressed in retinal rod cells of the mouse were identified [77]; however, the identity of
the kinases has not been determined. Neither has it been tested whether the phosphorylation of these
sites is activity dependent.

In Hek293 cells, it was shown that GRK2 phosphorylates and desensitizes 5-HT4R resulting in
downregulation of the cAMP/PKA pathway, while GRK5-mediated 5-HT4R phosphorylation resulted
in reduced inhibition of ERK phosphorylation [19,78].

5.2. Palmitoylation

Palmitoylation is a lipid modification in which a cysteine SH group undergoes esterification with a
palmitoyl group, generating an anchor to the lipid bilayer of the plasma membrane. This modification
is readily reversible and, similar to phosphorylation/dephosphorylation, allows for rapid regulation
of protein function, affecting GCPR endocytosis, phosphorylation, desensitization and ultimately
cellular signaling. Biochemical studies in insect (Sf9) and mammalian cells (Cos7) showed that several
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5-HT receptors (5-HT1aR, 5-HT1bR, 5-HT4R and 5-HT7R) are palmitoylated in their C-terminal tails.
The mouse 5-HT4R (a) variant is palmitoylated at 3 highly conserved cysteine sites and at a C-terminal
cysteine that is variant-specific. Palmitoylation near or close to protein-protein interaction motifs
will affect the binding properties of the receptor, impact on constitutive activity or internalization
via β-arrestin-2 [79,80].

5.3. Glycosylation

Only one study describes two putative N–linked glycosylation sites that conform to the consensus
sequence N–X–S/T (X being any amino acid but proline) for glycosylation. These are located on the
extracellular side of 5-HT4R, one at the N-terminus and one in the 2nd extracellular loop [77].

What is clearly missing in our understanding of all described post-translational modifications
are data generated from physiologically expressed 5-HT4R such as in mouse brain, a comparison
between brain regions and an analysis in response to drug treatment or of brain disease models. Finally,
the functionality of each of these modifications should be addressed, in particular on their effect on
protein stability and receptor homeostasis.

6. Basal Expression

6.1. Transcript Level

5-HT4R transcript expression in rodents mainly stems from in situ hybridization (ISH]
experiments: In rat brain slices, ISH probes showed strong expression in the basal ganglia (caudate
putamen, ventral striatum], olfactory tubercle, medial habenula and hippocampal formation while
none was detected in globus pallidus and substantia nigra [65]. Similarly, human postmortem brains
showed highest levels of 5-HT4 receptor mRNA in caudate nucleus, putamen, nucleus accumbens,
and the hippocampal formation but none in globus pallidus and substantia nigra [10].

A brain-wide comprehensive appraisal of cell-specific expression is still warranted; however,
some evidence has been published: Dual-label in situ hybridization for 5-HT4R and neuronal markers
suggests expression in basal forebrain GABAergic parvalbumin synthesizing and glutamatergic cells
and in glutamatergic pyramidal neurons in the medial prefrontal cortex and hippocampus of rat and
guinea pig (CA1, CA3) [62,81]. 5-HT4R mRNA is present in 60% of rat PFC pyramidal neurons of the
frontal cortex as assessed by single cell mRNA/cDNA profiling [82,83].

In rat hippocampal slices, the 5-HT4R agonist, cisapride, leads to increased hippocampal pyramidal
cell activity and serotonin release, indirectly indicating that 5-HT4R is expressed in these cells [84].

6.2. Protein Level

Our knowledge on 5-HT4R protein expression stems to a large degree from radioactive ligand
binding studies which for the most part has mirrored results of ISH studies. Indeed, a large number of
radioligands exist that are specific to 5-HT4R.

High densities of [3H]-GR 113808 or [125I]-SB 207710 binding sites are present in the ventral
and dorsal striatum, substantia nigra, globus pallidus and ventral pallidum, interpeduncular nucleus,
islands of Calleja, and olfactory tubercle in guinea pig, mouse and rat brain, lower densities are found
in the hippocampus, septal region, neocortex, amygdala and colliculi as well as habenular and several
thalamic and hypothalamic nuclei [65,85–87]. [125I]-SB 207710 binding in the caudate putamen shows
a rostrocaudal and mediolateral increasing gradient of receptor densities, paralleling that observed for
mRNA localization [65].

Kainic acid injection into the caudate-putamen of rats to destroy GABAergic striatal projection
neurons resulted in a dramatic decrease of radioactive ligand binding, suggesting that 5-HT4R is
expressed in these neurons [11]. Similarly, 6-OHDA-lesion of dopaminergic neurons did not lead to a
reduction in radioactive ligand binding but only to increased binding in the caudate putamen and
globus pallidus. This allows the conclusion that 5-HT4R expression does not occur in DA neurons
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of the SN [11]. These studies were confirmed by comparing ISH and radioligand labeling data:
The presence of mRNA in the rat caudate putamen and its absence in substantia nigra pars compacta
and the globus pallidus suggests again that receptors found in binding studies in the caudate putamen
and globus pallidus are synthesized by striatonigral and striatopallidal cells [62]. Comparison of
mRNA distribution with receptor distribution as visualized with [125I]-SB 207710 further indicates that
5-HT4 receptors are localized somatodendritically (e.g., in caudate putamen) and on axon terminals
(e.g., in substantia nigra and globus pallidus) [65,88].

Transgenic Bac-GFP mice where GFP is expressed under the 5-HT4R promoter are enabling
a highly detailed look at protein expression in individual cells and confirm moderate to strong
expression in the olfactory bulb, cerebral cortex, subicular cortex, hippocampus, striatum, globus
pallidus, midbrain, pons medulla, cerebellum and weak expression in the piriform cortex, basal
forebrain and the thalamus (Gensat Founder AU103). Dual immunohistochemical analysis showed
expression of GFP in GABAergic spiny projection neurons but not in striatal interneurons [89]. Another
transgenic mouse line where the β-galactosidase gene was knocked-in at the htr4 gene locus shows
LacZ localization in mature but not immature granule cells as suggested by staining with the neural
marker, NeuN, and calbindin (mature granule cell marker) [90]. Another study confirmed that 5-HT4

receptors are expressed in efferent GABAergic neurons of the nucleus accumbens projecting to the
lateral hypothalamus [23].

Species-specific differences of 5-HT4R protein expression were found between mouse/rat and
guinea pig in the globus pallidus, substantia nigra and interpeduncular nucleus [87].

Using [3H]-prucalopride and [3H]-GR116712 or [125I]-SB 207710 in binding studies of human
post-mortem brain slices, the highest densities were found in the basal ganglia (caudate nucleus,
putamen, nucleus accumbens, globus pallidus, substantia nigra). Moderate to low densities were
detected in the hippocampal formation and in the cortical mantle [10]. Additionally, using the
labeled antagonist GR 113808, expression in the human amygdala was reported [91]. In the neocortex,
the binding showed a distinct lamination pattern with high levels in superficial layers and a band
displaying lower levels in deep cortical layers [92]. Membrane binding studies with [3H]-GR 113808
resulted in highest binding in the human caudate nucleus, followed by substantial densities in the
lenticular nucleus, the substantia nigra, the hippocampus and frontal cortex, whereas no binding could
be detected in the cerebellum [82]

The expression data from all species studied are summarized in Table 1.

7. Changes in Expression in Brain Disorders and Changes Induced by Drug Treatment

In the healthy population there is a baseline difference of 5-HT4R protein expression between
sexes. Women show lower 5-HT4R binding (by 13%) in the limbic system and the difference was
most pronounced in the amygdala, which is highly involved in the processing and memorizing
of emotions [93].

Studies using [3H]-GR 113808 in the rat have revealed that during development, prenatal
expression is low, with the exception of the brainstem, indicating that 5-HT4R is largely dispensable in
development. Interestingly, the synchronous appearance of 5-HT4 receptors and cholinergic markers
validates the notion of 5-HT4R-mediated control over acetylcholine release [94].

With age, 5-HT4R expression goes down as older humans present lower 5-HT4R binding [93].
Table 2 assembles data on expression changes in disease or that are pharmacologically induced.
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7.1. Depression and Anxiety

The understanding of the roles that 5-HT4 receptors play in mood disorders mainly comes from
preclinical studies. Several rodent models of depression and anxiety, such as bulbectomy, glucocorticoid
receptor heterozygous mice, social defeat stress or exposure to prenatal stress, all indicated changes
in 5-HT4R expression: In mice, the experience of social defeat led to 5-HT4R mRNA up-regulation
in the midbrain raphe nuclei and the VTA, as determined by RNA seq [105]. Similarly, restraint
stress induced hypophagia and increased 5-HT4R mRNA levels in the medial prefrontal cortex [22].
In contrast, maternal stress led to a reduction of all mouse 5-HT4R variants on the mRNA level
as assessed by qPCR, with the strongest difference observed for the (b) variant, while chemically
induced 5-HT depletion in the embryo only affected the expression of the (b) variant in the embryonic
telencephalon [106].

After bulbectomy, 5-HT4R protein binding was increased in the rat ventral hippocampus and
olfactory tubercles but unchanged in the dorsal hippocampus, frontal and caudal caudate putamen.
5-HT transporter (SERT) binding was unchanged in the hippocampus and caudate putamen and
slightly down in lateral septum and globus pallidus [97]. GR(+/−) mice had increased 5-HT4R binding
in the caudal caudate putamen and the olfactory tubercles, decreased SERT binding in the frontal
caudate putamen but no changes for 5-HT4R and SERT in the hippocampus [97]. In contrast, in the
Flinders Sensitive Line, a rat model of depression, 5-HT4R binding was decreased in the dorsal and
ventral hippocampus [100].

A 3-week long treatment regimen with the SSRI fluoxetine decreased the density of 5-HT4 receptor
binding in the CA1 field of hippocampus as well as in several areas of the striatum in rats [101].
In contrast, 5-HT4R in layer 5 of the cerebral cortex was shown to be selectively upregulated after
fluoxetine treatment in p11-GFP bacTRAP mice [107]. Interestingly, when 5-HT4R expression was
quantified by qPCR on whole cortical lysate no difference in response to fluoxetine treatment was
detected, while a 16-fold upregulation in the deep cortical layers was found after TRAP purification.
This study clearly demonstrates that methods of purification and enrichment are necessary to achieve
a resolution that is sufficient to characterize the dynamics of 5-HT4R expression. Given that chronic
fluoxetine in mice lead to a specific upregulation in layer 5 of the cortex [107], it is clear that
research into expression changes needs to be approached with techniques achieving high resolution
since global expression changes might be counterweighed by cell-type and subregion-specific
compensatory changes.

Data generated in humans with [11C]-SB 207145 brain PET imaging suggest that 5-HT4R is
involved in the neurobiological mechanism underlying familial risk for depression, and that lower
striatal but not cortical 5-HT4 receptor binding is associated with an increased risk for developing
major depressive disorder [108]. However, in the caudate nucleus, the relationship between 5-HT4R
and suicide risk was inverse: Postmortem studies found increased 5-HT4 receptor binding in the
caudate nucleus and frontal cortex of depressed suicide victims [96]. Polymorphisms of the htr4 gene
were found to correlate with major depression and/or bipolar disorders [109].

A PET study showed a global reduction in cerebral 5-HT4R binding in healthy volunteers after
a 3 week treatment with fluoxetine [110], pointing towards an inverse correlation of global 5-HT4R
binding and synaptic serotonin levels, or an activity-induced downregulation response.

In summary, there is strong evidence regarding the involvement of 5-HT4R in the etiology and
expression of depression; however, different preclinical models of depression and anxiety and binding
studies in humans show different responses in 5-HT4R expression in different brain regions that need
to be further addressed.

7.2. Food Intake and Obesity

High levels of 5-HT4R are observed in obese humans [99] and in overfed rats in the caudate
putamen and the nucleus accumbens shell [103]. Injection of 5-HT4R agonist into the nucleus
accumbens reduces the drive to eat while injection of 5-HT4R antagonist or knockdown in the

364



Int. J. Mol. Sci. 2018, 19, 3581

nucleus accumbens induces hyperphagia in fed mice [111]. These data suggest that changes in 5-HT4R
expression may play a role in eating disorders. Indeed, PET studies showed a correlation between the
body mass index and 5-HT4R protein in the nucleus accumbens, ventral pallidum, the orbitofrontal
cortex and hippocampus [99]. Furthermore, the density of 5-HT4 receptors was found to be decreased
in the temporal cortex of Alzheimer’s disease patients who also suffer from hyperphagia [112].

7.3. Memory and Alzheimer’s Disease

A role for 5-HT4R in Alzheimer’s disease has been described: The receptor was linked to APP
processing and β-amyloid generation in rodent models of Alzheimer’s disease. Chronic administration
of 5-HT4R agonists reduced β-amyloid pathology through the promotion of non-amyloidogenic
cleavage of the precursor of Aβ and the consequent promotion of the neurotrophic protein, sAPPα,
thereby alleviating AD pathology as well as reducing plaque load [113,114]. In a transgenic Alzheimer’s
mouse model, stimulation of 5-HT4R exerted pro-cognitive effects, which resulted in enhanced learning
through increasing acetylcholine levels [24,113,115,116]. This body of work is largely based on the
use of 5-HT4R pharmacological tools and shows that 5-HT4R stimulation enhanced performance
on memory tasks in rodents while receptor antagonists induced worsening of the performance on
these tasks.

During memory consolidation in a food retrieval learning paradigm, 5-HT4 radioligand binding
showed an upregulation in olfactory lobule, caudate putamen, fundus striatum, hippocampus (CA2)
and several cortical regions of young adult animals. In contrast, some but not all tested regions of older
rats (hippocampal CA2 and CA3 areas, and frontal, parietal, and temporal cortex) expressed reduced
5-HT4 receptor density [102] pointing towards age-dependent regulation of 5-HT4R expression.

In humans, PET studies with [11C]-SB207145 as tracer and an episodic memory verbal learning
test, resulted in an unexpected negative correlation of 5-HT4R and memory function in healthy
young volunteers. Thus, in humans, unlike what was hypothesized based on rodent studies, fewer
hippocampal 5-HT4Rs are representative of a better episodic memory function [98]. In newly diagnosed
Alzheimer’s disease patients, 5-HT4R binding was positively correlated to β-amyloid burden and
negatively to cognitive performance (MMSE score) suggesting that cerebral 5-HT4R is upregulated
during preclinical stage, possibly as compensatory effect to decreased levels of interstitial 5-HT [117].

No preclinical studies exist to date that show changes in 5-HT4R expression in mouse models
of Alzheimer’s disease. In humans, [3H]-GR 113808 labeling of post mortem brain tissue showed
decreased 5-HT4-receptor expression in the hippocampus and prefrontal cortex in patients with
Alzheimer’s disease [95]. However, another study contradicts these findings revealing no changes in
5-HT4R density in Alzheimer’s disease in frontal and temporal cortices [118].

Thus, to corroborate the relation between 5-HT4R expression and memory function in humans,
in healthy and disease states, further studies are warranted.

7.4. Schizophrenia

Limited evidence indicates that 5-HT4R polymorphisms could predispose to schizophrenia [119]
and attention deficit hyperactivity disorder (ADHD) [120].

7.5. Parkinson’s Disease

Expression of 5-HT4R was found to be altered in rodent models of PD. Depletion of dopamine
neurons by 6-OHDA leads to increased 5-HT4R receptor binding in the caudal caudate-putamen and
globus pallidus (+93%) [11]. In contrast, in 6-OHDA lesioned mice, 5-HT4R mRNA was reduced (4-fold)
while L-DOPA treatment doubled the 5-HT4R expression in the D2-SPNs. In D1-SPNs, changes only
occurred after L-DOPA treatment (2-fold) [104]. For technical reasons in this study, no comparison of the
total expression levels in D1- and D2-SPNs could be made. However, these findings are very interesting
since they suggest a potential role for 5-HT4R in L-DOPA induced dyskinesia. In post-mortem studies
of PD subjects, 5-HT4R binding in putamen and substantia nigra was found to be unaltered [91].
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The small number of patients (N = 6), and the non-discrimination of medication, treatment duration
and disease severity does, in our opinion, not allow a conclusive statement.

Future work involving spatially restricted deletions of 5-HT4 receptors or local administration
of pharmacological ligands is necessary to more precisely determine the cellular and circuit-based
mechanisms by which 5-HT4 receptors influence behavior.

8. Other Proteins Affecting 5-HT4R Signaling

8.1. SERT (5-HTT)

It is not surprising that genetic alteration of the serotonin transporter gene (5-HTT) has
implications in mood disorders: For example, mice overexpressing SERT (OE) or with SERT
depletion (KO) present anxiolytic-like or more anxious behaviors, respectively, when compared
to WT littermates [121,122]. At the molecular level, in the homozygous SERT KO mice, the activity of
the 5-HT1A autoreceptor is decreased [123,124] while 5-HT2A receptor function is enhanced [125–127].
Protein levels of 5-HT4R are altered in the SERT KO and SERT OE mice. Precisely, autoradiography
studies with [3H]-SB 207145 radioligand show increased 5-HT4 receptor binding in the SERT OE mice
in all brain regions but the amygdala. Inversely, in the SERT KO mice, 5-HT4R binding is decreased in
all regions studied. This is consistent with studies providing evidence that chronic treatment with SSRIs
in healthy individuals decreased 5-HT4R binding as seen in PET imaging [110]. Studies in rodents
replicate this result of decreased 5-HT4R-dependent activation of adenylate cyclase and reduced
electrophysiological activity in the hippocampus [128]. In a similar fashion, mice overexpressing
5-HT4R in the mPFC exhibit stress-induced hypophagia and a corresponding 5-HT4R-dependent
downregulation of SERT and 5-HT1A transcripts. Oppositely, siRNA mediated knockdown of 5-HT4R
in the mPFC induces hyperphagia [22].

These studies are important because they highlight that altered 5-HT concentration is most likely
responsible for changes in 5-HT4R receptor binding as a compensatory mechanism; they also highlight
the bi-directionality of this process, since exogenous alterations in 5-HT4R levels induce changes in
5-HT availability, negatively regulating the expression of SERT as well as serotonin receptors.

8.2. Adaptor Protein p11

S100 calcium effector protein p11 (S100A10), a depression marker protein, has been identified
in a yeast-based screening system as a binding partner to 5-HT4R, with greater affinity to 5-HT4R
than to other serotonin receptors, such as 5-HT1B and 5-HT1D receptors [129]. p11 co-localizes with
5-HT4R in brain regions that play an important role in major depressive disorder like cingulate cortex,
hippocampus, amygdala and striatum as seen by in situ hybridization and immunohistochemistry
using the transgenic bac-GFP mice where GFP is expressed under the 5-HT4R promoter. p11 KO
mice show reduced 5-HT4R protein in radioligand binding assays, are behaviorally less sensitive
to antidepressant treatment and do not respond to 5-HT4R agonist. As binding partner of 5-HT4R
and adaptor protein for many other GPCRs, p11 recruits 5-HT4R to the site of its action, the plasma
membrane [129].

8.3. CK2

CK2 is a constitutively active and ubiquitously expressed kinase. Recently, CK2 has been identified
as a negative regulator of the 5-HT4R [46]. Knockdown or inhibition of CK2 in vitro elevates 5-HT4R
receptor-dependent cAMP generation and increases receptor localization at the plasma membrane in
monkey COS7 cells. Interestingly, in the mouse brain, mRNA upregulation of the 5-HT4R is specific to
the PFC. Virally-mediated focal knockdown of CK2 or overexpression of 5-HT4R in the mPFC generates
an anti-depressed and anxiolytic-like phenotype that is similar to the phenotypes observed with CK2
knockout in the forebrain driven by Emx1-Cre or Drd1a-Cre. In addition, such conditional CK2 KO
mice are more responsive to antidepressant drugs and 5-HT4R agonist (RS 67333) treatment [46].
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8.4. Testosterone

Several studies describe the relationship between sex hormones and serotonin in mood-related
disorders. The prevalence of major depressive disorder is 1.7 times higher in women than in men [130].
Several studies correlate depressive episodes with hormonal changes especially in the menstrual cycle
in women although the exact mechanism by which this happens is not clear [130]. In men, it has been
found that plasma testosterone negatively correlates with brain 5-HT4R binding in humans throughout
the brain [131]. Higher levels of testosterone lead to increased serotonergic signaling but whether
testosterone directly regulates levels through steroid hormone receptors co-localized with 5-HT4R
or by an indirect mechanism (e.g., increased of serotonergic tonus through other targets) to decrease
expression of 5-HT4R needs to be further examined.

8.5. Nav1.7

Nav1.7 is a voltage-gated sodium channel required for nociceptive neuronal activation. While
humans lacking Nav1.7 and genetic KO mice show absence of pain, a pharmacological antagonist of
this channel failed to decrease pain sensitivity, indicating that receptor signaling mediated activation of
nociceptive neurons might not be the only mechanism involved in pain alleviation. For example, loss
of Nav1.7 coincides with upregulation of met-enkephalin, an endogenous opioid peptide in sensory
neurons, increasing opioid activity and anti-nociceptive signaling. In addition, Nav 1.7 KO mice
present reduced levels of 5-HT4R in dorsal root ganglia [132]. Both effects, i.e., changes in enkephalin
and 5-HT4R expression and signaling, take place in peripheral nociceptive neurons and together
contribute to the analgesic effect [133].

9. Conclusions

It is clear that changes in 5-HT4R expression correlate with several disease states. In order to
clarify whether these changes are also causative or involved in the etiology of disease, the expression
needs to be assessed on a cellular level in preclinical models. While 5-HT4R overexpression in rodents,
for example, through virus injection, is truly helpful in delineating the role of 5-HT4R in certain brain
regions and cell types, these experiments have the disadvantage of introducing the gene under an
exogenous promoter thus leading to non-physiological levels of expression and lacking the opportunity
to study transcriptional regulation. Thus, it is preferable to study transgenic mice in which a labeled
version of the receptor is expressed under its endogenous promoter such as the transgenic mouse
line where the β-galactosidase gene is knocked in at the htr4 gene locus [90], enabling unambiguous
cell identification or cell-type specific purifications and quantification methods. Human PET or post
mortem studies are important to verify hypotheses but may not allow the resolution needed.

Another aspect that has to be taken into consideration is the fact that splicing variants differ
between species. The factors responsible for these differences are unknown but may be important in
understanding human pathologies. To bridge this knowledge gap, it would be interesting to generate,
through streamlining the gene architecture by engineering/deleting of splicing sites, mice which
expressing specific (human) variants only and to determine whether this will affect 5-HT4R-dependent
phenotypes (e.g., electrophysiological properties, neurotransmitter release, receptor homeostasis,
behavior and biochemical signaling cascades). Once this has been established, we will be in a better
position to develop more suitable 5-HT4R mouse models to study human disease.

Conflicts of Interest: The authors declare no conflict of interest.
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