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Bekir Baytaş, Martin Bojowald, Sean Crowe

Equivalence of Models in Loop Quantum Cosmology and Group Field Theory
Reprinted from: Universe 2019, 5, 41, doi:10.3390/universe5020041 . . . . . . . . . . . . . . . . . . 210

Killian Martineau and Aurélien Barrau
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Abstract: This editorial introduces the Special Issue “Progress in Group Field Theory and Related
Quantum Gravity Formalisms” which includes a number of research and review articles covering
results in the group field theory (GFT) formalism for quantum gravity and in various neighbouring
areas of quantum gravity research. We give a brief overview of the basic ideas of the GFT formalism,
list some of its connections to other fields, and then summarise all contributions to the Special Issue.

Keywords: quantum gravity; group field theory

1. The Group Field Theory Formalism for Quantum Gravity

Group field theory (GFT) sits at the intersection of various formalisms within the wider field
of quantum gravity [1–3]. The basic idea behind GFT is to extend the framework of random matrix
and tensor models, where a sum over triangulations is generated as the perturbative expansion of a
theory of matrices or tensors, by including additional group-theoretic data to be interpreted as the
discrete parallel transports of a connection formulation for gravity. These are the same variables that
are fundamental to the definition of loop quantum gravity and spin foam models. GFT are thus a
proposal for formulating the dynamics of quantum states built out of the kinematical data of loop
quantum gravity, and thus for completing and extending the loop quantisation programme.

A straightforward example of a GFT that illustrates these aspects is the Boulatov model [4]
for three-dimensional Riemannian quantum gravity. This model is defined by the action

SBoul[ϕ] =
1
2

∫
d3g ϕ2(g1, g2, g3)

− λ

4!

∫
d6g ϕ(g1, g2, g3)ϕ(g1, g4, g5)ϕ(g2, g5, g6)ϕ(g3, g6, g4), (1)

where the GFT field ϕ is a real-valued function on three copies of SU(2) with an additional
permutation symmetry,

ϕ : SU(2)3 → R , ϕ(g1, g2, g3) = ϕ(g2, g3, g1) = ϕ(g3, g1, g2) , (2)

and “gauge invariance” under the diagonal left action of the group on all the arguments of the field,

ϕ(g1, g2, g3) = ϕ(hg1, hg2, hg3) ∀h ∈ SU(2) . (3)

Universe 2020, 6, 19; doi:10.3390/universe6010019 www.mdpi.com/journal/universe1
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The action consists of a quadratic “kinetic” term, with trivial propagator, and an interaction term
with a somewhat unusual (“nonlocal”) pairing of arguments. In fact, the group nature of the domain
of the dynamical fields and such non-local pairing of arguments in the interactions (shared with matrix
and tensor models) can be understood as defining properties of the formalism, the other ingredients
(e.g., symmetries, choice of group, kinetic and interaction terms) being a specification of models within
the general framework. If one now considers the perturbative expansion of the partition function

ZBoul =
∫
Dϕ e−SBoul[ϕ], (4)

in powers of the coupling λ, due to this peculiar structure of the interaction term, the Feynman
graphs arising in such an expansion are dual to three-dimensional simplicial complexes, i.e., discrete
combinatorial spacetimes. Concretely, one finds

ZBoul = ∑
Γ

λV(Γ) ∑
{j f }∈Irrep

∏
f∈Γ

(2j f + 1) ∏
v∈Γ

{
jv1 jv2 jv3

jv4 jv5 jv6

}
, (5)

which is a sum over graphs Γ and, for each Γ, over assignments of irreducible representations j f of
SU(2) to each face of Γ. For each such assignment of j f one finds an amplitude which is a product over
‘face amplitudes’ (2j f + 1) and ‘vertex amplitudes’ given by a Wigner 6j-symbol for the six faces that
meet at a vertex (the number six arising from the six group elements integrated over in the interaction).

Each graph Γ is dual to an oriented 3d simplicial complexes C, where each vertex v ∈ Γ is dual
to a tetrahedron T ∈ C, and each face f ∈ Γ dual to a link l ∈ C. The interesting observation is now
that the amplitude appearing in the expansion (5) is nothing but the Ponzano–Regge state sum [5]
of the triangulated manifold C, multiplied with an overall weight λV(Γ) ≡ λNT(C) depending on the
number NT(C) of tetrahedra in C. The Ponzano–Regge state sum defines a discrete path integral for
three-dimensional quantum gravity on a given triangulation C, written on a basis which is the analog
of spherical harmonics; see e.g., [6] for details and a discussion of how to rigorously define such a
state sum. In these variables, one obtains what is known as a spin foam model in the loop quantum
gravity literature, i.e., a covariant definition of the quantum dynamics of spin networks. The same
Feynman amplitudes can also be expressed directly in group variables, where they take the form of a
lattice gauge theory for 3d BF theory (equivalent to pure 3d gravity with no cosmological constant).
An expression in which the same amplitudes coincide with the discrete path integral for 3d quantum
gravity in triad and connection variables can also be given.

In summary, the perturbative expansion of the Boulatov model generates a sum over discrete
(simplicial) spacetimes with a discrete quantum gravity path integral assigned to each spacetime,
augmented by a sum over discrete topologies:

ZBoul = ∑
C

λNT(C)ZPR(C) . (6)

The Ponzano–Regge state sum defines a topological field theory which is triangulation
independent for fixed topology, so that the sum over triangulations of the same 3d manifold merely
leads to repeated factors of the same state sum appearing in this expansion. However, in models that
are not topological, summing over all simplicial complexes would restore discretisation independence.

This correspondence between perturbative expansions of appropriate GFT models and discrete
path integrals for quantum gravity, as well as the connection to spin foam models, extend to other
cases, in particular candidate models for quantum gravity in four spacetime dimensions. Spin foam
models of immediate interest for loop quantum gravity [7], for which a more detailed understanding
in terms of simplicial geometry is available, can be obtained from the expansion of a GFT for a field
with four arguments valued in the Lorentz group or SU(2), with additional geometricity conditions
imposed on the kinetic or interaction kernels and combinatorially nonlocal interactions of ϕ5 type [8].
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In what we have presented so far, the GFT approach appears to give simply a reformulation of
known expressions for spin foam models and other discrete quantum gravity path integrals, which
can be obtained by other means. However, being able to define them in terms of a quantum field
theory—albeit an unusual one in that the field ϕ does not live on spacetime but on an abstract group
manifold—provides further avenues to explore spin foam and other models, beyond studying the GFT
perturbative expansion.

In particular, one can study perturbative and non-perturbative renormalization of GFTs, and look
for theories that can be defined consistently at all scales, and hence become candidates for a
fundamental theory. Relying on results and methods developed in the context of tensor models [9]
which share the same basic combinatorial structure as GFTs, a tentative but mathematically precise
GFT renormalization framework has been developed [10,11]. It has allowed us to demonstrate the
perturbative renormalizability—that is, the consistency and predictivity—of simple but non-trivial
‘tensorial’ GFT actions, and has led to further investigations of the phase structure of GFTs
at the non-perturbative level. While the precise physical interpretation of such abstract and
background-independent fixed points remains to be elucidated, it is hoped that these technological
advances will find suitable extensions to realistic four-dimensional GFT models of quantum gravity.

Regarding the perturbative expansion of GFT itself, tensorial GFT actions are of even broader
interest because they admit a 1/N expansion. As in the widely studied case of matrix models for
two-dimensional quantum gravity, the 1/N expansion allows to partially re-sum the perturbative
expansion, and thereby provides crucial control over the critical regime of the theory. As a result,
the study of tensorial GFT models has seen a number of interesting developments in recent years [12].

The renormalization analysis is also related to the search for a continuum limit in GFTs which can
be pursued with quantum field theory methods, addressing the key open question of a continuum limit
(or sum over discretizations) in spin foam models and loop quantum gravity. This continuum limit
may be given by a non-perturbative phase (often suggested to be of condensate type) in which the GFT
field acquires a nonvanishing expectation value, which would be where relevant continuum physics is
found (in particular, the number of building blocks diverges). The possible condensate phase of GFTs
has been studied with methods coming from condensed matter theory, and has been applied to the
description of cosmology and black holes within GFT [13,14]. For example, the emergent cosmological
dynamics of the universe, whose microscopic description is given by a GFT model, is extracted from
the condensate hydrodynamics rephrased in terms of suitable geometric observables. These effective
cosmological dynamics show both the correct classical limit at large volumes and a rather generic
bouncing dynamics in place of the classical big bang singularity. Moreover, under further assumptions,
they match the effective dynamics found in loop quantum cosmology.

Motivated by these applications to cosmology, formal investigations of the algebraic structure
of GFTs have been initiated, aiming at a more refined account of GFT condensate states, and of the
condensation mechanism itself. Even more ambitiously, this research direction lays the groundwork for
a reformulation and extension of thermal physics to background-independent quantum gravity [15,16].

This Special Issue consists of contributions related to the different avenues of research within the
GFT program and to neighboring areas of interest. As we have made clear, loop quantum gravity,
spin foam models, and more generally discrete and combinatorial approaches to quantum gravity are
closely related to GFT and thus work in these fields has direct implications for GFT. Vice versa, results
in the GFT formalism could be of both inspiration and direct application in other quantum gravity
formalisms. Looking further afield, submissions from research fields with relevance to more specific
aspects of GFT research were also encouraged; these included, for instance, fundamental cosmology,
quantum information or condensed matter theory, but also mathematical and formal aspects.
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2. Contributions to the Special Issue

The Special Issue consists of 14 published manuscripts; ten research articles and four review
articles. The research articles (listed in chronological order of publication) cover the following topics:

• A number of symmetry-reduced models of loop quantum gravity (LQG) have indicated that
the fine structure of the LQG quantum state space may naturally lead to deformations of the
constraint algebra of general relativity at the semiclassical level. This can, in turn, be interpreted as
a quantum deformation of general covariance, required by the existence of a new invariant length
scale, the Planck scale. In Rainbow-Like Black-Hole Metric from Loop Quantum Gravity [17], Iarley P.
Lobo and Michele Ronco investigate spherically-symmetric black hole solutions predicted by
effective models of LQG. They show that their quantum-deformed covariance leads to a modified
dispersion relation for the total radial momentum, which they then analyze within the paradigm
of rainbow gravity.

• Primordial Power Spectra from an Emergent Universe: Basic Results and Clarifications [18] by Killian
Martineau and Aurélien Barrau discusses a non-standard scenario for the beginning of the
universe, known as the emergent universe. In the emergent universe, the Big Bang (or big bounce)
is replaced by a transition from a static to an expanding universe. The authors investigate features
of the primordial power spectrum of tensor perturbations, or gravitational waves from the early
universe. They study the conditions required for a scale-invariant spectrum from an emergent
universe scenario and show how features of the spectrum depend on the details of the scale factor
evolution near the transition from static to expanding phase.

• One of the most ambitious hopes for quantum gravity is that it can teach us something
about the initial state of the universe. On the Geometry of No-Boundary Instantons in Loop
Quantum Cosmology [19] takes up one of the most prominent ideas of this type, Hawking’s
no-boundary proposal, and incorporates quantum corrections from loop quantum cosmology
into it. Suddhasattwa Brahma and Dong-han Yeom study semiclassical instanton solutions to
the LQC path integral. They find that, in contrast to calculations in pure semiclassical general
relativity, these instantons have a characteristic infinite tail, and they tend to close off in a regular
way as was one of the original ideas behind the no-boundary proposal.

• In Equivalence of Models in Loop Quantum Cosmology and Group Field Theory [20], Bekir Baytas,
Martin Bojowald, and Sean Crowe observe that the emergent GFT dynamics of homogeneous
isotropic universes filled with a massless scalar, which form the basis of the application of GFT
to cosmology, can be understood in terms of the algebraic structure of the Lie algebra su(1, 1).
The same algebra structure is known to underlie the most studied models of loop quantum
cosmology. The similarities seen between cosmological features of GFT and loop quantum
cosmology are then explained in algebraic terms. Furthermore, this underlying algebraic structure
suggests possible generalizations of GFT cosmology.

• In Status of Background-Independent Coarse Graining in Tensor Models for Quantum Gravity [21],
Astrid Eichhorn, Tim Koslowski, and Antonio D. Pereira explore applications of the functional
renormalization group to tensor models. They review recent efforts attempting to leverage
non-perturbative methods to probe the existence of new large-N limits in tensor models. Once
rephrased in the appropriate renormalization group language, in which the size of the tensor
plays the role of abstract scale, the existence of such a scaling limit manifests itself by the presence
of a non-trivial renormalization group fixed point. The Wetterich equation then provides an
elegant and powerful discovery tool, which allows us to scan the theory space of tensor models
within larger and larger truncations. From the point of view of quantum gravity, any new large-N
limit will translate into a new way of taking the continuum limit. Such investigations are therefore
crucial for assessing the viability of tensor and GFT models of quantum gravity in dimension
higher than two.

• Reconstruction of Mimetic Gravity in a Non-Singular Bouncing Universe from Quantum Gravity [22]
by Marco de Cesare deals with bouncing cosmologies such as have been found in the
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application of GFT to cosmology. Such bouncing cosmologies have also been seen in models
of (limiting curvature) mimetic gravity, in which one modifies gravity by including a scalar
field; therefore, the precise relation of mimetic gravity and the cosmological sector of quantum
gravity has recently attracted interest. This paper presents a reconstruction procedure by which,
starting from a given cosmological effective dynamics from quantum gravity, one can obtain a
classical mimetic gravity action (given in terms of a particular function f (�φ)) that reproduces
this cosmological solution, in the isotropic and homogeneous sector. This might then be seen as a
candidate for an effective field theory for quantum gravity approaches such as GFT. The effective
field theory is then used to study anisotropies and inhomogeneities.

• Philipp A. Höhn’s article Switching Internal Times and a New Perspective on the ‘Wave Function of
the Universe’ [23] discusses the fundamental question of how to extend the notion of general
covariance from classical to quantum gravity. The central question is how to switch between
descriptions given by different observers of what should be the same physics; in other words,
between quantum reference frames. Such a relational definition of the quantum dynamics is
commonly employed in quantum gravity, and, for example, in GFT cosmology, to define evolution
of geometric quantities in a fully diffeomorphism-invariant, thus physical, manner. The paper
formulates a general method for relating reduced quantum theories (theories defined after a
choice of reference system) to the perspective-neutral framework of the Dirac quantization, akin
to the passage from a given coordinate system to generally covariant expressions in classical
general relativity. This is then applied to simple models of quantum cosmology where it provides
a new angle on the ‘wave function of the universe’, which becomes a global, perspective-neutral
state, encoding all descriptions of the universe relative to different choices of reference system.

• The study of cosmological perturbations is important in the application of quantum gravity
models to the early universe, including, for example, in the context of GFT cosmology.
Dynamical Properties of the Mukhanov–Sasaki Hamiltonian in the Context of Adiabatic Vacua and
the Lewis–Riesenfeld Invariant [24] by Max Joseph Fahn, Kristina Giesel and Michael Kobler aims to
define suitable initial quantum states for inflation in a near-de Sitter geometry using Hamiltonian
methods. The dynamics of cosmological perturbations in an expanding universe can be written
in the form of harmonic oscillators with time-dependent frequency. For finite-dimensional
systems with such dynamics, an important role is played by the Lewis–Riesenfeld invariant,
a constant of motion. One of the main aims of this paper is to extend the application of the
Lewis–Riesenfeld invariant to the infinite-dimensional case of field theory. The states thus
generated as candidates for an initial state for inflation are then compared to well-known initial
states such as the Bunch–Davies vacuum.

• Spin Foam Vertex Amplitudes on Quantum Computer—Preliminary Results [25] by Jakub Mielczarek
outlines first steps of an ambitious project: the use of quantum algorithms to understand spin
foam vertex amplitudes, one of the key ingredients in defining the dynamics of spin foam
models (and hence indirectly, of GFT models). In this article, the focus is on a simple spin
network (a complete graph of five vertices representing five tetrahedra forming the boundary
of a four-simplex) with all spins set equal to 1

2 . The paper discusses how to calculate absolute
values of vertex amplitudes for this process, and the approach is tested by comparing the results
obtained by existing quantum algorithms with known exact results.

• In Thermal Quantum Spacetime [26], Isha Kotecha discusses an extension of equilibrium statistical
mechanics and thermodynamics to background-independent systems that is then applied to
discrete quantum gravity approaches, such as GFT. A generalised notion of Gibbs equilibrium
is characterized in information-theoretic terms, where entropy plays a more fundamental role
than energy. This then forms the basis for a framework of a statistical mechanics of discrete
quantum gravity in the absence of standard notions of time and energy. Covariant GFT is shown
to arise as an effective statistical field theory of generalized Gibbs states. The paper presents also
a conceptual review of these and other results in this context and an extensive outlook of further
work in this important direction.

5
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The Special Issue also includes four review articles, namely

• In Quantum Gravity on the Computer: Impressions of a Workshop [27], Lisa Glaser and Sebastian
Steinhaus summarise the outcome of the workshop they organized in March 2018 at NORDITA,
in Stockholm. Spanning a rather wide array of distinct approaches (including loop quantum
gravity and spin foams, as well as GFT), this article reviews recent and ongoing contributions of
computational physics to open problems in discrete quantum gravity, such as those related to
the challenging question of the restoration of the diffeomorphism symmetry in the continuum
limit. The review concludes with an insightful roadmap, which, among other targets, advocates
the creation of open data science infrastructures and online repositories dedicated to numerical
investigations of quantum geometry.

• Functional renormalization group (FRG) techniques have recently been successfully applied to
GFT models. Progress in Solving the Nonperturbative Renormalization Group for Tensorial Group
Field Theory [28] by Vincent Lahoche and Dine Ousmane Samary gives an overview over three
previous papers by these authors, in which the FRG is applied to Abelian GFT models based on
gauge group U(1)d, without a closure/gauge invariance constraint (such a constraint is usually
imposed for the geometric interpretation of these models, as it introduces a gauge connection and
turns GFT models into a quantization of gauge theories or gauge-theoretic gravitational models).
A quartic interaction term of the melonic type is studied in these models. An effective vertex
expansion method is introduced in order to solve the FRG and study the resulting renormalization
flow, in particular with the aim of identifying non-Gaussian fixed points; these fixed points may
be associated to phase transitions that can be interpreted as describing the formation of a GFT
condensate (see above). Ward–Takahashi identities provide additional constraints that have to be
taken into account when finding approximate solutions to the flow equations.

• In recent years, the GFT formalism has permitted the emergence of a new approach to quantum
cosmology, based on the general paradigm of condensation in GFT, as we discussed above.
Thanks to the quantum field theory language underlying GFT, the idea that cosmological
spacetime structures may be the result of the condensation of a large number of pre-geometric
and quantum degrees of freedom has been concretely realized and thoroughly investigated
in simple GFT models. In Group Field Theory Condensate Cosmology: An Appetizer [29],
Andreas G. A. Pithis and Mairi Sakellariadou provide a gentle and pedagogical introduction
to this fast-developing area of research. After reviewing how isotropic and homogeneous
cosmology can be recovered from a GFT condensate, they summarise recent efforts aiming
at including anisotropies and cosmological perturbations, paving the way towards the derivation
of observable consequences.

• A number of recent developments in quantum gravity suggest that the Einstein equations
might be best understood as a reflection of the entanglement structure of fundamental and
yet-to-be-discovered quantum gravity degrees of freedom. In the context of the AdS/CFT
correspondence, this idea is beautifully captured by the Ryu-Takayanagi formula, which relates
the entanglement entropy of regions in the boundary CFT to the area of extremal surfaces in
the bulk. In Holographic Entanglement in Group Field Theory [30], Goffredo Chirco reviews the
realization of such ideas in the context of GFT, where candidate microscopic degrees of freedom
are available. Relying on a general dictionary allowing to view GFT many-body states as tensor
networks, a pedagogical introduction to the computation of Rényi entropies by means of the
replica method is proposed. This allows the author to derive a GFT analog of the Ryu-Takayanagi
equation, which is fully compatible with the geometric interpretation of the GFT fundamental
degrees of freedom: the area term entering the formula is consistently given by the expectation
value of the corresponding GFT area operator.

6



Universe 2020, 6, 19

Funding: The work of S.G. is supported by the Royal Society under a Royal Society University Research Fellowship
(UF160622) and a Research Grant for Research Fellows (RGF\R1\180030). The work of D.O. is supported by the
Deutsche Forschung Gemeinschaft (DFG).

Acknowledgments: The guest editors would like to thank all the authors for their contributions and the reviewers
for the constructive reports. Their work helped the editors to collect this Special Issue. S.C. acknowledges support
from Perimeter Institute. Research at Perimeter Institute is supported in part by the Government of Canada
through the Department of Innovation, Science and Economic Development Canada and by the Province of
Ontario through the Ministry of Economic Development, Job Creation and Trade.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the writing of the
manuscript, or in the decision to publish the results.

References

1. Oriti, D. The group field theory approach to Quantum Gravity. In Approaches to Quantum Gravity—Toward
a New Understanding of Space, Time and Matter; Oriti, D., Ed.; Cambridge University Press: Cambridge, UK,
2009; pp. 310–331, ISBN 978-0521860451.

2. Freidel, L. Group Field Theory: An Overview. Int. J. Theor. Phys. 2005, 44, 1769–1783. [CrossRef]
3. Krajewski, T. Group field theories. PoS QGQGS 2011, 2011, 005.
4. Boulatov, D.V. A Model of three-dimensional lattice gravity. Mod. Phys. Lett. A 1992, 7, 1629–1646. [CrossRef]
5. Ponzano, G.; Regge, T. Semiclassical limit of Racah coefficients. In Spectroscopic and Group Theoretical Methods

in Physics; Bloch, F., Cohen, S.G., de-Shalit, A., Sambursky, S., Talmi, I., Eds.; North-Holland: Amsterdam,
The Netherlands, 1968; pp. 1–58, ISBN 978-0720401400.

6. Barrett, J.W.; Naish-Guzman, I. The Ponzano-Regge model. Class. Quant. Grav. 2009, 26, 155014. [CrossRef]
7. Perez, A. Spin foam models for quantum gravity. Class. Quant. Grav. 2003, 20, R43. [CrossRef]
8. Reisenberger, M.P.; Rovelli, C. Spacetime as a Feynman diagram: The connection formulation.

Class. Quant. Grav. 2001, 18, 121–140. [CrossRef]
9. Gurau, R. Random Tensors; Oxford University Press: Oxford, UK, 2016; ISBN 978-0198787938.
10. Rivasseau, V. Quantum Gravity and Renormalization: The Tensor Track. AIP Conf. Proc. 2012, 1444, 18–29.
11. Carrozza, S. Flowing in Group Field Theory Space: A Review. SIGMA 2016, 12, 070. [CrossRef]
12. Rivasseau, V. The Tensor Track, III. Fortsch. Phys. 2014, 62, 81–107. [CrossRef]
13. Gielen, S.; Sindoni, L. Quantum Cosmology from Group Field Theory Condensates: A Review. SIGMA 2016,

12, 082. [CrossRef]
14. Oriti, D. The universe as a quantum gravity condensate. Comptes Rendus Phys. 2017, 18, 235–245. [CrossRef]
15. Kotecha, I.; Oriti, D. Statistical Equilibrium in Quantum Gravity: Gibbs states in Group Field Theory.

New J. Phys. 2018, 20, 073009. [CrossRef]
16. Chirco, G.; Kotecha, I.; Oriti, D. Statistical equilibrium of tetrahedra from maximum entropy principle.

Phys. Rev. D 2019, 99, 086011. [CrossRef]
17. Lobo, I.P.; Ronco, M. Rainbow-like Black Hole metric from Loop Quantum Gravity. Universe 2018, 4, 139.

[CrossRef]
18. Martineau, K.; Barrau, A. Primordial power spectra from an emergent universe: Basic results and

clarifications. Universe 2018, 4, 149. [CrossRef]
19. Brahma, S.; Yeom, D.-H. On the geometry of no-boundary instantons in loop quantum cosmology. Universe

2019, 5, 22. [CrossRef]
20. Baytas, B.; Bojowald, M.; Crowe, S. Equivalence of models in loop quantum cosmology and group field

theory. Universe 2019, 5, 41. [CrossRef]
21. Eichhorn, A.; Koslowski, T.; Pereira, A.D. Status of background-independent coarse-graining in tensor

models for quantum gravity. Universe 2019, 5, 53. [CrossRef]
22. De Cesare, M. Reconstruction of Mimetic Gravity in a Non-Singular Bouncing Universe from Quantum

Gravity. Universe 2019, 5, 107. [CrossRef]
23. Höhn, P.A. Switching Internal Times and a New Perspective on the ‘Wave Function of the Universe’. Universe

2019, 5, 116. [CrossRef]
24. Fahn, M.J.; Giesel, K.; Kobler, M. Dynamical Properties of the Mukhanov-Sasaki Hamiltonian in the context of

adiabatic vacua and the Lewis-Riesenfeld invariant. Universe 2019, 5, 170. [CrossRef]

7



Universe 2020, 6, 19

25. Mielczarek, J. Spin Foam Vertex Amplitudes on Quantum Computer—Preliminary Results. Universe 2019, 5, 179.
[CrossRef]

26. Kotecha, I. Thermal Quantum Spacetime. Universe 2019, 5, 187. [CrossRef]
27. Glaser, L.; Steinhaus, S. Quantum Gravity on the computer: Impressions of a workshop. Universe 2019, 5, 35.

[CrossRef]
28. Lahoche, V.; Samary, D.O. Progress in the solving nonperturbative renormalization group for tensorial group

field theory. Universe 2019, 5, 86. [CrossRef]
29. Pithis, A.G.A.; Sakellariadou, M. Group Field Theory Condensate Cosmology: An Appetizer. Universe 2019, 5, 147.

[CrossRef]
30. Chirco, G. Holographic Entanglement in Group Field Theory. Universe 2019, 5, 211. [CrossRef]

c© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

8



universe

Article

Status of Background-Independent Coarse Graining
in Tensor Models for Quantum Gravity

Astrid Eichhorn 1,2, Tim Koslowski 3 and Antonio D. Pereira 2,*

1 CP3-Origins, University of Southern Denmark, Campusvej 55, DK-5230 Odense M, Denmark;
eichhorn@sdu.dk

2 Institut für Theoretische Physik, Universität Heidelberg, Philosophenweg 16, 69120 Heidelberg, Germany
3 Instituto de Ciencias Nucleares, UNAM, Apartado Postal 70-543, Coyoacán 04510, Ciudad de México,

Mexico; koslowski@nucleares.unam.mx
* Correspondence: a.pereira@thphys.uni-heidelberg.de

Received: 30 November 2018; Accepted: 30 January 2019; Published: 5 February 2019

Abstract: A background-independent route towards a universal continuum limit in discrete models of
quantum gravity proceeds through a background-independent form of coarse graining. This review
provides a pedagogical introduction to the conceptual ideas underlying the use of the number of
degrees of freedom as a scale for a Renormalization Group flow. We focus on tensor models, for which
we explain how the tensor size serves as the scale for a background-independent coarse-graining
flow. This flow provides a new probe of a universal continuum limit in tensor models. We review
the development and setup of this tool and summarize results in the two- and three-dimensional
case. Moreover, we provide a step-by-step guide to the practical implementation of these ideas and
tools by deriving the flow of couplings in a rank-4-tensor model. We discuss the phenomenon of
dimensional reduction in these models and find tentative first hints for an interacting fixed point
with potential relevance for the continuum limit in four-dimensional quantum gravity.

Keywords: quantum gravity; renormalization group; discrete quantum gravity models

1. Invitation to Background-Independent Coarse Graining in Tensor Models for
Quantum Gravity

The path integral for quantum gravity takes center stage in a diverse range of approaches to
quantum spacetime. It is tackled either as a quantum field theory for the metric [1–6], or in a discretized
fashion with a built-in regularization [7–19]. The latter approach, relying on unphysical building blocks
of space(time), provides access to a physical space(time) only when a universal continuum limit can
be taken. Universality [20–22] is key in this setting, as it guarantees independence of the physics
from unphysical choices, e.g., in the discretization procedure, i.e., the shape of the building blocks.
To discover universality, background-independent coarse-graining techniques are a well-suited tool as
universality arises at fixed points of the coarse-graining procedure.

The notion of “background-independent coarse graining” at a first glance appears to be an
oxymoron and suggests this review should be extremely short. After all, to coarse grain, one first
needs to define what one means by “coarse” and by “fine”. Intuitively one would expect these
notions to rely on a background. In particular, a definition of ultraviolet and infrared, key to
the setup of Renormalization Group (RG) techniques, seems to require a metric, i.e., a geometric
background. Yet, with RG techniques now playing an important role in different quantum-gravity
approaches, coarse-graining techniques suitable for a setting without distinguished background have
successfully been developed [23–38] and applied to various quantum-gravity models. In this review,
we will focus on the developments kicked off in [13,39–42], and introduce the key concepts behind a
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background-independent RG flow and the associated notion of coarse graining. In particular, we will
focus on the development and application of these tools to tensor models.

Tensor models are of interest for quantum gravity both as a way of exploring the partition
function [13,43–45] directly as well as through a conjectured correspondence of specific tensor models
to aspects of a geometric description in the context of the SYK-model [46–48]. In both settings, the large
N′ limit, where N′ is the tensor size, is of key interest, and physical results are extracted in the limit
N′ → ∞. In their simplest version that is of particular interest to quantum gravity, tensor models are
0-dimensional theories, i.e., there is no notion of spacetime in the definition of the models. Instead,
the dual interpretation of the interactions in tensor models is that of discrete building blocks of
space(time), cf. Figure 1. In this interpretation of tensor models through the graphs dual to the
Feynman diagrams, the building blocks are interpreted as pieces of flat space(time). Curvature is
accordingly localized at the hinges. The dual representation of tensors is in terms of building blocks of
geometry. Closely related to tensor models are tensorial (group) field theories which are characterized
by the same non-trivial combinatorial structure of tensor model interactions. In addition, a non-trivial
kinetic term is present, and group field theories are defined on a group manifold, see, e.g., [49–56].
This extra group data may be associated with intrinsic geometric data of the associated simplices.

The d indices of a rank-d tensor are associated with the (d− 2)-subsimplices of a (d− 1)-simplex.
For instance, for rank 3, the indices are associated with the edges ((d− 2) subsimplices) of a triangle
((d− 1) simplex), cf. Figure 1. Correspondingly, in the rank-4-case, each index is associated with one
of the four faces of a tetrahedron, cf. Figure 2. When two tensors are contracted along one index,
the corresponding (d− 1)-simplices share a (d− 2) simplex, e.g., for the rank-3 case, two triangles
are glued along an edge, cf. Figure 3. In the rank-4-case, two tetrahedra are glued along a face.
Allowed interaction terms are positive powers of the tensors that contain no free indices. This means
that each (d − 2)-subsimplex is glued to another (d − 2)-subsimplex. Therefore they correspond
to d-dimensional building blocks of space(time), e.g., tetrahedra for a fourth-order interaction in
the rank-3 case, cf. Figure 1. The propagator of the theory identifies all d indices of two tensors,
corresponding to a gluing of one d− 1 simplex to another, e.g., gluing of two triangles along their faces.
Accordingly, the terms in the Feynman diagram expansion of tensor models have a dual interpretation
as simplicial pseudomanifolds. In other words, the combinatorics of tensor models encode dynamical
triangulations. In the simplest case, when no additional rules are imposed on the gluing, Riemannian
pseudomanifolds are generated. The inscription of local lightcones inside the building blocks, such that
a consistent notion of causality can emerge and the pseudo-manifold is Lorentzian, requires additional
rules for the gluing and more than one type of building block [9–11,57].

Figure 1. The three indices of a rank-3-tensor are associated with the three lines of a triangle.
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Figure 2. The four indices of a rank-4-tensor are associated with the three triangles of a tetrahedron.

Figure 3. The invariant TijkTijl Tmnl Tmnk, depicted on the left, is associated with the gluing of four
triangles (center) into a building block of 3-space (to the right). The contraction of common indices is
associated with the gluing of triangles along common edges.

There are no experimental hints that indicate that spacetime is a simplicial pseudo-manifold,
accordingly it is assumed to be a continuum manifold. In particular, while the presence of physical
discreteness close to the Planck scale could be compatible with all observations to date, one would
not expect a naive discretization as it arises from tensor models, to actually be physical. Instead,
this form of discreteness should be regarded merely as a regularization of the path integral. To take
the continuum limit in tensor models, the number of degrees of freedom, encoded in the tensor size
N′, must be taken to infinity. In [42,43,58–62] it was shown that models of real (complex) tensors with
a O(N′)⊗O(N′)⊗ ...⊗O(N′) (U(N′)⊗U(N′)⊗ ...⊗U(N′)) symmetry1 admit a 1/N′ expansion,
where N′ is the size of the tensors. Here, each symmetry group in the above product acts on exactly
one of the indices of the tensor. Due to the existence of a 1/N′ expansion, these are viable candidates
to search for a physical continuum limit by taking N′ → ∞. Yet, simply taking N′ → ∞ is not sufficient
to obtain a physical continuum limit: The microscopic properties and structure of the building blocks
in the model is not taken to be physical, but only a discretization/regularization. Different microscopic
choices can be made that should not leave an imprint on the continuum physics, such as, e.g., the
shape of the building blocks. Accordingly, the continuum limit should be universal. Universality
is achieved at fixed points of the RG flow. Therefore, an RG flow must be set up for these models.

1 Here we use the notation G⊗ G to denote the direct product of group actions as linear transformations of different indices
of tensors.
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Unlike in quantum field theories defined on a background, no local, i.e., geometric notion of scale is
available. In fact, the only notion of scale is the size of the tensors, N′. In fact, using the tensor size N′

as a scale agrees with the intuitive notion of coarse graining, also underlying formal developments
such as the a-theorem [63]: Coarse graining leads from many degrees of freedom (large N′), to fewer,
effective degrees of freedom (small N′). Therefore, a pregeometric RG flow is set up in the tensor size
N′, where a universal continuum limit can then be discovered as an RG fixed point. This point of view
was advocated in [13,39] and formally developed and benchmarked in [40,41,64,65].

In the dual picture, the lattice spacing needs to be taken to zero in such a way that the correlation
length on the lattice diverges. Then, microscopic details of the setup become irrelevant. This is possible
at a higher-order phase transition, linked to a fixed point in the space of couplings. The intuition
behind these ideas can be tested in the two-dimensional case, where the double-scaling limit of matrix
models [66–69], which is a universal continuum limit, is obtained by taking N′ → ∞ while tuning the
coupling to a critical value as a power of N′. This is completely analogous to the case of continuum RG
flows, where universal critical behavior with diverging correlation length is tied to RG fixed points,
near which couplings scale with particular powers of the scale. Specifically, the double-scaling limit in
matrix models with coupling g is achieved by taking N′ → ∞ and g → gcrit, while holding

(g− gcrit)
5
4 N′ = const, (1)

which can be rewritten in the form

g(N′) = gcrit + const.4/5 N−4/5. (2)

This immediately brings to mind the linearized scaling of couplings close to RG fixed points,
which is given by the scale raised to the power −θ, with the critical exponent θ.

Please note that there are arguments suggesting that quantum gravity should be discrete. One
might interpret this as implying that there is no need to take the continuum limit in tensor models,
and one can instead even work at finite N′. Yet, discreteness is actually a subtle issue in quantum
gravity. As discussed in more detail, e.g., in [70], kinematical and dynamical discreteness are not the
same thing in quantum gravity, and discreteness can be an emergent property of the physical continuum
limit. On the other hand, a simple implementation of discreteness in the sense of a cutoff potentially
features the same breakdown of predictivity at scales near the cutoff that effective field theories do.
Specifically, the interaction terms compatible with the symmetries of a model are infinitely many for
tensor models. The continuum limit is a way of imposing predictivity in a model by reducing the
number of free parameters characterizing its dynamics to finitely many. In the RG language, this is
linked to the fact that fixed points feature only finitely many relevant directions. In the language of
critical phenomena, one must tune only finitely many parameters to approach criticality in the sense of
a higher-order phase transition. In this spirit, we aim at discovering a universal continuum limit in
tensor models for quantum gravity such that both independence of unphysical microscopic details as
well as predictivity is guaranteed. We leave open the question whether these models feature emergent
discreteness once the continuum limit is taken, but merely point out that taking the continuum limit
does in fact not preclude the possibility of emergent, physical discreteness.

In summary, to discover a universal continuum limit, at which a physical spacetime could emerge
from discrete building blocks of spacetime, we must discover universal critical points. These are linked
to RG fixed points. In the absence of a background, the only scale available for coarse graining is the
tensor size N′. As we will explain in the next sections, setting up an RG flow in N′ is both conceptually
meaningful as well as feasible in practice.

This review is structured as follows. In Section 2 we introduce the conceptual basics of
background-independent coarse graining. We provide an overview of how to implement these ideas
in practice and how to set up a flow equation in Section 3. In Section 4 we discuss in detail how
scaling dimensions can be derived in a setting without a background, translating to the absence of

12



Universe 2019, 5, 53

physical length scales and corresponding units that would define canonical dimensions. We provide an
overview of the benchmark case of two dimensions in Section 5, where quantitatively robust results on
the well-known continuum limit can be achieved using our flow equation. In Section 6 we summarize
results in the rank-3-case, where several RG fixed points give access to a dimensionally reduced
continuum limit. We also highlight a recently discovered candidate for a fixed point which might
potentially turn out to be relevant for three-dimensional quantum gravity. To provide a step-by-step
instruction in how to set up and evaluate RG flows in tensor models, we present the first study
of a rank-4-model with these tools in Section 7. We discover several universality classes featuring
dimensional reduction. As a hint of the promise our method could have, we unveil tentative indications
for a universality class that might potentially be linked to four-dimensional quantum gravity. In the
Outlook and Conclusions 8 we advocate that progress towards a comprehensive understanding of
quantum gravity could be accelerated by strengthening the effort to bridge the gap between different
approaches to quantum gravity. We discuss in particular how continuum studies of asymptotic safety,
Monte Carlo simulations of (causal) dynamical triangulations and FRG studies of tensor models could
provide a link to phenomenology and particle physics, while allowing to probe features of emergent
geometries and enabling us to link the discrete and continuum side via a universal transition.

2. Conceptual Basics: Background-Independent Renormalization Group Flow in Gravity

RG techniques are playing a role in several different approaches to quantum gravity. This includes
the asymptotic safety program [4,5], the continuum limit in spin foams [23–29,32–36] and Hamiltonian RG
flows in canonical loop quantum gravity [37], tensorial (group) field theories [52,71] as well as holographic
RG flows in the context of the AdS/CFT conjecture [72]. Yet, at a first glance, quantum gravity would
appear to be the one of the fundamental interactions to which RG techniques are not easily applicable.
The reason lies in the dichotomy of background independence and local coarse graining. While the results
obtained with a local coarse-graining formulation can be made background-independent, see, e.g., [30],
the RG flow itself necessarily relies on an (auxiliary) background, if the flow has the interpretation of a
local coarse graining. A more direct reconciliation of RG techniques with background independence is
provided by a non-local form of coarse graining: RG flows, in agreement with the a-theorem [63], connect
descriptions with many degrees of freedom with effective descriptions of the same system based on
fewer degrees of freedom. This idea can be realized both in a local as well as a non-local form. The latter
is directly applicable to tensor models for quantum gravity. These are defined without any notion of
spacetime, metric or locality. Yet they come with a measure of the number of degrees of freedom, namely
the tensor size N′. Coarse-graining therefore corresponds to integrating out subsequent “layers” of the
tensors (rows and columns in the matrix-model case), thereby connecting a description at large N′ with
an effective description at small N′. In particular, such coarse-graining techniques allow us to search
for a well-defined large N′-limit, where the dynamics stays invariant under the step from N′ to N′ + 1,
such that the limit N′ → ∞ can be taken. In this limit, one can hope for quantum space(time) to emerge
from tensor models.

Note also that while local coarse-graining techniques typically rely on Riemannian signature,
raising the difficulty of connecting back to the Lorentzian case of interest for physics, a non-local
coarse graining does not rely on a momentum cutoff. Accordingly, a more direct search for a universal
continuum limit for Lorentzian models could become possible in this setup. This includes applications
of the FRG to tensor models dual to causal dynamical triangulations [73] as in [74], as well as the
application of coarse-graining techniques to the link matrix in causal sets [75].

We will now explain how to implement these ideas in practice in the form of a flow equation.
One can view the flow equation as a reformulation of the path integral in terms of a functional
differential equation. The search for a continuum limit in the path integral then becomes the search
for a well-defined ultraviolet (in an appropriate sense) solution of the flow equation. At a completely
general and formal level, the derivation of the flow equation from the path integral works as follows:
One introduces a new term into the exponential in the generating functional that is quadratic in the
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field and depends on some external parameter which we will call K here. For now, we leave this
parameter completely general, and do not provide any physical interpretation associated with it. It is
simply to be thought of as a “sieve” on the space of field configurations, letting through only a subset
of configurations. The generating functional depends on K and is denoted by ZK, schematically

ZK =
∫
Dϕ e−S[ϕ]+TrJ·ϕ− 1

2 Trϕ·RK·ϕ, (3)

where S[ϕ] is a given microscopic action, J is an external source and ϕ denotes the random fields.
The trace is to be interpreted in a suitable way for the model at hand, i.e., it signifies a momentum
integral and trace over internal indices in standard QFTs on a background, and an appropriate
summation over indices in the discrete case, e.g., for tensor models. We do not write indices for
simplicity, but the fields are not necessarily scalars. As a function of the parameter K, a subset
of configurations in the generating functional are suppressed, such that in the limit K → ∞,
all configurations are suppressed. Conversely, in the limitK → 0 the unmodified generating functional
is recovered. Since the suppression term is quadratic in the field, ∂KZK can be expressed in terms of
the two-point function,

∂KZK = −1
2

∫
Dϕ Tr ϕ · (∂KRK) · ϕ e−S[ϕ]+TrJ·ϕ− 1

2 Trϕ·RK·ϕ. (4)

For the modified Legendre transform

ΓK[φ] = sup
J

(TrJ · φ− ln ZK)−
1
2

Trφ · RK · φ, (5)

with φ = 〈ϕ〉, this implies

∂KΓK[φ] =
1
2

Tr

[(
δ2ΓK[φ]

δφ2 + RK

)−1

∂KRK

]
, (6)

which is known as the functional renormalization group (FRG) equation. For the case of a continuum
QFT on an (auxiliary) background it was derived in [76], see also [77,78], pioneered for gauge theories
in [79] and gravity in [3]. Up to here, the derivation of the flow equation from the path integral is just a
formal “trick” that can be performed with any (functional) integral: Instead of performing the integral
“all at once”, one introduces the exponential of a quadratic term that depends on an external parameter.
This allows to derive a differential equation that encodes how the result of the integral reacts to
changes in the parameter. As long as the suppression term is quadratic in the field, an equation which
is structurally of the form Equation (6) follows directly from the definition Equation (3). The question
to address in a physics setting is whether any physical meaning can be given to the external parameter
and consequently to the ensuing differential equation.

For instance, in local field theories introducing an external parameter that does not lead to
a notion of local coarse graining is not expected to be fruitful. In such cases, the modes that
remain after integrating out some “shells” of modes do not contain physically relevant degrees
of freedom. Thus deriving effective field theories for those degrees of freedom might be an interesting
computational exercise, but is presumably not useful for answering physical questions. The notion
of UV/IR is therefore key to make the effective field theories obtained by renormalization useful
for practical computations. Thus, although both in QFTs with and without a background, different
choices for K are possible, “non-local” choices have not yet been tested for their usefulness in the
setting with a background. Accordingly, in the case with a background it turns out to be the most
powerful tool to relateK to a momentum scale. This choice allows to implement a notion of local coarse
graining: Decomposing configurations into eigenfunctions of an appropriate Laplacian, RK suppresses
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configurations with eigenvalues of the Laplacian smaller than k2. In this case, the flow equation has
the interpretation of providing the response of the effective dynamics to a local coarse-graining step.

The quest for a well-defined path integral, which exists as all configurations are taken into account
becomes the question for a well-defined solution of Equation (6) for K → ∞. Specifically, in tensor
models, it is useful to choose the suppression term as a function of the number of components of the
tensor, N, e.g., in the form

ΔSN =
1
2

Tr Ta1...ad RN(a1, ..., ad)Ta1...ad , (7)

such that

∂tΓN [T] = N∂NΓN [T] =
1
2

Tr

[(
δ2ΓN

δTa1...ad δTb1...bd

+ RN(a1...ad)δa1b1 ...δadbd

)−1

∂tRN(a1...ad)

]
. (8)

In a slight abuse of notation, we use T both for the tensors that are integrated over in the generating
functional, as well as for their expectation value on which the effective average action ΓN depends.

As we search for a phase transition in these models, we will employ the FRG to search for infrared
(IR) fixed points. The relevant directions correspond to the number of parameters that require tuning
to reach criticality. As we aim at approaching such IR fixed points in the limit of large tensors, we will
set up beta functions in the large N limit.

The general structure of the flow equation was first derived and benchmarked in the case of
matrix models in [40,41] and applied and further developed for rank-3 tensor models in [64,65].
Similarly, the FRG has been employed in the context of tensorial (group) field theories in [71,80–90].
See also [91,92] for related studies using the Polchinski equation.

In the following, we will review how to use Equation (8) for practical calculations and to search
for candidates for a universal continuum limit in quantum gravity.

3. Lightning Review of the Setup: Theory Space, Regulator and How to Calculate in Practice

3.1. Theory Space

The flow equation provides the scale-dependent change of coefficients of the dynamics, spanned
by the infinitely many terms compatible with the symmetries. For instance, starting with a quartic
interaction term in ΓN [T], Equation (8) takes the schematic form

∂tΓN [T] ∼
#

# + T2 , (9)

which admits a Taylor expansion with non-vanishing coefficients not only of the quartic but generically
also of all T2n, n ∈ N. The is the analogue of the well-known observation that Wilsonian coarse-graining
flow generates all quasi-local interactions that are compatible with the symmetries2. Even though
in the case at hand we are not dealing with a local coarse-graining flow, the analogous observation
holds and all interactions with positive powers of tensors that obey the symmetries, are generated.
Accordingly, to implement the flow equation in practice requires the following steps

(a) understanding which interactions are part of the (infinite-dimensional) theory space,

2 In the local case, the well-known non-locality of the full effective action Γk→0 is expected to arise through resummation
of quasi-local terms, i.e., terms with arbitrary high but positive powers of derivatives, see, e.g., [93]. If non-local terms,
i.e., terms with negative powers of derivatives and/or fields are included in theory space as independent basis elements,
predictivity is expected to break down, even at interacting fixed points, as these interaction terms have increasingly positive
canonical dimension. Although there is no notion of quasilocality in spacetime in the tensor-model interactions, terms with
negative powers of tensors are expected to suffer from the same problem. Moreover, terms with inverse powers of tensors
do not directly provide an interpretation in terms of building blocks of geometry in a dual picture. In fact, if a “quasi-local”
truncation of theory space is chosen, no interactions which cannot be written in a quasi-local form are generated by the flow
at finite scales. Accordingly, this restriction of the theory space is both well-motivated as well as self-consistent.
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(b) selecting a criterion according to which truncations of the theory space to a (finite-dimensional)
subspace can be chosen,

(c) truncating theory space to a subspace in which Equation (8) can be evaluated in practice,
(d) finding solutions of Equation (8) and checking whether they satisfy the criterion in (b).

Steps (c) and (d) are then iterated and only fixed-point solutions which reach stability under the
steps in the iteration procedure are kept.

The tensor models3 typically of interest for quantum gravity feature an independent symmetry
group for each index. position, e.g., a product of d copies of an O(N′) symmetry for the real rank-d
model. Accordingly, interactions cannot have an explicit index-dependence, and no tensors with open
indices can occur. All allowed interactions O(n) of n tensors can therefore be cast in the form

O(n) = Ta1b1...d1 ...Tanbn ...dnCa1...an ,b1...bn ,...,d1...dn , (10)

where d is the rank. The contraction pattern Ca1...an ,b1...bn ,...,d1...dn is a product of Kronecker deltas,
in which a’s can only be contracted with a’s, b’s with b’s and so forth. All possible permutations of
the labels 1 to n must be taken into account independently for each index set a, b, etc. Some of the
resulting O(n) will be combinatorially equivalent, in which case only one representative is taken into
account. In Table 1 we list combinatorially distinct structures up to sixth order in the tensors for the
real and complex rank-3 models.

Please note that the theory space includes multi-trace interactions. This name derives from the
rank-2, i.e., matrix-model case, where interactions take the form Tr Ta1b1 ...Tanbn · ... · Tr Ta1b1 ...Tambm .
In the case of higher rank, similarly combinatorially disconnected interactions are part of the theory
space. These are generated by the flow, even if they are not included in a truncation. There is no
symmetry principle (that we are aware of) that allows to set the corresponding couplings to zero.

Table 1. Graphical representation of all invariants allowed by O(N′)⊗3 (U(N′)⊗3) symmetry for a
rank-3 real (complex) tensor model up to sixth order in the tensors. For the real model, all tensors
are represented by black vertices while in the complex model, black and white vertices are used to
distinguish the tensor T and its complex conjugate T̄. In this case, the algebraic representation of the
invariants must be written as contractions of T-tensors with T̄-tensors and takes the analogous form to
the real expressions provided explicitly.

Number of Tensors Invariant Graphical Representation (Real Model) Graphical Representation (Complex Model)

2 TabcTabc

4 Ta1a2a3 Tb1a2a3 Tb1b2b3 Ta1b2b3

4 Ta1a2a3 Ta1b2b3 Tb1a2b3 Tb1b2a3 −

4 Ta1a2a3 Ta1a2a3 Tb1b2b3 Tb1b2b3

6 Ta1a2a3 Tb1a2a3 Tb1b2b3 Tc1b2b3 Tc1c2c3 Ta1c2c3

6 Ta1a2a3 Ta1b2a3 Tb1b2b3 Tc1c2b3 Tc1c2c3 Tb1a2c3

3 In this review, we call tensor models 0-dimensional theories of random tensors. The kinetic term is a product of Kronecker
deltas, i.e., there is no non-trivial kinetic operator which breaks the O(N′)⊗d (or U(N′)⊗d) symmetry.
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Table 1. Cont.

Number of Tensors Invariant Graphical Representation (Real Model) Graphical Representation (Complex Model)

6 Ta1a2a3 Ta1b2b3 Tb1b2a3 Tb1c2c3 Tc1c2c3 Tc1a2b3 −

6 Ta1a2a3 Tb1a2b3 Tb1c2c3 Tc1c2a3 Tc1b2b3 Ta1b2c3

6 Ta1a2a3 Tb1a2b3 Tb1b2c3 Tc1b2b3 Tc1c2a3 Ta1c2c3 −

6 Ta1a2a3 Ta1a2a3 Tb1b2b3 Tb1b2b3 Tc1c2c3 Tc1c2c3

6 Ta1a2a3 Tb1a2a3 Tb1b2b3 Ta1b2b3 Tc1c2c3 Tc1c2c3

6 Ta1a2a3 Tb1a2b3 Tb1b2a3 Ta1b2b3 Tc1c2c3 Tc1c2c3 −

3.2. Regulator & Symmetry-Breaking

The key ingredient to set up the flow equation is the regulator, or “infrared” suppression term.
In this context, infrared means low values of indices. Accordingly, the regulator should satisfy the
two limits

(1) RN({ai})→ 0 for N/ ∑d
i=1 ai → 0,

(2) RN({ai}) > 0 for ∑d
i=1 ai/N < 1,

(3) RN({ai})→ ∞ for N → N′ → ∞.

The first condition ensures that “UV” modes are unsuppressed. It also ensures that no modes
are suppressed once the IR cutoff scale N is lowered to zero. The second condition enforces that “IR”
modes are suppressed. The third condition ensures that in the limit of infinite cutoff, the effective
action essentially reproduces the classical action. The three conditions can be achieved with different
so-called shape functions, i.e., different choices of RN({ai}). The arguably simplest choice is

RN({ai}) =
(

Nr

∑d
i=1 ap

i

− 1

)
θ

(
Nr

∑d
i=1 ap

i

− 1

)
, (11)

where r, p > 0. While there are optimization criteria for a similar shape function at lowest order in the
derivative expansion in the continuum [94], it has not yet been investigated what form an optimized
cutoff takes for tensor models.

As a generalization, one might consider the argument of the regulator to be Nr/(ar1 + br2 + cr3),
which should result in three combinations of the four parameters r, r1, r2, r3 to appear in the beta
functions. Demanding a discrete symmetry of the indices’ fixes r1 = r2 = r3 = p.

The introduction of the regulator term necessarily breaks the symmetry of the model, as the
O(N′)⊗ ...⊗O(N′) (or U(N′)⊗ ...⊗U(N′)) symmetry requires all index positions to be treated on an
equal footing. Setting up the RG flow is therefore incompatible with the unbroken symmetry, leading to
an enlargement of the theory space. Specifically, the invariants in Equation (10) are generalized
and include

O(n)
SB = f (a1, ..., dn)Ta1b1...d1 ...Tanbn ...dnCa1...an ,b1...bn ,...,d1...dn , (12)

with functions f (a1, ..., dn) encoding the explicit index-dependence. Yet there is an important difference
to a setting where the symmetry is broken from the outset, and which features the same theory
space. It lies in a modified Ward identity that accounts for the symmetry-breaking introduced by the
regulator. It selects a hypersurface in the larger theory space on which the full symmetry is recovered
at the IR endpoint of the flow. Although the regulator vanishes in this limit, this is not sufficient
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to restore the symmetry, since the regulator has introduced symmetry violations in the flow at all
finite scales. To compensate these, the initial condition for the flow, set in the UV needs to break
the symmetry in a specific way that is dictated by the Ward identity. Therefore, a fixed point of the
RG flow simultaneously needs to solve the modified Ward identity to lead to a symmetric IR limit.
This requirement cannot necessarily be imposed on truncations: While the exact flow equation and
Ward identity are compatible, the Ward identity in general requires other terms to be present in the
truncation than the flow equation provides.

In matrix models, a simple solution of the Ward identity was discovered [41]: As symmetry-breaking
is not introduced through tadpole diagrams (i.e., the leading-order contributions to the beta functions in an
expansion in couplings) in matrix models, the theory space is not enlarged in the tadpole approximation.
Beyond rank 2, such a simple solution is no longer possible, as even the tadpole approximation generates
symmetry-breaking terms.

3.3. Bootstrap Strategy for Consistent Truncations

To characterize a universality class, at least all non-irrelevant critical exponents must be calculated.
Accordingly, the set of all couplings which have a significant overlap with a relevant or marginal
direction must be included in a minimal truncation. A priori, this set is not determined at an interacting
fixed point. In practice, the following strategy is available: one starts with an assumption about a
systematic division of theory space into relevant and irrelevant directions. A reliable truncation should
at least include all couplings which are expected to be relevant as well as the leading irrelevant
ones. If the beta functions in this truncation feature a fixed point, the critical exponents at the fixed
point indicate whether the initial assumption about relevant couplings holds. If this is the case,
terms beyond the truncation are expected to most likely only provide subleading corrections to the
relevant critical exponents.

A particularly useful assumption is that of near-canonical scaling which allows one to use the
canonical dimension as a guiding principle. This assumption works very well for a large class of fixed
points and implies essentially that low orders in a vertex expansion are sufficient to obtain quantitative
estimates of the critical exponents. The underlying reason is that for these cases, the mechanism that
induces the fixed point is a balance between canonical scaling and leading-order quantum corrections.
This mechanism is at work as soon as one departs from the critical dimension of a particular interaction,
and generates a UV (IR) attractive fixed point if the coupling is asymptotically free (trivial) in its critical
dimension. Examples include Yang-Mills in d = 4 + ε, the Gross-Neveu model in d = 2 + ε for the
former and the Wilson-Fisher fixed point for the latter, see, e.g., [95–100].

For the search of a quantum gravity fixed point in the tensor-model theory space, the canonical
dimension could be a useful guiding principle. The motivation for this comes from the hope that the
universality class discovered for quantum gravity in the continuum where metric fluctuations are
summed over appears to be near-canonical. To match the corresponding spectrum of scaling exponents,
one would expect a near-canonical scaling also on the tensor-model side4. The continuum asymptotic
safety regime has been studied intensively and there is mounting evidence that the non-Gaussian fixed
point explored in that approach features near-canonical scaling, the largest anomalous scaling is about
2 while the difference of quantum to canonical scaling goes to zero for the couplings of

√
gRn with

n > 3, see, e.g., [101–104]. It is, therefore, a well-motivated starting point to assume that no operator
with, e.g., canonical dimension −4 (or slightly more negative) can have significant overlap with a

4 Please note that if the continuum limit in tensor models can be taken and provides a well-defined continuum space(time),
this is equivalent to a version of quantum gravity being asymptotically safe. We stress that asymptotic safety is a general
scenario for path integrals. As such it is not tied to one particular choice of configuration space and might even be realized
in several distinct configuration spaces. Therefore, the continuum path integral corresponding to tensor models might well
be one that includes a summation over (a subset of) topologies and is therefore not the same asymptotically safe gravity
model that appears to exist according to continuum studies summing over metric fluctuations only.
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relevant direction at the quantum-gravity fixed point in tensor models. This leads to a truncation
ansatz in which one includes all operators up to this scaling. One can then search for a fixed point with
quantum-gravity characteristics and check explicitly whether the near-canonical scaling assumption
is justified.

Having found such a semi-perturbative fixed point in a truncation, one needs to check whether
this fixed point is a truncation artifact, i.e., that the RG flow at that point simply is parallel to the
projection onto the truncation. One can obtain hints about this by (1) varying the regulator and the way
in which one projects onto the truncation ansatz and (2) enlarging the truncation. If a fixed point is
stable under variations of the regulator and projection rule and if it appears with the same features in
larger truncations, then it is unlikely that the fixed point is a truncation artifact. A larger truncation also
allows one to re-check the assumption of near-canonical scaling. Ideally one finds that the deviation
from canonical scaling decreases for the new operators which suggest that canonical scaling becomes
a better and better assumption for the operators not included in the truncation. A similar strategy
was successfully applied to the semi-perturbative UV-attractor of the Grosse-Wulkenhaar model [105],
where it was indeed possible to bound the deviation from canonical scaling. Deriving such a bound
for tensor models would complete the bootstrap approach.

3.4. In Practice: The PF Expansion

The FRG Equation (8) is an equation for the effective action functional, which involves inverting
a field-dependent operator and taking the regulated trace over the eigenvalues of the field- and
index-dependent two-point function A very useful strategy to perform these two operations is the
PF -expansion, which is a Taylor expansion of the RHS of the flow equation in the tensor Tabc around
the vanishing field configuration Tabc ≡ 0. To obtain the expansion, we rewrite the regularized inverse
two-point function that enters the flow Equation (8) as

Γ(2)
N,abcde f [T] + RN,abcde f = Γ(2)

N,abcde f [T = 0] + RN,abcde f︸ ︷︷ ︸
P

+ Γ(2)
N,abcde f [T]− Γ(2)

N,abcde f [T = 0]︸ ︷︷ ︸
F

, (13)

where we use a shorthand notation Γ(2)
N,abcde f = δ2ΓN/δTabcδTde f . Thence, the flow Equation (8) is

expressed as

∂tΓN = 1
2 Tr

[
(P +F )−1 ∂tRN

]
= 1

2 Tr
[
(∂tRN)P−1]+ 1

2 ∑∞
n=1 Tr

[
(−1)n (∂tRN)P−1 (P−1F

)n
]

, (14)

where we suppressed the tensor indices for simplicity and expanded the inverse two-point function as
a geometric series. This way of writing the RHS of the flow equation is very useful when one considers
finite polynomial truncations in Tabc, because in this case one can truncate the sum at finite order.
All further terms of the sum would possess more tensors than the monomials in the truncation.

4. Large N Scaling Dimensions

In settings with a background, where the RG flow corresponds to a local coarse graining, one RG
step is literally a scale transformation. Accordingly, the canonical scaling dimensions of couplings
are their mass dimensions. These can be determined prior to studying the actual RG flow. In the
background-independent setting, there is no notion of locality or spacetime and accordingly all
couplings are dimensionless in terms of units of length or mass, and no notion of mass dimension
exists. Yet, mass dimension is not the notion of dimensionality that is relevant to a pregeometric
RG flow anyway. Instead, it is a consistent scaling with N that is central here. This scaling is not
determined a priori. Nevertheless, one can determine it in two steps:
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1. Since the purpose of the FRG setup is the investigation of the large N-behavior of the tensor
model, we need to scale the coupling constants in such a way that the beta functions admit a 1/N
expansion. This gives a stack of coupled inequalities, which exclude most scaling prescriptions.
Imposing the additional requirement that no interactions should be artificially decoupled from
the system uniquely fixes all but one scaling dimensions.

2. A further condition comes from the geometric interpretation of tensor models. Specifically, the
interpretation in terms of the Regge action of the triangulation that is associated with each
tensor-model Feynman graph is only possible for a particular scaling of the associated coupling
constant with N.

We will now present these two steps in more detail and determine the scaling dimension for the
tensor models of quantum gravity.

For the first step, let us briefly return to the background dependent continuum setting. There,
the flow equation automatically provides a scaling dimension. It arises by demanding that the beta
functions form an autonomous system, such that after an appropriate rescaling of the couplings,
the explicit dependence on the scale drops out. As a specific example, consider the beta function for
the Newton coupling Ḡ, which reads

βḠ = #kd−2Ḡ2, (15)

to leading-order in Ḡ with # < 0, [1,106–110]. Demanding independence from k provides the scaling
dimension and agrees with the mass dimensionality. The dimensionless coupling takes the form

G = Ḡkd−2. (16)

Without knowing anything about mass dimensionality, one can thus alternatively fix the canonical
scaling dimensions of couplings by demanding that the beta functions form an autonomous system at
large N. This strategy is applicable to the pregeometric setting. For instance, the coupling ḡ2,1

4,1 of the
interaction TabcTadeTf deTf bc in a real rank 3 model has the beta function

β ḡ2,1
4,1

= #N
2r
p
(

ḡ2,1
4,1

)2
+O(N0), (17)

resulting in

g2,1
4,1 = N

2r
p ḡ2,1

4,1. (18)

Please note that fixing the scaling dimensions in this way is possible in the large N limit, but
not at finite N. This is a consequence of the fact that at any given order in the couplings, different
orders in N appear. As we explicitly use the large N-limit, this only results in an upper bound on the
scaling dimensions. Choosing scaling dimensions below this upper bound also results in autonomous
beta functions in the large N limit5. Yet, for this choice the corresponding interactions decouple from
the beta functions. The “most interacting” system, where no interactions are suppressed artificially,
is achieved when the scaling dimensions are chosen as the upper bounds.

As is evident from Equation (18), the thus-determined scaling dimensions depend on the
parameters r and p in Equation (11). Insight into the physics allows to fix the ratio r/p. For instance,
for the geometric interpretation of tensor models, the interpretation of the dual picture in terms of
dynamical triangulations results in a relation of the couplings of the tensor model and the scale N to
the couplings of the Regge action. This relation only works for a specific choice of canonical scaling
for the leading coupling (i.e., one of the quartic couplings). In turn, this scaling dimension fixes

5 For some couplings, however, the set of inequalities to be fulfilled for a well-defined large-N limit also provide lower
bounds. A consistent assignment of scaling dimension for a coupling therefore generically requires the inspection of several
beta functions which depend on this coupling.
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r/p. It turns out that this is r/p = 1 for a rank d tensor model, if d is the dimension entering the
corresponding Regge action in the continuum picture. Yet, for those fixed points in the tensor model
that show dimensional reduction to a matrix model6, r/p < 1 is the correct choice.

As a specific example for how the geometric interpretation fixes r/p, consider the possibly
simplest quantum-gravity tensor model, the so-called rank 3 colored complex model [43] defined
through the action

S(T, T̄) =
3

∑
i=0

Ti
abcT̄i

abc + N−3/2
(

λ T0
abcT1

adeT2
f beT3

f dc + c.c.
)

. (19)

The Feynman diagram expansion of this model yields the amplitude

A(γ) = NN1−3/2N3 (λλ̄)N3/2, (20)

where N3 denotes the number of 3-cells7 in the triangulation Δ(γ) associated with the colored
Feynman graph γ and where N1 denotes the number of 1-cells. Comparing this with the Regge action
SR[Δ] = κ3N3 − κ1N1 of a triangulation Δ allows us to identify the coupling constants as κ1 = ln(N)

and κ3 = 3
2 ln(N)− 1

2 ln(λλ̄). The uncolored models that we investigate with the FRG are obtained
by integrating out all but the last color. The scaling N−3/2 of the coupling constant λ then implies
the scaling N−2 for the cyclic-melonic interactions, i.e., TabcTadeTf deTf bc and its color permutations.
In other words the geometric compatibility condition fixes r/p = 1.

5. Benchmarking the FRG in Matrix Models

In two-dimensional quantum gravity, the relevant critical exponent of the double-scaling limit
is known. In this limit, the continuum limit in dynamical triangulations can be taken in such a way
that all topologies contribute. For reviews and introductions, see, e.g., [21,111–114]. The matrix model
that is dual to dynamical triangulations can be chosen to be Hermitian N × N matrices ϕ, with the
generating functional given by

Z =
∫
Dϕ eN(− 1

2 Trϕ2+
g4
4 Trϕ4). (21)

The double-scaling limit requires taking N → ∞, while holding

(g4 − g4 crit)
5
4 N = const, (22)

where g4 crit is the critical value of the coupling. This can be rewritten in the form

g4(N) = g4 crit + c N−
4
5 . (23)

This is structurally similar to the leading-order scaling of couplings in the vicinity of a fixed point
of the RG flow. Accordingly, one is led to identify

θ =
4
5

, (24)

as a relevant critical exponent. This similarity prompted the authors of [39] to set up a pregeometric
RG flow in matrix size N. In that paper as well as the follow-up works [115–120], the coarse graining

6 See Sections 6 and 7.
7 An n-cell of a triangulation is an n-dimensional simplex that appears as an elementary building block of the triangulation of

a d-dimensional pseudo-manifold. For instance, a 3-cell is a tetrahedron, a 2-cell a triangle, which appears in the boundary
of a tetrahedron, a 1-cell an edge, which appears in the boundary of a triangle, and so on.
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was implemented explicitly by integrating out the outermost rows and columns of the matrices in a
Gaussian approximation.

In [40], the flow Equation (8) in the pregeometric setting was first derived. Applying it to
truncations of a single-trace form, ΓN = ∑i=2 g2iTrφ2i, yielded a critical exponent that approaches
θ = 1 from above. Extending the truncation to multi-trace operators does not improve the estimate,
but instead makes it worse. The critical exponent θ = 0.8 for gravity is first reproduced at the first
multicritical point [41], which corresponds to gravity coupled to conformal matter [121].

Instead of reviewing these results in greater detail, here we explore an alternative prescription to
calculate the critical exponents that leads to a significant improvement in the estimate. This prescription
was already explored in [64] for tensor models, and has been put forward for continuum QFTs in [122].
It consists in keeping the anomalous dimension η = −N∂N lnZN constant while calculating the
stability matrix, i.e.,

θ̃I = −eig

⎛⎝(
∂βgi

∂gj

)
η

⎞⎠ ∣∣∣
�g=�g∗

. (25)

The notation ()η indicates that the derivative is taken at fixed η. The alternative, more standard
prescription differs by including derivatives of η and will be denoted by θI to clearly differentiate
between the two. As a specific example, consider the case where a coupling gi already corresponds to
an eigendirection at a fixed point. No off-diagonal elements of the stability matrix contribute to its
critical exponent, such that

θ̃ = −

⎛⎝(
∂βgi

∂gj

)
η

⎞⎠ ∣∣∣
�g=�g∗

, (26)

θ = −
(

∂βgi

∂gi

) ∣∣∣
�g=�g∗

= θ̃ +

(
∂βgi

∂η

∂η

∂gi

) ∣∣∣
�g=�g∗

. (27)

In [122] it was observed that a scaling relation for critical exponents in the O(N)⊕O(M) model,
which is known to hold for the epsilon-expansion [98,123,124], is only satisfied for the FRG in
truncations of the full flow to the local potential approximation plus anomalous dimension for the
prescription in Equation (25). The more standard prescription leads to small violations of the scaling
relation in those truncations.

Here, we show that the θ̃-prescription gives improved results for the critical exponent of the
double-scaling limit, resulting in only 14% deviation already in a calculationally very straightforward
truncation, cf. Figure 4.
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Figure 4. The relevant critical exponent in the matrix model according to the prescription Equation (25)
as a function of truncation order in a truncation of the form ΓN = ∑n

i=1 g2i Trφ2i.
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The results for the critical exponent as a function of truncation order in Figure 4 appear to be fit
well by a function of the form

θ̃(n) = a− b e−c n, (28)

with fit parameters a = 0.91, b = 1.54 and c = 0.29. An extrapolation to n → ∞, which is the complete
single-trace subsector of theory space, yields θ̃(n → ∞) = 0.91, which is only a 14 % deviation from the
exact result θ = 0.8. Whether this is accidental, or whether there is a deeper reason the θ̃ prescription
works better for matrix and potentially also tensor models, remains to be explored in the future.

One source of systematic errors for the critical exponent is the breaking of the U(N) symmetry of
the matrix model through the regulator [41]. This can be seen by the fact that the U(N)-Ward identity
obtains a non-vanishing RHS through the introduction of the regulator:

GεΓN = ε Tr

(
[A, RN ]

Γ(2)
N + RN

)
, (29)

where A is the generating matrix of an infinitesimal unitary transformation, which generates the
transformation Gε. By generating we mean that a unitary transformation U = exp(i ε A) transforms
the matrix φ as φ �→ U†.φ.U = φ + i ε [A, φ] + O(ε2). This implies that the RG flow generates
symmetry-breaking operators even if the initial condition is a U(N) symmetric action. In particular,
the relevant directions will acquire contamination by these symmetry-breaking operators. Hence,
when investigating the large N-limit with the FRG, one must include these symmetry-breaking
operators to find accurate critical exponents.

Including the symmetry-breaking operators into a truncation and distinguishing them from
the symmetric operators by a projection on the truncation is a technically rather challenging task.
Fortunately, there is a self-consistent work-around in the case of matrix models that gives surprisingly
stable results [41]: It is based on the observation that tadpole diagrams of U(N)-symmetric operators
do not generate symmetry-breaking operators for the rank-2-case. In other words, the tadpole
approximation to the broken U(N)-Ward identity is solved by a symmetric effective average action.
Using the tadpole approximation in a single-trace truncation allows one to find the infinite series
of so-called multicritical points. The m-th multicritical point is a fixed point with m non-vanishing
couplings at the fixed point whose fixed-point values occur with alternating sings and whose critical
exponents are θ

(m)
n = n

m . We see that the largest critical exponent (the pure-gravity exponent) is still

θ
(m)
m = 1 in the single-trace truncation. However, including multi-trace operators in the truncation

yields improved results for the largest critical exponents θ
(m)
m = 0.80...0.82 at the m = 2, 3, 4, ...

multicritical fixed points. For this leading critical exponent, one therefore obtains an estimate that
deviates from the exact value by only 3%, which is a rather high precision. The subleading relevant
critical exponents at the multicritical points are not reproduced with comparable precision in this
truncation. Nevertheless, we interpret the precision of the leading relevant exponent as a signature that
the FRG can successfully pass the benchmark test posed by rank 2 models. Only at the double-scaling
limit, i.e., the m = 1 fixed point, one obtains θ

(1)
1 = 1. This relatively large discrepancy of the critical

exponents from 0.8 can be explained by the fact that the tadpole approximation does only capture
effects from the tree-level truncation, which contains only one coupling. Given such a small truncation,
it is actually remarkable to obtain the values of the critical exponent with 25% accuracy.

As a consequence of universality, specific fixed points in tensor models can also reproduce
the matrix-model results. This is due to the fact that the shape of the building blocks is not
relevant for the continuum limit. Therefore even higher-dimensional building blocks can reproduce a
lower-dimensional continuum limit, at a point in theory space where the effective dynamics “flattens”
these building blocks in an appropriate way. To recover the lower-dimensional scaling, the canonical
scaling dimensions of the model must be adjusted by choosing r/p < 1 in Equation (11). In that choice,
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and for the prescription Equation (25), the matrix-model exponent is approximately recovered from
the fixed points in tensor models, see Sections 6 and 7.

6. Charting Three Dimensions from a Tensor-Model Point of View

An important motivation for RG studies of the large-N- behavior of tensor models is the search
for a continuum limit that can be associated with quantum gravity. The first step in the systematic
program that can lead to the confirmation or refutation of the conjecture that there might exists a
continuum limit in tensor models which corresponds to quantum gravity, is a systematic investigation
of theory spaces. Varying the number of tensor fields, the rank of the tensors and symmetry-structures
provides several different theory spaces which one can then investigate with the FRG. The first step
in the FRG investigation of a theory space consists of finding tentative candidates for universal fixed
points. This provides insight into which interaction structures could be of particular importance for a
continuum limit. Below, we discuss the status of this systematic program in more detail for rank-3
tensor models.

In summary, by investigating a complex uncolored model, i.e., a model with U(N′)⊗U(N′)⊗
U(N′) symmetry, and a real uncolored model, i.e., a symmetry group of the form O(N′)⊗O(N′)⊗
O(N′), we discover that certain classes of fixed points are shared. In particular, we find fixed
points that exhibit a form of dimensional reduction and evidence that these fixed points are not
truncation artifacts. Crucially, the real model features a new, tetrahedral interaction, cf. the third
entry in Table 1, introduced by Carrozza and Tanasa [62], and later taken up in [47] for an SYK-type
model. This interaction appears to be key for the generation of a fixed point which does not appear to
feature dimensional reduction and therefore constitutes a tentative candidate for a continuum limit
for three-dimensional quantum gravity. We stress that of course it requires much more than just the
discovery of the fixed point to establish its relevance for three-dimensional quantum gravity; finding a
fixed point without dimensional reduction is a necessary but not sufficient step in linking tensor
models to a well-behaved phase of quantum gravity.

6.1. Dimensional Reduction in Tensor Models

The absence of a background geometry permits that tensor models exhibit phenomena that
do not appear in local quantum fields theories. The first of these is the dynamical generation of
multi-trace operators, which correspond to tensor-model vertices with a geometric interpretation as
boundaries formed by disconnected pieces of geometry (such as, e.g., the two circles in the boundary
of a cylinder). These multi-trace operators are however generated by connected Feynman diagrams.
For instance, a matrix-connected matrix-model Feynman diagram may be dual to the triangulation
of a cylinder connecting the two circles in the boundary. The corresponding interactions are thus
generically generated by the flow, and are part of the quantum effective action. In particular, one finds
disconnected tensor invariants with 2n tensors of the form (TabcTabc)

n, which possess an enhanced
O(N′3)-symmetry, reducing the tensor model to a vector model and producing non-Gaussian fixed
points, which do not represent extended three-dimensional geometries.

In [65] we identified a mechanism that can be realized at suitable fixed points and prevents the
production of multi-trace operators. It is based on the observation that the generation of (TabcTabc)

2

from connected vertices requires two cyclic 4-melons with distinct preferred colors to be nonzero.
Thus, the fixed points in the theory space with the enhanced O(N′)⊗O(N′2) symmetry exhibited
by the cyclic melons with one preferred color do not possess non-vanishing multi-trace operators.
However, this theory space exhibits dimensional reduction. Dynamical dimensional reduction at high
energies is an intriguing phenomenon in several models of quantum gravity, see, e.g., [125], that are
four-dimensional at large scales. In tensor models, dimensional reduction differs in that it appears to be
realized at certain classes of fixed points in rank-3 and rank-4 models, such that the continuum limit is
not a candidate for three- or four-dimensional quantum gravity. (Although not yet explored explicitly,
the same result should be true in any rank d > 2.) Specifically, an enhancement of the U(N′)⊗ ...⊗
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U(N′) (or O(N′)⊗ ...⊗O(N′)) symmetry to an U(N′2)⊗ ...⊗U(N′) (O(N′2)⊗ ...⊗O(N′)) symmetry
goes hand in hand with an effective “fusion” of two indices into one “super-index", such that the
model effectively reduces to a matrix model. This occurs at fixed points at which only cyclic melons
(single-trace, multi-trace or both) of one preferred color are present. Because of the enhanced symmetry,
it is always consistent to set all other interactions to zero, as one can also check by inspecting the beta
functions. To fully establish the dimensional reduction, the critical exponents of the matrix model
should also be reproduced. Here, the freedom in choosing r and p in Equation (11) becomes crucial:
A matrix model features different canonical dimensions than a tensor model, essentially due to the
reduced rank. The canonical dimensions are functions of r/p. To probe the matrix-model limit of
rank-3 tensor models, one should choose r/p = 1/2 to obtain the canonical dimensions appropriate for
a matrix model. With this choice for the scaling of the regulator, and for the prescription Equation (25),
the matrix-model exponent is approximately recovered from the fixed points in tensor models.

In particular, the fixed points reported in Tables 2–4 feature dimension reduction. They were
obtained for the rank-3 real model. For those which appear both in the complex and in the real model,
both sets of values are shown. The tables display fixed points as well as critical exponents values
obtained in the hexic truncation of the rank-3 real model. In this truncation, all O(N′)⊗O(N′)⊗O(N′)
symmetric interactions are included in the effective average action. The resulting truncation has 21
couplings. Further details can be found in [64,65].

Table 2. This fixed point only features cyclic-melonic couplings and has one relevant direction.
It features dimensional reduction to a matrix model. For the complex model, the first four critical
exponents are θ1 = 2.14, θ2 = −0.59, θ3,4 = −1.26. The slight numerical difference to the real case is
due to a different choice of projection scheme. The second critical exponent of the real model misses
from the universality class obtained from the complex model and is to be attributed to the additional
presence of the interaction associated with g0

4,1. Choosing r/p = 1/2 leads to θ = 1.09 for the leading
critical exponent. Using the prescription described in Section 5 the value is θ̃ = 0.63.

g0
4,1

∗ g2,1
4,1

∗
g2,2

4,1

∗
g2,3

4,1

∗
g2

4,2
∗ g0,np

6,1

∗
g0,p

6,1

∗
g1,i

6,1

∗
g2,i

6,1

∗
g3,1

6,1

∗
g3,2

6,1

∗
g3,3

6,1

∗
g1

6,2
∗ g3,i

6,2

∗
g3

6,3
∗

0 −0.28 0 0 0 0 0 0 0 −0.15 0 0 0 0 0

θ1 θ2 θ3 θ4,5 θ6 θ7,8 θ9 θ10 θ11,12 θ13,14 θ15,16,17 θ18 θ19 θ20,21 η

2.19 -0.03 −0.69 −1.19 −1.68 −1.78 −2.08 −2.15 −2.18 −2.28 −2.78 −2.94 −2.98 −3.18 −0.41

Table 3. Only bubble-multi-trace interactions are present in this fixed point, i.e., interactions of the
form (TabcTabc)

n. It has one relevant direction and features dimensional reduction to a vector model.
For the complex case, the first four critical exponents read θ1 = 3.33, θ2,3,4 = −0.83. These were not
provided in [64], but can easily be extracted from the beta functions reported in that work.

g0
4,1

∗ g2,i
4,1

∗
g2

4,2
∗ g0,np

6,1

∗
g0,p

6,1

∗
g1,i

6,1

∗
g2,i

6,1

∗
g3,i

6,1

∗
g3,i

6,2

∗
g1

6,2
∗ g3

6,3
∗

0 0 −1.05 0 0 0 0 0 0 0 −2.27

θ1 θ2 θ3,4,5 θ6,7 θ8,9,10 θ11 θ12,13,14,15,16,17 θ18,19,20 θ21 η

3.32 −0.33 −0.83 −1.24 −1.74 −1.82 −2.24 −2.32 −3.28 −0.59

The multi-trace operators (TabcTabc)
n are invariant under the enhanced O(N′2)⊗O(N′) symmetry.

Thus, one expects that there exist fixed points at which cyclic melons and multi-trace operators take
non-vanishing fixed-point values. This turns out to be true and, indeed in the quartic and hexic
truncations, one finds a non-Gaussian fixed point with O(N′2)⊗O(N′) symmetry and non-vanishing
fixed-point values for the cyclic melons and multi-trace operators. This fixed point appears to possess
two relevant directions, see Table 4, whereas the purely cyclic-melonic non-Gaussian fixed point only
features one positive critical exponent in this truncation see Table 2. It should be stressed that the
deviation of θ2 from zero at the fixed point in Table 4 is smaller than the presumed systematic error of
the truncation.
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Table 4. This fixed point has non-vanishing melonic as well as multi-trace interactions. It features
two relevant directions, the second of which has a very small critical exponent. The systematic error
of the truncation is expected to be significantly larger than the deviation of θ2 from zero. The fixed
point exhibits dimensional reduction to a matrix model. For the complex case, the first four critical
exponents read θ1 = 2.56, θ2 = 0.44, θ3,4 = −0.97. The difference is to be attributed to a difference in
projection scheme. Additionally, the real model features an extra critical exponent θ3 = −0.66 due to
the presence of the additional interaction g0

4,1.

g0
4,1

∗ g2,1
4,1

∗
g2,(2,3)

4,1

∗
g2

4,2
∗ g0,np

6,1

∗
g0,p

6,1

∗
g1,i

6,1

∗
g2,i

6,1

∗
g3,1

6,1

∗
g3,(2,3)

6,1

∗
g3,1

6,2

∗
g3,(2,3)

6,2

∗
g1

6,2
∗ g3

6,3
∗

0 −0.27 0 −0.05 0 0 0 0 −0.13 0 −0.05 0 0 −0.01

θ1 θ2 θ3 θ4,5 θ6 θ7,8 θ9 θ10 θ11,12 θ13,14 θ15 θ16,17,18 θ19 θ20,21 η

2.23 0.03 −0.66 −1.16 −1.66 −1.74 −2.04 −2.12 −2.16 −2.24 −2.73 −2.74 −3.10 −3.12 −0.42

As we have introduced the colors it is consistent to switch off the multi-trace interactions for the
matrix-model limit. In matrix-model RG flows this has not been possible, as multi-trace interactions in
matrix models are automatically generated from single-trace ones. Physically, this might suggest that
configurations with disconnected boundaries do not have a significant impact on the path integral in
two dimensions, as it appears to be possible to reach the same continuum limit both with and without
the presence of multi-trace interactions.

Please note that due to the symmetry-breaking induced by the regulator, even at the single-trace
cyclic-melonic fixed point, interactions with non-trivial index-dependence outside this theory space
are generated and could take finite values at the fixed point. The fixed-point values of these operators
are constrained by the modified O(N′)⊗3-Ward identity, where the only symmetry-breaking term is
due to the regulator. This regulator term vanishes in the IR limit, which implies that the O(N′)⊗3-Ward
identity turns into the constraint that all these index-dependent interactions vanish.

The analogous argument applies to all other fixed points: These fixed points will exhibit
non-vanishing couplings for index-dependent vertices, but their values are constrained by the modified
Ward identity. In the IR, it turns into the constraint that all couplings associated with index-dependent
operators vanish. To reach this point, the initial condition for the RG flow must be chosen with an
appropriate “amount” of symmetry-breaking operators, such that during the flow, the symmetry-breaking
effect of the regulator compensates with that coming from the initial condition.

6.2. Candidates with Potential Relevance for Three-Dimensional Quantum Gravity

The fixed points with enhanced O(N′2) ⊗ O(N′) and O(N′3) symmetries appear to exhibit
dimensional reduction. This might possibly be compatible with dynamical dimensional reduction
in the physical UV limit, i.e., after the continuum limit has already been taken if these fixed points
would possess a relevant direction that “inflates” additional dimensions in the IR. However, we
consider this possibility unlikely, and consider it more likely that the continuum limit leads to the
same topological dimension as the IR limit of the corresponding spacetime exhibits. Please note that
the dimensional reduction in the spectral dimension observed in many quantum-gravity approaches is
different, and does not imply that there is a reduction in the topological dimension.

A different possibility to search for quantum gravity candidate fixed points is to search for fixed
points that do not possess such an enhanced symmetry. In [65] we found two possible candidates.
These fixed points are isocolored, i.e., they exhibit a global symmetry under color permutation.
Note that such a symmetry is not linked to dimensional reduction. In fact, the presence of cyclic-melonic
interactions with all three different preferred colors is exactly what prevents the merging of two indices
to one “super-index” linked to O(N′2)⊗O(N′) symmetry. Another hint about the “geometricity” of a
fixed point might be the presence of the tetrahedral interaction TabcTadeTf dcTf be. An isocolored fixed
point at which this tetrahedral interaction takes a non-vanishing fixed-point value may describe the
continuum limit of a geometric model. We stress that this is not sufficient for such a fixed point to be
associated with quantum gravity. The identification as a quantum-gravity candidate can only be made
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when order parameters indicate a geometric interpretation. The fixed point possesses the positive
critical exponents

θ± = 1.35± 1.56i ... 1.95± 0.69i, θ3 = 0.38 ... 0.13. (30)

in the full hexic truncation, where the range comes from several different schemes regarding the
treatment of the anomalous dimension. We stress that it should not be taken as a complete estimate
of the systematic truncation error. The leading critical exponents are roughly compatible with the
critical exponents found for the Einstein-Hilbert truncation in three dimensions [126] with θ1 ≈ 2.5
and θ2 ≈ 0.8 which are also expected to come with significant systematic errors. We caution that this
comparison is subject to systematic errors on both sides. In fact, in three-dimensional continuum
gravity, fixed-point searches have only been conducted in the Einstein-Hilbert truncation, not including
higher-derivative operators. Therefore, it is not yet established whether there are indeed only two
relevant directions, although the fact that four-derivative curvature invariants are canonically irrelevant
could support such a conjecture. Accordingly, the comparison of critical exponents we perform here
is to be understood as a proposal for a comparison that will become more meaningful in the future,
when systematic errors are significantly reduced on both sides. Here, we only note that within
the significant systematic errors that we expect these results to have, the critical exponents of the
continuum and the tensor-model setting do not appear to be incompatible.

A second isocolored melonic fixed point with vanishing fixed-point value for the tetrahedral
interaction was also found and discussed in the appendix of [65], but with slightly complex values
for the coupling constants. The imaginary parts of the fixed-point values of the couplings exhibit a
scheme-dependence that is consistent with vanishing imaginary parts of the couplings, which would
make the fixed-point action real and thus physically admissible.

7. First Steps Towards Background-Independent Four-Dimensional Quantum Gravity

In this subsection, we discuss the first results obtained for rank-4 tensor models using the FRG.
The purpose of our presentation is illustrative and for this reason, we restrict the analysis to a simple
truncation for the effective average action. An extensive analysis employing more sophisticated
truncations will be presented elsewhere.

Studying rank-4 tensor models, whose Feynman diagrams can be identified with four-dimensional
triangulations, is certainly of great importance from a quantum-gravity perspective. If a suitable
continuum limit can be found, they could be candidates for a description of the microscopic structure
of four-dimensional quantum spacetime. While results in tensor models point towards the existence of
a branched-polymer phase [127], Monte Carlo simulations indicate that causal dynamical triangulations
could also give rise to extended four-dimensional geometries [11,128]. The case of Euclidean dynamical
triangulations is under renewed investigation [12]. The FRG is a suitable tool to complement such
simulations and discover candidates for a universal continuum limit beyond branched polymers.

We consider a complex rank-4 tensor model, i.e., we work with a random tensor Tabcd and its
complex conjugate T̄abcd of size N′. We focus on a model respecting the following symmetry

Ta1a2a3a4 → T′a1a2a3a4
= U(1)

a1b1
U(2)

a2b2
U(3)

a3b3
U(4)

a4b4
Tb1b2b3b4 ,

T̄a1a2a3a4 → T̄′a1a2a3a4
= Ū(1)

a1b1
Ū(2)

a2b2
Ū(3)

a3b3
Ū(4)

a4b4
T̄b1b2b3b4 , (31)

where repeated indices are summed over. The matrices U(i)
ab are unitary and therefore the model has

a U(N′)⊗4 symmetry. Equation (31) shows that each index of the tensor transforms independently.
Hence, U(N′)⊗4 invariance requires that the only allowed index contraction is a first index of T with a
first index of T̄, a second index of T with a second index of T̄ and so on. Consequently, an interaction
term which contains 2p tensors in total necessarily has p tensors T and p tensors T̄. Invariance under
Equation (31) also ensures that the indices of the tensors do not have any permutation symmetry.
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A continuum limit in tensor models might fall into the universality class corresponding to
the Reuter fixed point [3] (see [5,129] for recent reviews). Accordingly we bootstrap our truncation
assuming a near-canonical scaling spectrum, and choose

ΓN = ΓN,2 + ΓN,4 , (32)

with
ΓN,2 = ZNT̄a1a2a3a4 Ta1a2a3a4 , (33)

and

ΓN,4 = ḡ2,1
4,1 T̄a1a2a3a4 Tb1a2a3a4 T̄b1b2b3b4 Ta1b2b3b4 + ḡ2,2

4,1 T̄a1a2a3a4 Ta1b2a3a4 T̄b1b2b3b4 Tb1a2b3b4

+ ḡ2,3
4,1 T̄a1a2a3a4 Ta1a2b3a4 T̄b1b2b3b4 Tb1b2a3b4 + ḡ2,4

4,1 T̄a1a2a3a4 Ta1a2a3b4 T̄b1b2b3b4 Tb1b2b3a4

+ ḡ(1,2)
4,1 T̄a1a2a3a4 Tb1b2a3a4 T̄b1b2b3b4 Ta1a2b3b4 + ḡ(1,3)

4,1 T̄a1a2a3a4 Tb1a2b3a4 T̄b1b2b3b4 Ta1b2a3b4

+ ḡ(1,4)
4,1 T̄a1a2a3a4 Tb1a2a3b4 T̄b1b2b3b4 Ta1b2b3a4 + ḡ2

4,2 T̄a1a2a3a4 Ta1a2a3a4 T̄b1b2b3b4 Tb1b2b3b4 .

(34)

In Equation (33), ZN denotes the wave-function renormalization. The interactions in Equation (34)
can be represented by 4-colored graphs: For each tensor T (T̄) we associate a white (black) vertex and a
colored edge for an index. Different colors are used to indicate different index positions on the tensors.
An index contraction is represented by linking a black and a white vertex by the corresponding edge.
The corresponding diagrammatic representation of Equation (32) is shown in Figure 5. The notation for
the couplings of different interactions encode the corresponding diagrammatics, i.e., the combinatorial
structures of the interaction: The first subindex denotes the number of tensors T and T̄, while the second
one counts the number of connected components. The superindices differ for different combinatorial
structures. For cyclic melons, which consist of contractions of neighboring tensors by either three lines
or one line in alternating fashion, the superindices are not bracketed. The two superindices stand for
the number of “submelons” and the preferred color i which is the color of the single line connecting
neighboring tensors. Since this is a rank-4 model, there are four different melonic invariants, each one
selecting one distinct preferred color. A symmetry-reduced theory space, the isocolored theory space
is defined by a single coupling being assigned to all cyclic melons since those interactions have the
same combinatorial structure and just differ by the preferred color.

A distinct combinatorial structure is indicated by bracketed superindices: The couplings ḡ(1,i)
4,1

are associated with the necklaces diagrams. These interactions are such that a given white vertex is
connected to a black vertex by exactly two edges. There are three such interactions due to three possible
pairings of four indices into two groups of two. Each white vertex is connected to one of its neighbors
by the colors (1, i) in the super-index, and by the remaining two colors to its other neighbor.

Finally, the “double-trace” interaction is parameterized by the coupling ḡ2
4,2: in the subindices,

the number of connected components is two. The super-index represents the number of melons.
At higher orders in the truncation, where the first subindex is larger than four, additional superindices
must be introduced to distinguish all different combinatorial structures at fixed order in tensors and
connected components.
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Figure 5. Diagrammatic representation of the invariants present in our truncation

We aim at deriving the beta functions for the dimensionless couplings gI , where

ḡI ≡ Z2
N N[ḡI ]gI , (35)

with [ḡI ] being the canonical dimension of the coupling ḡI . We will now determine the canonical
dimensions, cf. Section 4. For the application of the flow equation one must choose a regulator
function which acts as an “infrared” suppression term, cutting off modes with indices satisfying
ap + bp + cp + dp < Nr, where r, p > 0. Our regulator choice generalizes that in [65]

R(r,p)
N ({ai} , {bi}) = ZN δa1b1 δa2b2 δa3b3 δa4b4

(
Nr

∑4
i=1 ap

i
− 1

)
θ

(
Nr

∑4
j=1 ap

j
− 1

)
. (36)

Its scale-derivative ∂t ≡ N∂N is

∂tR
(r,p)
N ({ai} , {bi}) = δa1b1 δa2b2 δa3b3 δa4b4

[
Nr ∂tZN + ZN

∑4
i=1 ap

i
− ∂tZN

]
θ

(
Nr

∑4
j=1 ap

j
− 1

)
(37)

+ZN δa1b1 δa2b2 δa3b3 δa4b4

(
Nr

∑4
i=1 ap

i

− 1

)
· δ

(
Nr

∑4
i=1 ap

i

− 1

)
· r Nr

∑4
k=1 ap

k

.

The term in the second line of Equation (37) does not yield a contribution to the flow of couplings
of index-independent interactions, since the delta-distribution appears multiplied by its argument.
With these definitions, the right-hand-side of the flow equation can be evaluated. To extract beta
functions from it, suitable projections onto the monomials spanning the theory space must be used.
Specifically, the distinct combinatorial structures at a given order in tensors can easily be distinguished,
as the flow equation generates combinatorially different contractions on the right-hand-side. To deal
with the additional index-dependence of interactions that occurs due to the symmetry-breaking
induced by the regulator, we apply the prescription from [65]. Specifically, the regulator can either
sit on an index forming a closed loop, or an index occurring on a tensor and antitensor. To project
onto symmetry-invariant monomials only, we set indices in the regulator to zero, if they also occur
on a tensor. This splits the index-trace into two parts: The contraction of tensors and their complex
conjugates decouples from the regulator trace and is directly recognizable as one of the different
combinatorial structures in Equation (33) or (34). The regulator trace consists of a trace over indices
running through the regulator and its derivative, which can be rewritten as an integral in the
large-N limit.
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The resulting beta functions for the dimensionless couplings as well as the anomalous dimension
η ≡ −∂tZN/ZN are, respectively,

η = 2 I3
2(p)N[ḡ2,i

4,1]+
3r
p

4

∑
i=1

g2,i
4,1 + 4 I2

2(p)N[ḡ(1,i)
4,1 ]+ 2r

p
4

∑
i=2

g(1,i)
4,1 + 2 I4

2(p)N[ḡ2
4,2]+

4r
p g2

4,2 , (38)

βg2,i
4,1

=
(

2η − [ḡ2,i
4,1]

)
g2,i

4,1 + 4 I3
3(p)N[ḡ2,i

4,1]+
3r
p (g2,i

4,1)
2 + 8 I1

3(p)N2[ḡ(1,i)
4,1 ]−[ḡ2,i

4,1]+
r
p

4

∑
j=2

∑
k>j

g(1,j)
4,1 g(1,k)

4,1

+ 8 I2
3(p)N[ḡ(1,i)

4,1 ]+ 2r
p g2,i

4,1

4

∑
j=2

g(1,j)
4,1 , (39)

β
g(1,i)

4,1
=

(
2η − [ḡ(1,i)

4,1 ]
)

g(1,i)
4,1 + 8 I2

3(p)N[ḡ(1,i)
4,1 ]+ 2r

p (g(1,i)
4,1 )2 + 8 I1

3(p)N[ḡ2,i
4,1]+

r
p g(1,i)

4,1

4

∑
j=1

g2,j
4,1 , (40)

βg2
4,2

=
(

2η − [ḡ2
4,2]

)
g2

4,2 + 8 I2
3(p)N2[ḡ2,i

4,1]−[ḡ2
4,2]+

2r
p

4

∑
i=1

∑
j>i

g2,i
4,1g2,j

4,1

+ 8 I1
3(p)N[ḡ2,i

4,1]+[ḡ(1,i)
4,1 ]−[ḡ2

4,2]+
r
p

4

∑
i=1

4

∑
j=2

g2,i
4,1g(1,j)

4,1 + 8 I3
3(p)N[ḡ2,i

4,1]+
3r
p g2

4,2

4

∑
i=1

g2,i
4,1

+ 16 I2
3(p)N[ḡ(1,i)

4,1 ]+ 2r
p g2

4,2

4

∑
i=2

g(1,i)
4,1 + 4 I4

3(p)N[ḡ2
4,2]+

4r
p (g2

4,2)
2 , (41)

where Ii
j(p) are threshold integrals provided in Appendix A for p = 1, 2.

The canonical dimensions for the couplings are not fixed in Equations (38)–(41). They are fixed by
demanding that Equations (38)–(41) admit a 1/N expansion starting with a non-trivial contribution at
order (1/N)0. In the expression for the anomalous dimension, Equation (38), the large-N limit can be
taken if the canonical dimensions satisfy the following bounds

3r
p
+ [ḡ2,i

4,1] ≤ 0 ,
2r
p
+ [ḡ(1,i)

4,1 ] ≤ 0 ,
4r
p
+ [ḡ2

4,2] ≤ 0 . (42)

Equation (39) imposes a new constraint for the canonical dimensions, namely

2[ḡ(1,i)
4,1 ]− [ḡ2,i

4,1] +
r
p
≤ 0 , (43)

while the beta function for the necklaces (40) does not introduce any new conditions. Finally, the beta
function for the double-trace couplings constrains the canonical dimensions by

2r
p
+ 2[ḡ2,i

4,1]− [ḡ2
4,2] ≤ 0 and [ḡ2,i

4,1] + [ḡ(1,i)
4,1 ]− [ḡ2

4,2] +
r
p
≤ 0 . (44)

From Equations (42)–(44), we obtain upper bounds for the coupling’s canonical dimensions
(or relations between them). Couplings decouple from the set of beta functions if their canonical
dimension is chosen below the corresponding upper bounds. In this sense choosing the upper bounds
as the canonical dimensions leads to the most non-trivial set of beta functions at large N. We tentatively
consider a decoupling of interactions through such choices artificial, hence, we choose the upper
bounds as the canonical dimension for the couplings. We start by demanding that

[ḡ2,i
4,1] = −

3r
p

. (45)

This is exactly what one would expect based on [ḡ2,i
4,1]rank−3 = −2r (for p = 1) in the rank-3 case:

The contraction of one additional index in the rank-4 case requires an additional suppression by 1/N
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(for r/p = 1). The first inequality of (44) implies [ḡ2
4,2] ≥ −4r/p. Yet, the third inequality of (42)

enforces [ḡ2
4,2] ≤ −4r/p. Therefore, given the choice in Equation (45), the canonical dimension for the

double-trace coupling is completely fixed, i.e.,

[ḡ2
4,2] = −

4r
p

. (46)

This is in accordance with the expectation from the rank-3 case, as well as the reasoning that the
additional “trace” of this interaction in comparison to the quartic cyclic-melonic interaction should
lead to an additional suppression by 1/N (for r = p). Finally, using (45) and (46) in (42)–(44) results in
[ḡ(1,i)

4,1 ] ≤ −2r/p, i.e., the canonical dimension for the necklaces is not fixed uniquely. We choose

[ḡ(1,i)
4,1 ] = −2r

p
. (47)

The scaling dimensions are functions of the ratio r/p. Hence, if one chooses the “standard”
scaling, i.e., setting the power of the infrared cutoff N equal to that of the “momentum” scale, r = p,
the dimensions are always −3, −4 and −2 for the cyclic melons, multi-trace and necklaces interactions,
respectively. For those fixed points that do not feature dimensional reduction, the choice r = p is
preferred based on a geometrical argument, see Section 4. Nevertheless, the threshold integrals Ii

j
depend on those parameters in a non-trivial way which implies that different choices of (r, p) lead to
different numerical coefficients in the beta functions. Thus, choosing different values r and p while
keeping all canonical dimensions fixed tests the scheme/regulator dependence of our calculation.

In the large-N limit and using Equations (45)–(47) with r = p = 1, the system of beta functions
reduces to

η =
1

20
(5− η)

4

∑
i=1

g2,i
4,1 +

1
3
(4− η)

4

∑
i=2

g(1,i)
4,1 +

1
90

(6− η)g2
4,2 , (48)

which can be solved for η leading to

η =
3
(

15 ∑4
i=1 g2,i

4,1 + 80 ∑4
i=2 g(1,i)

4,1 + 4g2
4,2

)
180 + 9 ∑4

j=1 g2,i
4,1 + 60 ∑4

j=2 g(1,j)
4,1 + 2g2

4,2

, (49)

and

βg2,i
4,1

= (2η + 3) g2,i
4,1 +

1
15

(6− η)(g2,i
4,1)

2 +
2
3
(4− η)

4

∑
j=2

∑
k>j

g(1,j)
4,1 g(1,k)

4,1 +
2
5
(5− η)g2,i

4,1

4

∑
j=2

g(1,j)
4,1 , (50)

β
g(1,i)

4,1
= (2η + 2) g(1,i)

4,1 +
2
5
(5− η)(g(1,i)

4,1 )2 , (51)

βg2
4,2

= (2η + 4) g2
4,2 +

2
5
(5− η)

4

∑
i=1

∑
j>i

g2,i
4,1g2,j

4,1 +
2
3
(4− η)

4

∑
i=1

4

∑
j=2

g2,i
4,1g(1,j)

4,1

+
2

15
(6− η)g2

4,2

4

∑
i=1

g2,i
4,1 +

4
5
(5− η)g2

4,2

4

∑
i=2

g(1,i)
4,1 +

1
63

(7− η)(g2
4,2)

2 . (52)

We highlight several key features of the above system: Firstly, unlike in the quartic truncation
for the rank-3 complex tensor model [64], there is a class of interactions, the necklaces, which are
not melonic. On the other hand, in the real rank-3 tensor model, see [65], a non-melonic interaction
is present already at the quartic order. It does not contribute to the anomalous dimension at large
N. As a difference to these two examples, Equations (48) and (49) show that all couplings contribute
to the anomalous dimension in the complex rank-4 model, including the non-melonic (necklaces)
couplings. This is the first evident structural difference between the present beta functions and the
rank-3 ones [64,65].
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Secondly, after choosing the canonical dimension for the melonic coupling ḡ2,i
4,1, the canonical

dimension for the double-trace coupling is fixed uniquely. Its value differs from the canonical
dimension of the melonic coupling. Consequently, interactions which contain the same number
of fields (tensors) as well as sums over indices (which are the analogue of an integral over momenta
in ordinary quantum field theories on a background) scale with different powers at large N. This is
an intrinsic property of the combinatorially non-trivial structure of the interactions in tensor models,
see also [64,65,88]. We caution that if the double-trace interaction was not introduced in the present
truncation, one could choose the canonical dimension for the necklaces to be the same as the canonical
dimension of the melonic coupling. This would lead to the misleading conclusion that is possible to
choose the same canonical dimension for all interactions with a given number of tensors.

We look for fixed points of the system of beta functions Equations (49)–(52). The strategy is the
same as the one employed in [64,65]: Firstly, zeros of the beta functions are obtained in a perturbative
approximation, i.e., the anomalous dimension is taken as a polynomial function of the couplings,

ηp =
1
4

4

∑
i=1

g2,i
4,1 +

4
3

4

∑
i=2

g(1,i)
4,1 +

1
15

g2
4,2 . (53)

With Equation (53), the beta functions are polynomials in the couplings. Hence finding their zeros
is easily achieved with computer software. Once the zeros are obtained, several criteria are applied to
filter out candidates for physical fixed points. These include the regulator bound8 ηp < 1. Furthermore,
the critical exponents should stay bounded such that the bootstrap strategy for the choice of truncation
is justified. Finally, we demand stability under extensions of the truncation. Given the limited nature
of our investigation for the purposes of this review, the only extension is that from the perturbative
form of the anomalous dimension in Equation (53) to the full expression in Equation (49).

The resulting candidates for physical universality classes can be separated into two main
classes: those with enhancement of the U(N′)⊗4 symmetry to U(N′2)⊗U(N′)⊗2, U(N′3)⊗U(N′) or
U(N′4) display dimensional reduction, i.e., the associated continuum limit would not correspond to
four-dimensional geometries. In contrast, those with U(N′)⊗4 symmetry might be possible candidates
for a suitable continuum limit which could correspond to 4d quantum gravity. The following results
are quoted for the case r = p = 1 unless stated otherwise.

7.1. Symmetry-Enhanced Fixed Points: Dimensional Reduction in Tensor Models

The U(N′)⊗4 symmetric theory space contains symmetry-enhanced subspaces, such as, e.g.,
U(N′2) ⊗ U(N′)⊗2. To achieve the corresponding enhancement of symmetry, interactions which
violate it must be switched off. This happens at several fixed points in our truncation9. The enhanced
symmetry is broken if there is at least one non-vanishing interaction for each of the four colors that treats
this color differently form the remaining colors. Therefore, although it appears slightly paradoxically
at first glance, fixed points which are not invariant under color permutations typically feature a larger
symmetry than U(N′)⊗4. The breaking of the color-permutation symmetry at the fixed point10 allows
for some interactions to vanish such that a pair, or even triple, of indices can be summarized into
one “super-index". This super-index features an U(N′2) (or even U(N′3)) symmetry. Consequently,
the interactions which are turned on at the fixed point can be described by lower-rank tensors. This is
a form of dimensional reduction, i.e., the lower-rank tensors “tessellate” lower-dimensional discrete

8 As discussed in [130] and adapted to tensor models in [65], the condition that the regulator diverges at N → N′ → ∞
imposes a bound on the anomalous dimension. For our regulator choice Equation (36) this is η < r.

9 Please note that while symmetry-enhanced subspaces are invariant under the flow, this does not automatically imply that
they must feature interacting fixed points; it can also be the case that the symmetry-enhanced hypersurface is a fixed surface
of the flow.

10 The color-permutation symmetry is still intact in the full theory space, as each such fixed point automatically comes with
partners related by a color permutation.
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geometries. For instance, at a fixed point at which two pairs of indices are summarized into two
superindices, the rank-4-model reduces to a matrix model, which encodes random geometries in
two dimensions.

The enhancement in symmetry and dimensional reduction entails that universality classes of
lower-rank-models can be reproduced. Two comments are in order here.

Firstly, the recovery of “lower-dimensional” universality classes requires to exploit the freedom
in the choice of regulator in Equation (36) such that the canonical dimensions of the interactions agree
with those of the lower-rank-model. For instance, the quartic cyclic-melonic couplings have canonical
dimension −3r/p in the rank-4- case and −2 in the rank -3 case for r = p = 1. Choosing r/p = 2/3
for the rank-4-case leads to an agreement in the canonical dimension of the cyclic melons. Analogous
choices for different fixed points will be spelled out below. We emphasize that the choice of
canonical dimension of quartic interactions is grounded in geometric arguments. Therefore, for each
dimensionality d, there is a unique choice of r/p for each rank n, such that the canonical scaling
exponents agree with those required for an identification of the dual of the tensor model with random
geometries in d dimensions. This choice appears to be r/p = 1 for n = d, but differs if n �= d.

Secondly, the symmetry-enhanced fixed points are embedded in a larger theory space with
symmetry-breaking directions. Therefore, additional relevant directions might exist which entail
additional tuning required to reach the fixed point. Similar enlargements of universality classes are
well known in statistical physics. For instance, the scaling exponents for the O(N + M) Wilson-Fisher
fixed point can be recovered within a O(N)⊕O(M) symmetric theory space. Yet, an additional relevant
direction is associated with the additional tuning required to reach this critical point, see, e.g., [131].
We will check on a case-by-case basis whether dimensional reduction requires additional tuning, or
whether it is a preferred IR endpoint of tensorial RG flows.

The set of beta functions given by Equations (49)–(52) admits the following symmetry-enhanced
fixed points:

• Cyclic-Melonic Single-trace Fixed Point: Only one representative of the cyclic-melonic interactions
g2,i

4,1 is non-vanishing at this fixed point. For a given cyclic melon, e.g., g2,1
4,1, the interaction can be

expressed as
g2,1

4,1T̄a1a2a3a4 Tb1a2a3a4 T̄b1b2b3b4 Ta1b2b3b4 −→ g2,1
4,1T̄a1 I Tb1 I T̄b1 J Ta1 J , (54)

where the super-index I condenses three of the initial indices and thereby enhances the symmetry
of the model to U(N′) ⊗ U(N′3). Consequently, the fixed-point dynamics is described by a
single-matrix model. The corresponding continuum limit is not associated with 4d quantum
gravity but rather expected to yield the well-known pure-gravity scaling exponent in 2d.
For r = p = 1 this fixed point features two relevant directions in our simple truncation, θ1 = 3.47
and θ2 = 0.31. Due to the systematic error associated with the truncation the present results
are insufficient to establish whether the second relevant direction turns into an irrelevant one.
We provide a rough estimate for a lower bound on the systematic error by exploiting the freedom
in the shape function: Considering, for instance, a “spherical” cutoff function, i.e., r = p = 2,
this fixed point also displays two relevant directions with critical exponents θ1 = 3.71 and
θ2 = 0.22.

Although associated with a matrix model, the critical exponents reported are far from the exact
result obtained for the pure-gravity scaling exponent in 2d, (θ = 0.8). This is similar to the result
obtained in the rank-3 real model in [65] and a consequence of the canonical dimensional of
the cyclic-melonic coupling for r/p = 1. Instead setting r = 1/3 for p = 1 implies [ḡ2,i

4,1] = −1
in agreement with the canonical dimension of the quartic interaction in matrix models. In this
case, the fixed point has two relevant directions with critical exponents θ1 = 1.05 and θ2 = 0.11.
For the prescription for critical exponents reported in Section 5, we obtain θ̃1 = 0.44 and θ̃2 = 0.11.
More sophisticated truncations are necessary to establish whether the second critical exponents
are indeed positive.
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• Multi-trace-Bubble Fixed Point: All interactions but the double-trace g2
4,2 one vanish at this fixed

point. The remaining interaction can be expressed as

g2
4,2T̄a1a2a3a4 Ta1a2a3a4 T̄b1b2b3b4 Tb1b2b3b4 −→ g2

4,2T̄I TI T̄J TJ , (55)

where all indices are collected in one single super-index I. Such a term is characterized by an
enhanced symmetry U(N′4) and it describes a vector model. This fixed point displays four
relevant directions: θ1 = 4.69 and θ2,3,4 = 0.20. The three-fold degeneracy is a consequence of an
exchange-symmetry between the three directions that break the enhanced symmetry. The small
absolute value of θ2,3,4 does not permit to determine whether there are four relevant directions in
total. In fact, the same fixed-point structure is seen in the rank-3 model [65]: there, it features
two relevant directions in the quartic truncation while in the hexic truncation, only one relevant
direction remains, see [65].

• Single-necklace Fixed Point: Only one necklace interaction is non-vanishing at this fixed point.
All other interactions in our truncation vanish. Beyond the truncation, only interactions respecting
the corresponding enhanced symmetry are present. Due to the color-permutation symmetry in
the theory space, there are three such fixed points, each characterized by a different non-vanishing
necklace. If one takes, e.g., g(1,2)

4,1 to be the non-vanishing necklace at the fixed point, the interaction
term can be expressed as

g(1,2)
4,1 T̄a1a2a3a4 Ta1a2b3b4 T̄b1b2b3b4 Tb1b2a3a4 −→ g(1,2)

4,1 T̄I J TIKT̄LKTLJ , (56)

where the two index pairs are collected in one super-index I. Therefore, the interaction features
an enhanced U(N′2)⊗U(N′2) symmetry. Accordingly, it describes a matrix model with matrices
(T̄, T). This symmetry enhancement is associated with an effective dimensional reduction:
the continuum limit associated with this fixed point does not correspond to 4d quantum gravity,
but 2d random geometries. This fixed point has one relevant direction with critical exponent
θ = 2.27. The naive value of the universal scaling exponent deviates strongly from the exact result
θ = 0.8. We attribute the difference to the fact that the canonical dimension for the necklaces
couplings is −2 and not −1 as would be in the assignment of the canonical dimensions in matrix
models, see [40]. By choosing r = 1/2 for p = 1, the fixed point exhibits one relevant direction
with scaling exponent θ = 1.07 which gets closer to the exact result. The second prescription for
the universal scaling exponents yields θ̃ = 0.42.

As a simple check of the robustness of these results, we explore the choice r = p = 2. We obtain
one relevant direction with critical exponent θ = 2.37. Assigning dimension −1 for p = 2
requires r = 1. For this choice, the fixed point has one relevant direction with critical exponent
θ = 1.09. The results are qualitative and even numerically compatible with those discussed for
p = 1, giving a first hint towards stability under different choices of scheme.

The above fixed points are characterized by a single interaction type. Symmetry-enhanced fixed
points with more than one non-vanishing interaction are also possible. These include, e.g.,

• One Cyclic-Melonic Multi-trace Fixed Point: At this fixed point, just one cyclic-melonic interaction
of a given preferred color and the double-trace interaction are non-vanishing. If one selects, e.g.,
the coupling g2,1

4,1 to be the non-vanishing cyclic melon, the interactions at the fixed point are
given by

g2,1
4,1T̄a1a2a3a4 Tb1a2a3a4 T̄b1b2b3b4 Ta1b2b3b4 + g2

4,2T̄a1a2a3a4 Ta1a2a3a4 T̄b1b2b3b4 Tb1b2b3b4

−→ g2,1
4,1T̄a1 I Tb1 I T̄b1 J Ta1 J + g2

4,2T̄a1 I Ta1 I T̄b1 J Tb1 J , (57)

Three indices are condensed in one super-index I, enhancing the symmetry to U(N′)⊗U(N′3).
Accordingly, the fixed point is associated with a matrix model. It features one relevant direction
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and the associated critical exponent is θ = 3.06. In fact, for this case, one cannot reproduce both
canonical scaling dimensions for matrix models. To obtain agreement for the single-trace quartic
coupling, one should again choose r/p = 1/3. This yields a canonical dimension of −1 for the
single-trace coupling, but −4/3 for the double-trace, whereas the corresponding dimensions in
the matrix model are −1 and −2. Therefore, it is not clear whether this fixed point admits an
interpretation in terms of a matrix model for random geometries.

Beyond the fixed-point candidates reported here, further zeros of the beta functions characterized
by symmetry enhancement are also obtained. As particular examples, one finds zeros where one
cyclic-melonic interaction together with one necklace and the multi-trace interactions are turned on.
Due to the different combinatorial structures, the corresponding dynamics can be mapped to that of a
rank-3 model as illustrated in Figure 6. As the cyclic melons and necklaces feature different canonical
dimensions, the corresponding model would presumably be a 2-tensor model. A further zero of
the system of beta functions features a single necklace and the double-trace interaction. However,
in the present truncation, such zeros of the beta functions violate the regulator bound. Therefore,
we tentatively discard them and do not consider them as candidates for fixed points, i.e., universal
scaling regimes. More refined studies are necessary to robustly confirm this characterization.

Figure 6. Illustration of symmetry enhancement: At a fixed point which features the cyclic melon with

coupling g2,1
4,1 and the necklace with coupling g(1,2)

4,1 , two indices, represented by green and red dashed
lines are collected in one red double-line which represents a super-index. At a fixed point which only

features the necklace g(1,2)
4,1 , the index pair (1, 2) as well as the pair (3, 4) can be summarized to two

superindices, entailing a reduction to a matrix model.

7.2. Candidates for Four-Dimensional Emergent Space

In this subsection, we discuss a fixed point which does not feature symmetry enhancement
of the form as discussed previously and therefore cannot be mapped to a lower-rank single tensor
model. Thus, it might be a potential candidate for the description of 4d quantum gravity. Of course,
establishing a universality class for 4d quantum gravity requires much more than just finding a
fixed point without dimensional reduction of the form discussed above. After all, the Hausdorff and
spectral dimensions as well as further properties of the emergent geometry have not been studied
yet. Nevertheless, the existence of a fixed point that does not admit dimensional reduction to a model
of lower rank is most likely a necessary requirement for a universality class for 4d quantum gravity.
If corroborated by further studies, our result might therefore constitute the very first step on a path
towards 4d quantum gravity from tensor models.

Here, we focus on isocolored fixed points, i.e., those that display the same values for all couplings
associated with different colors. In other words, we restrict the fixed points to a symmetry-enhanced
subspace which explicitly realizes a discrete color-permutation symmetry in all interactions. It is still
characterized by the U(N′)⊗4 symmetry and does not feature dimensional reduction to a model of
lower rank. We conjecture that in the continuum, color-distinguishing structures should not play any
role. This is based on the expectation that color is not associated with a physical property of continuum
geometries and therefore only isocolored fixed points should matter. We caution that this might be a
naive viewpoint, since the unequal treatment of colors could introduce more sophisticated structures.
As stressed before, the identification of universality classes with actual relevance for 4d quantum
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gravity requires further insights into the emergent geometries. Here, we restrict ourselves to a very
first mapping of different fixed-point structures in the theory space.

In the quartic truncation, one completely isocolored fixed points is found. At this fixed point,
all couplings are non-vanishing. Consequently, there is no symmetry enhancement of the U(N′)⊗4

symmetry (apart from the discrete color-permutation symmetry) which would allow for an immediate
identification of dimensional reduction. The fixed point as well as the corresponding critical exponents
for r = p = 1 are displayed in Table 5: the isocolored fixed point features three relevant directions.
A simple test of the scheme-dependence of this result can be performed by changing the regulator to
r = p = 2. The isocolored fixed point persists and features positive critical exponents θ1 = 3.41 and
θ2,3 = 0.18 very close to the values for r = p = 1.

Table 5. Fixed point and critical exponents values for the isocolored fixed point with r = p = 1.

g2,i
4,1 g(1,j)

4,1 g2
4,2 η θ1 θ2,3 θ4,5 θ6,7,8

−0.09 −0.07 −5.70 −0.91 3.44 0.18 −0.40± 0.07 i −0.56

A subset of these relevant directions could be associated with the tuning towards the isocolored
symmetry. To isolate such directions, we re-investigate the fixed point in an isocolored truncation,
where the different color couplings are identified in Equation (34): g2,1

4,1 = g2,2
4,1 = g2,3

4,1 = g2,4
4,1 = g2

4,1

and g(1,2)
4,1 = g(1,3)

4,1 = g(1,4)
4,1 = g4,1. The theory space in this truncation is spanned by three couplings.

For r = p = 1, the fixed point displays one relevant direction associated with θ = 3.44. Consequently,
the two extra relevant directions that appear in the non-isocolored truncation are associated with an
additional tuning of couplings to achieve the color symmetry at the fixed point. As discussed above,
it remains to be investigated whether color-symmetry breaking can be given any physical meaning
in random geometries. Therefore, it is currently open whether one should only compare the leading
relevant critical exponent θ1 = 3.44 to the critical exponents characterizing gravity in the continuum
limit, i.e., the critical exponents of the Reuter fixed point, or whether one should also include θ2,3 in the
comparison of universality classes.

The isocolored fixed point serves as a prototypical example of a fixed-point structure which does
not manifest dimensional reduction at the level of the basic building blocks used to generate random
geometries. This is only a necessary condition for a universality class associated with 4d quantum
gravity, and the physical nature of the continuum limit associated with such a fixed point still needs to
be investigated.

Going beyond the isocolored theory space, different fixed-point structures than the completely
isocolored one which do not feature symmetry enhancement can be found. In particular, there are fixed
points where all couplings are turned on, but for instance, not all couplings of a given combinatorial
structure attain the same value. These fixed points are not color-permutation invariant. A detailed
discussion of these new universality classes is beyond the scope of the present review and will be
reported in a separate work.

Finally, it is worth mentioning a comparison between the results presented here and those derived
for tensorial (group) field theories. As a first remark, the theory spaces of tensor models and tensorial
(group) field theories are different. The reason behind that is the presence of a kinetic term in tensorial
(group) field theories which is not invariant under unitary or orthogonal transformation of the tensors
(in group field theories, of the generalized Fourier component of the group field). In tensor models, the
regulator term is responsible for inducing such a symmetry-breaking. Therefore, symmetry-violating
terms are generated along the RG flow. Nevertheless, the symmetric theory space does not feature
index-dependent interactions which naturally arise in tensorial (group) field theories. In particular,
this also entails a difference in the Ward-identities of the two settings. Consequently, while tensor
models and tensorial GFTs share the combinatorial structure, the RG flow as well as potential fixed
points differ. If the additional structure in GFTs is not relevant for the continuum limit, then the same
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universality class should exist in both settings. Yet, it might be the case that pure tensor models do not
contain enough structure to provide a suitable continuum limit which would describe our universe. In
this case, further geometric data arising from group theoretic structures should be incorporated. As
long as this question is not settled, a parallel development of tensor models and (tensorial) GFTs is
indicated. Furthermore, we highlight that the development of the FRG in tensor models and tensorial
(group) field theories should go together since the theories have the same combinatorial structure and
at least at the technical if not the conceptual level, fruitful transfers of ideas can be expected.

8. Outlook: Converging to Quantum Gravity from Different Directions

We advocate the point of view that an understanding of (key aspects of) quantum gravity can be
achieved by making sense of the path integral for quantum gravity. In tensor models, the path integral
is interpreted as a sum over random geometries. This sum can be tackled in a dual formulation,
where rank d tensors form building blocks of d-dimensional space(time). The FRG equation is
equivalent to the path integral, as it is simply a way of rewriting an integral into a differential equation
that tracks the change of the integral under a change of a parameter in the integrand. This abstract setup
translates into the well-known local coarse graining in quantum field theories defined on a background.
We highlight that the notion of coarse graining also makes sense in a background-independent setting.
In this setting, the number of degrees of freedom provides a background-independent notion of scale.
In accordance with the intuition behind the a-theorem, the RG flow goes from many to few degrees
of freedom. For tensor models, this corresponds to an RG flow in the tensor size N. RG fixed points
play a crucial role, as they provide universality in the large N limit. Physically, this provides a phase
transition in the space of couplings that leads to a continuum phase that is independent of unphysical
microscopic details.

The path integral for quantum gravity is a point of convergence for a diverse set of viewpoints,
e.g., [2–19,132,133]. The configuration space that is summed over in these settings typically includes
a sum over (discretized) geometries. The inclusion of non-geometric configurations, e.g., [133] or
summation over topologies, is one distinguishing feature of the different approaches that could be of
physical relevance. Restricting to the sum over geometries, different approaches to the path integral
implement this summation in mathematically distinct ways. These have diverse advantages, such as a
direct access to large-scale properties of emergent geometries from lattice simulations, see, e.g., [134],
a straightforward way of discovering universality classes and characterizing them by their scaling
exponents in tensor models [64,65], and a direct link to phenomenological questions and the interplay
between quantum gravity and matter in the continuum asymptotic safety approach [5,129] to name
just a few. We advocate the point of view that such different approaches need not necessarily be
considered as competitors in the race towards the goal of discovering quantum gravity. Rather,
these different approaches can be viewed as different windows that allow us to view and explore
distinct aspects of quantum gravity. In the best case, these are complementary, and a comprehensive
understanding of quantum spacetime can emerge if key results and strengths from these diverse
directions are brought together to form one coherent big picture. As in many other settings, a diversity
of viewpoints can accelerate the discovery of a solution to a tough challenge—in this case, quantum
gravity. Yet, a diversity of viewpoints brings a new challenge, namely the potential lack of a common
language. In quantum gravity, different approaches are often formulated in mathematically very
dissimilar ways, making it challenging to extract common physics. Here, we advocate that the
functional RG setup could provide one option for a common language shared by different approaches.
In particular, it allows one to evaluate scaling exponents linked to a universal continuum limit.
These universal exponents can be compared, e.g., from continuum asymptotic safety and tensor
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models11. Once the required precision has been reached in advanced approximation of the full RG
flow, such a quantitative comparison will unveil whether these approaches to the gravitational path
integral encode the same physics. In the most straightforward setup for tensor models, full agreement
with scaling exponents from CDTs or continuum asymptotic safety is probably not expected. This is
due to the difference in configuration spaces in the respective approaches to the path integral. For
instance, the gluing rules encoding causality in CDTs are expected to lead to a restriction on the
allowed (multi)-tensor interactions. Following [73], the corresponding tensor model, once set up, can
be explored by means of the FRG, and a characterization of the universality class is possible.

Understanding the quantum structure of spacetime is a challenging goal. We advocate that the
complementarity that different approaches to the path integral for quantum gravity exhibit is a highly
promising starting point. Tensor models could be helpful in this quest as they could contribute to
bridging the gap between discrete numerical and analytical continuum approaches by allowing for
a discrete analytical approach. We propose that background-independent functional RG techniques
could potentially act as a catalyst for breakthroughs. Specifically, they allow us to discover and
characterize universality classes for the continuum limit in tensor models. This could provide one of
the missing links towards a background-independent understanding of quantum gravity.

Even if this hope is not realized, tensor models could constitute a stand-alone approach to the
path integral for gravity. To that end, going beyond the simplest form of the large N limit, which leads
to a branched-polymer phase, appears to be necessary. We highlight the potential use of the FRG in
this context, as it is a highly flexible tool allowing to search for universal scaling regimes in diverse
tensor-model theory spaces. In particular, setting up truncations adapted to different assumptions
regarding the nature of the universality class (e.g., near-canonical vs. fully non-perturbative) could
give access to different continuum limits.
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potentially interesting infrared limit, requires one of the two scenarios to hold. On the other hand, this does not imply that
the universality class need be that of the Reuter fixed point, which is asymptotic safety of a path integral with a particular
choice of configuration space. In principle, it might be that the asymptotic safety scenario is realized in mathematically and
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Appendix A. Threshold Integrals

In this appendix we list the expressions for the threshold integrals that appear in the beta
functions (38)–(41):

I2
2(1) =

1
12

(4− η) ,

I3
2(1) =

1
40

(5− η) ,

I4
2(1) =

1
180

(6− η) ,

I1
3(1) =

1
12

(4− η) ,

I2
3(1) =

1
20

(5− η) ,

I3
3(1) =

1
60

(6− η) ,

I4
3(1) =

1
252

(7− η) ,

I2
2(2) =

π

24
(3− η) ,

I3
2(2) =

π

70
(7− 2η) ,

I4
2(2) =

π2

192
(4− η) ,

I1
3(2) =

1
35

(7− 2η) ,

I2
3(2) =

π

48
(4− η) ,

I3
3(2) =

π

126
(9− 2η) ,

I4
3(2) =

π2

320
(5− η) . (A1)
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Abstract: This manuscript aims at giving new advances on the functional renormalization group
applied to the tensorial group field theory. It is based on the series of our three papers (Lahoche,
et al., Class. Quantum Gravity 2018, 35, 19), (Lahoche, et al., Phys. Rev. D 2018, 98, 126010) and
(Lahoche, et al., Nucl. Phys. B, 2019, 940, 190–213). We consider the polynomial Abelian U(1)d

models without the closure constraint. More specifically, we discuss the case of the quartic melonic
interaction. We present a new approach, namely the effective vertex expansion method, to solve the
exact Wetterich flow equation and investigate the resulting flow equations, especially regarding the
existence of non-Gaussian fixed points for their connection with phase transitions. To complete this
method, we consider a non-trivial constraint arising from the Ward–Takahashi identities and discuss
the disappearance of the global non-trivial fixed points taking into account this constraint. Finally,
we argue in favor of an alternative scenario involving a first order phase transition into the reduced
phase space given by the Ward constraint.

Keywords: nonperturbative renormalization group; quantum gravity; random geometry

1. Introduction

In seeking a theory to unify modern physics, i.e., a well-defined theory of quantum gravity,
numerous contributions have been made. Despite the fact that none of them has given a complete
resolution to the problem, several major advances have been observed. Of these advances, we
count the very recent propositions such as loop quantum gravity [1,2], dynamical triangulation [3–5],
noncommutative geometry [6,7], group field theories (GFTs) [8–12], and tensors models (TMs) [13–22].
These approaches are considered as new background independent approaches according to several
theoreticians. GFTs are quantum field theories over the group manifolds and are considered as the
second quantization version of loop quantum gravity [12]. These theories are characterized by the
specific form of non-locality in their interactions. TMs, especially colored ones, allow one to define
probability measures on simplicial pseudo-manifolds such that the tensor of rank d represents a
(d− 1)-simplex. TMs admit the large N-limit (N is the size of the tensor) dominated by the graphs
called melons, thanks to the Gurau breakthrough [20–22]. The large N-limit or the leading order
encodes a sum over a class of colored triangulations of the D-sphere, and its behavior is a powerful
tool that allows us to understand the continuous limit of these models through, for instance, the study
of critical exponents and phase transitions. TM and GFT are combined to give birth to a new class of
field theories called tensorial group field theory. These class of field models enjoy renormalization and
asymptotic freedom [23–38].

Universe 2019, 5, 86; doi:10.3390/universe5030086 www.mdpi.com/journal/universe45
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Using the functional renormalization group (FRG) method, it is also possible to identify the
equivalent of the Wilson–Fisher fixed point for some particular cases of models.

There are several ways to introduce the FRG in field theories. The first approach is the one
pioneered by Wilson, simple and intuitive and therefore yielding a powerful way to think about
quantum field theories [39,40]. This method allows a smooth interpolation between the known
microscopic laws IR-regime and the complicated macroscopic phenomena in physical systems’
UV-regime and is constructed with the incomplete integration as the cutoff procedure. Well after,
Polchinski provided a new approach called the Wilson–Polchinski FRG equation [41] to address the
same question inspired by the Wilson method. This very practicable method may be integrated with an
arbitrary cutoff function and expanded up to the next leading order of the derivative expansion. Despite
the fact that all these approaches seem to be nonperturbative, in practice, the perturbative solution has
appeared more attractive. More recently, the so-called Wetterich flow equation [42]was proposed to
study the nonperturbative FRG, and this study requires approximations or truncations and numerical
analysis, which is not very well controlled. The FRG equation allows determining the fixed points
and probably the phase transition. These phase transitions in the case of TGFTmodels may help to
identify the emergence of general relativity and quantum mechanics through the pre-geometrogenesis
scenario [43–46]. Indeed, the way the quantum degrees of freedom are organized to shape a geometric
structure that can be identified with a semi-classical space-time is one of the challenges for the GFT
approach. In the geometrogenesis point of view, the standard space-time geometry is understood
as an emergent property, the scenario leading to this geometric limit being assumed quite close to
Bose–Einstein condensation in condensed matter physics. Evidences for this scenario were provided
by FRG analysis [47–55]. In the recent works [56–58], the effective vertex expansion (EVE) method was
used in the context of the FRG. This leads to the definition of a new class of equations called structure
equations that help to solve the Wetterich flow equations. Taking into account the leading order
contribution in the symmetric phase, the non-perturbative regime without truncation can be studied.
The Ward–Takahashi (WT) identities are also derived [59–61] and become a constraint along the flow.
Note that the WT-identities are universal for all field theories having a symmetry, and are not specific
to TGFT. Therefore, all the fixed points must belong inside the domain of this constraint line, before
being considered as an acceptable fixed point. In the case of quartic melonic TGFT models, it has been
shown that the fixed point occurring from the solution of the Wetterich equation violates this constraint
for any choice of the regulator function. This violation is also independent of the method used to find
this fixed point, whether it is the truncation or the EVE method. This point will be discussed carefully
in this note. Let us remark that most of the TGFT models previously studied in the literature were
shown to admit at least a nontrivial fixed point and therefore a phase transition. The phase transitions
are very useful in the likely emergence of the metric and are linked to the existence of fixed points,
which becomes unavoidable in the search for models that may probably describe our universe after the
geometrogenesis scenario. However, in this paper, we study the quartic T4-TGFT models and prove
that no fixed points can be found. First of all, we consider the Wilson–Polchinski renormalization
group method and show the weakness of this method in the nonperturbative regime. Then, we
consider the nonperturbative Wetterich flow equation from which the nonperturbative analysis can
be made by an approximation on the average effective action, called truncation. The EVEmethod is
used to get around the approximation and therefore solves the flow without truncation. The set of
Ward–Takahashi identities and structure equations are derived to provide a nontrivial constraint on
the reliability of the approximation schemes, i.e., the truncation and the choice of the regulator.

The paper is organized as follows: In Section 2, we recall the FGR method by Wilson–Polchinski
and apply it in the context of TGFT. Despite the efficiencies of this method, we will present some
questions that arise, in the search for a nonperturbative solution, and then, we will go further into
the Wetterich flow equation. Section 3 is dedicated to the description of the Wetterich flow equation
and the corresponding solution when the truncation method is applied. We also show that the only
nontrivial fixed point, which comes from the solution of the flows, violates the Ward identities. In
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Section 4, we perform new nonperturbative analysis using the so-called structure equations given, and
the solutions of the flow equations are also derived. In the last Section 5, we provide a discussion and
conclusion to our work.

2. Introduction to the Nonperturbative Renormalization for TGFT

FRG is a powerful ingredient to think about when it comes to quantum field theories. Generally,
in every situation where the scale belongs to a range of correlated variables, the theory may be treated
by the renormalization group (RG). The first conceptual framework is Wilson’s version of the RG,
which by Polchinski, may be applied in the case of quantum field theory. In this section, we discuss the
nonperturbative renormalization group using not only the Wilson–Polchinski equation, but also the
Wetterich flow equation. We discuss each method and consider the Wetterich flow equation as more
suitable for the treatment of FRG applied to TGFT. Thanks to the Wilson method, the renormalization
and renormalization group are understood as a coarse-graining process from a microscopic theory
toward an effective long-distance theory. There are in fact different implementations of this idea,
depending on the context. In the context of TGFT, we consider the pair of complex fields φ and φ̄,
which take values of d-copies of arbitrary group G:

φ, φ̄ : Gd → C. (1)

In a particular case, we assume that G = U(1) is an Abelian compact Lie group. For the rest, we only
consider the Fourier transform of the fields φ and φ̄ denoted by T�p and T̄�p, respectively, �p ∈ Zd, written
as (for �g ∈ U(1)d, gj = eiθj ):

φ(�θ ) = ∑
�p∈Zd

T�p ei ∑d
j=1 θj pj , φ̄(�θ ) = ∑

�p∈Zd

T̄�p e−i ∑d
j=1 θj pj . (2)

The description of the statistical field theory is given by the partition function Z [J, J̄]:

Z [J, J̄] =
∫

dμC e−Sint+〈J,T̄〉+〈T, J̄〉, (3)

where Sint is the interaction functional action assumed to be tensor invariant, J, J̄ the external currents,
and 〈J, T̄〉 a shorthand notation for:

〈J, T̄〉 := ∑
�p

J�pT̄�p . (4)

The Gaussian measure dμC is then fixed with the choice of the covariance C. In this paper, we adopt a
Laplacian-type propagator of the form:

C(�p ) =
1

�p 2 + m2 =
∫

dμC T�p T̄�p . (5)

In order to prevent the UV divergences and suppress the high momenta contributions, the
propagator (5) has to be regularized. In the usual case, the Schwinger regularization is used:

CΛ(�p ) =
e−(�p

2+m2)/Λ2

�p 2 + m2 . (6)

In the general case, by defining the function ϑ(t) such that the condition |1− ϑ(t)| ≤ Ce−κt is satisfied
for C, κ > 0 and t → +∞, we can write the propagator as a Laplace transform:

CΛ(�p) =
∫ +∞

0
dt ϑ(tΛ2) e−t(�p 2+m2). (7)
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Then, we shall make the simplest choice ϑ(t) = Θ(t − 1), where Θ(t) is the Heaviside function,
in order to recover the Schwinger regularization (6). For the rest, we keep in mind that the propagator
is regularized, and the infinite limit will be given in an appropriate way. In this case, the following
result in well satisfied:

Proposition 1. Let us consider two non-normalized Gaussian measures dμC and dμC′ whose covariances C
and C′ are related by C′ = C + Δ and such that C, C′, and Δ are assumed to be positive. Then, we get the
following relation:

∫
dμC(T̄1, T1)dμΔ(T̄2, T2)e−Sint(T1+T2,T̄1+T̄2) =

(
det(ΔC)
det(C′)

)1/2 ∫
dμC′(T̄, T)e−Sint(T,T̄), (8)

where T = T1 + T2 and T̄ = T̄1 + T̄2.

Proof. The proof of this formula can simply be given using the definition of the Gaussian measure
dμC with mean zero and covariance matrix C as:

dμC = det(πC)−
1
2 e−〈T,C−1T̄〉dT dT̄. (9)

and the fact that: ∫
dμC′(T, T̄) e−〈J,T̄〉−〈T, J̄〉 = e〈J,C′ J̄〉 = e〈J,CJ̄〉e〈J,Δ J̄〉. (10)

We introduce tensorial unitary invariants, or simply tensorial invariants. An invariant is a
polynomial P(T, T̄) in the tensor entries T�p and T̄�p that is invariant under the following action of
U(N)⊗d (N being the size of the tensors):

T�p →∑
�q

U(1)
p1q1 · · ·U

(d)
pdqd T�q, T̄�p →∑

�q
Ū(1)

p1q1 · · · Ū
(d)
pdqd T̄�q (11)

The algebra of invariant polynomials is generated by a set of polynomials labeled as bubbles. A bubble
is a connected, bipartite graph, regular of degree d, whose edges must be colored with a color belonging
to the set {1, · · · , d} and such that all d colors are incident at each vertex (and incident to exactly once).
Examples of bubbles are displayed in Figure 1.

Figure 1. The four-vertex bubble for which the dots indicate multiple edges.

In this paper, we consider the quartic melonic T4
5 model, which is proven to be renormalizable

in all orders in the perturbative theory. The interaction of this model taking into account the leading
order contributions (melon) is written graphically as:

Sint = λ41

5

∑
i=1

i

i

T�p1 T̄�p2

T�p3T̄�p4

(12)
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Note that the interaction (12) is invariant under the unitary transformations U ∈ U⊗d. In contrast, this
is not the case for the kinetic terms and source terms due to the non-trivial propagator and sources J
and J̄. This implies the existence of a non-trivial Ward-identity, which becomes a strong constraint and
will be taking into account from the FRG point of view.

2.1. Wilson–Polchinski Equation

In this subsection, we discuss the Wilson–Polchinski RG equation and provide the corresponding
solutions of the quartic melonic TGFT. For this, let us introduce a dilatation parameter s < 1.
This parameter will be used as an evolution parameter in the integration around the UV modes.
The RG idea is that if we want to describe the phenomena at scales down to s, then we should be able
to use the set of variables defined at the scale s. Indeed, define the variation:

Δs,Λ(�p) := CΛ(�p)− CsΛ(�p)

=
∫ +∞

0 dt
∫ 1

s2 dx
d

dx
ϑ(txΛ2)e−t(�p 2+m2).

(13)

In the case where s is close to one, denoting by Ds,Λ(�p) the infinitesimal version of the above variation,
we get:

Δs,Λ(�p) �
2(1− s)

Λ2 e−(�p
2+m2)/Λ2

=: (1− s)Ds,Λ(�p) , (14)

such that the partition function can be written as an integral over two fields, respectively associated
with the “slow” and “rapid” modes. Starting with the partition function ZΛ at scale Λ, we get:

ZΛ[Sint] :=
∫

dμCΛ(T̄, T)e−Sint,Λ(T,T̄). (15)

Proposition 1 allows us to decompose ZΛ[Sint] into two Gaussian integrals over two fields, T> and T<,
corresponding respectively to the “rapid” and “slow” modes, with covariances Δs,Λ and CsΛ:

ZΛ[Sint] =

(
det(Δs,ΛCsΛ)

det(CΛ)

)−1/2 ∫
dμCsΛ(T̄<, T<)

∫
dμΔs,Λ(T̄>, T>)e−Sint(T<+T̄> ,T̄<+T̄>) . (16)

Then, identify the effective action Sint,sΛ at scale sΛ as:

e−Sint,sΛ(T< ,T̄<) :=
1√

det Δs,Λ

∫
dμΔs,Λ(T̄>, T>)e−Sint(T<+T> ,T̄<+T̄>) , (17)

and the decomposition (16) becomes:

ZΛ =

(
det CsΛ

det CΛ

)−1/2 ∫
dμCsΛ(T̄<, T<)e−Sint,sΛ(T< ,T̄<) . (18)

Now, for an infinitesimal step, keeping only the leading order terms in 1− s when s is very close to
one, we find:

e−ΔSint,Λ(T< ,T̄<) = 1− Tr
[( δ2Sint,Λ

δTδT̄
− δSint,Λ

δT
δSint,Λ

δT̄

)
Δs,Λ

]
+O(1− s), (19)

with ΔSint,Λ(T<, T̄<) := Sint,sΛ(T<, T̄<)− SintΛ(T<, T̄<). At the same time, expanding the left-hand
side of (18) in powers of 1− s and identifying the power of 1− s leads to:

dSint,sΛ

ds
= −Tr

{( δ2Sint,sΛ

δTδT̄
− δSint,sΛ

δT
δSint,sΛ

δT̄

)
Ds,Λ

}
. (20)
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Graphically, this equation is given by (and is considered as the Wilson–Polchinski RG equation):

d
ds

= Tr

[
−

]
. (21)

Note that we may consider Λ not only as a fundamental scale, but also as an arbitrary step in the flow,
meaning that Equation (20) holds at each step of the flow. Physically, Equation (20) explains how the
couplings are affected when the fundamental scale changes and is therefore the one pioneering ideas
of the renormalization group flow firstly given by Wilson. This approach follows from a remarkably
simple and intuitive idea and yields a very powerful way to think about quantum field theories.
The relation (21) can be also expanded in the following result:

Proposition 2. The set of Wilson–Polchinski renormalization group equations is given by:

dV (nl)

ds
= −∑

�p�̄p

Ds,Λ,�p�̄p
∂

∂T̄�p

∂

∂T�̄p
V (nl+1) +

nl−1

∑
nm=0

∑
�p�̄p

Ds,Λ,�p�̄p
∂V (nm+1)

∂T̄�p

∂V (nl−nm)

∂T�̄p
− nlηsV (nl) , (22)

where Ds,Λ,�p�̄p = Ds,Λ(�p)δ�p�̄p, ηs :=
d
ds

ln Z(s). In this formula, we denote by nl the number of black and white

nodes in each interactions, and we consider the following expansion for Sint,sΛ[T, T̄]:

Sint,sΛ[T, T̄] = ∑
nl

V (nl) = ∑
nl

∑
{�pi ,�̄pi}

V (nl) �̄p1,...,�̄pl
�p1,...,�pl

l

∏
i=1

T�pi
T̄�̄pi

. (23)

Proof. A pragmatic way to introduce field strength renormalization is the following. We consider a
wave function Z(s) and the regularized field T = Z(s)

1
2 T̃ at the scale sΛ. A new functional S̃int,sΛ

is associated to this field such as S̃int,sΛ[T̃, ¯̃T] = Sint,sΛ[T, T̄]. Equation (20) is then modified into (we
deleted the tildes notation):

dSint,sΛ

ds
= −Tr

{(
δ2Sint,sΛ

δTδT̄ − δSint,sΛ
δT

δSint,sΛ
δT̄

)
Ds,Λ

}
− 1

2 ηs

[
Tr
(

δSint,sΛ
δT T

)
+ Tr

(
T̄ δSint,sΛ

δT̄

)]
.

(24)

Then, by considering the following expansion for Sint,sΛ[T, T̄]:

Sint,sΛ[T, T̄] = ∑
nl

V (nl) = ∑
nl

∑
{�pi ,�̄pi}

V (nl) �̄p1,...,�̄pl
�p1,...,�pl

l

∏
i=1

T�pi
T̄�̄pi

, (25)

we get the relation (22).

The Wilson–Polchinski equation is a leading order equation in the perturbation rather than the
loop expansion. Note that we can show that this equation can be turned into a Fokker–Planck equation,
and therefore, it may be formally solved by a standard method. The rest of this section is devoted
to a perturbative analysis of the flow equations. Before starting this computation, we have to make
the approximation regime precise. We shall consider only the UV limit, which corresponds to the
higher values of the scale parameter s, or to the higher momenta variables �p, or also for the smaller
distances, and we assume that sΛ and Λ are large. However, the analysis in the UV regime can be
extended to the IR limit, which corresponds to the smaller values of the scale parameter s. More
precisely, our approximation can be characterized by both sΛ and Λ in the UV and by sΛ/Λ in the
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IR. At scale Λ and up to contributions of order λ2
41, keeping only the melonic contribution, the action

provided from (12) is assumed to be of the form:

S4
int,sΛ[T̄, T] = δm2 ∑

�p
T̄�pT�p + δZ ∑

�p
�p 2T̄�pT�p + λ41

5

∑
i=1

∑
{�pi ,�qi}

W (i)
�p1,�q1;�p2,�q2

T�p1
T�p2

T̄�q1
T̄�q2

, (26)

where the first two terms take into account the fact that the parameter of the Gaussian measure,
the mass, and the Laplacian term can be affected by the integration of the UV modes, and these
counter-terms, assumed to be of order λ41, take into account these modifications. The vertexW (i)

�p1,�q1;�p2,�q2
is a product of the delta function and is given by:

W (i)
�p1,�q1;�p2,�q2

= δp1iq2i δq1i p2i ∏
j �=i

δp1jq1j δp2jq2j . (27)

Moreover, note that in this approach, the corrections to the Laplacian term are not suppressed by an
effective counter-term in the action, but absorbed in the wave function renormalization. It is fixed such
that all the Laplacian corrections are canceled by the ηs term in the RG equation for V (1). We adopt the
standard ansatz, namely that the generic interaction of valence n is of order λn/2−1

41 . This allows us to
organize systematically the perturbative solution, for which we shall construct the λ2

41 order.

2.1.1. V (1) at Order λ41

The first corrections occur at order λ41 for V (1), whose flow equation is written as:( d
ds

+ ηs

)
V (1) = −4λ41 ∑

�p1,�q1
�p2,�q2

Ds Λ�p1,�̄p1
SymW (i)

�p1,�q1;�p2,�q2
T�p2

T̄�q2
, (28)

where:

SymW�p1,�q1;�p2,�q2
=W�p1,�q1;�p2,�q2

+W�p2,�q1;�p1,�q2
(29)

and SymW := ∑i SymW (i) andW = ∑6
i=1W (i). The r.h.s involves two typical contributions, which

are pictured graphically in Figure 2, where the contraction with Ds,Λ is represented by a dotted line
with a gray box.

a b

5

5

Figure 2. The two graphs contributing to the interaction V (1) of degree two. Melonic (a) and
non-melonic (b).

In the UV limit that we consider, the non-melonic contractions of the type on Figure 2b, creating
only one internal face (of the color five on this figure), can be neglected in comparison to the melonic
contributions of the form of Figure 2a. Retaining only the melonic contractions, Equation (28) becomes:( d

ds
+ ηs

)
V (1) = −2λ41 ∑

�p1,�q1
�p2,�q2

Ds Λ,�p1�q1
W�p1,�q1;�p2,�q2

T�p2
T̄�q2

, (30)
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with Ds,Λ = dCsΛ/ds. Expanding this relation in powers of p5, we generate mass and wave
function corrections, and also the sub-dominant corrections, involving powers of p5 greater than
two. They correspond to the first deviation to the original form (26). Neglecting these sub-dominant
contributions, we get the expansion:

∑
p1,...,p4

2
s3Λ2 e

− 1
(sΛ)2

(�p 2+m2) ∼ 2π2sΛ2 − 2π2

s
(p2

5 + m2) +O(s), (31)

for which we only keep the leading order terms in s, and we can extract the dominant contributions
to the mass and wave-function renormalization. The term in p2

5 generates a non-local two-point
interaction of the form −δZ(s)Tr(T̄Δ�gT), where Δg is the Laplacian on U(1)×5, and the first term
generates a mass correction. Summing over the five colors, we find, at first order in λ41:

ηs =
4π2λ41

s
,

d
ds

δm2 = −4π2λ41sΛ2 +
4π2λ41

s
m2. (32)

2.1.2. V (3) and V (2) at Order λ2
41

Let us focus on the second order perturbative solution, i.e., at λ2
41, in which we have to take into

account the contributions of interactions of valence six, V (3), verifying the flow equation:

dV (3)�q1,�q2,�q3
�p1,�p2,�p3

ds
= 4λ2

41 ∑
i,j,�p,�q

W (i)
�p1,�q1,�p,�q2

W (j)
�p2,�q3;�p3,�q Ds,Λ,�p�q, (33)

which can be easily integrated with the initial condition V (3)�q1,�q2,�q3
�p1,�p2,�p3

(1) = 0 as:

V (3)�q1,�q2,�q3
�p1,�p2,�p3

(s) =− 4λ2
41 ∑

i,j,�p,�q
W (i)

�p1,�q1,�p,�q2
W (j)

�p2,�q3;�p3,�q

(
CΛ − CsΛ

)
�p�q . (34)

As for the interaction of degree one, the structure of this effective interaction can be understood as
a contraction between two bubbles, as pictured in Figure 3, where the dotted line with a gray box
represents the contraction with CΛ − CsΛ.

i j

Figure 3. Typical graph contributing to the interaction of V (3) of degree six.

Let us now build the effective coupling for the quartic melonic interaction at order λ2
41, for which

we shall extract only the leading behavior. From the Wilson–Polchinski flow Equation (22), it seems
that the coupling evolution receives many contributions in which the first one comes from V (3).
Now, deriving two times this interaction with respect to the fields, we obtain an interaction of degree
two, which can be either 1PI, when the contraction with Ds Λ links two black and white nodes of two
different bubbles, or one-particle reducible (1PR) if the two nodes stand on the same interaction bubble.
Explicitly, we get:

[
d
ds + 2ηs − 4δm2D̄s, Λ[{pi}, {qi}]

]
λ41W (i)

�p2,�q1;�p3,�q2
= 4λ2

41 ∑�p,�q�p ′ ,�q ′

[
¯Sym

(
W (i)

�p ′ ,�q1;�p,�q2
W (i)

�p2,�q ′ ;�p3,�q

)
+2 ∑j

¯Sym
(
W (i)

�p2,�q1;�p,�q2
W (j)

�p ′ ,�q ′ ;�p3,�q

)]
×
(
CΛ − CsΛ

)
�p�q Ds,Λ,�p ′�q ′ ,

(35)
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where:

¯Sym
(
W (i)

�p ′ ,�q1;�p,�q2
W (j)

�p2,�q ′ ;�p3,�q

)
:=W (i)

�p ′ ,�q1;�p,�q2
W (j)

�p2,�q ′ ;�p3,�q +W
(i)
�p,�q1;�p ′ ,�q2

W (j)
�p3,�q ′ ;�p2,�q, (36)

and:
D̄s, Λ[{pi}, {qi}] := Ds, Λ(�p2) + Ds, Λ(�q1) + Ds, Λ(�p3) + Ds, Λ(�q2). (37)

Equation (35) gives the exact behavior for the beta function at order λ2
41, but we can easily see that it

reduces to the expression of the beta function already obtained for the one-loop computation in the
deep UV sector. Indeed, retaining only the melonic contributions and noting that 1PR contributions of
the r.h.s are exactly canceled by the term involving the mass correction δm in the l.h.s, we get:[ d

ds
+ 2ηs

]
λ41W (i)

�p2,�p3;�q1,�q2
≈ 4λ2

41 ∑
�p,�q�p ′ ,�q ′

W (i)
�p ′ ,�p;�q1,�q2

×W (i)
�p2,�p3;�q ′ ,�q

(
CΛ − CsΛ

)
�p�qDs,Λ,�p ′�q ′ . (38)

The computation of the loop appearing on the r.h.s leads to:

∑
p1,...,p4

∫ s

1
ds′

4
s′3s3Λ4 e

−
(

1
(sΛ)2

+ 1
(s′Λ)2

)
(�p 2+m2) ∼ −π2

s
+O(s), (39)

from which we finally deduce that:

s
dλ41

ds
= −4π2λ2

41 (40)

which, as claimed before, is exactly the value of the one-loop beta function already obtained in the
one-loop computation of the beta function.

We conclude that the main advantage of the Wilson–Polchinski equation is that it provides a very
well-defined interpretation of the renormalization group flow in the space of couplings. However,
except for perturbative computations, the Wilson–Polchinski equation is more adapted to mathematical
and formal proofs than to non-perturbative analysis. The analysis beyond the perturbative level
requires another formulation of the coarse-graining renormalization group, called Wetterich equation,
which allows one usually to better capture the non-perturbative effects. The price to pay is an
approximation scheme that is a bit more difficult to use. This non-perturbative approach to the
renormalization group flow will be the subject of the next sections.

3. Wetterich Flow Equation

The Wetterich method and its incarnation into the FRG approach are a set of techniques allowing
one to go beyond the difficulties coming from the Wilson–Polchinski equation, in particular in
regards to tracking non-perturbative aspects. The Wetterich equation is a first order functional
integro-differential equation for the effective action. The central object of the method is a continuous
set of models labeled with a real parameter s running from UV scales (s → +∞) to the IR scales
(s → −∞). The physical running scale es defined for each models what is UV and what is IR, the
fluctuation with a large size with respect to the referent scale (the UV fluctuations) being integrated
out. The renormalization group equation then describes how the coupling constant changes when the
referent scale changes. Each model is characterized by a specific partition function Zs, labeled by s and
defined as:

Zs[J, J̄] :=
∫

dμC e−Sint(T,T̄)+Rs [T,T̄]+〈J,T̄〉+〈T, J̄〉 . (41)

As a result, the original model corresponds to Rs[T, T̄] = 0, and because physically, this limit has to
match with the IR limit es → 0, we require that Rs[T, T̄] vanish in the same limit. The term Rs[T, T̄],
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called the IR regulator, plays the same role as a momentum-dependent mass term, becoming very large
in the UV and vanishing in the IR. It is chosen ultra-local in the usual sense:

Rs[T, T̄] := ∑
�p

T̄�p rs(�p )T�p , (42)

the regulating function rs(�p ) being chosen to satisfy the boundary conditions in the UV/IR limit.
Moreover, for s fixed, rs aims at freezing the long-distance fluctuations, which are discarded from the
functional integration. In formula: rs(�p )→ 0 for |�p |/es → 0, and rs(�p )� 1 in the opposite limit.

The object for which we track the evolution is called effective averaged action Γs, defined as (a
slightly modified version of) the Legendre transform of the standard free energyWs = lnZs:

Γs[M, M̄] = 〈 J̄, M〉+ 〈M̄, J〉 −Ws[J, J̄]− Rs[M, M̄] . (43)

This definition ensures that Γs satisfies the physical boundary conditions Γs=ln Λ = S, Γs=−∞ = Γ,
where Λ denotes some fundamental UV cutoff. The fields M and M̄ are the mean values of T and T̄
respectively and are given by:

M =
∂W
∂ J̄

, M̄ =
∂W
∂J

(44)

whereW :=Ws=−∞. In general, the regulator rs is chosen to be rs = Z(s)k2 f
(
�p 2

k2

)
, k = es, and such

that the boundary conditions in the UV/IR limit are well satisfied.Taking the first derivative with
respect to the flow parameter s, one can deduce the Wetterich equation, describing the behavior of the
effective action Γs when s changes [62–66] :

∂sΓs = Tr ∂srs(Γ
(2)
s + rs)

−1 , (45)

where Γ(2)
s denotes the second order partial derivative of Γs with respect to the mean fields M and M̄.

This equation is exact, but generally impossible to solve exactly. A large part of the FRG approach is
then devoted to approximate the exact trajectory of the RG flow. In this review, we will discuss two
methods, the truncation method and the effective vertex expansion method.

This section is especially devoted to the truncations. The general strategy is to cut crudely into the
full theory space, projecting the flow systematically into the interior of a finite dimensional subspace.
The average effective action is chosen to be of the form:

Γs = Z(s) ∑
�p∈Zd

T�p(�p
2 + m2(s))T̄�p +

N

∑
n

λnVn(T, T̄) (46)

where N is finite, Vn stands for the interaction function of order n, and m2 and λn are the mass and
coupling constants. With this truncation and with an appropriate regulator, it is possible to solve the
Wetterich flow Equation (45). In the case of quartic melonic interaction and by taking the standard
modified Litim regulator [65,67,68]

rs(�p ) = Z(s)(e2s − �p 2)Θ(e2s − �p 2) (47)

the Wetterich equation can be solved analytically and the phase diagram may be given [56–58].
The corresponding nontrivial fixed points can be studied taking into account the behavior of the
flow around these points. Note that the validity of the fixed point requires some analysis taking into
account the Ward–Takahashi identities as a new constraint along the flow line. The full violation of
this constraint for quartic melonic interaction makes this class of fixed points unphysical. We discuss
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this point in detail in this section (for more detail, see Section 3). Taking into account only the relevant
contributions for large k (in the deep UV), the flow equations are written as:⎧⎪⎨⎪⎩

ṁ2 = −2dλI2(0)
Ż(s) = −2λI′2(q = 0)
λ̇41 = 4λ2

41 I3(0)
(48)

with the renormalization condition:

m2(s) = Γ(2)
s (�p =�0), λ41(s) =

1
4

Γ(4)
s (�0,�0,�0,�0). (49)

where:

In(q) = ∑
�p∈Z(d−1)

ṙs

(Z(s)�p 2 + Zq2 + m2 + rs)n . (50)

Explicitly using the integral representation of the above sum and with d = 5, η = Ż/Z, we get:

In(0) =
π2e6s−2ns

6Z(s)n−1(m̄2 + 1)n (η + 6), I′n(0) = −
π2e4s−2ns

2Z(s)n−1(m̄2 + 1)n (η + 4). (51)

In order to get an autonomous system, the standard strategy consist at extracting from the couplings
the part coming from their own scaling, defining their canonical dimension. Strictly speaking, fields,
couplings, and all the parameters involved in the theory are dimensionless, because there is no
referent space-time, and then no referent scale. The canonical dimension emerges taking into account
quantum corrections and is usually defined as the optimal scaling, with respect to the UV cut-off of
the quantum corrections. Conversely, it can be defined as the scaling transformation allowing one to
get an autonomous system. Note that these two points of view are note strictly equivalent, especially
with respect to the choice of the initial content of the theory. For our purpose however, the two
strategies provide exactly the same rescaling, and in terms of dimensionless parameter λ41 =: Z2λ̄41,
m2 =: e2sZm̄2, the system (48) becomes:⎧⎨⎩ βm = −(2 + η)m̄2 − 2dλ̄ π2

(1+m̄2)2

(
1 + η

6
)

,

β41 = −2ηλ̄ + 4λ̄2 π2

(1+m̄2)3

(
1 + η

6
)

,
(52)

where βm := ˙̄m2, β41 := ˙̄λ and:

η :=
4λ̄π2

(1 + m̄2α)2 − λ̄π2 . (53)

The solutions of the system (52) are given analytically:

p± =
(

m̄2
± = −23∓

√
34

33
, λ̄41,± =

328∓ 8
√

34
11979π2

)
. (54)

Numerically:

p+ = (−0.52, 0.0028), p− = (−0.87, 0.0036). (55)

Apart from the fact that we have a singularity line around the point m̄2 = −1 in the flow Equation (48),
another second singularity arises from the anomalous dimension denominator and corresponds to a
line of singularity, with equation:

Ω(m̄, λ̄) := (m̄2 + 1)2 − π2λ̄41 = 0 (56)

55



Universe 2019, 5, 86

This line of singularity splits the two-dimensional phase space of the truncated theory into two
connected regions characterized by the sign of the function Ω: the region I, connected to the Gaussian
fixed point for Ω > 0 and the region I I for Ω < 0. For Ω = 0, the flow becomes ill defined.
The existence of this singularity is a common feature for expansions around the vanishing mean field,
and the region I may be viewed as the domain of validity of the expansion in the symmetric phase.
Note that to ensure the positivity of the effective action, the melonic coupling must be positive, as well.
Therefore, we expect that the physical region of the reduced phase space corresponds to the region
λ41 ≥ 0. From the definition of the connected region I and because of the explicit expression (53),
we deduce that:

η ≥ 0 , on the symmetric phase . (57)

Then, only the fixed point p+ is taken into account. In the next subsection, we will discuss the violation
of the Ward identity around this fixed point p+ and then clarify our analysis given in [56]. The phase
diagram is given in Figure 4.
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s

Figure 4. Renormalization group flow trajectories around the relevant fixed points obtained from a
numerical integration. The Gaussian fixed point and the first non-Gaussian fixed point are respectively
in blue and in red, and the last fixed point is in black. This fixed point is in the grey region bounded by
the singularity line corresponding to the denominator of η. Finally, in green and brown, we draw the
eigendirections around Gaussian and non-Gaussian fixed points, respectively. Note that that arrows of
these fixed points are the flow oriented from IR to UV.

Convenient Search of the Ward Identities

Let U = (U1, U2, · · · , Ud), where the Ui ∈ U∞ are infinite size unitary matrices in momentum
representation. We define the transformation:

U [T]�p = ∑
�q

U1 ,p1q1U2 ,p2q2 · · ·Ud ,pdqd
T�q , (58)

such that the interaction term is invariant, i.e., U [Sint] = Sint . Then, consider an infinitesimal
transformation:

U = I +�ε, �ε = ∑
i
I⊗(i−1) ⊗ εi ⊗ I⊗(d−i) , (59)
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where I is the identity on U∞, I = I⊗d the identity on U⊗d
∞ , and εi denotes the skew-symmetric

Hermitian matrix such that εi = −ε†
i and �εi[T]�p = εi piqi

Tp1,··· ,qi ,··· ,pd . The invariance of the path
integral (3) means�ε [Zs[J, J̄]] = 0, i.e.:

�ε [Zs[J, J̄]] =
∫

dTdT̄
[
�ε [Skin] +�ε [Sint] +�ε [Ssource]

]
e−Ss [T,T̄]+〈 J̄,T〉+〈T̄,J〉 = 0. (60)

Computing each term separately, we get, successively using the linearity of the operator�ε:

�ε [Sint] = 0 , (61)

�ε [Ssource] = −
d

∑
i=1

∑
�p,�q

∏
j �=i

δpjqj [ J̄�p T�q − T̄�p J�q ]εi piqi
, (62)

�ε [Skin] =
d

∑
i=1

∑
�p,�q

∏
j �=i

δpjqj T̄�p
[
Cs(�p 2)− Cs(�q 2)

]
T�q εipiqi , (63)

where ∏j �=i δpjqj := δ�p⊥i
�q⊥i

, p⊥i := �p \ {pi}, C−1
s = C−1

−∞ + rs, and C−1
−∞ = Z−∞�p 2 + m2

−∞. Z−∞ is the
renormalized wave function usually denoted by Z. We get the following result:

Proposition 3. The Ward identity gives the relation between two- and four-point functions as:

∑
�r⊥i

,�s⊥i

δ�r⊥i
�s⊥i

(C−1
s (�r)− C−1

s (�s))〈T�r T̄�sT�pT̄�q〉 = −δ�p⊥i
�q⊥i

(Gs(p)− Gs(q))δrisi , (64)

where, defined by Γ(4)
s , the 1PI four-point function, we get:

〈T�r T̄�sT�pT̄�q〉 = Γ(4)
s,�r�s;�p�q

(
Gs(�p)Gs(�q) + δ�r�pδ�s�q

)
Gs(�r)Gs(�s) (65)

Proof. The formal invariance of the path integral implies that the variations of these terms have to be
compensated by a nontrivial variation of the source terms. Combining the expressions (60)–(63), we
come to:

d

∑
i=1

∑
�p⊥i

,�q⊥i

δ�p⊥i
�q⊥i

[
∂

∂J�p

[
Cs(�p 2)− Cs(�q 2)

] ∂

∂ J̄�q
− J̄�p

∂

∂ J̄�q
+ J�q

∂

∂J�p

]
eWs [J, J̄] = 0 , (66)

where we have used the fact that, for all polynomial P(T, T̄), the following identity holds:

∫
dμC P(T, T̄)e〈 J̄,T〉+〈T̄,J〉 =

∫
dμC P

( ∂

∂ J̄
,

∂

∂J

)
e〈 J̄,T〉+〈T̄,J〉. (67)

Equation (66) is satisfied for all i. Now, expanding each derivative, the partition function Zs[J, J̄] =:
eWs [J, J̄] of the theory defined by the action (12) verifies the following (WT identity),

∑
�p⊥i

,�q⊥i

δ�p⊥i
�q⊥i

{[
Cs(�p 2)− Cs(�q 2)

] ( ∂2Ws

∂ J̄�q ∂J�p
+ M̄�p M�q

)
− J̄�p M�q + J�q M̄�p

}
= 0 . (68)

The WI-identity contains some information on the relations between the Green functions. In particular,
they provide a relation between four- and two-points functions, which may be translated as a relation
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between wave function renormalization Z and vertex renormalization Zλ. Applying ∂2/∂M�r ∂M̄�s on
the left-hand side of (68) and taking into account the relations:

∂M�p

∂J�q
=

∂2Ws

∂ J̄�p ∂J�q
and

∂Γs

∂M�p
= J̄�p − rs(�p)M̄�p , (69)

as well as the definition G−1
s ,�p�q := (Γ(2)

s + rs
)
�p�q , we find that:

∑�p⊥i
,�q⊥i

δ�p⊥i
�q⊥i

[[
Cs(�p 2)− Cs(�q 2)

][ ∂2Gs ,�p,�q
∂M�r ∂M̄�s

+ δ�p�r δ�q�s

]
− Γ(2)

s ,�r�p δ�s�q + Γ(2)
s ,�s�q δ�p�r

−rs(�p 2)δ�r�p δ�s�q + rs(�q 2)δ�s�q δ�p�r − Γ(1,2)
s,�r;�s�p M�q + Γ(2,1)

s,�r�q;�s M̄�p

]
= 0 ,

(70)

and therefore, Proposition 3 is well given.

In the deep UV, for a large-scale s, a continuous approximation for variables is suitable. Then,
setting r1 = p1, �p → �q, r1 → s1, we get finally, in the deep UV, that the four- and two-point functions
are related as (on both sides, r1 = p1):

∑
�r⊥1

G2
s (�r )

dC−1
s

dr2
1
(�r )Γ(4)

s,�r,�r,�p,�p =
d

dp2
1

(
C−1

∞ (�p )− Γ(2)
s (�p )

)
. (71)

To give further comment on the structure of this equation, we have to specify the structure of the
vertex function. To this end, we use this loop to discard the irrelevant contributions, and we keep only
the melonic componentof the function Γ(4), denoted by Γ(4)

melo. In the symmetric phase, the melonic

contribution Γ(4)
melo may be defined as the part of the function Γ(4) that decomposes as a sum of melonic

diagrams in the perturbative expansion. The structure of the melonic diagrams has been extensively
discussed in the literature and specifically for the approach that we propose here in [57,58]. Formally,
they are defined as the graphs optimizing the power counting; and the family can be built from the
recursive definition of the vacuum melonic diagrams, from the cutting of some internal edges. Among
there interesting properties, these constructions imply the following statement:

Proposition 4. Let GN be a 2N-point 1PI melonic diagram built with more than one vertex for a purely-quartic
melonic model. We call external vertices the vertices hooked to at least one external edge of GN having:

• two external edges per external vertices, sharing d− 1 external faces of length one.
• N external faces of the same color running through the interior of the diagram.

As a direct consequence of Proposition 4, we expect that the melonic four-point function is
decomposed as:

Γ(4)
melo =

d

∑
i=1

Γ(4),i
melo , (72)
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the index i running from one to d corresponding to the color of the two internal faces running through
the interiors of the diagrams building Γ(4),i

melo. Moreover, the mono-colored components have the
following structure:

Γ(4),i
melo�p1,�p2,�p3,�p4

= π

�p1 �p2

�p3�p4

i

i

+ π

�p2

�p4

i

i

�p3

�p1

, (73)

the permutation of the external momenta �p1 and �p3 coming from Wick’s theorem: there are four ways
to hook the external fields on the external vertices (two per type of field). Moreover, the simultaneous
permutation of the black and white fields provides exactly the same diagram, and we count twice
each configuration pictured on the previous equation. This additional factor of two is included in
the definition of the matrix π, whose entries depend on the components i of the external momenta
running on the boundaries of the external faces of colors i, connecting together the end vertices of the
diagrams building π.

Inserting (73) into the Ward identity given from Equation (71), we get some contributions on the
left-hand side, the only one relevant among them in the deep UV being, graphically:

π

i

i

G2
s
dC−1

s

dp2
1

p1 p1

�r �r

�p �p

+O
(1

s

)
=

d
dp2

1

(
C−1

s (�p )− Γ(2)(�p )
)

. (74)

Setting �p =�0 and using the definition of C−1
s , as well as the definition of C−1

∞ , the right-hand side is
reduced to Z−∞ − Z. Moreover, the diagram on the left-hand side can be written with the following
equation Z−∞Ls π00 such that the following equality holds:

Z−∞Ls π00 = Z−∞ − Z , (75)

where we have defined Z−∞Ls as:

Z−∞Ls := ∑
�p∈Zd

(
Z−∞ +

∂rs

∂p2
1
(�p )

)
G2

s (�p )δp10 . (76)

Finally, from Definition (73) we expect that Γ(4)
melo,�0,�0,�0,�0

= 2π00, and because of the renormalization

conditions (49), we must have the relation: π00 = 2λ41(s). Therefore, in the deep UV regime, the
Ward identity between four- and two-point functions provides a nontrivial relation between effective
coupling and wave function renormalization:

2Z−∞Ls λ41 = Z−∞ − Z . (77)
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Remark 1. Let us give some important remarks regarding the derivation of the Ward identity (77). First of all,
the WI is totally disconnected from the approximation used to solve the non-perturbative Wetterich Equation (45).
The Wetterich equation and Ward identity are both functional results, deduced from the definition of the partition
function, and have to be treated on the same footing. Their origins, moreover, are completely disconnected.
One of them comes from the scale dependence of the model due to the regulator term; the second one comes
from the symmetry violation of the action (including source terms) under the U(N)d group and the formal
translation-invariance of the Lebesgue measure. Viewing the set Zs having a continuous family of models, one
can say that the Wetterich equation dictates how to move from Zs to Zs+δs, whereas the WI are constraints
between the observables at fixed s.

From now on, in the hope to provide the proof that p+ does not live in the constraint line coming
from the Ward identity (77), let us give the following result, which will be proven in the next section.

Proposition 5. Structure equation for effective coupling: In the deep UV, the effective melonic coupling is
given in terms of the renormalized coupling λr

41 and the renormalized effective loop Ās := As −As=−∞ as:

λ41(s) =
λr

41
1 + 2λr

41Ās
, λ̇41 = −2λ2

41 Ȧs . (78)

where we defined the quantity As as: As := ∑�p∈Z(d−1) G2
s (�p ) .

The constraint provided from the Ward identity, which relies on the β-functions and the anomalous
dimension, is given by:

C(λ̄, m̄2) := β41 + ηλ̄41

(
1− λ̄41π2

(1 + m̄2)2

)
− 2λ̄2

41π2

(1 + m̄2)3 βm = 0 (79)

This relation needs to be taken into account in the Wetterich flow equation and therefore in the search
of fixed points. To prove this relation, let us consider the derivative of Z with respect to s using
Expressions (77) and (78):

Ż = (Z−∞ − 2λ41Z−∞Ls)
λ̇41

λ41
− 2Z−∞Δ̇s λ41. (80)

In the above relation, we have used the decomposition of Ls = As + Δs. We remark that the Ward
identity (77) can be written as 2λ41Ls = 1− Z̄ where Z̄ = Z/Z−∞. Then, (80) becomes:

Ż
Z

=
λ̇41

λ41
− 2

Z−∞

Z
Δ̇sλ41. (81)

We now use the dimensionless quantities m̄, λ̄41, B̄s such that Δs =
Z̄
Z2 B̄s and reexpressing (81) as:

β41 = −ηλ̄41 + 2λ̄41(−ηB̄s + ˙̄Bs) (82)

where B̄s and ˙̄Bs can be simply computed using the integral representation of the sum. We come to:

B̄s = −
π2

2(1 + m̄2)2 , ˙̄Bs =
π2βm

(1 + m̄2)3 , (83)
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and therefore, (79) is well given. It is time to prove that this constraint violates the existence of the
fixed point p+. Let p be a arbitrary fixed point of the theory. We get βm(p) = 0 = β41(p) = 0. Then,
the constraint (79) implies that at the point p, we get:

ηλ̄41

(
1− λ̄41π2

(1 + m̄2)2

)
(p) = 0. (84)

The particular solution λ̄41 = 0 corresponds to the Gaussian fixed point. For λ̄41 �= 0, we have only:

η = 0, or
λ̄41π2

(1 + m̄2)2 = 1. (85)

It is clear that the fixed point p+ = (−0.55, 0.0025), η ≈ 0.7 violates these constraints, i.e., does
not satisfy the constraint Equation (85). The same conclusion can be made for all choices of the
regulator; see [56]. Finally, it is possible to improve the truncation by using the so-called effective
vertex expansion. In this case, the fixed point obtained by solving the flow equation also violates the
Ward constraint (85). We will study this point in the next section.

4. Effective Vertex Expansion Method for the Melonic Sector

The effective vertex-expansion described in [56–58] allows establishing the structure of the
Feynman graphs of our models and leads to the structure equations in the leading order sector.
It can help to establish the flow equations without truncation. The Feynman graphs of the colored
tensor model are (d + 1)-colored graphs [20–22]. For the sake of completeness, we remind here about
a few facts about these graphs, their representation as stranded graphs, and their uncolored version.
The graphs that we consider possibly bear external edges, that is to say half-edges hooked to a unique
vertex. We denote G a a colored graph and L(G) the set of its internal edges (L(G) = |L(G)|). A
colored graph is said closed if it has no external edges and open otherwise. Let G be a (d + 1)-colored
graph and S a subset of {0, . . . , d}. We denote GS as the spanning subgraph of G induced by the edges
of colors in S. Then, for all 0 ≤ i, j ≤ d, i �= j, a face of colors i, j is a connected component of G{i,j}.
A face is open (or external) if it contains an external edge and closed (or internal) otherwise. The set
of closed faces of a graph G is written F (G) (F(G) = |F (G)|). The structure of the boundary graph
of G denoted by ∂G will be useful in the construction of the leading order contribution, which may
be considered in the derivative expansion to compute the structure equations and therefore the flow
equations.

Definition 1. Consider G as a connected Feynman graph with 2N external edges. The boundary graph ∂G
is obtained from G keeping only the external blacks and whites nodes hooked to the external edges, connected
together with colored edges following the path drawn from the boundaries of the external faces in the interior of
the graph G. ∂G is then a tensorial invariant itself with N black (resp. whites) nodes. An illustration is given in
Figure 5.
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∂G

Figure 5. An opening Feynman graph with four external edges and its boundary graph. The strand in
the interior of G represents the path following the external faces.

The power counting theorem of these models shows that the divergence degree of arbitrary
Feynman graph G is:

ω(G) = −2L(G) + F(G) (86)

The topological operation on the edge of the graph G such as contraction is studied extensively in
much of the literature. We let the reader consult [20–22] and the references therein. This operation
plays an important role in the power counting theorem and allows identifying the structure of the
graph. It makes the connection between the divergence degree of G and the spanning tree denoted by
T . Let “\” be the operation of contraction, and we get the following proposition:

Proposition 6. Under the contraction of the spanning tree edge, the number of internal faces is invariant, i.e.,
F(G) = F(G \ T ). The graph G \ T is called the rosette.

Note that the contraction of the edge e ∈ L(G), which leads to the corresponding graph Ḡ =

G \ {e}, is such that ω(G) = ω(Ḡ)− 2(V − 1), and the divergent degree of the rosette can be easily
computed, using the following formula corresponding to the contraction of the k-dipole: ω(G) =

−2L + k(L−V + 1). Then, the arbitrary Feynman graph G is melonic if its boundary graph has the
elementary melon structure, i.e., the number of faces is maximal:

F(Gmelon) = (d− 1)(L−V + 1). (87)

The existence of the 1/N-expansion of tensors models (N denoting the size of the tensor), which
provides in return a topological expansion of the partition function in terms of the generalization of the
genus called the Gurau number ϕ, does not yield a topological expansion, but rather a combinatorial
expansion in terms of the degree of the graph. For a colored closed graph G, the degree �(G) is such
that for the melon, �(Gmelon) = 0.

4.1. Structure Equations and Compactability with Ward Identities

The structure equations are the relations between the correlation function and allow establishing
a constraint between β-functions for mass, interaction couplings, and wave function renormalization.
These relations are obtained in the deep UV limit (i.e., in the domain 1 � es � Λ) without any
assumption about the β-functions and without any truncation of the effective action Γs. The only
assumption concern the choice of the initial conditions, ensuring the perturbative consistency of the
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full partition function. The first structure equation concerns the self energy (or 1PI two-point functions).
It takes place as the closed equation for self energy.1 Let us summarize this in the following proposition:

Proposition 7. In the melonic sector, the self energy Σs(�p ) is given by the closed equation, which takes into
account the effective coupling λ41(s) as:

− Σs(�p ) = 2λr
41Zλ ∑

�q

(
d

∑
i=1

δpiqi

)
Gs(�q ) . (88)

In the same way, in the melonic sector, the perturbative zero-momenta 1PI four-point contribution Γ(4),i
s,�0�0;�0�0

is
given by:

Γ(4),i
s,�0�0;�0�0

= 2π00 =
4Zλλr

41
1 + 2λr

41ZλAs
, (89)

where As is defined as:
As = ∑

�p⊥

[Gs(�p⊥)]2 , �p⊥ := (0, p1, · · · , pd) , (90)

Gs(�p) being the effective propagator: G−1
s (�p ) = Z−∞�p 2 + m2 + rs(�p ) − Σs(�p ) . Let us recall that Z−∞

and m0 are the counter-terms discarding the UV divergences of the original partition function, and the initial
conditions in the UV are given such that the classical action contains only renormalizable interactions.

Proof. Concerning the proof of Relation (88), we let the reader consult [60]. Let us define 4Zλλr
41Π as

the zero momenta melonic four-point functions made into the graphs for which two vertices may be
singularized (i.e., by graphs that are at least of order two in the perturbative expansion). We have2:

2π00 =: 4Zλλr
41(1 + Π). (91)

Because of the face connectivity of the melonic diagrams, the boundary vertices may be such that the
two internal faces of the same color running on the interior of the diagrams building Π pass through
of them. Then, we have the following structure:

− 4Zλλr
41Π = Π̄

1 1

, (92)

where the grey disk is a sum of Feynman graphs. Note that it is the only configuration of the external
vertices in agreement with the assumption that Π is built with the melonic diagrams. Any other
configurations of the external vertices are not melonics. At the lowest order, the grey disk corresponds
to propagator lines,

− 4Zλλr
41Π(2) = 8Z2

λ(λ
r
41)

2As|λr
41=0 ≡ . (93)

1 The rank of the tensors is fixed to five, and we denote it by d to clarify the proof(s).
2 The notations are similar to the ones used for the previous proof. The context however allows excluding any confusion.
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Note that the external faces have the same color. Now, we can extract the amputated component of Π̄,
say Π̄′ (which contains at least one vertex and is irreducible by hypothesis), extracting the effective
melonic propagators connected to the dotted lines linked to Π̄. We get:

− 4Zλλr
41Π =

G

G

+

G G

G G

Π̄′ . (94)

At first order, Π̄′ is built with a single vertex, and there is only one configuration in agreement with the
melonic structure, i.e., maximizing the number of internal faces. The higher order contributions contain
at least two vertices, and the argument may be repeated so that the function Π̄′ appears. Finally, we
deduce the closed relation:

G G

G G

Π̄′ =

G

G

G

G

+

G

G

G

G

Π̄ . (95)

This equation can be solved recursively as an infinite sum:

− 4Zλλr
41Π =

⎧⎪⎪⎨⎪⎪⎩
∞

∑
n=1

⎛⎜⎜⎝
G

G

⎞⎟⎟⎠
n⎫⎪⎪⎬⎪⎪⎭ , (96)

which can be formally solved as:

2π00 = 4Zλλr
41

⎛⎜⎝1−
G

G

⎞⎟⎠
−1

. (97)

The loop diagram
G

G

may be easily computed recursively from the definition of melonic

diagrams or directly using Wick theorem for a one-loop computation with the effective propagator G.
The result is:

G

G

= −2Zλλr
41As , (98)

and the proposition is proven.

Note that this construction can be easily checked to be compatible with the Ward identity,
especially in the form of (74). Conversely, the last result may be derived directly from Equation (74)
and from the closed equation for the two-point function (88) (see [58]). To prove these two results, we
only assume that the classical mean field vanishes, and we deduce from our previous proof, essentially
based on the assumption that the effective vertices are analytic with respect to the renormalized
coupling, that the analytic domain covers what we called the symmetric phase. In the hope to extract
the expression of the counter-terms at all orders and to show that the wave function renormalization
and the four-point vertex renormalization are the same, we have the following result:
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Proposition 8. Choosing the following renormalization prescription:

Γ(4),1
s=−∞,�0�0;�0�0

= 4λr
41 ; Γ(2)

s=−∞(�p ) = m2
r + �p 2 +O(�p 2) , (99)

where m2
r and λr

41 are the renormalized mass and coupling constant, the counter-terms are given by:

Zλ =
1

1− 2λr
41As=−∞

, ; Z−∞ = Zλ ; m2 = m2
r + Σs=−∞(�p = 0) , (100)

where Σs denotes the melonic self-energy.

Proof. From Proposition 1, we can get:

Γ(4),i
s,�0�0;�0�0

=
4Zλλr

41
1 + 2λr

41ZλAs
=

4λr
41

Z−1
λ + 2λr

41As
. (101)

Then, setting s = −∞, we deduce that:

Z−1
λ + 2λr

41A−∞ = 1 → Zλ =
1

1− 2λr
41A−∞

. (102)

We now concentrate our self on Z−∞ and m2. Without loss of generality, the inverse of the effective
propagator Γ(2)

s has the following structure:

Γ(2)
s=−∞(�p ) = Z−∞�p 2 + m2 − Σs=−∞(�p) (103)

= Z−∞�p 2 + m2 − Σs=−∞(�0)− �p 2Σ′s=−∞(�0) +O(�p 2) (104)

= (Z−∞ − Σ′s=−∞(0))�p 2 + m2 − Σs=−∞(�0) +O(�p 2) (105)

with the notation: Σ′(�0) := ∂Σ/∂p2
1(�p =�0 ). Then, from the renormalization conditions, we have:

Z−∞ − Σ′s=−∞(0) = 1 , m2 − Σs=−∞(�0) = m2
r . (106)

Setting s = −∞ in the closed equation for the two-point correlation function and by deriving with
respect to p1 for �p =�0, we get:

1− Z−∞ = −2λr
41ZλAs=−∞ . (107)

Using the explicit expression for Zλ in (102), we get finally:

(1− Z−∞)(1− 2λr
41As=−∞) = −2λr

41As=−∞ → Z−∞ = Zλ . (108)

Now, consider the mono-color four-point function Γ(4),i
s,�0�0;�0�0

. If we replace Zλ by its expression from
Proposition 8, we deduce that:

Γ(4),i
s,�0�0;�0�0

=
4λr

41
1 + 2λr

41Ās
, (109)

with the definition: Ās := As−As=−∞. In other words, we have an explicit expression for the effective
coupling λ41(s) := 1

4 Γ(4),i
s,�0�0;�0�0

,

λ41(s) =
λr

41
1 + 2λr

41Ās
, (110)
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from which we get:

∂sλ41(s) = −
2(λr

41)
2Ȧs

(1 + 2λr
41ΔAs)2 = −2λ2

41(s)Ȧs . (111)

In the above relation, we introduce the dot notation Ȧs = ∂sAs:

As = ∑
�p⊥

1

[Γ(2)
s (�p⊥) + rs(�p⊥)]2

, Ȧs = −2 ∑
�p⊥

Γ̇(2)
s (�p⊥) + ṙs(�p⊥)

[Γ(2)
s (�p⊥) + rs(�p⊥)]3

. (112)

In Proposition 8, we have investigated the relations between counter-terms, i.e., we have considered
the melonic equations as Ward identities for s = −∞. Far from the initial conditions, the Taylor
expansion of the two-point function Γ(2)

s (�p ) is written as:

Γ(2)
s (�p ) = m2

r + (Σs(�0 )− Σ0(�0 )) + (Z−∞ − Σ′s(�0))�p
2 +O(�p 2) . (113)

We call the “physical” or effective mass parameter m2(s) the first term in the above relation:

m2(s) := m2
r + (Σs(�0 )− Σ0(�0 )), (114)

while the coefficient Z−∞ − Σ′s(�0) is the effective wave function renormalization and is denoted by
Z(s), i.e.,

Z(s) := Z−∞ − Σ′s(�0) . (115)

Now, let us consider the closed equation given in Proposition (88). By deriving with respect to p1 and
by taking �p =�0, we get:

Z− Z−∞ = −2λr
41Zλ ∑

�p⊥

G2
s (�p⊥)(Z + r′s(�p⊥)) . (116)

Using Equation (110), we can express λr
41Zλ in terms of the effective coupling λ41(s), and we get:

(Z− Z−∞)(1− 2λ41(s)As) = −2λ41(s)

⎛⎝ZAs + ∑
�p⊥

G2
s (�p⊥)r

′
s(�p⊥)

⎞⎠ , (117)

Then, we come to the following relation

Z = Z−∞ (1− 2λ41(s)Ls) . (118)

At this stage, without any confusion, let us clarify that: Z−∞ is the wave function counter-term,
i.e., whose divergent part cancels the loop divergences and whose finite part depends on the
renormalization prescription. Z(s) however is fixed to one for s = −∞ from our renormalization
conditions.

4.2. Flow Equation from the EVE Method

There are different methods to improve the crude truncations in the FRG literature. However,
their applications for TGFTs remain difficult due to the non-locality of the interactions over the group
manifold on which the fields are defined. A step to go out of the truncation method was done recently
in [57,58] with the effective vertex expansion (EVE) method. Basically, the strategy is to close the
infinite tower of equations coming from the exact flow equation, instead of crudely truncating them.
The strategy is to complete the structure Equation (78) with a structure equation for Γ(6), expressing
it in terms of the marginal coupling λ and the effective propagator Gs only. In this way, the flow
equations around marginal couplings are completely closed. Note that this approach crosses the first

66



Universe 2019, 5, 86

hypothesis motivating the truncation: we expect that so far from the deep UV, only the marginal
interactions survive and drag the complete RG flow. Moreover, any fixed point of the autonomous
set of resulting equations is automatically a fixed point for any higher effective melonic vertices built
from effective quartic interactions. Finally, a strong improvement of this method with respect to the
truncation method, already pointed out in [57,58], is that it allows keeping the complete momenta
dependence of the effective vertex. This dependence generates a new term on the right-hand side of
the equation for Ż, moving the critical line from its truncation’s position.

Let us consider the flow equation for Γ̇(2), obtained from (45), derived with respect to M and M̄:

Γ̇(2)(�p ) = −∑
�q

Γ(4)
�p,�p,�q,�q G2

s (�q )ṙs(�q ) , (119)

where we discard all the odd contributions, vanishing in the symmetric phase. Deriving on both sides
with respect to p2

1 and setting �p =�0, we get:

Ż = −∑
�q

Γ(4) ′
�0,�0,�q,�q

G2
s (�q )ṙs(�q )− Γ(4)

�0,�0,�q,�q
G2

s (�q )ṙs(�q ) , (120)

where the “prime” designates the partial derivative with respect to p2
1. In the deep UV (k � 1), the

argument used in the T4-truncation to discard non-melonic contributions holds, and we keep only the
melonic diagrams. Moreover, to capture the momentum dependence of the effective melonic vertex
Γ(4)

melo and compute the derivative Γ(4) ′
melo ,�0,�0,�q,�q

, knowledge of πpp is required. It can be deduced from

the same strategy as for the derivation of the structure Equation (78), up to the replacement:

As → As(p) := ∑
�p∈Zd

G2
s (�p )δp1 p , (121)

from which we get:

πpp =
2λr

41
1 + 2λr

41Ās(p)
, Ās(p) := As(p)−A−∞(0) . (122)

The derivative with respect to p2
1 may be easily performed, and from the renormalization condition (49),

we obtain:
π′00 = −4λ2

41(s)A′s , (123)

while the leading order flow equation for Ż becomes:

Ż = 4λ2
41A′s(0) I2(0)− 2λ41 I′2(0) . (124)

As announced, a new term appears with respect to the truncated version (48), which contains a
dependence on η and then moves the critical line. The flow equation for mass may be obtained
from (119) setting �p =�0 on both sides. Finally, the flow equation for the marginal coupling λ41 may be
obtained from Equation (45) deriving it twice with respect to each mean field M and M̄. As explained
before, it involves Γ(6)

melo at leading order, and to close the hierarchy, we use the marginal coupling as

a driving parameter and express it in terms of Γ(4)
melo and Γ(2)

melo only. Once again, from Proposition 4,

Γ(6)
melo have to be split into d mono-colored components Γ(6) ,i

melo:

Γ(6)
melo =

d

∑
i=1

Γ(6) ,i
melo . (125)
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The structure equation for Γ(6) ,i
melo may be deduced following the same strategy as for Γ(4) ,i

melo, from
Proposition 4. Starting from a vacuum diagram, a leading order four-point graph may be obtained
opening successively two internal tadpole edges, both on the boundary of a common internal face.
This internal face corresponds for the resulting four-point diagram to the two external faces of the same
colors running through the interior of the diagram. In the same way, a leading order six-point graph
may be obtained cutting another tadpole edge on this resulting graph, once again on the boundary of
one of these two external faces. The reason this works is that, in this way, the number of discarded
internal faces is optimal, as well as the power counting. From this construction, it is not hard to
see that the zero-momenta Γ(6) ,i

melo vertex function must have the following structure (see [57,58] for
more details):

Γ(6) ,i
melo = (3!)2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
G

G

G

π π

π

i
i

i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (126)

the combinatorial factor (3!)2 coming from the permutation of external edges. Translating the diagram
into equation and taking into account symmetry factors, we get:

Γ(6) ,i
melo = 24Z3(s)λ̄3

41(s)e
−2sĀ2s , (127)

with:
Ā2s := Z−3e2s ∑

�p∈Zd−1

G3
s (�p ) . (128)

Note that this structure equation may be deduced directly from Ward identities, as pointed-out
in [58,60]. The equation closing the hierarchy is then compatible with the constraint coming from
unitary invariance. The flow equations involve now some new contributions depending on two
sums, Ā2s and Ā′s, defined without regulation function ṙs. However, they are both power-counting
convergent in the UV, and the renormalizability theorem ensures their finiteness for all orders in the
perturbation theory. For this reason, they become independent of the initial conditions at scale Λ for
Λ → ∞; and as pointed out in [58], we get, using Litim’s regulator:

Ā2s =
1
2

π2

1 + m̄2

[
1

(1 + m̄2)2 +

(
1 +

1
1 + m̄2

)]
, (129)

and:

Ā′s =
1
2

π2 1
1 + m̄2

(
1 +

1
1 + m̄2

)
. (130)

The complete flow equation for zero-momenta four-point coupling is written explicitly as:

Γ̇(4) = −∑�p ṙs(�p )G2
s (�p )

[
Γ(6)
�p,�0,�0,�p,�0,�0

− 2 ∑�p ′ Γ(4)
�p,�0,�p ′ ,�0

Gs(�p ′)Γ
(4)
�p ′ ,�0,�p,�0

+ 2Gs(�p )[Γ
(4)
�p,�0,�p,�0

]2
]
. (131)

Keeping only the melonic contributions, we get finally the following autonomous system by using
Litim’s regulation:⎧⎨⎩ βm = −(2 + η)m̄2 − 2dλ̄41

π2

(1+m̄2)2

(
1 + η

6
)

,

β41 = −2ηλ̄41 + 4λ̄2
41

π2

(1+m̄2)3

(
1 + η

6
) [

1− 1
2 π2λ̄41

(
1

(1+m̄2)2 +
(

1 + 1
1+m̄2

)) ]
.

(132)
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where the anomalous dimension is then given by:

η = 4λ̄41π2 (1 + m̄2)2 − 1
2 λ̄41π2(2 + m̄2)

(1 + m̄2)2Ω(λ̄41, m̄2) + (2+m̄2)
3 λ̄2

41π4
. (133)

The new anomalous dimension has two properties that distinguish it from its truncation version.
First of all, as announced, the singularity line Ω = 0 moves toward the λ̄41 axis, extending the
symmetric phase domain. In fact, the improvement is optimal , the critical line being deported under
the singularity line m̄2 = −1. In standard interpretations [57], the presence of the region I I is generally
assumed to come from a bad expansion of the effective average action around the vanishing mean
field, becoming a spurious vacuum in this region.

However, the EVE method shows that the singularity line obtained using truncation is completely
discarded taking into account the momentum dependence of the effective vertex. The second
improvement comes from the fact that the anomalous dimension may be negative and vanishes
on the line of equation L(λ̄41, m̄2) = 0, with:

L(λ̄41, m̄2) := (1 + m̄2)2 − 1
2

λ̄41π2(2 + m̄2) . (134)

Interestingly, there are now two lines in the maximally-extended region I′ where physical fixed points
are expected. However, numerical integrations show that the improved flow equations admit a
non-Gaussian fixed point p̃+, which is numerically very close to the fixed point p+ obtained in the
truncation method, i.e., p̃+ ≈ p+, and then unphysical as well. Figure 6 summarize all these results.

0.000 0.005 0.010 0.015 0.020 0.025 0.030

-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
-0.2

m
2

Figure 6. The relevant lines over the maximally-extended region I′, bounded at the bottom with the
singularity line m2 = −1 (in green). The blue and red curves correspond respectively to the equations
L = 0 and Ω = 0. Moreover, the black point corresponds to the numerical non-Gaussian fixed point,
so far from the two previous physical curves.

4.3. Exploration of the Physical Phase Space

In this section, we will show that the EVE method leads to an alternative first order phase
transition scenario, despite the fact that the fixed point p+ is discarded. Secondly, we also prove that
this new behavior is only observed using the EVE method and cannot be obtained by implementing
the usual truncation as the approximation.

(1) Despite the fact that the constraint Equation (79) is not compatible with the fixed point
p+ = (−0.52, 0.0028), this is not the end of the world. The constraint C = 0 given by Equation (79)
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defines a one-dimensional subspace, say EC , into the whole bi-dimensional phase space (λ̄41, m̄2).
Obviously, the Ward identity will be violated everywhere except along this one-dimensional subspace
EC ; for this reason, we call the physical phase spacethis subspace.

Solving C = 0 with respect to m̄2, we can extract the coupling constant λ̄41 as a function of the
renormalized mass parameter m̄2. After a few hand computations, we get:

λ̄3
41 = 0, or λ̄41 = −19

(
m̄2 + 1

)2

π2(4m̄2 − 1)
:= f (m̄2). (135)

These solutions provide only one non-trivial parametrized equation for the physical subspace
EC : λ̄41 = f (m̄2). Interestingly, it is not hard to check that the presence of the factor (1 + m̄2)2 in
the numerator cancels all the formal divergences occurring for m̄2 = −1, such that the flow becomes
regular at this point. However, other divergences occur, one of them being common to each beta
functions. To understand the structure of the effective flow into the physical subspace, we have to
insert the solutions (135) into the flow Equation (132). However, even to do this, let us discuss the
solution (135) in a few words. Because the theory is asymptotically free, we may expect that m̄2 and
λ̄41 have to vanish simultaneously. What we know is that, in the vicinity of the Gaussian fixed point
m̄2 = λ̄41 = 0, the constraint C = 0 is approximately satisfied. For instance, up to λ̄3

41 contributions,
the Equation (79) reduces as:

C = β41 + ηλ̄41 = 0 (136)

which is identically satisfied by the one-loop beta equation β41 = −ηλ̄41; see (132). As a result, in
a small domain around (m̄2, λ̄41) = (0, 0), the flow behaves approximately according to the Ward
constraint, but as soon as the flow leaves this region, the Ward constraint is violated, except along EC ,
where it holds strictly. Note that, for m̄2 = 0, the value of λ̄41 is very large (λ̄41 ≈ 1.9) and far away
from the vicinity of the Gaussian fixed point.

Now, let us move on to the solutions (135). The solution λ̄41 = 0 corresponds to trivial flow,
η = 0 and:

βm = −2m̄2, β41 = 0 . (137)

On the other hand, inserting the non-trivial solution λ̄41 = f (m̄2), we get:

η(m̄2) = − 1026
167 + 16m̄2 . (138)

and:

βm =
4m̄2(173− 8m̄2) + 760

16m̄2 + 167
, β41 = −1444(m̄2 + 1)(7m̄2(10m̄2 − 7)− 137)

π2(16m̄2 + 167)(1− 4m̄2)2 . (139)

As announced, the divergences at the value m̄2 = −1 has been discarded. However, some new
divergences occur. First of all, the equation for EC becomes singular for the positive value m̄2 = 1/4.
A second singularity occurs for the value m̄2 = − 167

16 =: m̄2
div, which is common for η, βm, and β41;

and a third singularity occurs for m̄2 = 1/4 in the expression of β41, which is the same as the singularity
of f (m̄2). We now discuss this picture. To this end, let us examine the points at which the beta function
vanishes. We get:

βm(m̄2
1) = 0 ⇒ m̄2

1 =
1
16

(
173± 3

√
4001

)
(140)

β41(m̄2
2) = 0 ⇒ m̄2

2 =
1

140

(
49± 3

√
4529

)
, m̄2

2 = −1. (141)
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Because m̄2
1 �= m̄2

2, we recover our previous conclusion, in the whole theory space (λ̄, m̄2); no fixed
point can be found using the exact FRG with the EVE method taking into account the Ward constraint.
The β-function of the mass vanishes at the point m̄2

0 ≈ −1.04 on the projected phase space EC .
Furthermore, βm(m̄2

0 − ε) > 0 and βm(m̄2
0 + ε) < 0, ε being a small positive value, and the flow into

the physical phase space changes direction at this point, pointing toward the positive mass direction
for m̄2 > m̄2

0 and toward the negative mass direction for m̄2 < m̄2
0. In the last case, the flow continues

on this way and reaches the singularity, where the flow becomes undefined. Both of these features
are reminiscent of a first order phase transition on the physical phase space—the singularity may
indicate a point at which the effective action becomes undefined, or where the expansion around the
null vacuum fails to exist—the last statement having to be rigorously investigated.

The same analysis may be performed when we consider the following prescription: by extracting
the mass parameter m̄2 as a function of the constant λ̄41: (m̄2 = g(λ̄41)) in the constraint equation and
solving the β-function of the coupling. In this case, the coupling becomes the parameter, and for the
point λ̄div = 22801

576π2 ≈ 4, we get a singularity corresponding to the value m̄2
div = − 167

16 ≈ −10.43 (see
Figure 7b). Note that around m̄2

0, the coupling becomes very small:

f (m̄2
0) ≈ 0.0007 , (142)

and we reach a new perturbative regime for small λ̄41 and small (1 + m̄2).
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Figure 7. Plot of βm as a function of m̄2 using the constraint equation. We get the singularity at the
point m̄2

div = − 167
16 , corresponding to the coupling value λ̄div = 22801

576π2 (a). Plot of β41 as function of
λ̄div in the parametrization m̄2 = m̄2(λ̄41) of the physical phase space. The singularity occurs at the
point λ̄div = 22801

576π2 (b).

(2) When we investigated the truncation method, we did not provide such a discussion.
To compare the methods, let us consider the same strategy for the phase space described with the
truncation method. Solving the constraint C = 0, we get:

λ̄3
41 = 0 or λ̄41 =

11(1 + m̄2)2

5π2 . (143)

By replacing this solution λ̄3
41 = 0 in the flow equations of mass and coupling (48), we get:

βm = −2m̄2, β41 = 0. (144)

Now, setting βm = 0 = β41, only the Gaussian fixed point (m̄∗ = 0, λ̄∗41 = 0) survives. Furthermore,
the last solution leads to:

βm =
4
9
(12m̄2 + 11), β41 =

484(m̄2 + 1)(15m̄2 + 13)
225π2 . (145)
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One more time, we recover that no solutions such that βm = 0 = β41 exist. Moreover, we recover
that βm vanishes for a negative mass value, not so far from m̄2 = −1; and that the singularity at
this value has been completely discarded from the solution of the Ward constraint. However, the
common singularity of the beta functions as some other aspects of the previous flow equations are not
reproduced in the truncation framework. The nature of the singularities, for m̄2 = − 167

16 and m̄2 = 0.25,
remains mysterious in our formalism. Obviously, they are a consequence of the improvement coming
from the EVE method, and their understanding may increase our knowledge about the behavior of the
TGFT renormalization group flow.

5. Conclusions

In this manuscript, we have studied with different methods the FRG applied to TGFT. First,
we have derived the Wilson–Polchinski equation and given the perturbative solution. Secondly, we
derived the Wetterich flow equation using the usual approximation, called truncation. The analytic
solution of this equation was given. We obtained a fixed point denoted by p+. Then, we investigated
the Ward identities as a new constraint along the flow and showed that the fixed point p+ violates this
constraint. Finally, we improved the study of FRG by replacing the truncation method by the so-called
EVE. The flow equation was improved, and the corresponding solution p̃+ was not so far from p+,
i.e., p̃+ ≈ p+. However, the Ward identities are strongly violated at this fixed point, and therefore this
unique fixed point seems to be unphysical. We have also showed the importance of the EVE method
in the sense that, despite the fact that the fixed point p+ needs to be discarded, a first order phase
transition exists very far from this point in the subspace EC of the theory space. We have showed that
this new behavior cannot be observed using the truncation as the approximation.

In this review, we focused on the EVE method for the melonic approximation, and especially on
the quartic melonic just-renormalizable sector. The complete quartic sector, including all the connected
quartic bubbles, has already been considered in a complementary work [57], and the conclusion about
the incompatibility with nonperturbative fixed points and Ward identities holds. The graphs added to
the quartic melonic ones to complete the quartic sector have been called pseudo-melons due to the
similarities of their respective leading order Feynman graphs. Finally, even if we expect that some
aspects of the EVE method improve the standard truncation method, some limitations have to be
addressed for future works. In particular, our investigations were limited to the symmetric phase,
ensuring convergence of any expansion around the vanishing classical mean field. Moreover, we have
retained only the first terms in the derivative expansion of the two-point function and only considered
the local potential approximation, i.e., potentials that can be expanded as an infinite sum of connected
melonic (and pseudo-melonic) interactions. Finally, a rigorous investigation of the behavior of the
renormalization group flow into the physical phase space has to be addressed in the continuation of
current works on this topic.
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Abstract: Computer simulations allow us to explore non-perturbative phenomena in physics. This has
the potential to help us understand quantum gravity. Finding a theory of quantum gravity is a hard
problem, but, in the last several decades, many promising and intriguing approaches that utilize
or might benefit from using numerical methods were developed. These approaches are based on
very different ideas and assumptions, yet they face the common challenge to derive predictions and
compare them to data. In March 2018, we held a workshop at the Nordic Institute for Theoretical
Physics (NORDITA) in Stockholm gathering experts in many different approaches to quantum gravity
for a workshop on “Quantum gravity on the computer”. In this article, we try to encapsulate some of
the discussions held and talks given during this workshop and combine them with our own thoughts
on why and how numerical approaches will play an important role in pushing quantum gravity
forward. The last section of the article is a road map providing an outlook of the field and some
intentions and goalposts that were debated in the closing session of the workshop. We hope that it
will help to build a strong numerical community reaching beyond single approaches to combine our
efforts in the search for quantum gravity.

Keywords: quantum gravity; computer simulations; numerical methods

Quantum Gravity is one of the big open questions in theoretical physics. Despite recent successes
in particle physics and cosmology, most notably the discovery of the Higgs boson and the direct
detection of gravitational waves, we are still lacking a consistent description of physics from smallest
to largest scales that reconciles gravity and the quantum nature of matter. Possible signatures and
effects of quantum gravity are numerous, from singularities in the early universe and black holes to
the size and origin of the cosmological constant. In addition to these fundamental issues, one might
hope that future experiments could reveal other traces of quantum gravity. Hence, it is of utmost
importance to push the development of quantum gravity approaches to a point where they make
reliable predictions, which will allow us to verify or falsify theories.

In the last several decades, many promising non-perturbative approaches to describe space-time at
the smallest scales have been developed, (causal) dynamical triangulations [1,2], causal set theory [3,4],
group field theory [5,6]/tensor models [7–9], loop quantum gravity [10,11], noncommutative
geometry [12], spin foam models [13,14], and others. All of these postulate discrete structures that
serve as a truncation on the number of degrees of freedom and allow for well-defined non-perturbative
dynamics, akin to lattice gauge theories. Previous research, in which these models are substantially
simplified to be computable, has led to impressive results, e.g., the resolution of the Big Bang singularity
in loop quantum cosmology as a Big Bounce [15]. However, in order to make predictions for the
full theory beyond simplifications and symmetry reduced models, we have to explore their deep
non-perturbative regime. The bottleneck in this is the development of numerical techniques that
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allow us to efficiently extract results from the models, e.g., expectation values of observables and
characteristics of different phases of the theory. Encouraging developments have been made in
recent years and the purpose of our workshop was to compare these across different quantum
gravity approaches.

Within the last 30 years, computers have revolutionized our lives and the way science is done.
While the very first physics computer simulations were 2d Ising models with 8× 8 sites, the technology
and its applications have evolved rapidly: today’s high performance simulations can predict the
gravitational waves emitted by two colliding black holes or neutron stars [16] and explain the masses
of hadrons using lattice QCD [17]. These developments have slowly percolated into the quantum
gravity community, and have given rise to mainly computational approaches to the problem, such as
(causal) dynamical triangulations. In these approaches, the path integral for dimensions larger than
two is too complicated to be tackled analytically, but numerical methods, adapted from QCD and
statistical mechanics, show how a ground state with macroscopic features emerges [2].

Other approaches have followed this example: in causal set theory, Monte Carlo simulations are
used to explore the space of all possible partial orders [18], which includes all geometries but also
highly non-manifold like structures, and more recently to compare the prediction of a fluctuating
cosmological constant to cosmological data [19]. Furthermore, in spin foam models, numerical methods
are indispensable to study the dynamics of spin foams with many degrees of freedom, e.g., via the
means of coarse graining/renormalization [20,21]. Moreover, calculating the fundamental spin foam
amplitudes also requires numerical techniques [22].

In the workshop, we brought together experts on these approaches to discuss recent developments
in quantum gravity on the computer. During the discussion, two broad clusters of topics emerged;
observables that we can measure and how we can reliably measure them, and numerical methods that
are efficient for the different approaches.

In this article, we would like to summarize these discussions and distill their main ideas. We hope
this will serve as a record of this workshop and a reference point for the current development of
the field.

In the first section of this article, we begin with a brief introduction to the various approaches
discussed during the workshop. The rest of the section is split into three subsections, where we discuss
subtleties in defining the theories on the computer in Section 1.2, interesting observables in Section 1.3
and numerical methods in quantum gravity in Section 1.4. In Section 2, we summarize the road map
discussion of the last day and try to map goalposts and aspirations for the community. A list of
participants, slides and posters can be found on the website [23].

1. Approaches, Observables and Numerical Methods

1.1. Introduction to Various Approaches to Quantum Gravity

Throughout this article, we use different theories to exemplify the issues we want to discuss;
as a reminder, let us give a quick overview over frequently mentioned theories and their salient
aspects. In (causal) dynamical triangulations, the path integral over geometries is regularized by
introducing a triangulation; this has been explored analytically for two-dimensional geometries and
through simulations in two, three and four dimensions [2]. The sum over geometries is implemented
by summing over all possible triangulations, where the size of the simplices is kept fixed. In dynamical
triangulations, sometimes also-called Euclidean dynamical triangulations to distinguish it from causal
dynamical triangulations, these simplices are equilateral, with all edges having the same length.
In causal dynamical triangulations (CDT), the time-like edges of the simplices have a different edge
length, and a time-foliation of the geometries is enforced. This leads to a very different ensemble of
geometries in the path integral, and in particular suppresses changes in the topology which lead to
degenerate behavior in Euclidean triangulations. In both approaches, the simulations use a simplicial
version of the Regge action [24] to weight the geometries.
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In two dimensions, dynamical triangulations can be solved using so-called matrix models.
They give probability distributions for N × N random variables—thus also-called random
matrices—where the matrices are invariant under the conjugation of the unitary group. The action of
these models then consists of matrix invariants, e.g., the trace of a product of three matrices. This theory
can be expanded in a sum over Feynman (ribbon) diagrams, where each diagram is dual to a discrete
two-dimensional surface, e.g., a triangulation if the interaction term is three-valent [25]. Tensor models
were developed to explore this method in higher dimensions. Instead of integrating over random
matrices and thus obtaining two dimensional surfaces, here the integrals are over higher order random
tensors with an action consisting of tensor invariants, thus creating surfaces in higher dimensions [8,9].

In several ways, group field theory (GFT) [5,6] is similar to tensor models. Using the same order
interaction vertices, the combinatorics of the Feynman graphs of group field theories and tensor models
agree. However, in addition to the combinatorics, the Feynman diagrams carry group theoretic data
encoding a discrete geometry. The fields of the theory are defined on several copies of the underlying
symmetry group. Crucially, this group manifold is not related to a space-time manifold. Instead,
space-time is supposed to emerge from field excitations, e.g., as a condensate [26]. Group field theories
are closely related to loop quantum gravity and spin foam models, e.g., group field theories can be
constructed whose Feynman diagrams are given by spin foam amplitudes [27]. As for quantum field
theories, the consistency of GFTs is investigated through renormalization [28].

Spin foam models [13,14] are a path integral approach to quantum gravity sometimes also
referred to as covariant loop quantum gravity. Similar to previously described approaches, spin foams
regularize the gravitational path integral by introducing a discretisation, a 2-complex, which is
frequently chosen to be dual to a triangulation. The discrete geometry is again encoded in group
theoretic data. For a given 2-complex, the path integral is implemented by summing over this data
weighted by spin foam amplitudes. A priori, there is no rule determining which 2-complex to choose
for a particular calculation, and generically the results depend on this. One way to address this is by
also summing over all possible 2-complexes [29], which is systematically implemented in group field
theory as discussed above. Alternatively, the refinement approach [20,30] aims at consistently defining
the dynamics across various 2-complexes, e.g., by relating the theories by identifying states on the
boundaries of these complexes.

Among the theories discussed here, loop quantum gravity (LQG) [10,11] is the only approach
aiming to canonically quantize gravity. To this end, space-time, which is assumed to be globally
hyperbolic, is split into space and time. Due to diffeomorphism symmetry, the theory is totally
constrained, i.e., the Hamiltonian itself is a sum of constraints, such that the dynamics amount to
gauge transformations. Moreover, these constraints form the so-called hyper surface deformation
algebra. The goal of LQG is to quantize this algebra of constraints via Dirac quantization. To achieve
this, one defines a kinematical Hilbert space, whose states do not satisfy the constraints, and constructs
suitable constraint operators and an associated operator algebra. Then, the final goal is to find the
physical Hilbert space, i.e., all states annihilated by the constraints. As an alternative method to tackle
this issue, spin foam models have been developed as the “covariant” theory to LQG. While the two
frameworks are closely related, e.g., the boundary states of modern spin foam models are kinematical
states of LQG, their connection is not completely understood [31,32].

In causal set theory (CST) space-time is reduced to a partially ordered set. The discrete events
are related to each other only if they are causally connected [3]. This leads to a minimal amount of
structure assumed, which is why reconstructing space-time from a causal set is a complicated problem.
There are methods to recover manifold properties from a causal set, maybe the simplest is to recover
time like distance between two events by counting the longest chain between them. Recovering space
like distances is more complicated, but still possible [33], and we can even define a measure allowing
us to identify local regions, in the sense of regions that are small compared to the curvature scale of
the manifold [34]. A causal set is considered to be manifold-like if it could have, with high likelihood,
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arisen from a statistical, so-called sprinkling, process on a given manifold (for a good definition and an
algorithm to reconstruct the embedding, see [35]).

Modern string theory describes open and closed strings in 10 + 1 dimensions [36]. Since higher
dimensions often lead to more trouble in computer simulations this has not extensively been explored
numerically. The old, bosonic, string theory, which describes the quantization of 2D surfaces covered
by strings, can be studied numerically [37]. In fact, this was one of the motivating examples for the
dynamical triangulations approach. This is often called non-critical string theory, and is an example of
a theory that can be solved analytically but also explored using simulations [38].

One might debate whether noncommutative geometry really offers an approach to quantum
gravity, or is purely a mathematical generalization of the concept of manifolds. A compact Riemannian
manifold can be expressed as an algebra of functions acting on a Hilbert space together with a
Dirac operator, a so-called spectral triple. Generalizing this description to allow for noncommutative
function algebras then extended the space of geometries allowed [12]. While the original examples
were concerned with infinite dimensional algebras, it is also possible to construct finite matrix algebras
that then converge towards continuum geometries in the limit of infinite matrix size. These are the
so-called fuzzy spaces which have recently been proposed as possible states in the path integral for
quantum gravity [39,40].

The asymptotic safety approach [41] hinges on Weinberg’s idea [42] that quantum gravity,
described as a quantum field theory, is non-perturbatively renormalizable, i.e., possesses an interacting
fixed point of the renormalization group flow in the ultraviolet described by a finite amount of relevant
coupling constants. In practice, this hypothesis is investigated via the functional renormalization
group [43], where one integrates out short scale degrees of freedom to derive an effective theory at
larger scales. Generically, this operation cannot be performed in full generality and requires truncations,
e.g., only particular terms in the action, called the theory space, are considered. To check whether signs
of a fixed point persist once more interactions are allowed, the theory space is consistently enlarged.
Work in this theory is mostly done using analytic methods or computational algebra packages, thus not
exactly qualifying it as a numerical approach. However, it can play an important role in connecting
continuum to discrete theories, and thus testing predictions.

1.2. Subtleties in Defining a Theory (on the Computer)

In the past decades, we have seen tremendous progress in the definition and development of
non-perturbative approaches to quantum gravity. While some of these approaches share similarities,
e.g., the use of discrete structures to calculate the non-perturbative regime, they are based on very
different assumptions and key ideas about what a theory of quantum gravity should be. This variety
itself is an opportunity and should be embraced rather than antagonized, yet it arises due to one of the
great weaknesses of quantum gravity, the lack of experimental data to guide development. However,
a diverse set of approaches gives us the chance to uncover universal features across theories and
to reveal the consequences of their underlying assumptions. To make the most of this chance, it is
indispensable to make an effort to better understand the theories and their connections to one another.

Since we rely on numerical simulations in order to compute results, e.g., expectation values of
observables, it would be ideal to know exactly how to choose the parameters of the theory, i.e., coupling
constants or size of the discretisaton, to reliably and efficiently get the “right” answer. A prime example
is lattice QCD [44], in which numerical methods provide accurate predictions, e.g., for the hadron
spectrum [17]. Two features are crucial for its success: its direct contact to experiments and the existence
of a renormalizable continuum theory. On the one hand, the renormalizability of the continuum theory,
thanks to asymptotic freedom [45], makes it possible to determine the dynamics, i.e., the coupling
constants, at different scales. On the other hand, experimental data fix the parameters of the theory
and tells us which scale is relevant for a particular process. Naturally, this does not imply that the
simulations can be straightforwardly performed, but it allows practitioners of QCD to focus their

79



Universe 2019, 5, 35

efforts on specific regions in parameter space. In his talk, Jack Laiho described in detail the challenges
one faces in lattice QCD calculations, in particular with respect to fermionic degrees of freedom.

Considering their importance for the success of lattice QCD, it seems crucial to tackle the issues
of renormalization, an effective continuum theory and contact to experiments in quantum gravity.
Here, we understand renormalization in the Wilsonian sense [46], as a scheme to relate theories defined
at different scales. Usually, one orders the degrees of freedom according to scale, then integrates out
those at shorter scales to derive an effective theory on larger scales, ultimately relating a microscopic
dynamics to macroscopic physics. Additionally, choice of parameters, ambiguities or the choice of
discretisation in the microscopic, allegedly fundamental, theory might give rise to different continuum
dynamics strongly affecting observable quantities. We would summarize these as different phases
of the theory. Conversely, by exploring this phase diagram, we can identify regions of universal
behaviour of the theory, unravel phase transitions and fixed points and hence check the consistency of
the theory.

Finding a systematic framework that can relate theories at different scales in a background
independent setting is a challenge. In her talk, Bianca Dittrich described a thoroughly studied proposal
in spin foam models based on the idea to relate theories by identifying the same physical transitions
on different discretisations [47,48], and thus scales, in order to find theories giving consistent answers.
In particular, she emphasized that consistency is indispensable for extracting predictions from the
theory, e.g., expectation values of observables. To make progress in this direction, it is worthwhile to
implement approximations and simplifications in order to cover a larger part of the parameter space
with given resources.

1.2.1. Relating to the Continuum

Closely related to the issue of renormalization is the question of a continuum limit or at least an
effective continuum theory compatible with any particular discrete quantum gravity theory. Ideally,
such a continuum theory should agree with general relativity in a suitable limit, but it might also
reveal crucial deviations that experiments can search for. One possible relation discussed at the
workshop, was to compare the 3-volume correlations computed in causal dynamical triangulations
with an effective continuum theory. Interestingly, this can also be studied in other approaches and
explored using functional renormalization group techniques [49]. However, special care is advised
when comparing continuum theories and their discretisations, as relating numerical simulations to
analytic solutions can give rise to new subtleties.

A particularly interesting example is the bosonic string, as pointed out by Jan Ambjørn.
The bosonic string can be solved with analytic as well as numerical methods; however, these two
solutions do not necessarily agree. The reason for this conundrum is an incompatibility of the
renormalization procedures; the continuum theory used dimensional regularization, and hence did
not generate certain terms that arose in the discrete theory. Repeating the continuum calculation using
a different regularization scheme made it possible to match the continuum and discrete results [38].
This showcases how much care needs to be taken in mapping analytic and numerical results onto each
other. This illustrates that “brute force” applications of known methods may not be directly applicable
in the context of quantum gravity.

1.2.2. Approximations and Simplifications

Another particularly contentious issue is the use of approximations and simplifications in
computer simulations. The most obvious of these is that simulated models are necessarily much
smaller than the real universe. The space-time volume of our universe is about 10240 Planck volumes in
size, which does not compare well to, for example, the size of 102 Planck volumes currently examined
in causal set theory. Some theories do better but in general the size of the universe in current discrete
approaches is of the order 100 to 105 discrete building blocks. Of course, simulating the entire universe
from quantum gravity might be too ambitious, and it might suffice to simulate a small region of

80



Universe 2019, 5, 35

space-time that recovers general relativity semi classically. The current best tests of general relativity
limit corrections to appear on a scale below 47 μm [50]1. Assuming we wanted to simulate a cube of
space-time of this extend in all four dimensions, we would need to simulate ∼10122 Planck volumes,
which is still out of reach by several orders of magnitude. One might argue that it is only a question
of time, and better code to improve this, but no matter how good our code will be, the size of our
simulations will be limited by the need to build our computer within the universe, and out of atoms.
Hence, careful reasoning and planning about how to best use our limited resources is an important
part of pushing forward numerical quantum gravity.

Many current simulations, in particular those using Monte Carlo methods, use Wick rotated
geometries and statistical physics methods that allow for faster convergence of the results. However,
it is not clear how the theory is affected by these changes, e.g., whether the ensemble with respect
to which one samples geometries is significantly altered. Moreover, effects typical for quantum
superpositions might be obscured by this choice. Conversely, in some approaches, it is not clear how
to define a Wick rotation in the first place. The only way to control for these factors would be to
find algorithms and implementations working with oscillating amplitudes. Some methods are tensor
network renormalization techniques [51], which, on the other hand, are limited by numerical cost,
which increases with the complexity of the studied system. A promising future direction might be
simulating quantum systems on actual quantum computers. This could avoid the problem of complex
phases and make it possible to explore superpositions of states. Even disregarding these fundamental
points, there are still other simplifications and limitations we need to include in our theories, and it is
important to be aware of these and explore their limits.

More specifically, theory dependent examples of simplifications are the foliation in CDT,
the restriction to particular geometric intertwiners in current spin foam simulations, and the 2d
orders in Causal set theory. In CDT, the simulations fix space-time to be foliated into constant time
slices and to have a constant topology. This limitation has proven necessary to suppress so-called
“baby-universes”, which have been identified as the reason that dynamical triangulations are so
irregular and do not show good continuum behavior in the simplest examinations. However, this
limitation has been explored and challenged: a certain rescaling of the matrix model for 2D dynamical
triangulation suppresses the baby universes and leads to the same behavior as CDT [52]. In addition,
in more recent work, it was shown that simulations without a strict foliation, but still conserving a
time-orientability condition, lead to a good continuum behavior in two and three dimensions [53,54].
These results are expected to also hold for 4d; however, they have not been tested yet there due to
technical challenges. Nevertheless, they lend some credibility to the claims that the foliation in CDT is
a simplification that does not overly constrain the phase space of the model. Moreover, this foliation
can be used to employ an efficient algorithm, like the transfer matrix algorithm described in Andrzej
Görlich’s talk—see also Section 1.4. Additional hints for this come from recent results obtained in
Euclidean dynamical triangulations with an additional curvature term. These simulations show a first
order phase transition, but it is conjectured that this transition ends at a critical point that could be in
the same universality class as CDT [55].

Spin foams also come initially with a large theory space that is hard to explore in full generality.
Indeed, calculating the fundamental amplitudes of the theory is analytically not possible and requires
a lot of computational resources, even for a single building block [22,56]. Studying larger spin foams is
systematically tackled in the framework of renormalization [20] described in Bianca Dittrich’s talk,
where effective degrees of freedom at a coarser level are defined from the full amplitude without ad
hoc truncations. A suitable numerical scheme are so-called tensor network techniques [51], in which
the system is rewritten as a contraction of a network of tensors, i.e., multidimensional arrays. The goal

1 This number is estimated by assuming that if extra dimensions of this size can not be experimentally excluded it gives a
conservative upper limit on the scale at which quantum gravity would appear.
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is to approximate said network by a coarser network efficiently by locally manipulating the tensors,
e.g., sorting degrees of freedom according to their relevance via a singular value decomposition.
These methods are particularly useful for identifying different phases of the model, e.g., in 2D analogue
spin foam models [47,57–59] and 3D lattice gauge theories [47,60], where they revealed rich phase
structures and phase transitions. Benjamin Bahr presented a closely related, but less holistic ansatz
suitable for studying 4D spin foams: the underlying idea is to restrict the theory space to specific
geometric shapes, e.g., cuboids [61] or frusta [62], which are coarse grained by requiring agreement of
expectation values of observables across discretisations. Instead of a triangulation, the combinatorics of
the foam are chosen to be hypercubic such that the coarse graining procedure can be straightforwardly
iterated. Integrating over all possible shapes for the polyhedra is computationally prohibitively
expensive, using the simpler cuboids allowed for calculating the first 4D RG flow of (restricted) spin
foam models and revealed indications for a phase transitions and a UV-attractive fixed point [21,63].
Similarly, the spectral dimension in the cuboid case showed signs of a phase transition, where one
phase is characterized by a dimension of four [64]. Moreover, a candidate for a similar fixed point
was also found in the frusta setting, which extends the space of allowed geometries compared to the
simpler cuboids [65].

As a last example, in most of the current explorations of the dynamics in causal set theory, the
path integral is restricted to only a sum over the so-called 2D orders. These are a subclass of causal
sets that can always be embedded into a plane, and that are dominated by causal sets that could arise
from sprinkling in 1 + 1d Minkowski space. Sumati Surya told us about these and their limitations,
opportunities and possible extensions in some detail. This has two practical reasons, one is that the
class of 2D orders is much smaller than that of all causal sets, and hence much easier to explore on
the computer. The class of all possible causal sets grows like 2N2/4, and is dominated by the very
non-manifoldlike Kleitman–Rothschild orders [66], numerically this dominance sets in for N � 90 [18],
which makes it very hard to explore in computer simulations. The other reason is that the choice of 2D
orders immediately answers a number of questions one needs to debate before simulating causal sets,
namely those concerned with how to pick the dimension of space-time, and hence the action to use in
the simulations. Furthermore, it also allows us to store the causal set in a 2D array and thus enables
faster algorithms.
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Figure 1. Examples of different simplifications used in the theories. From left to right, we see a causal
triangulation with a foliation, a square frustum for spin foams and a 2D order causal set.

The three simplifications discussed above are illustrated in Figure 1.
The issue of limited numerical resources and necessary simplifications sheds a light onto the

question how we can efficiently use them to reveal the properties of space-time and work towards
making contact with experiments. Indeed, the latter point is certainly difficult for a theorist. Optimally,
we would like to study observables that are well-defined both in discrete and continuum theories,
yet connecting these to observable physical effects is usually a harder question. Thus, in order to
deepen the connection between abstract quantum gravity theories and phenomenology, it is imperative
that different quantum gravity approaches strive towards defining and studying the same observables.
Then, we can unveil similarities and differences between approaches that might stimulate development
and realization of experiments capable of testing multiple theories at once.

82



Universe 2019, 5, 35

Indeed, there is great potential in studying observables in quantum gravity. In the next section,
we present some proposals discussed during the workshop.

1.3. Observables

Many observables have been proposed to better understand quantum gravity. One possible
consequence of quantum gravity that can arise in different ways and was discussed at length
in our workshop is non-locality. However, the meaning of non-locality depends heavily on the
context it is discussed in, and it is not completely understood how these notions are related.
Even in classical general relativity, locality is a subtle concept. This is due to diffeomorphism
invariance—the fundamental symmetry of general relativity, which encodes the independence of
physics under the choice of coordinate systems. As a result, only diffeomorphism invariant quantities
are physically relevant. For example, this condition severely complicates the definition of local
subsystems in general relativity. Indeed, splitting systems into subsystems, e.g., to compute the
entanglement entropy between them, is highly topical, yet in gravity it must be defined in a
diffeomorphism invariant way. Similar to the situation in (lattice) gauge theories, this can be
achieved by introducing new degrees of freedom and symmetries on the boundary separating the
subsystems [67].

1.3.1. Non-Locality in Quantum Gravity

One facet of non-locality discussed at the workshop was in the context of effective quantum
field theories. The essential idea put forward by Knorr and Saueressig is to define an effective
continuum theory for CDT [49], where the terms and couplings in the effective field theory are chosen
by comparing expectation values of the 3-volume covariance in both theories (for one specific value of
parameters in CDT). The theory they define contains non-local terms, in the sense that the associated
operator is a product of the field (and its derivative) evaluated at different points in space-time2.

It remains an open question whether similar relations hold once more observables are considered
or when the parameters in CDT are changed. Nevertheless, the potential implications of such non-local
terms are intriguing and it will be interesting to explore whether similar effective quantum field
theories can be derived from other discrete quantum gravity approaches. Non-locality can also arise
in discrete theories. Spin foam models and CDT can be regarded as (at least initially) local theories,
since they assign amplitudes to each building block of the triangulation, where these amplitudes only
depend on the variables attached to said building block. A priori only neighbouring building blocks
are “interacting” via the variables they are sharing. However, under coarse graining/renormalization,
generically non-local interactions will arise involving building blocks beyond nearest neighbours.

Conversely, in causal set theory, non-locality is built into the theory from the beginning. A causal
set element is connected to all causally related elements, with nearest neighbours corresponding
to elements close to the light-cone. Since the light-cone in a generic space-time is non-compact,
a causal set element, in an infinite causal set, would have infinitely many nearest neighbours.
Additional non-locality also arises through a regularization parameter in the d’Alembertian for a scalar
field [68–71]. This parameter is introduced to dampen fluctuations in the discrete theory, in effect
smearing the derivative operator over several layers. This non-locality of a scalar field on a causal
set, and of the causal set itself gives rise to phenomenological predictions which can be tested [72–74].
On the other hand, we do not have any current observational evidence of non-locality; hence, any
non-local effects need to remain weak enough to not conflict with this. For example, when modelling
the motion of a point particle through a causal set as traversing along the longest path, this introduces
momentum diffusion above these stringent limits [75].

2 More precisely, the operator is the inverse d’Alembertian squared sandwiched by two Ricci scalars.
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1.3.2. Summing over Topology

Another point of contention between different theories is the question: If we sum over different
geometries, should we hold their topology fixed, or should we sum over all possible topologies?
The first time this problem arose was in non-critical string theory, where the theory of strings requires
a complete sum over all possible topologies of 2D geometries. If this is naively implemented, it
leads to a dominance by topologies with many handles and a divergent sum [76]. However, modern
models, and a suitable renormalization, make it possible to calculate the sum over topologies. In CDT,
the topology of space and time individually are fixed, the simulations restrict spatial topology to either
be a sphere or a torus, and, for numerical reasons, time is treated as periodic in most simulations (With
the exception of the results in [77], which broadly agree with the results found using periodic time.).
Causal set theory, on the other hand, does not restrict the path integral in this way, it does not even
require all partial orders in the path integral to be geometries.

In loop quantum gravity and other canonical formulations of quantum gravity, the topology of
space-time is usually fixed, since space-time is assumed to be globally hyperbolic in order to define
the (3 + 1) split. Indeed, describing time evolution in a non-globally hyperbolic space-time is rather
cumbersome. In spin foams, the issue is more subtle: any 2-complex that is compatible with given
boundary data is in principle allowed. This concerns non-trivial 4-dimensional topology but also
includes the possibility to change spatial topology between initial and final state. Whether one should
sum over different topologies is debated in the literature [29] and depends on the interpretation
of the spin foam. In the refinement approach [20], where the goal is to define a consistent theory
across discretisations, one usually does not consider topology change. Since the goal is to identify
the same physical process across discretisations, it is natural to fix the topology of the boundary
states (If the boundary consists of several parts, e.g., initial and final state, their respective topologies
can differ, but are kept fixed. Moreover, it is not clear how to embed states of differing topologies
into a common discretisation.). The topology in the bulk is usually kept fixed as well, mostly for
convenience. On the other hand, it is frequently argued that one should sum over all possible spin
foams, i.e., all 2-complexes including all topologies. The most suitable framework to consider this
are group field theories [27], in which the sum over spin foams appears as a perturbative expansion
of Feynman diagrams generated by the action of the theory. Whether this theory is well-defined
depends on whether it is renormalizable as a quantum field theory [28]. In the related tensor models,
the sum over topologies is well defined. In particular, they can identify which topologies dominate
in the perturbative expansion in the so-called large-N limit, where N is the dimension of the tensor
indices [7,9].

1.3.3. Quantum Cosmology

One of the most promising routes for quantum gravity to make contact with experiments
is cosmology. Quantum gravity effects may be revealed by future high precision experiments,
e.g., the dynamics of the early universe might have left imprints in the cosmic microwave background.
Indeed, it is an exciting prospect to see how quantum gravity can reshape our understanding of
the origin of the universe, and whether it can augment, replace, or derive the current paradigm
of inflation [78], which successfully explains the (almost) homogeneity, isotropy and flatness of
our universe.

However, contact to this cosmological sector is difficult for non-perturbative theories of quantum
gravity. While it is challenging for many approaches to define or model such a subsector of the
theory, it is even more so to show how such a sector (plus fluctuations around it) could emerge
dynamically. This difficulty is exemplified by the difference between loop quantum cosmology and
cosmology in loop quantum gravity: in loop quantum cosmology, the system is symmetry reduced,
e.g., to a homogeneous and isotropic universe, at the classical level before quantization. In loop
quantum gravity, this symmetry reduction is to be implemented at the quantum level and explored in
different directions. The early symmetry reduction in loop quantum cosmology simplifies calculations
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considerably and allows for interesting tests. For example, loop quantum cosmology (LQC) with an
inflationary phase after the bounce predicts changes in the cosmic microwave background power
spectrum compared to other inflationary models [79]. However, there are strong arguments that the
early reduction in symmetry might remove crucial information from the theory; hence, to confirm the
results of loop quantum cosmology, it is vitally important to derive symmetry reduced models from
the full theory.

Antonia Zipfel gave a nice overview of the current status of the relation between LQC and LQG:
In loop quantum gravity, this can be tackled directly by looking for suitably defined cosmological
subsectors [80,81], e.g., by translating homogeneity and isotropy conditions on the phase space of
general relativity to loop quantum gravity [82]. While this procedure is mathematically robust and
relates well to the full theory, it is hard to implement in a given model and only approximately
recreates the symmetry. A different idea is to study the evolution of coherent states, e.g., peaked
on homogeneous and isotropic space-times [83,84]. Using these states, one can derive an effective
Hamiltonian, as the expectation value of the constraint with respect to these semi-classical states.
However, it is a priori not clear whether these coherent states are preserved under evolution. Another
attempt to connect loop quantum gravity and loop quantum cosmology is called quantum reduced
loop gravity [85], which relies on the kinematical construction of full loop quantum gravity. Then,
a gauge fixing that restricts the spatial metric (and triads) to be diagonal is implemented. The symmetry
reduction happens at the quantum level, where one only considers a dynamics which preserves the
diagonal metric condition. Yet another perspective on the difference between imposing symmetry
reduction before or after quantization is given in the context of general relativity in radial gauge [86].
In [87], the two methods are closely compared, beginning at the level of the phase space in order to
identify the variables in the reduced theory with suitable phase space functions in the full theory.
This analysis is continued at the quantum level, where the subsectors of the theories and the properties
of operators can be compared. While a qualitative match between both theories is achieved at the
kinematical level, one finds quantitative and state-dependent differences in the scaling behaviour of
operators and mismatches in their commutators. This suggests that the identification of subsectors
needs to be improved further.

This problem of how and where symmetry should be imposed arises in all non-perturbative
approaches to quantum gravity and is dealt with in different ways. Reducing the symmetry classically
and then quantizing leads to interesting toy models; however, it is important to test results obtained
thus against results arising in the full non-perturbative regime. In particular, it would be fascinating if
a non-perturbative path integral might give rise to a ground state that has some cosmological features.
This is the case in causal dynamical triangulations, where the ground state of simulations in one
phase shares some characteristics with Euclidean de Sitter space. The average volume profile of the
3-volumes, centered in time, measured in simulations assuming a spherical topology of space, matches
the volume profile of Euclidean de Sitter [88]. In addition to the 3-volume, the authors also studied the
covariance between 3-volumes at different time steps, which is highly peaked for the same time and
drops off quickly for larger time steps. The spectral dimension in this phase of the simulations also
points at 4-dimensional behavior [89]. This work has been extended to toroidal topology, where the
volume profile becomes constant [90]. It can be argued that this creation of a de Sitter volume profile is
a non-perturbative emergence of cosmology [91].

In group field theory, the emergence of a homogeneous state is tackled by considering condensate
states [92], presented in detail by Steffen Gielen: the excitations, e.g., above a Fock vacuum, are
interpreted as discrete “atoms of space-time”. The heuristic idea of how a smooth, continuous
space-time can emerge from this microscopic description is a hydrodynamic one. A large collection
of these space-time atoms undergo a phase transition and condense similar to Bose Einstein
condensates [93], such that a macroscopic, effective dynamics emerges from their collective behaviour.
In the context of cosmology, one considers a gas of equilateral, uncorrelated building blocks that
describe weakly interacting Bose Einstein condensates. In this setup, one can compute expectation
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values of observables, e.g., the volume of these building blocks. The dynamics is truncated to the
classical equations of motion of the mean field of the condensate, analogous to the Gross–Pitaevskii
equation of a Bose Einstein condensate. Remarkably, in this setting, the expectation values of
observables satisfy effective Friedmann equations [94].

Another possible effect of non-perturbative quantum gravity on cosmology are discreteness
effects. In theories where the discreteness is considered as fundamental, such as causal set theory,
effects of the discreteness can lead to observable effects and explain certain phenomena. For example,
the randomness inherent in the discrete causal sets can give rise to a cosmological constant of the
correct order of magnitude [4]. Since this cosmological constant is no longer constant, it can vary
over the age of the universe. This idea has given rise to phenomenological models that can match the
standard model of cosmology and agrees with many of the observables known therein [19].

Another fascinating possibility of cosmological characteristics arising from non-perturbative
dynamics was hinted at in the model system of the 2D orders in causal set theory. The closest causal
set equivalent to the Hartle–Hawking wave function for the early universe is to simulate 2D orders
that are fixed to begin with a single element and to end in an n element anti-chain, the closest causal
set equivalent to a spatial hyper surface of fixed volume. In this model, the configurations with the
highest likelihood are those that expand rapidly and are very homogeneous [95]. While this is a highly
simplified model, it shows the possibility to generate features similar to those that have been observed
in our universe from non-perturbative dynamics.

1.3.4. Measuring Dimension

The dimension of space-time is a familiar concept in general relativity. For each point of a
d-dimensional manifold, we can find a small open region, which we can smoothly map to an open
region of R(1,(d−1)) (for Lorentzian signature). As a property of the (topological) manifold, we will
refer to this as the topological dimension. While this notion is intuitive in continuum gravity, it is
not obvious how to define a dimension in (discrete) quantum gravity. In CDT or spin foam gravity,
it is natural to regard the dimension of the fundamental building blocks as the topological dimension.
However, whether this “dimension” also emerges on large scales is unclear: 4D hypercubes arranged
in one long line appear one dimensional on large scales or some building blocks might be degenerate,
i.e., possess vanishing 4-volume. Furthermore, in causal set theory, one cannot associate a dimension
to discrete space-time events. These difficulties have motivated the definition and investigation of
effective dimension measures that allow us to infer the dimension of space-time, e.g., via simulations,
and potential physical consequences. Indeed, it is an important first test for any approach to quantum
gravity, whether these generalized notions of dimension agree with our expectation of four space-time
dimensions on large scales.

Moreover, this measured dimension may change with the scale at which space-time is probed,
which is further motivation to study such observables. In general, there are several ways to define
measures of dimension and all of them have different implications. One example is the Hausdorff
dimension [96]. This notion of dimension can be assigned to all metric spaces, via the so-called
Hausdorff measure. It is usually defined for a positive, real parameter d and considers all possible
open coverings of the metric space, such that the diameter of each open subset is smaller than ε.
The Hausdorff measure with respect to d and ε is then given by the infimum of the sum of all the
diameters of the subsets to the power d. To find the Hausdorff dimension, we send ε → 0 and find
the infimum d for which the Hausdorff measure vanishes, which is directly related to how quickly
volumes of sets shrink with decreasing diameter. In quantum gravity, but also random geometries,
this notion of dimension is frequently inferred from the exponential growth of volumes with respect to
the radius. Then, the Hausdorff dimension is defined as the logarithmic derivative of the volume with
respect to the radius, which can change as a function of the radius.

One definition of a scale dependent dimension prevalent in quantum gravity is the spectral
dimension. After first rising to prominence in 4D simulations of CDT [89,97], it was also explored in many
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other theories, e.g., asymptotic safety [98], Hořava-Lifshitz gravity [99], causal set theory [100,101], loop
quantum gravity [102,103], spin foams [64] and noncommutative geometry [104,105]. This dimension
measure is related to studying the heat equation/a diffusion process on space-time. It crucially depends
on the Laplace operator and its spectral properties. More precisely, this dimension measure is defined
as the logarithmic derivative of the heat kernel. For calculations in discrete theories, the heat kernel
can also be considered as the return probability of a random walker and thus calculated as an average
over a sample of random walks. As a result, the spectral dimension encodes how space-time is ordered
and thus might reveal interesting consequences for how matter propagates on this geometry; however,
it is not obvious how to find this connection. Indeed, Giulia Gubitosi pointed out that the spectral
dimension is problematic as a quantity of interest, since it cannot be measured experimentally. In most
approaches, it is implemented purely on the geometry, since most computer simulations currently
do not include matter. However, all currently conceived experimental measurements of space-time
need test particles/test fields. Hence, to define practically observable quantities, we will need to
work with matter. As an alternative, she suggested the thermal dimension, which tries to define a
temperature based on the scaling of thermodynamic properties of matter [106]. This proposal is based
on the dimension dependence in the Stefan Boltzmann law, describing the thermal radiation of a theory.
While this is interesting in principle, and they show how it works in Hořava–Lifshitz gravity, where a
preferred frame is available, the implementation for a non-perturbative theory is more challenging.
Defining a temperature and other thermodynamic quantities in a background independent way can be
complicated, and a nice discussion of these problems in the context of GFT is given in [107].

1.3.5. Other Observables

In addition to these larger overarching themes that were discussed at lengths and from the
perspective of different theories, there were also some interesting observables discussed that are
not yet explored in many theories. One such promising observable is the so-called quantum Ricci
curvature [108]; the idea underlying this observable is the following: consider two points in a
d-dimensional manifold with geodesic distance δ and imagine each of them to be surrounded by
a sphere of radius ε. The points on the sphere are parametrized by a vector from the center to the
sphere itself. Points on the two spheres are related by parallel transporting a vector from one sphere
to the other along the geodesic connecting the centers. The average distance of points on these two
spheres depends on the Ricci curvature 2-form (evaluated for the tangent vector of the geodesic
connecting the centers), e.g., if the Ricci curvature is positive the average distance is smaller than δ.
Since this concept is based on parallel transport, it is not straightforwardly applicable to the simplicial
geometries underlying (C)DT. Instead, one considers the average distance between all points on
the spheres, allowing the authors to identify the sign of curvature in constantly curved geometries.
Moreover, they have tested it for 2D-(E)DT with spherical topology revealing a positively curved
geometry modeled as a 5D sphere emphasizing the highly non-classical and fractal geometries in this
model [109]. It will be interesting to see the behaviour of this observable in 4D CDT and whether it can
be translated to other approaches of quantum gravity.

Another interesting route to explore is holography, more precisely the deep relation between
a theory in the bulk and the theory on the boundary. This is most prominently represented in the
continuum by the infamous AdS/CFT correspondence [110]. Naturally, it is an interesting question
to ask whether these ideas can be generalized to non-perturbative approaches to quantum gravity
and what the corresponding boundary theories might be. A very interesting calculation has been
performed for the Ponzano–Regge model of 3D spin foams, studying the partition function and dual
boundary theory of the twisted solid torus [111,112] (see also a similar calculation for linearized Regge
calculus [113]). Strikingly, the results are consistent with results from perturbative quantum field theory
in the continuum [114,115] and the characters of the BMS group are recovered. In addition, there have
been several derivations for holographic entanglement entropy, more precisely the Ryu–Takayanagi
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formula for Renyi entropy, where the entropy (of the boundary theory) associated with a boundary
subsystem is proportional to the minimal bulk area attached to this section of the boundary [116,117].

1.4. Numerical Methods in Quantum Gravity

Using physical intuition to develop our algorithms can lead to massive improvements in speed.
At our workshop, we were introduced to two algorithms employing this, the chimera algorithm for
numerical loop quantum cosmology and the transfer matrix algorithm for CDT.

1.4.1. The Chimera Algorithm

Parampreet Singh told us about the chimera algorithm developed in loop quantum cosmology.
One of the key features of loop quantum cosmology is the resolution of the Big Bang singularity at the
origin of the universe via a Big Bounce [15]. The vital dynamics responsible for this result is encoded
in the quantum Hamiltonian constraint, which is a difference equation with uniform discretisation
in volume. Indeed, for small volumes and large space-time curvature, these dynamics significantly
deviate from the classical dynamics given by a Wheeler–DeWitt differential equation. However,
for large space-time volume and small curvature, the quantum and classical dynamics agree very well.
This is the fundamental idea underlying the chimera algorithm [118].

Difference equations, which describe the evolution in the deep quantum regime, are much more
costly to compute compared to ordinary differential equations. This issue is emphasized as soon as
the quantum states, whose evolution is studied, are not sharply peaked on classical configurations.
Thus, the chimera algorithm introduces a hybrid lattice, where quantum evolution is only performed at
small volumes and classical dynamics take over for large volumes. The intermediate region is carefully
chosen for the results to match. That way, the numerical costs are drastically reduced and can be
spent instead on studying the evolution of more general quantum states [118]. It will be interesting to
explore whether this idea of a hybrid algorithm can be adapted in other approaches as well, e.g., spin
foam models.

1.4.2. Transfer Matrix Approach

The transfer matrix approach is well known as a method to solve e.g., the Ising model in 2D. It is
an analytic method based on splitting a problem into layers, e.g., time slices, calculating the dynamics
of a single layer and then combining consecutive layers by convolution. This method also works to
analytically solve CDT in two dimensions. In higher dimensions, CDT can only be explored using
computer simulations; however, the foliated structure still makes it a prime candidate for the transfer
matrix approach. Andrzej Görlich explained how this insight and a clever numerical implementation
of the transfer matrix approach were used in [119]. In his algorithm, he measures the transfer matrix
between slices of fixed size, such that he only has to simulate two slices of geometry, instead of the
entire universe. This allows for more focused measurements, in particular improving the precision in
measuring off-diagonal elements of the transition amplitude immensely. The transfer matrix approach
also had another, unexpected, payoff in showing that what was before considered a single de Sitter
like phase, called phase C, splits into two different phases: one that is de Sitter like, and one with
alternating large and small spatial slices, called the bifurcation phase [119].

1.4.3. Markov Chain Monte Carlo Simulations

Other improvements in code are less about understanding the physical situation of the problem,
and more about understanding the idiosyncrasies of a particular simulation. The most used tool
to calculate a path integral using computer simulations are Markov Chain Monte Carlo (MCMC)
simulations. How this algorithm is applied in their respective approaches to quantum gravity was
explained by Andrzej Görlich, Jack Laiho, and Sumati Surya. In these, the ensemble of geometries
is sampled with a frequency proportional to the weight of the configurations in the path integral,
which makes it easy to calculate averages of observables directly from the simulations. A Markov chain
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is a chain in which the likelihood to transition between two states only depends on these two states.
One algorithm to generate such a chain is the Metropolis–Hastings algorithm. This algorithm generates
a Markov Chain by proposing a new state as a function of the old one. The function proposing these
states depends on the theory used, e.g., in dynamical triangulations it is given by Pachner moves,
which locally change the triangulation [120]. The probability to accept a proposed move then depends
on the weight of the geometry in the path integral, given by e−S, with S the action of the theory.
One important feature is that a new state will always be accepted if it has a higher weight, but even
states with a lower weight can still be accepted with a probability proportional to eSold−Snew . This makes
it possible to prove that, if the moves are ergodic, the Metropolis–Hastings algorithm will find a global
minimum of the action, if run sufficiently long. Unfortunately, the convergence towards this can be
very slow, particularly close to phase transitions, since most proposed moves will have a very low
probability of being accepted. This is known as critical slowing down and is related to the divergence
of the correlation length arising there.

1.4.4. Parallel Rejection

One algorithm to overcome critical slowing down is the parallel rejection algorithm, discussed
in Andrzej Görlich’s talk. In general, MCMC simulations are difficult to parallelize, particular in
gravity systems, since changes in the value of the action are non-local, hence proposed moves are not
independent and need to be calculated sequentially. In practice, this means that most simulations
are “naively parallelized” by just starting the simulations for several different points in the phase
diagram, different parameter values, at the same time on different cores. Parallel rejection is an
algorithm that does actual parallelization, for at least some regions of the phase diagram, where it can
substantially speed up the algorithm. In regions of the parameter space where the acceptance rate
of moves is particularly low, parallel rejection proposes and calculates multiple moves at the same
time, on different cores. Once one of them is accepted (which can be ∼1% or less of proposed moves),
the geometry is updated and the parallel rejection restarted. This can drastically reduce the time in
which the code remains in a given configuration in these regions of the phase diagram [55].

1.4.5. Adopting Methods from Other Fields

Another interesting option is to start using tools from other areas of science, in particular from
computer science. There are many techniques that are solidly established in other fields but have not
been widely adapted in numerical quantum gravity yet. For example, in QCD, the default algorithm
for simulations is not the Metropolis–Hastings algorithm; instead, the algorithms in use are hybrid
Monte Carlo [121] explained in Jack Laiho’s talk. In these, the step of proposing a new configuration is
guided by a supplementary Hamiltonian function. This Hamiltonian function is defined with respect
to the probability distribution we wish to sample from and introduces fictitious momenta. While the
momenta are randomly updated, a step in the configuration variables is chosen via a Metropolis
algorithm with respect to the Hamiltonian equations of motion, which results in a faster convergence
of results. This “Hamiltonian” is not be confused with an energy functional or the Hamiltonian
constraint in gravity and serves the purpose to optimize the updating of configurations. The drawback
of this method is that it requires continuous configurations, which makes it unsuitable for many
proposals in quantum gravity.

Parallel tempering, discussed by Andrzej Görlich, also known as replica exchange MCMC
sampling, is very useful when the configurations generated, e.g., from a Metropolis algorithm,
are highly auto-correlated, that is correlated with previously generated configurations [122].
Such correlated systems may suffer from critical slowing down, in which the system is unlikely
to leave said configuration via the proposed updates. To avoid this, the principle idea of parallel
tempering is to start several processes with different model parameters and exchange the configurations
at some point. That way, regions in configuration space that are rarely explored for certain parameters
become accessible, improving the accuracy of the simulation. Often, it is proposed that the parameters
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only slightly vary. The probability to exchange the configurations has to satisfy the detailed balance
condition. Crucially, this algorithm significantly reduces the auto-correlation time, i.e., the time it takes
for configurations of the same Markov chain to become statistically independent.

In recent years, deep learning has emerged as a powerful method to analyze and search for
patterns in large amounts of data. Image recognition is a particularly impressive example. Naturally,
we would like to apply these methods to quantum gravity, e.g., to examine data generated in Monte
Carlo simulations. In a nutshell, the idea of deep learning is to find an optimal function that quickly
returns a desired output from a given large input. Deep neural networks are usually modelled to
have an in- and output layer, chosen according to data and desired output. Between these layers,
one implements several hidden layers, where each neuron in a hidden layer is connected to all neurons
in the previous and following layer. These connections simply encode linear algebra operations on the
data. Then, some of the data is used for training, i.e., these linear algebra operations get optimized
to minimize a cost function. In supervised learning, where we know the desired result for a given
sample, we would optimize the neural network to reproduce the already known answer. This is a
particularly powerful approach when it comes to classification problems, e.g., recognizing handwriting
or in quantum gravity it might help us to sort geometries with different properties. This approach
bears an enormous potential, yet comes with some obvious drawbacks. Indeed, it is not obvious how
to design a deep neural network that can successfully analyze a given data set. Moreover, even once
we have successfully trained a neural network, it might not be obvious what the computer has learned,
limiting our interpretation and understanding of the problem. Another problem is that, at least for the
easiest to apply algorithms with the clearest outcomes, called supervised learning, we need to label the
data set beforehand. This was beautifully demonstrated by Will Cunningham in his talk: he uses causal
sets of known dimension, either d = 2, 3 or 4, to train a neural network to determine the dimension of
the causal set. This is an interesting toy model, which demonstrates the opportunity and the challenge
of machine learning at the same time. The characterization of the causal sets he obtained through
the algorithm could have been done equally well using many tools that have been developed in
causal set theory, e.g., the Myrrheim–Meyer dimension [123] or the interval abundance [34], which are
fast and simple to use. On the other hand, these tools took time to develop and relied on our deep
understanding of the problem, while the computer was obviously not aware of these and still able to
solve it.

In general, quantum gravity, in particular in approaches that heavily use Monte Carlo simulations,
offers many opportunities to apply machine learning. It will not always be possible to label the large
data sets generated by Monte Carlo simulations and unravel all of their “hidden” information. Hence,
using machine learning to search for structure within, and to possibly identify new observables, is a
worthwhile endeavour.

2. Roadmap

We ended our workshop with a roadmap discussion, in which we began charting the future
course of numerical quantum gravity. One outcome of this discussion is a flowchart, summarizing the
discussions of the workshop and pointing towards questions for future consideration reproduced in
Figure 2.

2.1. Open Science

One point of discussion which received particular emphasis in generating the roadmap was the
desirability of conducting open science. In the context of computational quantum gravity, this would
boil down to two points: open source code and open data.

Developing, optimizing and running code is an integral part of numerical research. In quantum
gravity, currently most code is in principle available, but requires interested researchers to reach out
and ask the authors for access. While this allows the authors to somewhat keep control of who has
a current version of their code, it would be desirable for the development of the field to make their
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code open source. Open source means that the code is publicly available: anyone who is willing to
improve the code or use and adapt it for their own research can do so without seeking permission of
the authors.

Things we need to do:

Contact with experiment
Understand and tame non-local e ects
Compare xed points
Matter couplings in

Causal set theory
Causal dynamical triangulations
What about supersymmetry?

Decoherence functional/path integral

Metrics/ goalpoasts
HPC algorithms
Conference series

Nordita program
More computer schools to teach 
students

Infrastructure we need to develop

Full Lorentzian Quantum Path integral 
connection between di erent 
approaches/ elds 

encourage and support students to 
work in di erent elds
Implement and understand symmetries 
in our theories

Our Aspirations:

Open source
Open data

Data standards and shared formats
documentation

Open Science

Be honest
Be humble
Do not oversell

The three commandments

Roadmap

Figure 2. A slightly cleaned up version of the flowchart we created in the concluding discussion.

There exist many good solutions for storing and distributing open source code, for example the
platform github (https://github.com/). This website is built around the version control software git
(https://git-scm.com/). Git keeps track of any changes made to the code, and shows a history of the
repository with all the changes made in various commits (In a commit, the author submits the changes
made to the code to the repository.). This makes it possible to revert to previous versions and makes it
straightforward to work with multiple people on the same project. Using git, anyone can download
and use the code by cloning the repository. Then, they can also commit changes to the code, which
must be approved by the owners of the repository.

We believe that this practice, which is standard even in closed source software development,
has many advantages and its adoption by the quantum gravity community would boost the
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development of our numerical efforts. Indeed, authors deserve credit for their code, where the
ideas and work that went into developing it are often not reflected in papers. Hence, an open source
strategy makes this readily accessible, which makes it more easy for other researchers to contribute to
the field and adopt ideas. Moreover, it makes research more credible and reliable, since the tools are
readily available, to verify results. As a last point, open source is a good motivation to document and
explain one’s code, such that is usable for other people. That way, even once a researcher has left the
field, their code is still available.

While there are several platforms and tools available to share and publish code, it is much more
difficult to publish or exchange large amounts of data. Indeed, having public access to data generated
in computer simulations is desirable for many reasons. Being able to recreate and confirm results
greatly enhances the credibility of one’s research. Moreover, it allows other researchers, e.g., from a
different field like phenomenology, to analyze the data and use it for their own research. As a final
point, large scale numerical simulations are costly and not every interested researcher has access to
advanced numerical resources, e.g., in developing countries. Openly available data sets allow more
people to learn and contribute to the field, e.g., students.

We envision different types of data to be uploaded, depending on the approach to quantum gravity.
For approaches such as CDT and causal sets that rely on MCMC simulations, one option would be
to upload the samples generated in the simulations allowing other researchers to investigate them
for new patterns or calculate observables. In spin foam gravity uploading, exact values of spin foam
amplitudes, which can then be readily used in other calculations, would be another straightforward
example. All of the uploaded data should be reusable by other researchers and be accompanied by a
documentation on how to use the data and/or contain a short program to demonstrate how to read in
the data. In addition, modern efficient file formats should be used, like HDF5 or CSV, in particular
for large files. On that note, uploaded files should be compressed to reduce internet traffic, and if the
amount of data is particularly large, it should be split into smaller files.

Thus, at the end of the workshop, a plan was hatched to implement a quantum gravity open data
repository. Together with other participants of the workshop, Benjamin Bahr, William Cunningham
and Bianca Dittrich, as well as Erik Schnetter and Dustin Lang, we are actively developing the concept
and realization of an open data initiative for the field of quantum gravity. The current plan is for
this repository to be open to all numerical approaches, with a wiki-style website that allows authors
to easily add data and link it to their papers on arXiv. Moreover, a DOI should be automatically
assigned to each published dataset to make it straightforwardly citable. We are currently in the
process of discussing the exact format and procuring funding for this endeavour, the working title
is “The encyclopedia of quantum geometries”. Any recommendations for sources of funding, or
inspirations for how to set up such a project are very welcome.

2.2. Future

To keep the discussion alive, we plan to apply for funds and organize follow-up workshops and
schools. Currently, the most likely schedule will be to have a school one year and then hold workshops
in alternating years. For schools, we would imagine a format similar to that of “Making quantum
gravity computable” at the Perimeter Institute. All participants seemed excited by the prospect of
future such workshops, and there is a large number of interested parties that could not make it this
year but have asked to be notified about future plans. One particularly exciting possibility would be to
organize a Nordita programme on quantum gravity, embedding the workshop and the school into one
longer event.

We hope to have done justice to all participants and their many brilliant contributions to this
conference and hope there will be many further conferences on this exciting subject. Thus, until then,
be honest, be humble and do not oversell.

Author Contributions: This article has been written and edited in close collaboration, hence it is impossible to
split contributions.
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1. Introduction

Two potentially revolutionary ideas have inspired much work in contemporary theoretical physics.
Both ideas herald from the use of the general information theoretic approach to the problem of quantum
gravity. The first idea is that—the world is holographic—with the physics of several semi-classical systems
(by which we mean systems in which matter is treated quantum-mechanically while spacetime and
geometry are treated classically) entirely captured on spacetime regions of one dimension lower.

The evidence for holography is already suggestive when considering classical gravitational
systems like black holes, or more general causal horizons, and the semi-classical physics of quantum
fields in their vicinity. This evidence is strengthened by numerous results in the context of the AdS/CFT
correspondence [1,2], where, in particular, holography as found in semi-classical gravitational
systems is put in correspondence with general properties of non-gravitational, purely quantum
mechanic dual many-body systems. Indeed, holographic features deeply characterise condensed matter
physics—hence the suggestion that there may be a purely quantum mechanic origin of holography that may
in fact underlie classical, gravitational, geometric physics as studied in the general relativistic context.

The second idea is that geometry itself originates from entanglement. The recent quantum
information-theoretic paradigm for gravity has provided a new vision of the cosmos wherein the
universe, together with its topology, its geometry and its macroscopic dynamics, arise from the
entanglement between the fundamental constituents of some exotic underlying quantum system.

In this direction, in particular, along with the increasing impact of condensed matter physics in
string theory and gauge/gravity duality, people have started exploring the use of tensor network
(TN) algorithms [3–12] from condensed matter theory in quantum gravity [13–20], providing
interesting insights on holographic duality and its generalisation in terms of geometry/entanglement
correspondence [21,22]. Approaches like the AdS/MERA [10,23], where the geometry of the
auxiliary tensor network decomposition of the quantum many-body vacuum state is interpreted
as a representation of the dual spatial geometry, are providing an intriguing constructive framework
for investigating holography beyond AdS/CFT [13–16,24].

Universe 2019, 5, 211; doi:10.3390/universe5100211 www.mdpi.com/journal/universe98
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However, if everything is quantum at its root, and this is true not only for ordinary systems living
in spacetime but for space, time and geometry themselves, then this implies that the very holographic
behaviour of the universe is the result of purely quantum properties of the microscopic constituents
of spacetime. In addition, this line of research, therefore, indicates a strong need for a quantum
foundation of holography.

In fact, background independence naturally leads to a quantum description of the universe in
terms of fundamental quantum many-body physics of discrete and purely algebraic microscopic
constituents [25–34], from which spacetime emerges only at an effective, approximate level, out of a
texture of quantum correlations [35–43]. This means that the two suggestions that holography has
a purely quantum origin and that geometry itself comes from entanglement are extremely natural
when seen from the perspective of quantum gravity formalisms, in which spacetime and geometry are
ultimately emergent notions. However, more than that, differently from the semiclassical framework,
in the non-perturbative scheme, holography as detected in gravitational systems, as well as any
macroscopic feature of our geometric universe, not only would result from purely quantum properties
of the microscopic constituents of spacetime, but they can— only—be understood in this light.

This perspective is manifest in the Group Field Theory (GFT) formalism, a promising convergence
of the insights and results from matrix models [44,45], loop quantum gravity and simplicial approaches
into a background independent quantum field theory setup. The GFT approach to quantum gravity [30,
46–49] provides a very general quantum many-body formulation of the spacetime micro-structure, for
instance of the spin networks and discrete quantum geometry states of Loop Quantum Gravity [25–27,
29], with a Fock space description where the quantum GFT fields create and annihilate elementary
building blocks of space, interpreted as (d− 1)-simplices in d spacetime dimensions, organised in
nontrivial combinatorial tensor network structures.

As a higher order generalisation of matrix models, the GFT formalism at the same time provides
a field-theoretic and inherently covariant framework for generalising the tensor networks approach to
the holographic aspects of quantum many-body systems in condensed matter and in the AdS/CFT
context. This makes GFT a very effective framework to investigate how space-time geometry, together
with its holographic behaviour and macroscopic dynamics, arise from entanglement between the
fundamental constituents.

In this paper, we review a series of recent results [18–20] concerning the definition of entanglement
entropy in the GFT framework and the characterisation of its holographic behaviour. In particular,
we focus on the definition of the notion of entanglement entropy in the second quantised formalism
of GFT setting and on the set of choices which eventually lead to a holographic behaviour for the
entanglement entropy.

The manuscript is organised as follows: Section 2 shortly reviews the framework of group field
theory while focussing the attention of the reader on those aspects of the GFT fields that play a major
role in the forthcoming derivation. Section 3 introduces the second quantisation formalism for group
field theory, defines the notion of multi-particle state observable for quantum geometry in the GFT Fock
space and specifies a class of GFT coherent state basis, necessary for the definition of the entanglement
entropy expectation value. In Section 4, the statistical derivation of the Rényi entropy for a bipartite
GFT open spin network state is reviewed, with an emphasis on the Fock space setting. The formal
mapping of the expectation values of the Rényi entropy to BF theory amplitudes is described and the
resulting divergence degree and scaling of the entropy analysed. Section 5 briefly comments on the
results on the holographic scaling for the interacting GFT case. A brief discussion and an appendix on
the notion of coherent states over-completeness close the manuscript.
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2. Group Field Theory

Group field theories (GFT) are quantum field theories defined on d copies of a compact Lie group
G with combinatorially non-local interactions. The dynamics of the GFT field

φ : G×d → C

are specified by a probability measure

dμC(φ, φ) exp
(
−Sint[φ, φ]

)
, (1)

comprised of a Gaussian measure dμC, associated with a positive covariance kernel operator C defining
the propagator of the theory [45],1 and a perturbation around it, given by an interaction term Sint[φ, φ],
generically parametrized as

Sint[φ, φ] = ∑
I

∑
p+q=I
p,q≥0

∫ p

∏
p=1

dg′p φ̄(g′p)
q

∏
q=1

dgq φ(gq) λIVI (g′1, · · · , g′p; g1, · · · , gq),

where I denotes a term in the set of elementary interactions, VI is the specific monomial in the fields
associated with the interaction, and λI is the respective coupling constant. Together with the field
valence d and symmetry, the specific choice of the covariance and interaction kernels identifies the
GFT model.

We are particularly concerned with three peculiar aspects of the GFT formalism, which will
combine at the hearth of the following derivation. The first is that the dynamical d-valent GFT field φ

combinatorially behaves as an infinite dimensional rank-d tensor, with indices labelled by elements
of the compact Lie group G [18]. This is apparent in the combinatorially non-local structure of the
interaction kernels VI , as functions on Gd×|I| for finite sets of interactions. The kernels VI do not
impose coincidence of points in the group space G×d, but the whole set of the d× |I| field arguments
is partitioned into pairs, convoluted “strandwise” by the kernel,

VI ({g}I ) = V({gp}i{g−1
q }j). (2)

Indeed, one can see GFTs as higher-rank, infinite dimensional generalizations of random matrix
models [45]. For instance, if we take G as ZN , then group fields identically reduce to rank-d tensors,2

where integrability with respect to the discrete Dirac measure μ is satisfied for all fields considered.
The second aspect is that specific GFT partition functions, where the group G is identified with

the local gauge subgroup of gravity and the kernels properly chosen, define generating functions

1 We use a vector notation for the configuration space variables and its Haar measure (We will also use the short-hand
notation:

ϕ1 · ϕ2 =
∫

dgϕ1(g)ϕ2(g),

for any two square-integrable functions ϕ1 and ϕ2 on Gd.)

g = (g1, . . . , gd) ∈ Gd, dg = dg1 · · ·dgd.

2 A rank-d tensor T with index cardinality N is a complex field on d copies of the cyclic group ZN :

T : Z×d
N → C,

which defines a state inHd,N the space of

tensors with fixed rank d and index cardinality N. Neglecting the structure of the cyclic group,Hd,N is reduced to CNd
.
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for the covariant quantization of Loop Quantum Gravity (LQG) in terms of spin foam models (for
instance, [28]). In particular, LQG spin network states, describing three-dimensional discrete quantum
geometries at the boundary of the spin foam transition amplitudes, can be expressed as expectation
values of specific GFT operators. In a formalism of second quantisation for the GFT, spin network
boundary states then become elements of the GFT Fock space and spin network vertices, intended as
atoms of space that can be put in direct correspondence with fundamental GFT quanta that are created
or annihilated by the field operators of GFT.

When G is set to correspond to the local gauge group of GR, e.g., the Lorentz group SO(1, d− 1)
or its universal covering, or SU(2) in dimension d = 3, the gauge symmetry leads to an invariance of
the GFT action under the (right) diagonal action of G. GFT fields are constrained to satisfy a gauge
invariance condition, defined as a global symmetry of the GFT field under simultaneous translation of
its group variables:

∀ h ∈ G, φ(g1h, . . . , gdh) = φ(g1, . . . , gd). (3)

The gauge invariance condition, or closure constraint, is the main dynamical ingredient of GFT
models for quantum BF theory in arbitrary dimension. In d = 3, SU(2) BF theory can be interpreted
as a theory of Euclidean gravity, and therefore SU(2) GFT with closure constraint provides a natural
arena in which to formulate 3D Euclidean quantum gravity models. A typical example is the Boulatov
model [50] (which generates Ponzano–Regge spin foam amplitudes [51]), which will constitute an
important ingredient of the following derivation.

The third aspect is that, for such (simplicial) GFT models, endowed with a geometric interpretation
of the dynamical fields, the very field-theoretic nature of the GFT formalism provides a powerful tool to
describe quantum geometry states as a peculiar quantum many-body systems in the formalism of second
quantisation. For large systems in quantum mechanics, we know that the concept of a particle fades
away and is replaced by the notion of an excitation of a given mode of the field representing the particle.
Similarly, in the GFT description, we expect the solid graph description of spin networks quantum
geometry to fade into a dynamical net of excitations of the GFT field over a vacuum. Given the tensorial
behaviour of the GFT field, such a quantum many-body description turns quantum geometry states
into collective, purely combinatorial and algebraic analogues of quantum tensor networks states.

These three ingredients together make the GFT second quantised formalism an specially
convenient setting to quantitatively investigate the relation between geometry and entanglement
in quantum gravity, taking advantage of the most recent techniques and tools of quantum statistical
mechanics, information theory and condensed matter theory. In particular, quantum tensor network
algorithms provide a constructive tool to investigate the roots of the holographic behaviour of gravity
at the quantum level.

3. The GFT Fock Space

In a second quantisation scheme [30], multi-particle states of the quantum GFT field φ(g) can be
organised in a Fock space F generated by a Fock vacuum |0〉 and field operators

ϕ̂(g) ≡ ϕ̂(g1, · · · , gd), ϕ̂†(g) ≡ ϕ̂†(g1, · · · , gd), (4)

assumed to be invariant under the diagonal action of the group ϕ̂(gh) ≡ ϕ̂(g1h, · · · , gVh) = ϕ̂(g), for
h ∈ G, consistently with (3), and to obey canonical commutation relations (bosonic statistics)

[ϕ̂(g), ϕ̂†(g′)] =
∫

dh
d

∏
1

δ
(

gih(gi
′−1

)
= 1G(gi, gi

′), (5)

[ϕ̂(g), ϕ̂(g′)] = [ϕ̂†(g), ϕ̂†(g′)] = 0.
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In these terms, the Fock vacuum is the state with no quantum geometrical or matter degrees of
freedom, satisfying ϕ̂(g)|0〉 = 0 for all arguments. A generic single-particle state |φ〉with wavefunction
φ, consisting of a d-valent node with links labelled by group elements g ≡ (g1, ..., gd), is written as

|φ〉 =
∫

G×d
dg φ(g) |g〉, (6)

where dg = ∏d
i=1 dgi is the Haar measure, φ is an element of the single-particle Hilbert space H =

L2(G×d), and |g〉 = |g1〉 × ...× |gd〉 a basis (of Dirac distributions) in H. For d = 4, this is the space
of states of a quantum tetrahedron [52]. Notice then that one can think of (6) as the analogue of a
quantum tensor state where each group element g corresponds to an index i variable in a continuous
(∞-dim) index space Hi = L2(G).3

The complete Fock space is given by the direct sum of n-particle sectors H⊗n, restricted to states
that are invariant under graph automorphisms of vertex relabelling in the spin network picture, in
order to consider multi-particle states that only depend on the intrinsic combinatorial structure of their
interaction pattern (a discrete counterpart of continuum diffeomorphisms). Therefore, one has

F ≡
∞⊕

n≥0
sym[H⊗n]. (9)

The symmetry condition is consistent with the assumed bosonic statistics and it implies
indistinguishability for the quanta of the quantum many-body system.

Generic GFT observables Ô[ϕ̂, ϕ̂†] in the Fock space are defined in terms of a series of many-body
operators expressed as a function of the field operators (or of the basic creation/annihilation operators).
For instance, a (n)-body operator On acting on p vertices and resulting in q particles is written as [30]

Ôn[ϕ̂, ϕ̂†] =
∞

∑
n=2

∑
p+q=n
p,q≥0

∫ p

∏
p=1

dg′p ϕ̂†(g′p)
q

∏
q=1

dgq ϕ̂(gq) On(g
′
1, · · · , g′p; g1, · · · , gq), (10)

where On(g′1, · · · , g′p; g1, · · · , gq) denote the matrix elements of a corresponding first-quantized
operator.

3.1. Multi-Particle State Observables

Analogous with the case of the single particle state in (6), we can think of a quantum many-body
system as a collective state generated by the action of a multi-particle group-field operator on the Fock
vacuum. We can define a product n-particle state, comprising n disconnected nodes, by the multiple
action of the creation field operator in the group representation of the Fock space, e.g.,

|g1, g2, · · · , gn〉 =
1√
n!

n

∏
a=1

ϕ̂†(ga) |0〉 . (11)

3 The analogy with a tensor state is apparent again for G = ZN . LetHd,N be the space of tensors with fixed rank d and index

cardinality N. Neglecting the structure of the cyclic group,Hd,N is reduced to CNd
. The linear structure, the scalar product

and the completeness of CNd
establishHd,N to be a Hilbert space. A basis ofHd,N is chosen by |i1, ..., id〉, defined as:

〈j1, ...jd|i1, ..., id〉 = δi1,j1 · ... · δid ,jd . (7)

With respect to this basis, we decompose a tensor T into its components Ti1...id , which introduces an isomorphism to CNd
:

|T〉 =: ∑
i1,...,id∈ZN

Ti1...id |i1, ..., id〉 . (8)
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Because the ϕ̂†(ga) commute with each other, the order of the particles does not affect the state
and we have |..., ga, ..., gb, ...〉 = |..., gb, ..., ga, ...〉. The n-particle state |g1, ..., gn〉 defines a multi-particle
basis of the Fock space F, with orthogonality relation given by

〈g′1, ..., g′n|g1, ..., gn〉 =
1
n! ∑

π∈Sn

n

∏
a=1

∫
dha δ4(g′ahag−1

π(a)). (12)

In addition, because of the required symmetry of the fields ϕ̂(gh) = ϕ̂(g), h ∈ G, the n-particle
state is right invariant

|· · · , gaha, · · ·〉 = |· · · , ga, · · ·〉 . (13)

Finally, the resolution of identity in the Fock space can be written in terms of the n-particle state as

1F = |0〉 〈0|+
∞

∑
n=1

∫ n

∏
a=1

dga |g1, · · · , gn〉 〈g1, · · · , gn| . (14)

One can check immediately that 1F |g1, · · · , gn〉 = |g1, · · · , gn〉.
A generic GFT multi-particle state, analogous to (6), will then be based on a specific configuration

of n fields, characterized by a multi-particle wavefunction Ψn, generated by a multi-particle operator
in the GFT Fock space

Ψ̂n[ϕ̂
†] = ∑

p+q=n
p,q≥0

∫ p

∏
p=1

dg′p ϕ̂†(g′p)
q

∏
q=1

dgq ϕ̂(gq) Ψn(g
′
1, · · · , g′p; g1, · · · , gq) (15)

via the repeated action of the GFT field operators on the Fock space.
We are interested in the structure of quantum correlations of the multi-particle state

Ψn(g′1, · · · , g′p; g1, · · · , gq). As it is the case for any highly entangled quantum many-body system,
disentangling the information on the quantum correlations of Ψn is highly nontrivial. Therefore, we
focus on a special class of multi-particle operators Ψ̂Γ, where the wave-function is explicitly constructed
via a pairwise contractions scheme of single node states, in correspondence with a given network

architecture Γ. We write

Ψ̂Γ[ϕ̂, ϕ̂†](g∂) = ∑
p+q=n
p,q≥0

∫ p

∏
p=1

dg′p ϕ̂†(g′p)
q

∏
q=1

dgq ϕ̂(gq)
L

∏
�∈Γ

dh� ∏
�∈Γ

L�

(
g′s(�)h�g

−1
t(�)

)
(16)

with ϕ̂† operators generating the nodes connected by link kernels L� to form an open network with g∂

dangling indices, via an overall integration over g�∈Γ. The expression of the link convolution kernel
connecting the nodes pairwise is left generic at this stage, with the only requirement to preserve the
overall gauge invariance of the network state.

We shall see such a class of multi-particle operators as tensor networks operators, where we reduce
the entanglement structure of the multi-particle state to local correlations induced by the generic link
kernels L, propagated non-locally via nodes.

Notice that the most generic tensor network state of the theory would involve superpositions of
both network architectures (combinatorial structures) and number of particles corresponding to the
same number of boundary degrees of freedom,

Ψ̂[ϕ̂, ϕ̂†](g∂) = ∑
{Γ}

∞

∑
n=2

∑
p+q=n
p,q≥0

∫ p

∏
p=1

dg′p ϕ̂†(g′p)
q

∏
q=1

dgq ϕ̂(gq) LΓ
p,q(g

′
1, · · · , g′p; g1, · · · , gq), (17)
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where, for simplicity, we indicate by LΓ
p,q the set of pairwise link convolutions (gluing) functions

associated with a given graph Γ, and some suitable symmetry quotient factor removing equivalent
graph configurations is assumed.

3.2. GFT Coherent State Basis

In the context of quantum gravity, we specify the GFT formalism to the case G = SU(2), the
relevant local gauge subgroup of gravity, and we understand the group elements g as a generalisation
of the embedded parallel transports (holonomies) of the gravitational G-connection of loop quantum
gravity. The symmetric GFT d-valent fields as d-simplices (convex polyhedra, e.g., for d = 4, these are
tetrahedra), with d number of faces labelled by dual Lie algebra-valued flux variables, become single
“quanta” of twisted geometry states expressed in terms of quantum spin network basis [29].

In this setting, on the one hand, we are interested in working with states in the Fock space
that can be eventually put in relation with extended macroscopic 3D geometries. To this aim, the
natural choice consists of looking for a coherent state basis in F, defined by exponential operators
providing desirable coherence properties, having macroscopic occupation numbers for given modes
controlled by the wave-function [53–56]. More concretely, this choice will allow us to compute quantum
averages of many-body systems in thermal equilibrium using functional integrals over group field
configurations [18–20].

The simplest class of such states is given by the single-particle (condensate) coherent states

|ϕ〉 ≡ 1
Nφ

exp
[∫

dg φ(g)ϕ̂†(g)

]
|0〉 ≡ 1

Nϕ

∞

∑
n=0

1
n!

n

∏
a

[∫
dga φ(ga)ϕ̂†(ga)

]
|0〉

≡ 1
Nφ

∞

∑
n=0

1√
n!

∫
[dg]n φ(g1)× ...× φ(gn)|g1, · · · , gn〉. (18)

For the last equality, we use the definition of the n-particle state (11). φ(g) is the field on H that
has the same gauge symmetry as ϕ̂†(g), namely φ(gh) = φ(g), and Nφ is the normalization 4

N 2
φ = exp

[∫
dg φ(g)φ(g)

]
. (22)

One can show that |ϕ〉 is the eigenstate of the field operator ϕ̂(g) such that

ϕ̂(g) |ϕ〉 = φ(g) |ϕ〉 . (23)

4 Define an operator Â as

Â =
∫

dg φ(g)ϕ̂†(g). (19)

The commutator between Â and Â† is
[Â†, Â] =

∫
dg φ(g)φ(g). (20)

Then, 〈ϕ|ϕ〉 can be given as

1 = 〈ϕ|ϕ〉 = N−2
ϕ 〈0| eÂ†

eÂ |0〉

= N−2
φ 〈0| eÂeÂ†

e[Â
†,Â] |0〉

= N−2
φ exp

[∫
dg φ(g)φ(g)

]
. (21)

In the third equality, we use the Baker–Campbell–Hausdorff formula.
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Indeed, we have

ϕ̂(g)
1
n!

n

∏
a

[∫
dga φ(ga)ϕ̂†(ga)

]
(24)

=
1
n!

n

∑
k=1

n

∏
a �=k

[∫
dga φ(ga)ϕ̂†(ga)

] ∫
dh dgk φ(gk)δ(ghg−1

k ) (25)

=
1

(n− 1)!

n−1

∏
a

[∫
dga φ(ga)ϕ̂†(ga)

] ∫
dh φ(gh) (26)

= φ(g)
1

(n− 1)!

n−1

∏
a

[∫
dga φ(ga)ϕ̂†(ga)

]
. (27)

In the first equality, we use the commutator (5) between ϕ̂ and ϕ̂†. In the last equality, we use the
fact that φ(g) is right invariant. Thus, when ϕ̂(g) acts on |ϕ〉, it gives (23). In particular, coherent states
|ϕ〉 provide an over-complete basis of the Fock space F (see Appendix A for details).

Via Equation (23), one immediately obtains the tensor fields φ(g) and φ(g) in terms of expectation
values of ϕ̂(g) and ϕ̂†(g) with respect to |ϕ〉

〈ϕ| ϕ̂(g) |ϕ〉 = φ(g), 〈ϕ| ϕ̂†(g) |ϕ〉 = φ(g). (28)

Accordingly, we can express the multi-particle state as the expectation value of a group-field
network operator (16) in the 2nd quantised basis of eigenstates of the GFT quantum field operator.

For the network operator Ψ̂Γ[ϕ̂, ϕ̂†](g∂) defined in Equation (16), we get

〈ϕ| Ψ̂Γ[ϕ̂, ϕ̂†] |ϕ〉 = ∑
p+q=n
p,q≥0

∫ p

∏
p=1

dg′p φ(g′p)
q

∏
q=1

dgq φ(gq)
L

∏
�∈Γ

dh� ∏
�∈Γ

L�

(
gs(�)h�g

−1
t(�)

)
= ΨΓ[φ, φ](g∂). (29)

This is a group field tensor network state based on graph Γ with n nodes and L links. In particular,
for L�

(
hs(�)g�h

−1
t(�)

)
= δ

(
hs(�)g�h

−1
t(�)

)
, we can think of the expectation values of the associated

operators as peculiar projected entangled-pairs tensor network states (PEPS)

|ΨΓ〉 ≡
∫

dg∂ ΨΓ(g∂) |g∂〉 ≡
⊗
�∈Γ

〈L�|
⊗
v∈Γ
|φv〉 (30)

obtained by the contraction of maximally entangled link states

|L�〉 =
∫

dgs(�)dgt(�) δ
(

gs(�)h�g−1
t(�)

)
|gs(�)〉 ⊗

∣∣∣gt(�)

〉
(31)

via tensor states |φ〉 on some generically open graph architecture Γ.
The basis |g∂〉 labels the uncontracted dangling indices comprising the boundary of the auxiliary

tensor network representation. Differently from standard PEPS, the GFT networks are further
characterised by the inherently random character of the tensors |φ〉, induced by their field-theoretic
statistical descritpion. In this light, in particular, we can see states like (29) as a generalisation of the
random tensor network states (RTNs) recently introduced in [15], where the statistical characterisation
of the standard RTN gets mapped in the momenta of the GFT partition function.5

5 When Γ is closed, one further recognises ΨΓ[φ, φ](g�∈Γ) to be equivalent to the cylindrical functions describing the quantum
geometry of a closed spacial hypersurface in the kinematic Hilbert space of LQG [57].
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4. Bipartite Entanglement of a GFT Network State

Given a group field tensor network state |ΨΓ〉 ∈ H∂ =
⊗

�∈∂ L2
� [G], a bipartition of the boundary

degrees of freedom corresponds to a factorisation of the boundary Hilbert space H∂ into two subspaces
HA and HB, such that

H∂ = HA ⊗HB. (32)

The entanglement of the boundary state |ΨΓ〉 across the bipartition in HA and HB is measured by
the von Neumann entropy

S(A) = −Trρ̄A ln ρ̄A, (33)

where

ρ̄A ≡
ρA
Trρ

, ρA ≡ TrBρ = TrB |ΨΓ〉 〈ΨΓ| (34)

defines the (normalised) marginal on HA of the GFT multi-particle density matrix,

ρ = |ΨΓ〉 〈ΨΓ| = Tr

[⊗
�

|L�〉 〈L�|
⊗

v
|φv〉 〈φv|

]
≡ Tr

⊗
�

ρ�
⊗

v
ρv. (35)

A representation of ρ for the case of a simple 2-vertices graph is given in Figure 1.
It is computationally convenient to derive the von Neumann entropy as the limit of the Rényi

entropy SN(A), via standard replica trick. The Rényi entropy is defined as

SN(A) =
1

1− N
ln Trρ̄N

A =
1

1− N
ln

TrρN
A

(Trρ)N ≡
1

1− N
ln

Tr(ρ⊗NPA)

Tr(ρ⊗N)
, (36)

where PA = P(π0
A; n, d) is the 1-cycle permutation operator in SN acting on the reduced Hilbert space

HA,

P(π0
A; N, d) =

N

∏
s=1

δ
μ
([s+1]D)
A μ

(s)
A

, (37)

and d is the dimension of the Hilbert space in the same region A (see Figure 1). Explicitly, one has

PA |a1, b1〉 |a2, b2〉 · · · |aN , bN〉 = |a2, b1〉 |a3, b2〉 · · · |a1, bN〉 (38)

with
⊗

i |ai〉 ∈ HA and
⊗

i |bi〉 ∈ HB.
The Rényi entropy SN(A) coincides with the von Neumann entropy S(A) as N goes to 1, which is

S(A) = lim
N→1

SN(A). (39)

We are interested in carrying on this measurement directly in the Fock space of GFT.
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1 2

21

= |G〉〈G|

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

=

P( 0
A ) I

[ 2
A]

Figure 1. Graphical representation of the density matrix state for a simple bipartite GFT network state
|G〉, comprising two bivalent internal nodes, and trace of the N = 2 replica with the action of the
cyclic permutation (swap) operator. Notice that the label Ā, generally indicating the complementary
marginal, corresponds to the B-labelling in the main text.

4.1. Expected Rènyi Entropy in the Fock Space

Due to the random character of the nodes {φv}, induced by their dynamical GFT description, the
measure of the entanglement will be necessarily given in expectation value.

Now, by construction, the Rényi entropy SN(A) is a functional of the GFT fields φ and φ, hence
it can be promoted to an observable SN(A)[ϕ̂, ϕ̂†] in the GFT Fock space. We shall then derive the
expectation value of the Rényi entropy in the Fock space using single-particle coherent state basis, by
inserting the resolution of identity 1F ( and set K = 0, see Appendix A), with a normal ordering : · · · :

such that all ϕ̂† is to the left of ϕ̂:6

E
[
SN(A)[ϕ̂, ϕ̂†]

]
≡ C

Z0
Tr

(
: SN(A)[ϕ̂, ϕ̂†] e−Ŝ[ϕ̂,ϕ̂† ] : 1F

)
, (41)

where the very GFT action Ŝ[ϕ̂, ϕ̂†] is constructed as a quantum many-body operator on the Fock space.
By (36), the explicit form of the expectation value reads

E[SN(A)[ϕ̂, ϕ̂†]] =
1

1− N
E

[
ln

Tr(ρ [ϕ̂, ϕ̂†] ⊗NPA)

Tr(ρ [ϕ̂, ϕ̂†])N

]
. (42)

If we choose to work in perturbative GFT regime, such that S[φ, φ] = S0 + λSint[φ, φ], with λ � 1,
then we deal with a polynomially perturbed generalised [45] Gaussian distribution for the random
field, hence we can take advantage of the central limit theorem to get a good approximation of (42) in
terms of a Taylor expansion around the mean values

E[SN(A)[ϕ̂, ϕ̂†]] ≈ 1
1− N

ln
E[Tr(ρ [ϕ̂, ϕ̂†] ⊗NPA)]

E[Tr(ρ [ϕ̂, ϕ̂†] ⊗N)]
, (43)

6 The GFT vacuum amplitude in the same basis reads

Z0 = CTr
(

:e−Ŝ[ϕ̂,ϕ̂† ] :
)
= CTr

(
:e−Ŝ[ϕ̂,ϕ̂† ] : 1F

)
=

∫
DφDφ δC[φ− φGF] e−S[φ,φ]. (40)
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plus corrections due to fluctuations around the mean values that are suppressed whenever the
dimensionality of our quantum system gets extremely large. For standard random tensor network
states [15], such a typical regime is realised in the large bond limit, when the dimension of the random
tensor index (bond) spaceH� is extremely large, dim(H�)� 1.

In the GFT setting, one has to deal with infinite dimensional bond spaces, H� = L2(G), which
automatically set the derivation in the typicality regime of [15]. Nevertheless, link spaces are
regularised via a cut-off on the group representation space, such that

〈g|g′〉 = D(Λ)δg,g′ (44)

with δg,g′ equal to 1 if g = g′ and 0, otherwise. Therefore, with D(Λ), the dimension of the bonds
(links) of the network, one can consistently assume typicality to hold in the D(Λ)� 1 regime.

Given (43), the expression of the N-th Rényi entropy is mapped into a ratio of averaged
partition functions,

ZN

ZN
0
≡ E

[
Tr(ρ [ϕ̂, ϕ̂†] ⊗NPA)

]
E [Tr(ρ [ϕ̂, ϕ̂†] ⊗N)]

, (45)

where we removed the bars over ZN , ZN
0 to simplify the notation.

Let us rewrite ρ [ϕ̂, ϕ̂†] ⊗N as a trace contraction of individual link and nodes density matrices,
similarly to (35). We restrict for simplicity to tensor network observables (16) with n vertices and L
links, and with p = n(q = 0)

Ψ̂Γ[ϕ̂
†](g∂) =

∫ n

∏
p=1

dgp

n

∏
p=1

ϕ̂†(gp)
L

∏
�∈Γ

dh�
L

∏
�∈Γ

L�

(
gs(�)h�g

−1
t(�)

)
, (46)

where now the p label coincides with the v-label of the nodes of the graph Γ. The Nth replica of the
density matrix operator describing a graph observable reads

ρ⊗N =

(∫ n

∏
v=1

dgvdg′v
n

∏
v=1

ϕ̂†(gv) ϕ̂(g′v)
L

∏
�

dh� dh′�
L

∏
�

L�L′�

)⊗N

(47)

=
∫ ( n

∏
v=1

dgvdg′v
n

∏
v=1

ϕ̂†(gv) ϕ̂(g′v)

)⊗N (
L

∏
�

dh� dh′�
L

∏
�

L�L′�

)⊗N

(48)

= Tr

[
(
⊗

v
ρv)

⊗N(
⊗
�

ρ�)
⊗N

]
. (49)

The linearity of the trace allows for moving the expectation operator inside the integral and letting
it act on the N replicas of the products of fields. We then write (45) as

Tr
[⊗

� ρN
� E[(

⊗
v ρ[ϕ̂†(gv), ϕ̂(g′v)])

⊗N
v ]PA

]
Tr

[⊗
� ρN

� E[(
⊗

v ρ[ϕ̂†(gv), ϕ̂(g′v)])
⊗N
v ]

] (50)

and we focus on the calculation of E[
⊗

v ρ ⊗N
v ].

The derivation in [15,18] thereby proceeds by making two strongly simplifying assumptions. The
first consists of the restriction to the case of a Gaussian (free) group field theory for describing the
single node field statistics. The second assumes the expected value φ of the field operator at each
node to be individually independently distributed (i.i.d.). The latter assumption corresponds, from a
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physical viewpoint, to considering a non-interacting quantum many body system. The latter condition
translates in particular into a local averaging condition, namely

E

⎡⎣(⊗
v

ρv

)⊗N
⎤⎦ →⊗

v
E
[
ρ⊗N

v

]
, (51)

which allows for an explicit calculation of the expectation value in terms of a product of n 2N-point
function of the free group field theory

E
[
ρ⊗N

v

]
≡ C

Z0
Tr

(
: ρ[ϕ̂†(gv), ϕ̂(g′v)]

⊗N e−Ŝ0[ϕ̂,ϕ̂† ] : 1F

)
(52)

=
1

Z0

∫
DφDφ δC[φ− φGF] 〈ϕ| : [ϕ̂†(gv), ϕ̂(g′v)]

⊗N e−Ŝ0[ϕ̂,ϕ̂† ] : |ϕ〉

=
1

Z0

∫
DφDφ δC[φ− φGF] (φ, φ)N e−S0[φ,φ] (53)

= E0

[
(φvφ̄v)

N
]

. (54)

In the free case, in particular, one can evaluate the 2N-point functions at each node directly via
Wick’s theorem

E0

[
N

∏
a

φv(ga)φv(g′a)

]
= C ∑

πv∈SN

∫ N

∏
a

dha

N

∏
a

δv

(
hagag′π(a)

†
)

= C ∑
πv∈SN

∫ N

∏
a

dha Phv(π),

where the permutation operator acts strandwise (locally on the link spaces)

Pg(π) ≡
N

∏
a

δ
(

hagag′π(a)
†
)
=

4

∏
s=1

N

∏
a

δ
(

hagsag′sπ(a)
†
)
≡

4

∏
s
Ps

g(π),

with g′ independent from g, a labelling the replica order at each node, h denoting the set of ha,
a = 1, · · · , N.

When ha = 1 for all a from 1 to N,

P1(π) =
N

∏
a

δ
(

gag′π(a)
†
)

(55)

= P(π; N, D4) =
4

∏
s
Ps(π; N, D4),

where P(π; N, D4) and Ps(π; N, D4) are the representations of π ∈ SN on H⊗4 and H, respectively.
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The averaged partition functions, ZN and ZN
0 become

ZN ≈ CVΓ ∑
πv∈SN

∫
∏

v
dhv Tr

[⊗
�

ρN
�

⊗
v

Phv(πv)P(π
0
A; N, d)

]

≡ CVΓ ∑
πv∈SN

∫
∏

v
dhv NA(hv, πv), (56)

ZN
0 = CVΓ ∑

πv∈SN

∫
∏

v
dhv Tr

[⊗
�

ρN
�

⊗
v

Phv(πv)

]

≡ CVΓ ∑
πv∈SN

∫
∏

v
dhv N0(hv, πv), (57)

respectively corresponding to summations of Feynman graphs NA(hv, πv) and N0(hv, πv) labelled by
permutation operators Phv(πv), at each node v, contracted with the ρN

� densities at each link � (see
Figure 2). The difference between the reduced and full (density matrix) networks is encoded in the
boundary condition, as ZN is defined with P(π0

A; N, d) on A of ∂Γ and P(1; N, d) on B of ∂Γ, while
ZN

0 is defined with P(1; N, d) for all boundary region ∂Γ.

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

Figure 2. Free Group Field Theory propagators acting among two sets of N replicas for each node of
the given graph.

It is easy to see at this stage what the impact of the i.i.d. assumption is in reducing the complexity
of the propagator.7 In this case, the permutation operator P acts only among the N replicas of the
same node, independently taken across the graph. Clearly,

⊗
v E(ρ

N
v ) �= E(

⊗V
v ρN

v ) as the permutation
group S2N is much smaller that S2NV , reducing to (2N!)V the number of permutation patterns
with respect to the (2NV)! allowed patterns of the indistinguishable case. Such a strong truncation
is nevertheless consistent with a restriction to the tree-like, or “melonic”, sector of the Feynmann
diagrams of the 2NV-point function, which we expect to provide the leading order contribution to the
divergence degree.

From a qualitative point of view, a truly general result in GFT would require to consider a fully
interacting GFT and to drop the i.i.d. assumption. Moreover, it would require to leave the tensor

7 Note that, if we keep the indistinguishability condition, the calculation changes

E0

[⊗
v
(|φv〉 〈φv|)⊗N

]
= C ∑

π∈SNVΓ

P(π)

= C ∑
π∈SNVΓ

N

∏
a=1

VΓ

∏
n=1

∫
dhnadgnadg′π(na) δ

(
hnagnag′π(na)

−1
)
|gna〉 〈g′π(na)|, (58)

where SNVΓ is the permutation group of NVΓ objects, which corresponds to the permutations of NVΓ nodes; hna comes from
the required gauge symmetry of the propagator; C is a constant factor.
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network representation of the GFT multi-particle operator, and derive the entropy for the generic
operator given in (15).

4.2. Mapping to BF Theory Partition Function

The partition functions ZN and ZN
0 correspond to summations of two auxiliary networks

NA(hv, πv) and N0(hv, πv). We shall proceed by giving the main ingredients of the derivation,
while referring the reader to the original literature (see e.g., [18]) for a fully detailed description of the
combinatorics of the calculation.

First of all, in opening the expressions for ZN and ZN
0 , we shall notice that the action of Phv(πv)

at each node is decoupled among the incident legs. Due to the strandwise action of the propagator, the
value of the networks NA(hv, πv) and N0(hv, πv) can be written as factorised products over internal
(e.g., trivial propagators acting in the picture below) and boundary links

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

( ) =

NA(hv, πv) = ∏
e∈Γ
Le(πv, πv′ ; hv, hv′) ∏

e∈A
Le(πv, π0

A; hv) ∏
e∈B
Le(πv,1; hv), (59)

N0(hv, πv) = ∏
e∈Γ
Le(πv, πv′ ; hv, hv′) ∏

e∈∂Γ
Le(πv,1; hv). (60)

On the internal (dotted) links, L(π, π′, h, h′) can be written as a trace of a modified representation
of a permutation group element � ≡ (π′)−1π, such that

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

L(π, π′; h, h′) = Tr
[
Ph(π)ρN

e Ph′(π)
]
= Tr

[
Ph

(
(π′)−1π

)]
≡ Tr [Ph (�)] , (61)

where

h =

{
Ha

∣∣ Ha ≡
(

h′�(a)

)†
ha, ∀a = 1, · · · , N

}
.

In particular, any element � ∈ SN can be expressed as the product of disjoint cycles Ci

� ≡
χ(�)

∏
i
Ci, (62)
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leading to a specific simple form for the individual link contributions

L(π, π′; g, g′) = Tr
[
Pg (�)

]
= ∏

i
Tr

[
Pg (Ci)

]
(63)

= ∏
i

∫ ri

∏
k=1

dgai
k

δ

(
Hai

k
gai

k
g†

ai
[k]ri +1

)
=

χ(�)

∏
i

δ

⎛⎝←−ri

∏
k=1

Hai
k

⎞⎠ ,

which is expressed as the product of the traces of the individual cycles Ci. Indeed, one can eventually
realise [18,20] that the integral of the pattern networks N (hv, πv) on the gauge holonomies are
equivalent to the amplitudes of a three-dimensional topological BF field theory [50], with given
boundary condition. Such amplitudes are discretized on a specific 2-complex comprised by the N
replicas of the networks, with each different pattern P corresponding to a different 2-complex. The
simple form of the various functions entering the calculation of the entropy directly follows from the
specific approximations used in the calculation of expectation values, namely the choice to neglect
the GFT interactions and to consider tensor-network like observables with simple delta functions
associated with the links’ kernels.

In the local averaging setting, the expectation values of the partition functions therefore reduce
to contractions of single node 2N-point functions of the GFT model, expanded in series of Feynman
amplitudes and corresponding to a local BF gravity spin-foams (see Figure 3). In particular, if one
specifies to a 3-valent GFT field theory, with simplicial four-field interaction kernels, each domain
amplitude will correspond to a Boulatov (or 3-d BF theory) spinfoam amplitude, whose semi-classical
limit coincides with Ponzano–Regge gravity [50].

1 2

21

=

D1

D1̄

D2̄

D2

D
D1

D1̄

D¯D2̄

D2

N1( )

N2( )

Figure 3. (Above) Simple open graph associated with a boundary tensor state (and its conjugate).
(Down) Cartoon picture of the expectation value of the partition function defined by the trace of
the boundary tensor state density matrix. The N replicas of the nodes of the graph define domain
regions D, connected among them via (replicas of) the graph links. The boundary links are contracted
among the conjugate graphs via a global trace. The expectation value generates a set of independent
spin-foam channelsN among conjugate domains (GFT 2N-point functions), due to the i.i.d. assumption
considered. Indistinguishability would instead merge the different spin-foams into a single one, raising
the degree of correlations of the boundary degrees of freedom. Nevertheless, the local approximation
seems to convey the leading order contribution of the quantum entanglement of the bipartite system.
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4.3. Entanglement Scaling and Divergence Degree

Given the expression for the Rényi entropy, e(1−N)SN = ZN/ZN
0 , finding the scaling of the

entanglement entropy amounts to identifying the most divergent terms of the partition functions ZN
and ZN

0 , which corresponds to the divergence degree of the BF theory amplitudes discretized on a
lattice [58–62]. The recipe given in [18] consists of a combination of coarse graining and combinatorics.

Once given global boundary conditions for N0, π = 1 and h = 1, one can coarse-grain the
boundary of N0 into a single node with π = 1 and h = 1. Accordingly, the boundary of NA gets
coarse-grained into two nodes, one of which corresponds to A with π = C0, h = 1 and the other to B
with π = 1 and h = 1. The corresponding closed graphs are denoted as Γ0 and ΓAB. Once we take the
expectation value on the N replicas at each node, then a given pattern P(πv) divides Γ0 and ΓAB into
regions (set of nodes), each one coloured with permutation group πm and N integrals over hm (see
Figure 4 below).

Figure 4. Example of a permutation pattern P(πv) dividing ΓAB into regions (set of nodes), each one
colored with permutation group element π and N integrals over holonomies h.

In full analogy with the SN Ising model [15], links connecting different regions identify boundaries
which can be interpreted as domain walls. We are interested in finding the scaling behaviour of the
Rényi entropy in the large bond regime D(Λ)� 1, classically corresponding to the long-range ordered
phase for such an Ising-like model, where the entropy of a boundary region is known to be directly
related to the energy of the domain wall between domains of the order parameter [15].

Different local regions R, with uniform boundary conditions, can be further coarse-grained via
gauge invariance to single block nodes. For a given region, the degree of divergence is counted by the
number of links in the region, minus the number of trivialised links on a maximal spanning tree TR

#R = (#e∈R − #TR) N. (64)

One can then generally show that the pattern with no domain walls, Γ0, corresponding to the
ordered phase in which all nodes are assigned with the same permutation group, has the highest
degree of divergence

#0 = (#e∈Γ0 − #TΓ0
)N, (65)

where #e∈Γ0 is the number of links in the Γ0 graph.
For the bipartite graph ΓAB, defined by the assignment of different boundary conditions for A

and B, patterns with a single domain wall have higher divergence degree than the multi-domain walls
configurations. The coarse-grained graph contains only two block nodes and one finds [18]

#ΓAB(πm) ≤ #AB = #0 + (1− N)min(#e∈∂AB). (66)
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The leading order divergence terms of the amplitudes are given by

ZN
0 = CVΓ [D(Λ)]#0 ,

ZN = CVΓ [D(Λ)]#0+(1−N)min(#e∈∂AB
)
[
1 +O(D(Λ)−1)

]
,

and the Nth order Rényi entropy SN eventually reads

e(1−N)SN =
ZN

ZN
0

= [D(Λ)](1−N)min(#e∈∂AB
)
[
1 +O(D(Λ)−1)

]
. (67)

When N goes to 1, the leading term of the entanglement entropy SEE is given by

SEE = min(#e∈∂AB) ln D(Λ), (68)

where D(Λ) with Λ � 1 reads as a regularisation of each BF bubble divergence δ(1).
The result, within a different formal setting, reproduces the universal behaviour typical of random

tensor network states [15]. However, differently from the case of a standard random tensor network,
the considered GFT states carry an inherent geometric characterisation. The graph Γ is dual to a 2D
simplicial complex. Each node is dual to a triangle and each link is dual to an edge of this complex, and
the specific GFT model endows the simplicial complex with dynamical geometric data. In particular,
the proportionality of the entropy to the cardinality of the minimal domain wall σmin ≡ min(#e∈∂AB)

has a clear geometric interpretation, which becomes apparent in passing from a group element to a
spin representation description of the dynamical fields, in the sense of discrete geometry. In this case,
indeed, we have

Area(σmin) = ∑
e∈σmin

�e(je) = 〈�je〉|σmin|, (69)

where the length of each edge �j, in any given eigenstate of the length operator [26], is a function of
the irreducible representation je associated with it, and to the dual link. Therefore, the cardinality of
the minimal global domain wall can be interpreted as the 1D-area (length) of a dual discrete minimal
one-dimensional path and we can write |σmin| = Area(σmin)/〈�je〉. [20].

Equation (68) can then be understood as the discrete tensor network analogue of the
Ryu–Takayanagi formula in the context of group field theory [21], if we consider the path integral
averaging over the open network Γ as a simplified model of a bulk/boundary (spinfoam/network
state) duality [18].

5. Holographic Scaling for Interacting with GFT

A complete geometric characterisation of the result requires working with a fully interacting
GFT model. Indeed, it is the simplicial character of the interaction kernels that actually provides
a connection between GFT and quantum gravity spin-foams. In this sense, both consistency and
robustness of the result in (68) require exploring the possible modifications to the RT formula induced
by group field interactions.

At the perturbative level, this amounts to calculating the first order correction of E[SN(A)] in the
GFT coupling constant λ, namely E[Tr(ρ⊗NPA)] and E[Tr(ρ⊗N)], with

E[Tr(ρ⊗NPA)] = E0[Tr(ρ⊗NPA)] + λE0

[
Sint[φ, φ]Tr(ρ⊗NPA)

]
, (70)

E[Tr(ρ⊗N)] = E0[Tr(ρ⊗N)] + λE0

[
Sint[φ, φ]Tr(ρ⊗N)

]
.

This is a combinatorially highly non-trivial problem, as the interaction processes correspond
to further stranded diagrams that contribute to the expectation value of Z(N)

A/0 (see Figure 5). The
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behaviour of the amplitudes for rank-3 fields and Boulatov (simplicial) four fields interaction kernel
V sym(g(1)g(2)g(1)g(2))

K V

2 2

1 1

∫ 4

∏
�=1

dh� δ(h1g(1)1 , h3g(1)
1

)δ(h1g(1)2 , h4g(2)
2

)δ(h1g(1)3 , h2g(2)3 )

δ(h2g(2)1 , h4g(2)
1

)δ(h2g(2)2 , h3g(1)
2

)δ(h3g(1)
3

, h4g(2)
3

)

is studied in [20]. Therein, the authors provide a series of theorems aimed at constraining the
complexity of the combinatorial pattern. In particular, it was shown that patterns with a single
interaction happening between two incoming and two outgoing fields of the same network node v
leads at most to the same number of divergences as in a maximal case of the free theory, where the
interaction at v is replaced by a free propagation [20].

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

1 2

21

(2)
1

(2)
2

(2)
1

(2)
2

Figure 5. Examples of insertions of Boulatov 4-fields interaction vertices V in the amplitude among
replicas of the individual node of the graph. Multiple of interaction vertices generate new faces in the
amplitudes.

Interestingly, the situation changes if one drops the assumption of gauge invariance (closure) for
the GFT field. In this case, the expected Nth Rényi entanglement entropy is estimated to be

En-sym[SN(ρA)] ≈ [ln D(Λ)− λN]min(#e∈∂AB). (71)

The linear order corrections do modify the asymptotical scaling of the Rènyi entanglement entropy
with the area of a minimal surface. In particular, the results in [20] show that the proportionality
factor is corrected by an additive term linear in the perturbed group field theory coupling constant
λ. However, no additive leading order correction to the area scaling entropy formula emerges from
the analysis. A more systematic analysis of such dynamical regularisation and its relation with the
emergence of an effective gravitational coupling is an open interesting issue for future work.

6. Discussion and Conclusions

Group field theories realise a kinematical description of quantum space geometry in terms
of discrete, pre-geometric degrees of freedom of combinatorial and algebraic nature, described
in terms of spin-network states. In loop quantum gravity (LQG), such theories play the role of
auxiliary field theories, whose partition functions, for appropriate choices of the kernels, provide
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generating functionals for the LQG spinfoams: a covariant path integral realisation of spacetime
as a transition amplitude between boundary spin network states. More generally, GFTs provide a
versatile field-theoretic tool to study the very emergence of space-time quantum geometry via path
integral techniques and a quantum many-body approach associated with their second quantised
formalism [57,63]. Moreover, as higher order generalisations of matrix models, group field theories
can be put in direct formal relation with tensor network algorithms [10–12,17,18] in condensed
matter theory.

In this review, we considered a setting similar to that of a gauge field theory on a lattice, which in
the background independent quantum gravity context consists of nets of fundamental quanta of space
that admit an interpretation as quantized fuzzy geometries.

|V∂ |⊗
i

| i〉
{vi}

| Γ〉 =
{vi}∈V∂

The entanglement structure of the wave-function for such collections of quanta is encoded into a
∞-rank tensor of coefficients, which we interpret here as an open GFT network state. In [18–20], such
an open GFT spin network is interpreted as a tensor network representation of some quantum geometry
wave-function, with physical indices corresponding to boundary degrees of freedom of the “auxiliary”
GFT network state, realised by a spin network.

In this setting, the degree of entanglement of a generic quantum region of space can be measured
holographically, in terms of the entanglement entropy of the bipartite auxiliary spin network. Such
entanglement is directly related to the topology of the internal network, which, differently from many
similar derivations in quantum gravity, is only partially fixed by the choice of the auxiliary network
architecture. Indeed, due to the random character of the nodes, expectation values imply a dynamical
characterisation of the internal graph topology, which end up being directly specified by the choice of
the GFT model. Therefore, different GFT models a priori induce different architecture for the internal
network, with higher order interactions corresponding to a higher degree of connectivity of the graph.

The GFT formalism, along the lines first proposed by [15], allows for an explicit computation of
the entanglement entropy, which in [18–20] is realised within a set of simplifying assumptions:

1. indistinguishability and i.i.d.: the symmetry of the group field naturally selects a bosonic quantum
many-body characterisation for the quanta comprising our network states. This translates into
indistinguishability for the nodes comprising the network. Furthermore, along with the results in
[15], in the statistical evaluation of the averaged Rényi entropy, ‘tensor’ fields at the nodes are
individually independently distributed. This leads to a sensible simplification of the auxiliary
bulk averages, reduced to a set of local amplitudes defined among conjugate domains of replicas
of the fields at each node. Such i.i.d. assumption is a natural choice in [15], where random
tensor networks are associated with maximally mixed states. In our setting, accordingly, the
i.i.d. assumption presupposes actual absence of dynamical interaction among the quanta sitting at
the nodes of the graph. Effectively, quanta couples through the network only via local adjacent
link entanglement. Such a non-interacting quantum many-body assumption is very strong.
Nevertheless, it is consistent with the simplifying choice of dealing with product coherent states in
the adopted 2nd quantised formalism. On the other hand, the i.i.d. assumption embodies some a
priori knowledge of the position of the individual nodes (their replicas and conjugates) on the
graph, hence somehow violating indistinguishability.
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2. maximally entangled bonds: the class of GFT tensor networks considered is further radically
characterised by link states given by maximally entangled pair states, associated with gluing
kernels realised in terms of bivalent intertwiners with δ

(
gs(�)h�g−1

t(�)

)
coefficients. In principle,

the choice of the link state can be generalised to a more general kernel, while still being expressed
in terms of the mutual information among the half link states [14].

3. propagator holonomies are set to h� = 1 for all link � ∈ Γ: this assumption makes the state |ΨΓ〉
lying in the flat vacuum state recently considered in the context of Loop Quantum Gravity [64].

4. finite link space (bond) dimension D: while taking a large leg space dimension D � 1 limit, we
always deal with a finite-dimensional restriction of the leg spaces L2[G, μ], obtained through the
introduction of a sharp cut-off Λ in the group representation, such that δ(g) = D(Λ), for g ∈ G.
More radically, one could regularise the divergences via “box” normalization of δ(g) ∈ L2[G, μ]

by using quantum groups. Interestingly, such a quantum deformation can be related to the
cosmological constant Λ in the semi-classical regime of the spinfoam formalism (see e.g., [65,66]).

5. tensor network setting: we work with regular networks of 3-valent nodes. The GFT interaction
kernels adopted correspond to the ones defining the Boulatov model for 3D gravity. The coupling
λ of the interaction term is always assumed to be much smaller than 1, allowing for a perturbative
expansion of the expectation value of the Rényi entropy in λ.

As a result, the set of assumptions above induces a structure of correlations that is essentially local
in its leading contribution to the entropy, even when the interaction among fields at different nodes
is considered [18,20]. This suggests that the emergence of the dominant holographic behaviour for
the entropy is intertwined with the universality features of the large bond regime. In the presence of
(weak) interactions, such area scaling behaviour is shown to remain a solid feature of the quantum
typical regime [20]. 8

Many aspects can be tuned to further test such a holographic behaviour in the specific aproach. At
the level of the free theory, it would be interesting to look at changes in the area scaling due to minimal
modification of the very free propagator, via more general heat-kernel techniques, possibly expressed
in terms of a different choice of mutual information among the half link states [14]. For higher order
perturbations, where the diagrams are dominated by the bulk structure, induced by the creation of
new interaction vertices [20], we may expect significant changes in the area scaling behaviour, even
if the local averaging scheme induced by the i.i.d. assumption is preserved. Outside the typicality
regime, it is natural to expect that fluctuations in the annealed average (43) become more and more
relevant and the area scaling behaviour is eventually lost. A detailed study in this sense requires
strong computational efforts, necessary to explore the properties and combinatorics of the dynamically
induced bulk auxiliary networks.

More generally, concerning the potential of the GFT formalism in the study of holographic
entanglement in quantum geometry, much still remain to be understood. We showed how the
formalism of second quantization for GFT, and the use of a coherent state basis, allow for a new approach
to the study of entanglement in quantum geometry. Standard quantum mechanical correlations
among links and nodes of the quantum many-body network state are replaced by correlations
among excitations of modes of the tensor field representing the particle. This is likely the right
formalism for understanding the diverse roles played by entanglement in quantum gravity, from
the local entanglement among single quanta responsible for the connectivity of a quantum geometry
configuration, to the local and non-local entanglement among modes of the GFT field, intended as
elementary excitations induced by the collective behaviour of the underlying many-body quantum
system. This would effectively allow for maximally disregarding the auxiliary spin network structures
and work in full indistinguishability with bosonic GFT quanta of geometry in the Fock space.

8 A possibly deep relation between such universal regime and the universality proper of tensor models in the large D regime
(see e.g., [67]) has been pointed out and discussed in [18].
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However, harnessing entanglement in the 2nd quantisation formalism is still a fundamental open
problem already in condensed matter and quantum information theory [68–70]. In our derivation,
the second quantisation scheme was in fact only partially realised. Indistinguishability would have
actually prevented us from defining an AB-factorisation of the Hilbert space. In this regard, we
proceeded by selecting a single graph Hilbert space within the full Fock space, hence coming back
to a first quantisation formalism. Indistinguishability was further violated by the local averaging
approach, in Section 4.1, induced by the i.i.d. assumption. A GFT derivation that makes full use of the
mode aspect of second quantization is therefore substantially left for future work. Success in this sense
would be evocative of (and consistent with) the general perspective that sees continuum spacetime
and geometry as emergent from the collective, quantum many-body description of the fundamental
GFT degrees of freedom, the same perspective motivating a large part of the literature and in particular
the one concerned with GFT renormalization (both perturbative and non-perturbative) [71–82].

Most recent work in this direction focussed on entanglement among GFT modes induced by
interaction, starting from a generalization of the Bogoliubov description of a weakly interacting
Bose gas to the GFT framework [83]. Analogous insights on the inherently dynamic character of
entanglement among GFT modes in second quantization appear in the series of recent results proposing
a general procedure for constructing states that describe macroscopic, spatially homogeneous universes
as Bose–Einstein condensates (see e.g., [53]). Strong results in this sense would provide a new
quantitative tool to unravel the relation between entanglement, holography and emergence of
spacetime geometry in quantum gravity.

For instance, an interesting direct correspondence between black holes and Bose–Einstein
condensates (BECs) of gravitons at the point of maximal packing was recently proposed in [84],
though within a standard effective field theory framework. In this case, the physics of maximally-packed
gravitational systems is identified with the general behaviour of BECs at the critical point of the
quantum phase transition, while collective nearly gapless excitations of the quantum condensate
are shown to define the holographic degrees of freedom responsible for the known semiclassical
holographic properties of black holes (BH) [84]. In this exemplary case, GFTs would provide a unique
non-perturbative formalism to investigate the foundations of black hole entropy [85] and holography as
a general quantum phenomenon of nature.
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Appendix A. Coherent States Over-Completeness

Consider two coherent state |ϕ〉 and |ϕ′〉. One can prove that they are not orthogonal

〈ϕ|ϕ′〉 = 1
NϕNϕ′

exp
[∫

dg ϕ(g)ϕ′(g)
]

. (A1)

The state |ϕ〉 can be decomposed by the n-particle state basis |· · · , ga, · · ·〉 as

|ϕ〉 = |0〉 〈0|ϕ〉+
∞

∑
n=1

∫ n

∏
a=1

dga |g1, · · · , gn〉 〈g1, · · · , gn|ϕ〉, (A2)
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where 〈g1, · · · , gn|ϕ〉 is given as

〈g1, · · · , gn|ϕ〉 =
1
Nϕ

1√
n!

n

∏
a

[∫
dg′a ϕ(g′a)

]
〈g1, · · · , gn|g′1, · · · , g′n〉

=
1
Nϕ

1
(n!)3/2 ∑

π∈Sn

n

∏
a

[∫
dg′a dha ϕ(g′a)δ(gπ(a)ha(g

′
a)

†)

]

=
1
Nϕ

1√
n!

n

∏
a

ϕ(ga). (A3)

In order to obtain the resolution of identity in terms of |ϕ〉, let us first introduce the gauge fixed
field ϕGF

ϕGF(g) ≡ ϕ(gh−1
1 ) = ϕ(1, h2h−1

1 , h3h−1
1 , h4h−1

1 ) ≡ ϕ([g]). (A4)

Then, we have the identities∫
DϕDϕ δC[ϕ− ϕGF] e−K

∫
dg ϕ(g)ϕ(g)〈g1, · · · , gn|ϕ〉〈ϕ|g′1, · · · , g′n〉

=
1
n!

∫
DϕDϕ δC[ϕ− ϕGF] e(−K−1)

∫
dg ϕ(g)ϕ(g)

n

∏
a

ϕ(ga)ϕ(g′a)

=
1
n!

∫
DϕGFDϕGF e(−K−1)

∫
dg ϕGF(g)ϕGF(g)

n

∏
a

ϕGF(ga)ϕGF(g′a)

= C 1
n! ∑

π∈Sn

n

∏
a=1

δ3([g′a][g
†
π(a)])

= C
1
n! ∑

π∈Sn

n

∏
a=1

∫
dha δ4(g′ahag†

π(a))

= C〈g1, · · · , gn|g′1, · · · , g′n〉, (A5)

where K is a parameter which we assume to be real, and C is a constant number

C ≡
∫
DϕDϕ δC[ϕ− ϕGF] exp

[
(−K− 1)

∫
dg ϕ(g)ϕ(g)

]
. (A6)

For the third equality, we use the Wick’s theorem, and, for the fourth equality, we reintroduce the
gauge symmetry such that the arguments of ϕ are equal in weight.

The resolution of identity in the Fock space F is in terms of |ϕ〉

1F = C−1
∫
DϕDϕ δC[ϕ− ϕGF] e−K

∫
dg ϕ(g)ϕ(g) |ϕ〉 〈ϕ| . (A7)
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Abstract: Despite its importance in general relativity, a quantum notion of general covariance has
not yet been established in quantum gravity and cosmology, where, given the a priori absence of
coordinates, it is necessary to replace classical frames with dynamical quantum reference systems.
As such, quantum general covariance bears on the ability to consistently switch between the
descriptions of the same physics relative to arbitrary choices of quantum reference system. Recently,
a systematic approach for such switches has been developed. It links the descriptions relative to
different choices of quantum reference system, identified as the correspondingly reduced quantum
theories, via the reference-system-neutral Dirac quantization, in analogy to coordinate changes on
a manifold. In this work, we apply this method to a simple cosmological model to demonstrate how
to consistently switch between different internal time choices in quantum cosmology. We substantiate
the argument that the conjunction of Dirac and reduced quantized versions of the theory defines
a complete relational quantum theory that not only admits a quantum general covariance, but,
we argue, also suggests a new perspective on the ‘wave function of the universe’. It assumes the
role of a perspective-neutral global state, without immediate physical interpretation that, however,
encodes all the descriptions of the universe relative to all possible choices of reference system at
once and constitutes the crucial link between these internal perspectives. While, for simplicity,
we use the Wheeler-DeWitt formulation, the method and arguments might be also adaptable to loop
quantum cosmology.

Keywords: quantum relational dynamics; switching relational clocks; quantum symmetry reduction;
quantum cosmology; quantum general covariance; Dirac and reduced quantization; Hamiltonian
constraint; wave function of the universe

1. Introduction

General covariance is a celebrated feature of general relativity. It asserts that all the laws of
physics are the same in all reference frames and independent of coordinates. It not only permits us to
describe the physics from arbitrary choices of reference frame, but also to switch between the different
descriptions at will. General covariance is the origin of the diffeomorphism invariance of the theory
and thereby leads to profound conceptual consequences [1]: Physical systems are neither localized nor
evolve with respect to a background spacetime, but relative to one another. General covariance thus
already implies classically that coordinates are not a fundamental concept in physics. While they are
practical for any concrete calculations of the physics in a given spacetime, already classically, one could,
instead, use dynamical degrees of freedom as reference systems relative to which to describe the
physics, incl. the dynamics of spacetime [1–9].

In quantum cosmology and quantum gravity the situation becomes more extreme: Since one
does not quantize spacetime and its matter content relative to a background, coordinate systems
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are a priori absent altogether. Consequently, it becomes a necessity to employ dynamical degrees of
freedom as quantum reference systems relative to which to describe the physics [1–4,9–37]. Ordinary
coordinate systems are only expected to be reconstructed from such reference systems in a semiclassical,
large-scale limit.

A question that has so far received little attention in quantum gravity and cosmology is how to
establish a quantum notion of general covariance, despite its fundamental importance to the theory
supposed to be quantized. A reason is perhaps the absence of coordinates and the (attempted) outright
diffeomorphism invariance in quantum gravity. However, already classically, general covariance
is less about coordinates and, operationally, primarily about linking the descriptions relative to
different reference frames. Similarly, given the absence of coordinates, quantum general covariance
can only refer to the ability to consistently switch between the descriptions of the same physics
relative to arbitrary choices of quantum reference system. This includes both spatial and temporal
reference systems.

As an initial step, we shall address this question in the context of a simple isotropic and
homogeneous quantum cosmological model in this article, exploiting a novel framework for quantum
reference systems [38–41] and building up on the earlier works [20–22]. As such, we will here not
be concerned with spatial reference systems [38,39,41], but only internal times to which one usually
resorts for defining temporal localization in quantum cosmology [9–12,16–37].

The use of different choices of internal times in parametrized systems and cosmological models
has been considered, e.g., in [11,30,42–44], but no explicit switches between the different choices were
constructed. Instead, the so-called multiple choice problem associated with the problem of time was
diagnosed [11,12]. This is the purported problem that generically there are no distinguished internal
time choices and that different choices of internal times would lead to unitarily inequivalent quantum
theories. Switching between different internal time choices was only later studied in a semiclassical
approach [20–22,45] and, for a restricted set of choices, at the level of reduced quantization [46–49].
Nevertheless, the meaning of quantum general covariance remained elusive.

One of our aims here will be to begin clarifying both technically and conceptually what quantum
general covariance is, at least in the simplified context of quantum cosmology. The method and
concepts, however, extend, at least in principle, to full quantum gravity. To this end, I will invoke
a recent unifying approach to switching quantum reference systems in both quantum foundations and
gravity [38–40]. This approach blends operational quantum reference frame methods [41], aiming at
quantum covariance too, with the ideas underlying the semiclassical clock switches in [20–22,45]
and conceptual arguments concerning the ‘wave function of the universe’ and how to accommodate
different frame perspectives in it [50]. In particular, in [40] it was already shown that it provides
a systematic method for switching between different choices of relational quantum clocks and this will
be exploited below.

The key feature of the method in [38–40] is that it identifies a consistent quantum reduction
procedure that maps the Dirac quantized theory to the various reduced quantized versions of it relative
to different choices of quantum reference systems. It identifies the physical Hilbert space of the Dirac
quantization as a reference-system-neutral quantum super structure and the various reduced quantum
theories as the physics described relative to the corresponding choice of reference system. In analogy to
a coordinate change on a manifold, one can then switch between different choices of quantum reference
system by inverting a given quantum reduction map and concatenating it with the forward reduction
map associated with the new choice of reference system. Just as with coordinate changes, this will
not always work globally, but this, I argue, is the structure defining quantum general covariance in
a canonical formulation [38–40]. In particular, a complete relational quantum theory, admitting quantum
general covariance, is the conjunction of its Dirac and various reduced quantized versions, just like
the classical theory contains both the constraint surface and reduced phase spaces [40]. By linking the
various (generally unitarily inequivalent) reduced quantizations, the multiple choice problem becomes
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a multiple choice feature of the complete relational quantum theory [40], just like general covariance is
a feature of general relativity.

In this work, I will apply this method to the simple flat Friedman-Robertson-Walker (FRW)
universe filled with a massless, homogeneous scalar field and show how to consistently switch
between choosing either the scale factor or the field as an internal time in both the classical and
quantum theory and how the different descriptions are explicitly linked. This model has become
a fairly standard example in Wheeler-DeWitt type quantum cosmology [30,31,37] and loop quantum
cosmology [25,26,34,36] and has recently even been reconstructed from a full quantum gravity
theory [27,28]. Our discussion will be of relevance to each of these approaches, although loop
quantization related subtleties need be taken into account before this framework can be directly
applied to the latter two approaches (see later comments).

In the conclusions, I will use this explicit construction to argue more generally that quantum
general covariance also entails a novel perspective on the ‘wave function of the universe’. It provides
the handle to relate quantum states of subsystems ‘as seen’ by other subsystems to ‘the wave function
of the universe’, linking frame-dependent and frame-independent descriptions of the physics and
thereby suggesting a new interpretation of states in quantum cosmology. In particular, I propose to
view the ‘wave function of the universe’ as a perspective-neutral global state that does not admit
an immediate physical interpretation, but that encodes all the descriptions of the universe relative
to all possible choices of reference system at once and constitutes the crucial link between all these
internal perspectives. This will substantiate (and partially amend) an earlier proposal for interpreting
the ‘wave function of the universe’ and rendering it compatible with operationally significant relative
states [50] (see also the earlier discussion in [51]).

2. The Flat FRW Model with Massless Scalar Field

Consider an isotropic and homogeneous FRW universe, filled with a homogeneous scalar field φ(t)
and described by a metric ds2 = −dt2 + a2(t)(dr2/(1− kr2) + r2dΩ2), where a(t) is the scale factor
and k = −1, 0,+1 characterize open, flat and closed universes, respectively. For quantization later,
it will be convenient to rather choose α := ln a, so that (α, φ) ∈ R2 will be our configuration variables.
This choice also simplifies the form of the Hamiltonian constraint, generating the dynamics, and yields1

CH = p2
φ − p2

α − 4k exp(4α) + 4m2 φ2 exp(6α), where m is the mass of the field, e.g., see [25,26,30–37].
For illustrative purposes, we shall henceforth set the mass and curvature to zero, m = k = 0, such that
the Hamiltonian constraint takes a particularly simple Klein-Gordon form

CH = p2
φ − p2

α ≈ 0 , (1)

where ≈ denotes a weak equality [52,53]. Hence, we can equivalently interpret the dynamics as either
a flat FRW model with massless scalar field, or as a relativistic particle in 1 + 1 dimensions.

To understand the quantum internal time switches, it is necessary to first carefully revisit the
classical model.

2.1. Classical Relational Dynamics and Internal Time Switches

It is clear that pφ, pα are dependent constants of motion and thus Dirac observables, as are

Λ = pα φ + pφ α , L = pφ φ + pα α. (2)

We have not yet selected a temporal reference with respect to which to interpret the dynamics.
The constraint surface C defined by (1) encodes all possible internal time choices at once, as reflected

1 In fact, we have included a choice of lapse function N = e3α.
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also in the redundancy of its description, and constitutes an internal-time-neutral super structure [40]
(see also [38,39]). As such, C itself does not admit the interpretation as the physics described relative to
a reference system; it is also not a phase space, but a pre-symplectic manifold.

Using Λ or L, we can construct relational Dirac observables [1,3,5–9,14–22,40] in various ways.
For simplicity, we choose α, φ as internal times, exploiting that they are globally monotonic.
For compactness of notation, denote by e and t the evolving and clock configuration degree of freedom,
respectively, which are either e = φ and t = α, or vice versa. The relational observable describing
the evolution of e with respect to t can be easily constructed by evaluating the right-hand side of
Λ = pα φ + pφ α along the trajectories generated by CH (with flow parameter s) and noting that Λ is
a constant of motion, producing

e(τ) := e(s)
∣∣∣t(s)=τ =

1
pt

(Λ− pe τ) = − pe

pt
(τ − t) + e . (3)

(The situation is completely symmetric in α and φ.) This parameter family of Dirac observables gives
the value of e when the clock t reads τ. We would have to carefully regularize the inverse powers
of pt in the subsequent reduced phase spaces and quantum theory. While this can be done [40],
it will be convenient to make a variable change in the evolving degrees of freedom to avoid these
complications. Instead of the canonical pair (e, pe), we will henceforth look at the evolution of the affine
pair (E : = e pe, pe), satisfying {E, pe} = pe, with respect to t. This amounts to evaluating L instead of
Λ and yields

E(τ) := E(s)
∣∣∣t(s)=τ ≈ L− pt τ = −pt (τ − t) + E , pe(τ) := pe(s)

∣∣∣t(s)=τ = pe , (4)

so that we have no singular behavior to worry about.
We wish to remove the redundant clock degrees of freedom from among the dynamical variables

through reduction [40]. To this end, it will be convenient to factorize (1),

CH = st Ct
+Ct

− , Ct
± := pt ± he , he := |pe| , st :=

{
+1 , t = φ,

−1 , t = α.
(5)

he will assume the role of a Hamiltonian. We have the following situation:

(i) On C t
± ⊂ C, defined by Ct

± = 0 and pt �= 0, we have

d ·
ds

= {·, CH} ≈ ∓ 2st he {·, Ct
±} , (6)

so that Ct
± generates the dynamics on C t

±. Since he > 0, the flows generated by Ct
+ and Ct

− are
opposite to and aligned with that of CH , respectively, for t = φ and aligned with and opposite
to that of CH , respectively, for t = α. That is, φ runs ‘backward’ on Cφ

+ and ‘forward’ on Cφ
−,

while α expands on Cα
+ and contracts on Cα

−. Backward/expanding and forward/contracting will
correspond to positive and negative frequency solutions, respectively, in the quantum theory.

(ii) The set pα = pφ = 0 is the shared boundary between Cφ
+ and Cφ

−, as well as between Cα
+ and Cα

−.
Notice that orbits with pα = pφ = 0 are just points in C so that the latter is stratified by gauge
orbits of different dimension. Since dCH = 0 for pα = pφ = 0, no gauge-fixing surface can pierce
every such gauge orbit once and only once.

The situation is summarized in Figure 1 for convenience.
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pφ

pα

contracting

expanding

‘forward’‘backward’

Cα− ∩ Cφ−Cα− ∩ Cφ+

Cα+ ∩ Cφ−

Cα+ ∩ Cφ+

Figure 1. Schematic representation of the constraint surface C, defined by (1), as a ‘light cone’ in
momentum space. Its four components have the following physical interpretation. Red: contracting
universe, but φ runs ‘backward’. Blue: contracting universe and φ runs ‘forward’. Green: expanding
universe and φ runs ‘forward’. Purple: expanding universe, but φ runs ‘backward’. At the intersection
point (the origin) the dynamics is static.

On C t
± we can thus use Ct

± as evolution generators and their relational dynamics is equivalent to
that of CH . Indeed, on C t

± we find (s± denotes the flow parameter of Ct
±):

E±(τ) := E(s±)
∣∣∣t(s±)=τ = ± |pe| (τ − t) + E , pe±(τ) := pe(s±)

∣∣∣t(s±)=τ = pe , (7)

which is (4) after solving (1). The relational Dirac observables being gauge-invariant extensions of
gauge-restricted quantities [5,6,40,53], we can now gauge fix the clock to, e.g., t = 0 and evaluate (7)
on this surface Gt=0 without loss of dynamical information. This will produce two separate reduced
phase spaces P e(t)

± � C̄ t
± ∩ Gt=0 for positive/negative frequency modes, where C̄ t

± is C t
± including its

boundary pα = pφ = 0. Of course, due to (ii) these gauge-fixed reduced phase spaces will miss all
point-like orbits with pα = pφ = 0 and t �= 0 and so their union does not coincide with the space of
orbits C/ ∼, where ∼ identifies points in the same orbit. We comment on this shortly.

The Dirac bracket for any functions F, G on C t
± reads

{F, G}D± = {F, G} − {F, Ct
±}{t, G}+ {F, t}{G, Ct

±} . (8)

All Dirac brackets involving the redundant clock variables (t, pt) vanish, which can thus be
removed. Furthermore, the affine bracket

{E, pe}D± ≡ {E, pe} = pe (9)

is well-defined everywhere. By contrast, the canonical {e, pe}D± is undefined for pe = 0. Hence,

we takeP e(t)
± to be fundamentally defined through the affine algebra (9). Then we could define e := E/pe

on P e(t)
± , yielding a derived canonical relation {e, pe}D± = 1.

On P e(t)
± the relational observables (7) become

E±(τ) = ± |pe| τ + E , pe±(τ) = pe , (10)

and satisfy the following equations of motion
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dE±
dτ

= ± |pe| = {E±,± he}D±
dpe±
dτ

= 0 = {pe± ,± he}D± , (11)

which are thus generated by the physical Hamiltonian ± he.
This can now genuinely be interpreted as the evolution described relative to the clock t,

which, being the reference system, has become dynamically redundant and an evolution parameter τ

(see also [40]). Notice also that the measure-zero set of ignored orbits that distinguishes (the union
of) P e(t)

± from the space of orbits is redundant for relational dynamics. Indeed, the ignored orbits
correspond to the static point-like orbits with pα = pφ = 0 and t �= 0, where (E, pe) are directly
independent observables. However, all their information is already encoded in (10): for pe = 0,
E±(τ) = E does not depend on τ, which, however, runs over all possible values of t. It is thus
physically justified to work with the gauge-fixed reduced phase space P e(t)

± rather than the abstract
reduced phase space C/ ∼. We will also see that the relation between the Dirac and reduced quantized
theories is consistent with this observation.

Next, we interchange the roles of e and t, i.e., we switch to using e as the clock and t as an evolving
variable [40]. The corresponding map between the corresponding reduced phase spaces P e(t)

± and P t(e)
±

involves the gauge transformation generated by CH which maps C ∩ Gt=0 to, e.g., C ∩ Ge=0. Solving
the equations of motion generated by CH , one easily finds that one has to flow a parameter distance
s = st t0/2pt in C, where t0 is the clock value prior to the transformation. Dropping the redundant
variables, this yields the following maps2

St+→e± : P e(t)
+ → P t(e)

± , (E, pe) �→ (T = E, pt = −|pe|) ,

St−→e± : P e(t)
− → P t(e)

± , (E, pe) �→ (T = E, pt = +|pe|) , (12)

where T = t pt is the evolving affine variable after the clock switch. Notice that gauge transformations
preserve Cα

i ∩ C
φ
j , i, j = +,−, i.e., the four quadrants of Figure 1. Hence, e.g., St+→e± maps the pe < 0

and pe > 0 halves of P e(t)
+ onto the pt < 0 halves of P t(e)

+ and P t(e)
− , respectively, etc. (For example,

Sα+→φ− switches from the description of the ‘expanding-forward’ sector (green quadrant in Figure 1)
relative to α to its description relative to φ.) Respecting this, one obtains a ‘continuous’ relational
evolution, despite the clock switch: Using (10) and setting τi

e = E+(τ
f

t )/pe =: e+(τ
f

t ) as the initial
value of the new clock e after the clock switch, where τ

f
t was the final value of the old clock t prior to

it, one consistently finds3

T±(τi
e) = pt τ

f
t , on P t(e)

± . (13)

We shall see the quantum analog of this later. We emphasize that due to the intermediate gauge
transformation the clock switch proceeds via the internal-time-neutral C [40].

2.2. Reduced Quantization Relative to a Choice of Internal Time

We proceed by quantizing the gauge-fixed reduced phase spaces P e(t)
± of this model universe.

Subsequently, we will link the various reduced quantum theories via the internal-time-neutral Dirac
quantized theory. For simplicity, we resort to the Wheeler-DeWitt formulation in the Dirac procedure,
but we note that the loop quantization of this FRW model can be cast into a very similar form
(modulo observables) [34]. There is thus good hope that the below framework for switching internal
times can be adapted to loop quantum cosmology. Before doing so, however, one must overcome loop
quantization related subtleties, which I briefly comment on in the conclusions.

2 For more details of this procedure in a different model, see [40].
3 Please note that generally T±(τi

e) �= E+(τ
f

t ), despite the form (12).
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Since we will encounter several Hilbert spaces and transformations along the way, we summarize
the various classical and quantum reduction steps and their relation in Figure 2 for guidance.

kinematical phase space R4

Pα(φ)
+ Pα(φ)

− Hkin Pφ(α)
+ Pφ(α)

−

Hα(φ)
+ Hα(φ)

− Hφ(α)
+ Hφ(α)

−

Hα(φ)
phys Hphys Hφ(α)

phys

Cφ
+=φ=0

Cφ
−=φ=0 Cα

+=α=0
Dirac quant. Cα

−=α=0

red. quantization rel. to φ

δ(ĈH)

red. quantization rel. to α

√
4π〈φ=0|θ(− p̂φ)

√̂
|pα |

√
4π〈φ=0|θ( p̂φ)

√̂
|pα |

Tφ Tα

√
4π〈α=0|θ(− p̂α)

√̂
|pφ | √

4π〈α=0|θ( p̂α)
√̂
|pφ |

Figure 2. Diagrammatic overview of the relation between Dirac and the four reduced quantizations.
In a nutshell, the physical Hilbert space is mapped to any of the four (positive or negative frequency)
reduced Hilbert spaces by first trivializing the Hamiltonian constraint via Tφ or Tα to the corresponding
choice of internal time variable and subsequently projecting onto the classical internal time gauge-fixing
condition. (Details in the main text.)

Recall that P e(t)
± is defined through the affine algebra (9). However, it turns out to be equivalent to

quantize these phase spaces in either the affine or standard canonical method. We promote the Dirac
bracket {., .}D± to a commutator [., .] and (e, pe) to conjugate or (E, pe) to affinely related operators on

a Hilbert spaceHe(t)
± := L2(R). In the canonical momentum representation, we represent states as

|ψ〉e(t)± =
∫ +∞

−∞
dpe ψ

e(t)
± (pe) |pe〉e , (14)

the inner product as

〈ψ|χ〉e(t)± =
∫ +∞

−∞
dpe [ψ

e(t)
± (pe)]

∗ χ
e(t)
± (pe) , (15)

p̂e as a multiplication operator and the configuration observables as4

ê ψ
e(t)
± (pe) = i ∂pe ψ

e(t)
± (pe) , Ê ψ

e(t)
± (pe) = i

(
pe ∂pe +

1
2

)
ψ

e(t)
± (pe) . (16)

These are self-adjoint and for states with limpe→±∞
√
|pe|ψe(t)

± (pe) = 0 we can equivalently work
with ê or Ê which also satisfies Ê = 1

2 (ê p̂e + p̂e ê).5 The evolving observables (10) become

Ê±(τ) = ± | p̂e| τ + Ê , p̂e±(τ) = p̂e , (17)

4 We set h̄ = 1.
5 In the affine momentum representation, states are represented as |ψ〉e(t)± =

∫ +∞
−∞

dpe
|pe | ψ̃

e(t)
± (pe) |pe〉aff, where ψ̃

e(t)
± =√

|pe|ψe(t)
± and 〈pe|p′e〉aff = |pe| δ(pe − p′e). The inner product then reads 〈ψ|χ〉e(t)± =

∫ +∞
−∞

dpe
|pe | [ψ̃

e(t)
± (pe)]∗ χ̃

e(t)
± (pe) and the

configuration observables are represented as Ê ψ̃
e(t)
± = i pe ∂pe ψ̃

e(t)
± and ê ψ̃

e(t)
± = (i ∂pe − i

2pe
) ψ̃

e(t)
± . It is easy to check that

this affine representation is equivalent to the canonical one above.
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and satisfy the Heisenberg equations with Hamiltonian Ĥ = ±ĥe = ±| p̂e| onHe(t)
±

dÊ±
dτ

= ± | p̂e| = −i [Ê±, Ĥ]
dp̂e±
dτ

= 0 = −i [ p̂e± , Ĥ] . (18)

2.3. The Internal-Time-Neutral Dirac Quantization

We continue with Dirac quantization (see Figure 2), promoting (α, pα) and (φ, pφ) to conjugate
operators on a kinematical Hilbert spaceHkin := L2(R2). The solutions to the quantum constraint

ĈH |ψ〉phys = ( p̂2
φ − p̂2

α) |ψ〉phys
!
= 0 . (19)

will define the physical Hilbert space Hphys. Using group averaging [23,38–40,54–57], |ψ〉phys =

δ(ĈH) |ψ〉kin, and working in momentum representation with kinematical wave functions ψkin(pφ, pα),
we find physical states to be of the form

|ψ〉phys =
∫ +∞

−∞

dpe

2|pe|
[
ψ

e(t)
kin (−|pe|, pe) |−|pe| 〉t|pe〉e + ψ

e(t)
kin (|pe|, pe) | |pe| 〉t|pe〉e

]
(20)

and the physical inner product as

〈ψ|χ〉phys =
∫ +∞

−∞

dpe

2|pe|
[(

ψ
e(t)
kin (−|pe|, pe)

)∗
χ

e(t)
kin (−|pe|, pe) +

(
ψ

e(t)
kin (|pe|, pe)

)∗
χ

e(t)
kin (|pe|, pe)

]
, (21)

where for compactness of notation we have set

ψ
e(t)
kin

(
pt = ∓|pe|, pe

)
:=

{
ψkin(∓|pα|, pα) , t = φ , e = α ,

ψkin(pφ,∓|pφ|) , t = α , e = φ .
(22)

The situation is completely symmetric in α and φ and we will exploit this for the internal time
switches. For interpretation it is useful to note that the position representation of the states reads

ψ±phys(e, t) =
∫ +∞

−∞

dpe

4π |pe|
ei(∓|pe | t+pe e) ψ

e(t)
kin (∓|pe|, pe) , (23)

where ψ±phys are the positive/negative frequency solutions of the Klein-Gordon equation. It is easy to
convince oneself that

〈ψ|χ〉phys = 2π
[ (

ψ+
phys, χ+

phys

)
KG
−
(

ψ−phys, χ−phys

)
KG

]
, (24)

where (ψ, χ)KG = i
∫

de (ψ∗∂tχ− (∂tψ
∗)χ) is the usual Klein-Gordon inner product in which positive

and negative frequency solutions are orthogonal (see also [54]). Physical states and inner product thus
decompose into a sum of positive and negative frequency modes. It follows from Figure 1 that for
e = α and t = φ positive/negative frequency solutions correspond to classical backward/forward
evolution in φ. Conversely, for e = φ and t = α, positive/negative frequency solutions correspond
to evolving relative to an expanding/contracting α. It is standard (and usually justified) to ignore
the negative frequency solutions [25,26,34]; here we shall not do that as they will be interesting when
switching internal times. In particular, it is easy to convince oneself, using (21) and Figure 1, that both
the positive and negative frequency part of a physical state for e = α overlap with both the positive
and negative frequency part of the same physical state associated with e = φ.

Choosing a symmetric ordering, the relational Dirac observables (4) are quantized as

Ê(τ) = − p̂t τ +
1
2

(
p̂t t̂ + t̂ p̂t + ê p̂e + p̂e ê

)
+ i = − p̂t τ + t̂ p̂t + p̂e ê + i , p̂e(τ) = p̂e (25)

130



Universe 2019, 5, 116

and commute with ĈH ; however, Ê(τ) only does so on Hphys. This is also the reason for the +i
term, which ensures that Ê(τ) is Hermitian with respect to (21) and ultimately self-adjoint onHphys,
see Appendix A.

In analogy to the classical C, I propose to conceive ofHphys as the internal-time-neutral quantum
structure [40]. In the Dirac quantized theory, we have not yet chosen a temporal reference system with
respect to which to interpret the dynamics. This is reflected in the redundancy of the representation
of states (20), inner product (21) and relational observables (25); we have not yet decided whether
t = α or φ and we could have selected a different internal time altogether. Just as with C, Hphys
encodes all internal clock choices at once and it features no Heisenberg evolution equations for
relational observables.

2.4. Quantum Reduction: From Dirac to Reduced Quantization

Next, we perform the quantum reduction procedure that maps the Dirac to the various reduced
quantized theories [38–40] and ultimately permits us to switch internal times also in the quantum
theory. In analogy to the classical case, it proceeds as follows (see Figure 2): (i) choose an internal time;
(ii) trivialize the constraint to the internal time to render it redundant; (iii) project onto the classical
gauge-fixing conditions, corresponding to the choice of internal time, to remove the redundancy.

We define the trivialization map

Tt := Tt+ + Tt− , Tt± := exp
(
±i t̂ (ĥe − ε)

)
θ(∓ p̂t) , (26)

where θ(0) = 1
2 . The theta function separates positive and negative frequency modes and the

transformation is akin to the time evolution map in t time, except that the latter appears as
an operator. In consequence, Tt does not commute with ĈH and maps Hphys to a new Hilbert space

He(t)
phys := Tt(Hphys). Using the tools of [40], one can check that its inverse T −1

t : He(t)
phys → Hphys is

given by

T −1
t := T −1

t+ + T −1
t− , T −1

t± := exp
(
∓i t̂ (ĥe − ε)

)
θ(∓ p̂t) . (27)

and satisfies T −1
t Tt = θ(− p̂t) + θ( p̂t) = 1 only onHphys and only for ε > 0. The role of the parameter

ε is thus to render (26) invertible.
The key property of (26) is that it trivializes ĈH to the clock variables. More precisely,

Tt± Ĉt
± T −1

t± = ( p̂t ± ε) θ(∓ p̂t) , Tt∓ Ĉt
± T −1

t∓ = ( p̂t ± 2ĥe ∓ ε) θ(± p̂t) , (28)

and so Tt± trivializes Ĉt
± from (5) in the positive/negative frequency sector such that it only acts on the

clock variables upon transformation. Together

Tq ĈH T −1
q = st

(
p̂t − 2 ĥe + ε

)
( p̂t + ε) θ(− p̂t) + st

(
p̂t + 2 ĥe − ε

)
( p̂t − ε) θ( p̂t) . (29)

It is thus not surprising to find the states ofHe(t)
phys in the form

|ψ〉e(t)phys := Tt |ψ〉phys =
∫ +∞

−∞

dpe

2|pe|
[
ψ

e(t)
kin (−|pe|, pe) |−ε〉t|pe〉e + ψ

e(t)
kin (|pe|, pe) |ε〉t|pe〉e

]
. (30)

Hence, apart from distinguishing the positive/negative frequency sectors, the clock-slot of the
state has become redundant. It is easy to convince oneself that Tt constitutes an isometry fromHphys

toHe(t)
phys.

131



Universe 2019, 5, 116

After a straightforward calculation one finds that the relational Dirac observables (25) transform
as follows toHe(t)

phys:

Tt Ê(τ) T −1
t = (| p̂e| τ + p̂e ê + i) θ(− p̂t) + (−| p̂e| τ + p̂e ê + i) θ( p̂t) ,

Tt p̂e(τ) T −1
t = p̂e θ(− p̂t) + p̂e θ( p̂t) . (31)

On the respective positive/negative frequency sectors, these almost coincide with the reduced
evolving observables (17) onHe(t)

± .

To complete the quantum reduction toHe(t)
± we note the following:

〈ψ|χ〉phys ≡
1
2
〈ψ|χ〉e(t)+ +

1
2
〈ψ|χ〉e(t)− , (32)

where 〈ψ|χ〉e(t)± is the inner product (15), provided

ψ
e(t)
± (pe) :=

ψ
e(t)
kin (∓|pe|, pe)√

|pe|
. (33)

The reduced state is thereby essentially the Newton-Wigner wave function associated with the
positive/negative frequency solutions of the constraint (19). However, there is a small difference:
usually, one restricts to positive frequency solutions in which case the Newton-Wigner wave function
involves an additional factor 1/

√
2 [58]. This would here imply 〈ψ|χ〉phys ≡ 〈ψ|χ〉e(t)+ . While this could

be done, here we shall not discard negative frequency modes as they are also physically interesting,
in particular when switching internal times in cosmology, see Figure 1 (e.g., we would be discarding
forward evolution in φ). Therefore, we keep the normalization as in (33), so that positive and negative
frequency modes can be simultaneously normalized.

It is now easy to see that with an additional transformation for the measure

√̂
|pe| Tt |ψ〉phys =

1
2
|−ε〉t|ψ〉e(t)+ +

1
2
|+ε〉t|ψ〉e(t)− , (34)

we can identify |ψ〉e(t)± with the reduced states (14) on He(t)
± . We also recover the reduced evolving

observables (17) in the corresponding sectors (here the +i term in (25) is crucial)

√̂
|pe| Tt Ê(τ) T −1

t
̂(

√
|pe|)−1 =

(
| p̂e| τ + Ê

)
θ(− p̂t) +

(
−| p̂e| τ + Ê

)
θ( p̂t)

= Ê+(τ) θ(− p̂t) + Ê−(τ) θ( p̂t) ,√̂
|pe| Tt p̂e(τ) T −1

t
̂(

√
|pe|)−1 = p̂e θ(− p̂t) + p̂e θ( p̂t) .

(35)

Projecting onto the classical gauge-fixing conditions t = 0, in some analogy to the Page-Wootters
construction [59], removes the redundant clock-slot and finally yields the states of the reduced theory

|ψ〉e(t)± = 2
√

2π t〈t = 0| θ(∓ p̂t)
√̂
|pe| Tt |ψ〉phys . (36)

This projection is compatible with the observables and the inner product. Its image is the
Heisenberg picture on He(t)

± ; e.g., (36) can be interpreted as an initial state at t = 0. This completes
the quantum reduction from the Dirac quantized theory to the reduced one relative to internal time t,
see Figure 2.
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2.5. Quantum Internal Time Switches

This quantum reduction procedure now enables us to switch from the relational quantum
dynamics relative to t to that relative to e [40]. Just as with the classical case, we can thus interchange
the roles of t and e and the following is the quantum analog of it. In analogy to a coordinate change on
a manifold, we have to invert the quantum reduction map associated with t and concatenate it with that
associated with e. This will map from the reduced Hilbert spacesHe(t)

± via the internal-time-neutral

Hphys toHt(e)
± :

Ŝt+→e± : He(t)
+ → Ht(e)

±
Ŝt+→e± := 2

√
2π e〈e = 0| θ(∓ p̂e)

√̂
| p̂t| Te± T −1

t+
̂(

√
|pe|)−1 |pt=−ε〉t

2 ⊗ ,
(37)

where Te is identical to (26), except that t and e are interchanged. Here, |pt = −ε〉t⊗mean tensoring
the input state |ψ〉e(t)+ with this factor, which amounts to restoring gauge invariance as |pt = −ε〉t =
1/
√

2π
∫

dt exp(−i t ε)|t〉t averages over the classical gauge-fixing conditions t = const. Similarly,
for the negative frequency modes, we have

Ŝt−→e± : He(t)
− → Ht(e)

±
Ŝt−→e± := 2

√
2π e〈e = 0| θ(∓ p̂e)

√̂
| p̂t| Te± T −1

t−
̂(

√
|pe|)−1 |pt=+ε〉t

2 ⊗ ,
(38)

It is clear that just as in the classical case, the internal time switches must preserve the four
quadrants of Figure 1. Indeed, in Appendix B we show that

Ŝt+→e± |ψ〉
e(t)
+ = θ(− p̂t) |ψ〉t(e)± , Ŝt−→e± |ψ〉

e(t)
− = θ( p̂t) |ψ〉t(e)± , (39)

where the reduced states on the left- and right-hand sides of the equations correspond via (33) to the
same physical state. We also demonstrate in Appendix B that the complicated expressions (37) and (38)
vastly simplify, being equivalent to

Ŝt+→e± ≡ Pe±→t+ θ(∓ p̂e) , Ŝt−→e± ≡ Pe±→t− θ(∓ p̂e) , (40)

where we have introduced the clock-switch operators

Pe±→t+ |pe〉e := |−|pe| 〉t , Pe±→t− |pe〉e := | |pe| 〉t (41)

in close analogy to [40] and the parity-swap operator of [38,41].
The quantum clock-switch procedure can be summarized in a commutative diagram:

Hphys

He(t)
phys Ht(e)

phys

He(t)
+ Ht(e)

±

Te±T −1
t+

2
√

2π e〈e=0| θ(∓ p̂e)
√̂
| p̂t |

Ŝt+→q±

̂
(
√
|pe |)−1 1

2 |pt=−ε〉t⊗

and analogously for (38). Notice that the quantum clock switch thereby has the structure ϕe ◦ ϕ−1
t of

a coordinate transformation, where the internal-time-neutralHphys assumes the role of the ‘manifold’.
This is the appropriate structure for a quantum notion of general covariance that pertains to switching
between the descriptions of the physics relative to different quantum reference systems, supporting
the arguments in [38–40].
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The inverse clock switch from e to t is due to the symmetry of the problem the same as above,
except that one must interchange the e and t labels everywhere. It is now easy to check how the
elementary observables transform fromHe(t)

± toHt(e)
± :

Ŝt±→e+ Ê Ŝe+→t± = T̂ θ(∓ p̂t) , Ŝt±→e+ p̂e Ŝe+→t± = ± p̂t θ(∓ p̂t) ,
Ŝt±→e− Ê Ŝe−→t± = T̂ θ(∓ p̂t) , Ŝt±→e− p̂e Ŝe−→t± = ∓ p̂t θ(∓ p̂t) .

(42)

Notice that the image of Ŝe+→t± is θ(− p̂e)
(
He(t)
±

)
so that in the first line one can set p̂e = −| p̂e|.

Similarly, in the second line one can set p̂e = | p̂e|. Then it is obvious that the transformations (42)
are exactly the quantum version of the classical maps between the corresponding reduced phase
spaces in (12), which have been obtained through gauge transformations. While there are no gauge
transformations in the quantum theory (except onHkin) [38–40], this is their quantum analog.

These relations permit us to transform the reduced relational observables (17) fromHe(t)
± toHt(e)

± :

Ŝt±→e+ Ê±(τt) Ŝe+→t± =
(
±| p̂t| τt + T̂

)
θ(∓ p̂t) ,

Ŝt±→e− Ê±(τt) Ŝe−→t± =
(
±| p̂t| τt + T̂

)
θ(∓ p̂t)

(43)

(p̂e±(τt) is already transformed in (42)). The right-hand side is not T̂±(τe), despite looking like it, due to
the appearance of τt, which runs over the values of t, rather than τe, which runs over the values of e.
Instead, it is the representation of Ê±(τt) onHt(e)

± and could be used to set initial values τi
e for e after

the clock switch.
In contrast to the classical case, there does not seem to be a unique procedure, given that Ê± is

now an operator. However, in analogy to the classical case, we can define the initial reading τi
e of the

new clock e in terms of expectation values, e.g.:

τi
e :=

〈Ê±(τ f
t )〉

e(t)
±

〈 p̂e〉e(t)±
. (44)

Indeed, we prove in Appendix C that this leads to exactly the classical ‘continuity’ relation (13) in
terms of expectation values

〈
T̂±(τi

e)
〉t(e)

±
= τ

f
t 〈 p̂t〉t(e)± onHt(e)

± , (45)

so that one also finds a continuous quantum relational evolution, despite the intermediate clock switch.

2.6. Illustration in Concrete States

Let us briefly illustrate this internal time switch for example states. We pick semiclassical
kinematical states, built according to the recipe for elliptic coherent states in [60] (and adapt
the normalization):

ψkin(pφ, pα) =

√
2

Γ(n)
(pφ + i pα)

n exp

(
−

p2
α + p2

φ

2

)
. (46)

For concreteness, we restrict to the green quadrant in Figure 1, where we have pα = −pφ ≤ 0
and so an expanding universe with forward evolution in φ. Using the Newton-Wigner type
identification (33), this gives semiclassical reduced negative and positive frequency wave functions on
θ(− p̂α)

(
Hα(φ)
−

)
and θ( p̂φ)

(
Hφ(α)

+

)
, respectively,

ψ
α(φ)
− (pα) =

√
2

Γ(n) |pα|
pn

α(i− 1)n exp
(
−p2

α

)
, ψ

φ(α)
+ (pφ) =

√
2

Γ(n) pφ
pn

φ(i− 1)n exp
(
−p2

φ

)
.
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For visualization, we provide plots of their probability distributions in Figure 3.
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Figure 3. Reduced probability distributions coming from the same physical state (defined through (20)
and (46) and here n = 100), but described relative to the choices of (a) φ and (b) α as internal times
in the ‘expanding-forward’ (green) quadrant of Figure 1. Recall that in the reduced theory the usual
modulus square of the wave function is the probability distribution, see (15). Due to the symmetry of
the model in α and φ, reduced probability distributions will always behave symmetrically.

One easily finds that 〈Â〉α(φ)− = 〈Φ̂〉φ(α)+ = 0, where Â, Φ̂ are the reduced quantizations (16) of
A = α pα and Φ = φ pφ, and

〈
Â−(τφ)

〉α(φ)

−
= τφ 〈 p̂α〉α(φ)− = −τφ

Γ(n+ 1
2 )√

2 Γ(n)
,〈

Φ̂+(τα)
〉φ(α)

+
= τα 〈 p̂φ〉φ(α)+ = +τα

Γ(n+ 1
2 )√

2 Γ(n)
.

(47)

Suppose we evolve first in φ and then switch to α time. Then invoking (44) immediately yields

τi
α = τ

f
φ ⇒

〈
Φ̂+(τ

i
α)
〉φ(α)

+
= τ

f
φ 〈 p̂φ〉φ(α)+ . (48)

This simple switch from φ to α time is illustrated in Figure 4.

τφ,
〈Φ̂+〉φ(α)+

〈p̂φ〉
φ(α)
+

〈Â−〉α(φ)−
〈p̂α〉α(φ)−

, τα

quant. evol. in α time

quant. evol. in φ time

Figure 4. Illustration of the quantum relational evolution given in (47) and (48) for an internal
time switch from φ to α at τ

f
φ = τi

α = 0. The blue branch corresponds to the evolution of〈
Â−(τφ)

〉α(φ)

−
/〈 p̂α〉α(φ)− in τφ, while the golden branch depicts the evolution of

〈
Φ̂+(τα)

〉φ(α)

+
/〈 p̂φ〉φ(α)+

in τα. Together they trace out a continuous classical trajectory, describing an expanding universe.

3. Perspective on the ‘Wave Function of the Universe’

We have illustrated in a very simple quantum cosmological model, namely the flat FRW universe
with massless scalar field, how to consistently switch between the quantum relational dynamics
relative to the scale factor and that relative to the field used as internal times. In particular, just as with
the classical case, the quantum relational evolution is continuous, despite the intermediate internal
time switch, and no information gets lost. This extends the quantum clock-switch method of [40]
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(see also [38,39,41] for spatial reference systems) to the relativistic case and offers a full Hilbert space
alternative to the semiclassical effective approach of [20–22].

Owing to the symmetry of the model in φ and α, the internal time switches are particularly
simple here and the relational dynamics in a given physical (i.e., internal-time-neutral) state looks
essentially ‘the same’ relative to these two possible choices (up to relabeling the evolving variables).
This will no longer be the case in models which are not symmetric relative to different internal
time choices, e.g., see [40], and especially not in the presence of the so-called global problem of
time [11–14,18–22,32,61,62], which arises, e.g., for interactions between evolving and internal time
degrees of freedom [16,17,22,63]. However, our method is general and applies to generic models if
one suitably takes into account the Gribov problem and the fact that a description relative to a choice
of reference system, just like a coordinate choice, will generally not be globally valid [20–22,38–40].

Indeed, the internal time switch proceeds in complete analogy to coordinate changes ϕt ◦ ϕ−1
t′

on a manifold [38,40]: it inverts the quantum reduction map relative to one time choice, mapping
the corresponding reduced quantized theory back into the internal-time-neutral physical Hilbert
space of the Dirac quantization and subsequently applies the quantum reduction map to the reduced
quantization relative to the other internal time choice. The same compositional structure appears for
changes of spatial quantum reference systems [38,39]. This permits us to interpret the physical Hilbert
space of the Dirac quantized theory as encoding the ‘perspective-neutral’ (i.e., reference-system-neutral)
physics [38–40,50] and the quantum reduction maps as defining ‘quantum coordinate’ descriptions
of these physics relative to a choice of quantum reference system. This is precisely the structure that
one would expect for establishing a genuine quantum notion of general covariance, which refers to
the ability to consistently switch, within one theory, between arbitrary choices of quantum reference
systems, each of which can be used as a vantage point to describe the physics of the remaining degrees
of freedom.

Accordingly, in line with our earlier discussion in [38–40], we thus propose to define a complete
relational quantum theory, admitting a quantum general covariance, as the conjunction of the
quantum-reference-system-neutral Dirac quantized theory and the multitude of reduced quantum
theories associated with the different choices of quantum reference system. Just like the classical
theory contains a (perspective-neutral) constraint surface and the multitude of reduced phase spaces,
together comprising a complete classical description, the complete quantum theory contains their
corresponding quantum structures, as illustrated here, and this is a complete quantum description.
Specifically, we propose this conjunction to overcome the so-called multiple choice facet of the problem
of time [11,12] (the arguments of which could also be applied to spatial reference systems) and to turn
it into a multiple choice feature of the complete relational quantum theory [40].

For simplicity, we have illustrated the novel procedure using the Wheeler-DeWitt approach
in the Dirac quantization; however, the loop quantization of the simple model of this article can
actually be formulated in the same physical Hilbert space [34]. It is thus suggestive that the present
framework for switching internal times can be extended to loop quantum cosmology as well. To this
end, however, at least two loop quantization related subtleties need be suitably taken into account.
For instance, loop quantization leads to superselection sectors in the geometric degrees of freedom [26].
Presumably, the framework should be applied per superselection sector, although subtleties remain to
be checked as different sectors might have different physical properties. Secondly, loop quantization
leads to a deformation of gauge covariance as embodied in the constraint algebra [64–66]. While this
should not be a problem for homogeneous cosmological models, it arises as an additional challenge
when attempting to extend the framework to a loop quantization of inhomogeneous models where
non-trivial diffeomorphism constraints arise. This would be relevant, e.g., when studying relational
dynamics in the context of loop quantum cosmology modifications of the ’no-boundary’ proposal [67].

Our proposal also entails a novel perspective on the ‘wave function of the universe’, i.e., the global
quantum state for the universe as a whole, which appears ubiquitously and in various interpretational
guises in quantum cosmology [24–26,31,35,68–72]. It is usually taken to be a solution to the
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Wheeler-DeWitt equation, in the present article (19), and thereby a physical state of the Dirac quantized
theory. The proposal here suggests viewing the ‘wave function of the universe’ as a perspective-neutral
global state that thereby does not admit an immediate physical interpretation; it is not the description
of the universe relative to any physical reference system. Instead, while in the simple model here
we have only illustrated it for two possible choices, it contains the information about all the relative
states at once, i.e., all the descriptions relative to all possible choices of quantum reference system,
and provides the crucial linking structure between all these relative descriptions. In fact, it is these
relative reduced states that admit the immediate physical interpretation and should be taken as relevant
for observational and operational predictions (although the ‘wave function of the universe’ encodes
that information too).

This offers a consistent link between operationally significant subsystem structures in quantum
cosmology and gravity, relative to a choice of quantum reference system, and a perspective-neutral
(in particular, observer-independent) global state that contains all degrees of freedom [50]. Specifically,
this also suggests a novel perspective on the notorious problem of how to interpret the probabilities
defined by the ‘wave function of the universe’. While the global probability density defined by it
through the physical inner product (here (21)) does not admit an immediate operational interpretation,
the ‘wave function of the universe’ gives rise to all the relative states through quantum reduction,
and these do admit an immediate physical interpretation. Indeed, the relative states admit a physically
relevant reduced probability distribution (here via (15)), and the quantum reduction always implies
their inner product through the inner product of the corresponding physical states (here see (32)
and [38–40] for further examples of the method). However, crucially, the two kinds of probability
distributions live on different spaces: the ‘wave function of the universe’ technically defines an abstract
probability distribution over all the degrees of freedom of the universe, while the relative states define
a probability distribution over all degrees of freedom of the universe, except those of the associated
reference system. As such, the latter admits the interpretation as the probability distribution ‘seen’ by
that reference system.

Note that the proposal here is general and not specific to any detailed interpretation of
quantum theory and its probabilities. There is no obvious reason it should conflict with any
of many-worlds, relational, QBism, consistent histories, Copenhagen, or realist interpretations.
In particular, it is worthwhile to point out that it might actually reconcile relational and informational
state interpretations [51,73–80] with the global ‘wave function of the universe’. While the details
depend on the specific interpretation, relational interpretations take a state to be defined relative to
an agent, or, more generally, reference system, and this state is taken to be the observer’s ‘catalog
of knowledge’ about the observed system. One can then argue [50,51] that such interpretations
deny a global operationally meaningful quantum state as the self-reference problem [81,82] impedes
a given observer or reference system to infer the global state of the entire universe (incl. itself) from
its interactions with the rest. Accordingly, relative to any subsystem, one can assign a ‘catalog of
knowledge’ about the rest of the universe but, without external observer or reference frame, there can
then be no global, operationally meaningful ‘catalog of knowledge’ about the entire universe at once
(see also related discussions in [83–86]). In the proposal of this article, the global ‘wave function of the
universe’ indeed does not admit an immediate operational interpretation as an informational state,
yet it links all the different relational reference system perspectives on the universe consistently [50],
something that was missing, e.g., in the discussion of [51,73,74,79,80,83–85].

Specifically, this might reconcile the seemingly subjective relational states (an observer’s ‘catalog
of knowledge’) with the objective ‘wave function of the universe’. Being a physical system too,
the subjective degrees of beliefs, i.e., ‘catalogs of knowledge’ of any observer about states of other
systems should be encoded in physical degrees of freedom of this observer. However, the ‘wave
function of the universe’—as a perspective-neutral global state—encodes all physical degrees of
freedom of the universe and thus ‘knows’, in particular, what information any observing system has in
its memory. Hence, while the relative states may be interpreted as subjective ‘catalogs of knowledge’
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of the observing systems, the ‘wave function of the universe’, as proposed here, contains all these
‘catalogs of knowledge’ at once and would actually consistently and objectively link them. However,
to manifest this more specific interpretation, one would have to clarify how state collapses occur in the
relative descriptions from measurement interactions at the perspective-neutral level, i.e., one has
to revisit the measurement problem (and specifically the Wigner friend paradox [73,79,87–89]),
but now with a complete relational quantum theory at hand, as proposed here, which contains
both a perspective-neutral description and all the individual perspectives, a structure that was not
available before.

Finally, it can be shown in simple examples that quantum correlations will generally depend on the
choice of quantum reference system [38,41]. This immediately raises some interesting questions since
both quantum reference systems and quantum correlations appear ubiquitously in quantum cosmology.
For example, given the phenomenological importance of CMB correlations and propagators, does the
quantum frame dependence of correlations, which surely must be expected in quantum cosmology
too, have any observational significance? This question could be studied, e.g., in Bianchi models with
inhomogeneous perturbations and the tools for these investigations are now, in principle, available.
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Appendix A. Hermiticity of the Relational Observable Ê(τ) onHphys

We prove the claim that Ê(τ) as given in (25) is Hermitian with respect to the physical inner
product. To this end, it suffices to consider the symmetric quantization of the Dirac observable L in (2)
onHkin

L̂ =
1
2
( p̂φ φ̂ + φ̂ p̂φ + p̂α α̂ + α̂ p̂α) . (A1)

This is a Hermitian and, in particular, self-adjoint operator on Hkin. However, it fails to be
Hermitian with respect to the physical inner product. To see this, note that

[ĈH , L̂ ] = −2i ĈH . (A2)

Hence, L̂ commutes with the constraint only on Hphys. The physical inner product (21) comes
from group averaging [23,40,54–57] and is given by

〈ψ|χ〉phys := 〈ψkin| δ(ĈH) |χkin〉 , (A3)

where 〈·|·〉 is the standard inner product onHkin and

δ(ĈH) =
1

2π

∫ +∞

−∞
ds ei s ĈH . (A4)

Using (A2) one easily finds [Ĉn
H , L̂] = −2i n Ĉn

H and thereby

[δ(ĈH), L̂ ] = 1
π

∫
ds s ĈH ei s ĈH = −2i d

dx
1

2π

∫
dsei x s ĈH

∣∣∣
x=1

= −2i d
dx δ(x ĈH)

∣∣∣
x=1

= −2i d
dx |x|−1

∣∣∣
x=1

δ(ĈH) = 2i δ(ĈH) .
(A5)
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From this result it is clear that L̂ is not Hermitian with respect to (A3). However, using (A5),
we have

〈ψkin| (L̂ + i) δ(ĈH) |χkin〉 = 〈ψkin| δ(ĈH) (L̂− i) |χkin〉 = 〈(L̂ + i) δ(ĈH)ψkin |χkin〉 , (A6)

where in the last step we have made use of the fact that both L̂ and δ(ĈH) are symmetric on Hkin.
Consequently, L̂ + i is Hermitian with respect to the physical inner product and, in turn, also Ê(τ)
in (25). This operator can also be densely defined and is thus essentially self-adjoint.

Appendix B. Changes of Internal Times in the Quantum Theory

We begin by proving the left equation in (39). Recall that

Ŝt+→e± := 2
√

2π e〈e = 0| θ(∓ p̂e)
√̂
| p̂t| Te± T −1

t+
̂

(
√
|pe|)−1 |pt = −ε〉t

2
⊗ . (A7)

We make use of the definition of the reduced positive and negative frequency wave functions (33) and

ψ
t(e)
kin

(
pe = ∓|pt|, |pt|

)
= ψ

e(t)
kin

(
|pe|,∓|pe|

)
,

ψ
t(e)
kin

(
pe = ∓|pt|,−|pt|

)
= ψ

e(t)
kin

(
− |pe|,∓|pe|

)
,

(A8)

which is implied by (22). Then,

Ŝt+→e± |ψ〉
e(t)
+ = Ŝt+→e±

∫ ∞

−∞
dpe

ψ
e(t)
kin (−|pe|, pe)√

|pe|
|pe〉e

= 2
√

2π e〈e = 0| θ(∓ p̂e)
√̂
| p̂t| Te±

∫ ∞

−∞

dpe

2|pe|
ψ

e(t)
kin (−|pe|, pe) |−|pe| 〉t|pe〉e

= 2
√

2π e〈e = 0| θ(∓ p̂e)
√̂
| p̂t| Te±

×
∫ 0

−∞

dpt

2|pt|
[
ψ

t(e)
kin (−|pt|, pt) |−|pt| 〉e|pt〉t + ψ

t(e)
kin (|pt|, pt) | |pt| 〉e|pt〉t

]
=

√
2π e〈e = 0| θ(∓ p̂e)

∫ 0

−∞
dpt

[
ψ

t(e)
+ (pt) |−ε〉e|pt〉t + ψ

t(e)
− (pt) |+ε〉e|pt〉t

]
= θ(− p̂t) |ψ〉t(e)± .

From the second to the third line, we have performed a variable change pe = pt for pe < 0 and
pe = −pt for pe > 0 and used (A8).

To prove that this transformation is equivalent to Pe±→t+ θ(∓ p̂e), as claimed in (40), where Pe±→t+
is defined in (41), write

|ψ〉e(t)+ =
∫ 0

−∞

dpe√
|pe|

ψ
e(t)
kin (−|pe|, pe) |pe〉e +

∫ +∞

0

dpe√
|pe|

ψ
e(t)
kin (−|pe|, pe) |pe〉e ,

perform a variable transformation pe = pt in the left and pe = −pt in the right integral and invoke (A8)
and the definition (41).

The right equations in (39) and (40) are shown in complete analogy.

Appendix C. Continuity of the Quantum Relational Dynamics during a Switch

We briefly prove the continuity of the quantum relational dynamics, as expressed in (45),
notwithstanding the intermediate internal time switch. For concreteness, we restrict our attention
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to one quadrant of Figure 1, e.g., either the green or red quadrant where pα = −pφ. Notice first
that (40) implies

θ(− p̂e)
(
He(t)
−

)
θ(+ p̂t)

(
Ht(e)

+ ) .
Ŝt−→e+

Ŝe+→t−

(A9)

Clearly, using (17), we have

〈
Ê−(τt)

〉e(t)

−
= −τt 〈| p̂e|〉e(t)− + 〈Ê〉e(t)− = τt 〈 p̂e〉e(t)− + 〈Ê〉e(t)− on θ(− p̂e)

(
He(t)
−

)
,〈

T̂+(τe)
〉t(e)

+
= +τe 〈| p̂t|〉t(e)+ + 〈T̂〉t(e)+ = τe 〈 p̂t〉t(e)+ + 〈T̂〉t(e)+ on θ(+ p̂t)

(
Ht(e)

+ ) .

Setting now the initial value of the new clock e, as in (44), to

τi
e :=

〈Ê−(τ f
t )〉

e(t)
−

〈 p̂e〉e(t)−
= τ

f
t +

〈Ê〉e(t)−
〈 p̂e〉e(t)−

, (A10)

we find

〈
T̂+(τ

i
e)
〉t(e)

+
= τ

f
t 〈 p̂t〉t(e)+ +

〈Ê〉e(t)−
〈 p̂e〉e(t)−

〈 p̂t〉t(e)+ + 〈T̂〉t(e)+ . (A11)

Now we invoke (42) and, in particular,

Ŝt−→e+ Ê Ŝe+→t− = T̂ θ(+ p̂t) , Ŝt−→e+ p̂e Ŝe+→t− = − p̂t θ(+ p̂t) . (A12)

Using (15) and (39), this implies

〈Ê〉e(t)−
〈 p̂e〉e(t)−

= − 〈T̂〉
t(e)
+

〈 p̂t〉t(e)+

(A13)

and thereby

〈
T̂+(τ

i
e)
〉t(e)

+
= τ

f
t 〈 p̂t〉t(e)+ , (A14)

as claimed. The proof for the other quadrants is completely analogous.
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Abstract: The intersection of thermodynamics, quantum theory and gravity has revealed many
profound insights, all the while posing new puzzles. In this article, we discuss an extension of
equilibrium statistical mechanics and thermodynamics potentially compatible with a key feature
of general relativity, background independence; and we subsequently use it in a candidate
quantum gravity system, thus providing a preliminary formulation of a thermal quantum spacetime.
Specifically, we emphasise an information-theoretic characterisation of generalised Gibbs equilibrium
that is shown to be particularly suited to background independent settings, and in which the status
of entropy is elevated to being more fundamental than energy. We also shed light on its intimate
connections with the thermal time hypothesis. Based on this, we outline a framework for statistical
mechanics of quantum gravity degrees of freedom of combinatorial and algebraic type, and apply it
in several examples. In particular, we provide a quantum statistical basis for the origin of covariant
group field theories, shown to arise as effective statistical field theories of the underlying quanta of
space in a certain class of generalised Gibbs states.

Keywords: background independence; generalised statistical equilibrium; quantum gravity; entropy

1. Introduction

Background independence is a hallmark of general relativity that has revolutionised our
conception of space and time. The picture of physical reality it paints is that of an impartial dynamical
interplay between matter and gravitational fields. Spacetime is no longer a passive stage on which
matter performs; it is an equally active performer in itself. Coordinates are gauge, thus losing their
physical status of non-relativistic settings. In particular, the notion of time is modified drastically. It is
no longer an absolute, global, external parameter uniquely encoding the full dynamics. It is instead a
gauge parameter associated with a Hamiltonian constraint.

On the other hand, the well-established fields of quantum statistical mechanics and
thermodynamics have been of immense use in the physical sciences. From early applications to
heat engines and study of gases, to modern day uses in condensed matter systems and quantum optics,
these powerful frameworks have greatly expanded our knowledge of physical systems. However,
a complete extension of them to a background independent setting, such as for a gravitational field,
remains an open issue [1–3]. The biggest challenge is the absence of an absolute notion of time, and thus
of energy, which is essential to any statistical and thermodynamical consideration. This issue is
particularly exacerbated in the context of defining statistical equilibrium, for the natural reason that the
standard concepts of equilibrium and time are tightly linked. In other words, the constrained dynamics
of a background independent system lacks a non-vanishing Hamiltonian in general, which makes
formulating (equilibrium) statistical mechanics and thermodynamics, an especially thorny problem.
This is a foundational issue, and tackling it is important and interesting in its own right, and even
more so because it could provide deep insights into the nature of (quantum) gravitational systems.
This paper is devoted to addressing precisely these points.

Universe 2019, 5, 187; doi:10.3390/universe5080187 www.mdpi.com/journal/universe144
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The importance of addressing these issues is further intensified in light of the deep interplay
between thermodynamics, gravity and the quantum theory, first uncovered for black holes. The laws of
black hole mechanics [4] were a glimpse into a curious intermingling of thermodynamics and classical
gravity, even if originally only at a formal level of analogy. The discovery of black hole entropy and
radiation [5–7] further brought quantum mechanics into the mix. This directly led to a multitude of
new conceptual insights along with many puzzling questions which continue to be investigated still
after decades. The content of the discovery, namely that a black hole must be assigned physical entropy
and that it scales with the area of its horizon in Planck units, has birthed several distinct lines of
thoughts, in turn leading to different (even if related) lines of investigations, such as thermodynamics
of gravity, analogue gravity and holography. Moreover, early attempts at understanding the physical
origin of this entropy [8] made evident the relevance of quantum entanglement, thus also contributing
to the current prolific interest in fascinating connections between quantum information theory and
gravitational physics.

This discovery further hinted at a quantum microstructure underlying a classical spacetime.
This perspective is shared, to varying degrees of details, by various approaches to quantum gravity
such as loop quantum gravity (and related spin foams and group field theories), string theory
and AdS/CFT, simplicial gravity and causal set theory to name a few. Specifically within discrete
non-perturbative approaches, spacetime is replaced by more fundamental entities that are discrete,
quantum, and pre-geometric in the sense that no notion of smooth metric geometry and spacetime
manifold exists yet. The collective dynamics of such quanta of geometry, governed by some theory
of quantum gravity is then hypothesised to give rise to an emergent spacetime, corresponding to
certain phases of the full theory. This would essentially entail identifying suitable procedures to
extract a classical continuum from a quantum discretuum, and to reconstruct general relativistic
gravitational dynamics coupled with matter (likely with quantum corrections). This emergence in
quantum gravity is akin to that in condensed matter systems in which also coarse-grained macroscopic
(thermodynamic) properties of the physical systems are extracted from the microscopic (statistical and)
dynamical theories of the constituent atoms. In this sense our universe can be understood as an unusual
condensed matter system, brought into the existing smooth geometric form by a phase transition of a
quantum gravity system of pre-geometric ‘atoms’ of space; in particular, as a condensate [9].

This brings our motivations full circle, and to the core of this article: to illustrate, the potential of
and preliminary evidence for, a rewarding exchange between a background independent generalisation
of statistical mechanics and discrete quantum gravity; and show that ideas from the former are vital to
investigate statistical mechanics and thermodynamics of quantum gravity, and that its considerations
in the latter could in turn provide valuable insights into the former.

These are the two facets of interest to us here. In Section 2, we discuss a potential background
independent extension of equilibrium statistical mechanics, giving a succinct yet complete discussion of
past works in Section 2.1.1, and subsequently focussing on a new thermodynamical characterisation for
background independent equilibrium in Section 2.1.2, which is based on a constrained maximisation
of information entropy. In Section 2.2, we detail further crucial properties of this characterisation,
while placing it within a bigger context of the issue of background independent statistical equilibrium,
also in comparison with the previous proposals. Section 2.3 is more exploratory, remarking on
exciting new connections between the thermodynamical characterisation and the thermal time
hypothesis, wherein information entropy and observer dependence are seen to play instrumental roles.
In Section 2.4, we discuss several aspects of a generalised thermodynamics based on the generalised
equilibrium statistical mechanics derived above, including statements of the zeroth and first laws.
Section 3 is devoted to statistical mechanical considerations of candidate quantum gravity degrees of
freedom of combinatorial and algebraic type. After clarifying the framework for many-body mechanics
of such atoms of space in Section 3.1, we give an overview of examples in Section 3.2, thus illustrating
the applicability of the generalised statistical framework in quantum gravity. The one case for which
we give a slightly more detailed account is that of deriving a generic covariant group field theory
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as an effective statistical field theory starting from a particular class of quantum Gibbs states of the
underlying microscopic system. Finally, we conclude and offer some outlook.

2. Background Independent Equilibrium Statistical Mechanics

Covariant statistical mechanics [1–3] broadly aims at addressing the foundational issue of defining
a suitable statistical framework for constrained systems. This issue, especially in the context of
gravity, was brought to the fore in a seminal work [1], and developed subsequently in [2,3,10,11].
Valuable insights from these studies on spacetime relativistic systems [1–3,11–13] have also formed
the conceptual backbone of first applications to discrete quantum gravity [14–16]. In this section,
we present extensions of equilibrium statistical mechanics to background independent1 systems,
laying out different proposals for a generalised statistical equilibrium, but emphasising on one in
particular, and based on which further aspects of a generalised thermodynamics are considered.
The aim here is thus to address the fundamental problem of formulating these frameworks in settings
where the conspicuous absence of time and energy is particularly tricky.

Section 2.1 discusses background independent characterisations of equilibrium Gibbs states, of the
general form e−∑a βaOa . In Section 2.1.1, we touch upon various proposals for equilibrium put forward
in past studies on spacetime covariant systems [1,3,11,17,18]. From Section 2.1.2 onwards, we focus on
Jaynes’ information-theoretic characterisation [19,20] for equilibrium. This was first suggested as a
viable proposal for background independent equilibrium, and illustrated with an explicit example in
the context of quantum gravity, in [14]. Using the terminology of [14], we call this a ‘thermodynamical’
characterisation of equilibrium, to contrast with the customary Kubo–Martin–Schwinger (KMS) [21]
‘dynamical’ characterisation2.

We devote Section 2.2 to discussing various aspects of the thermodynamical characterisation,
including highlighting many of its favourable features, also compared to the other proposals. In fact,
we point out how this characterisation can comfortably accommodate the other proposals for
Gibbs equilibrium.

Further, as is evident shortly, the thermodynamical characterisation hints at the idea that
entropy is a central player, which has been a recurring theme across modern theoretical physics.
In Section 2.3, we present a tentative discussion on some of these aspects. In particular, we notice
compelling new relations between the thermodynamical characterisation and the thermal time
hypothesis, which further seem to hint at intriguing relations between entropy, observer dependence
and thermodynamical time. We further propose to use the thermodynamical characterisation as a
constructive criterion of choice for the thermal time hypothesis.

Finally, in Section 2.4, we define the basic thermodynamic quantities which can be derived
immediately from a generalised equilibrium state, without requiring any additional physical
and/or interpretational inputs. We clarify the issue of extracting a single common temperature
for the full system from a set of several of them, and end with the zeroth and first laws of a
generalised thermodynamics.

1 In the original works mentioned above, the framework is usually referred to as covariant or general relativistic statistical
mechanics. However, we choose to call it background independent statistical mechanics as our applications to quantum
gravity are evident of the fact that the main ideas and structures are general enough to be used in radically background
independent systems devoid of any spacetime manifold or associated geometric structures.

2 For a more detailed discussion of the comparison between these two characterisations, we refer the reader to [14].
The main idea is that the various proposals for generalised Gibbs equilibrium can be divided into these two categories.
Which characterisation one chooses to use in a given situation depends on the information/description of the system
that one has at hand. For instance, if the description includes a one-parameter flow of physical interest, then using the
dynamical characterisation, i.e., satisfying the KMS condition with respect to it, will define equilibrium with respect to it.
The procedures defining these two categories can thus be seen as ‘recipes’ for constructing a Gibbs state, and which one is
more suitable depends on our knowledge of the system.
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2.1. Generalised Equilibrium

Equilibrium states are a cornerstone of statistical mechanics, which in turn is the theoretical basis
for thermodynamics. They are vital in the description of macroscopic systems with a large number of
microscopic constituents. In particular, Gibbs states e−βE have a vast applicability across a broad range
of fields such as condensed matter physics, quantum information and tensor networks, and (quantum)
gravity, to name a few. They are special, being the unique class of states in finite systems satisfying
the KMS condition3. Furthermore, usual coarse-graining techniques also rely on the definition of
Gibbs measures. In treatments closer to hydrodynamics, one often considers the full (non-equilibrium)
system as being composed of many interacting subsystems, each considered to be at local equilibrium.
While in the context of renormalisation group flow treatments, each phase at a given scale, for a
given set of coupling parameters is also naturally understood to be at equilibrium, each described by
(an inequivalent) Gibbs measure.

Given this physical interest in Gibbs states, the question then is how to define them for background
independent systems. The following are different proposals, all relying on different principles
originating in standard non-relativistic statistical mechanics, extended to a relativistic setting.

2.1.1. Past Proposals

The first proposal [1,12] was based on the idea of statistical independence of arbitrary (small,
but macroscopic) subsystems of the full system. The notion of equilibrium is taken to be characterised
by the factorisation property of the state, ρ12 = ρ1ρ2, for any two subsystems 1 and 2; and the full
system is at equilibrium if any one of its subsystems satisfies this property with all the rest. We notice
that the property of statistical independence is related to an assumption of weak interactions [22].

This same dilute gas assumption is integral also to the Boltzmann method of statistical mechanics.
It characterises equilibrium as the most probable distribution, that is one with maximum entropy4.
This method is used in [11] to study a gas of constrained particles5.

The work in [3] puts forward a physical characterisation for an equilibrium state. The suggestion
is that ρ (itself a well-defined state on the physical, reduced state space) is said to be a physical
Gibbs state if its modular Hamiltonian h = − ln ρ, is a well-defined function on the physical state
space; and, is such that there exists a (local) clock function T(x) on the extended state space (with
its conjugate momentum pT(x)), such that the (pull-back) of h is proportional to (the negative of) pT .
Importantly, when this is the case the modular flow (‘thermal time’, see Section 2.2) is a geometric
(foliation) flow in spacetime, in which sense ρ is said to be ‘physical’. Notice that the built-in strategy
here is to define KMS equilibrium in a deparameterised system (thus it is an example of using the
dynamical characterisation), since it basically identifies a state’s modular Hamiltonian with a (local)
clock Hamiltonian on the base spacetime manifold.

Another strategy [17] is based on the use of the ergodic principle and introduction of clock
subsystems to define (clock) time averages. Again, this characterisation, similar to a couple of the
previous ones, relies on the validity of a postulate, even if traditionally a fundamental one.

Finally, the proposal of [18] interestingly characterises equilibrium by a vanishing information
flow between interacting histories. The notion of information used is that of Shannon (entropy),
I = ln N, where N is the number of microstates traversed in a given history during interaction.

3 The algebraic KMS condition [21] is well known to provide a comprehensive characterisation of statistical equilibrium
in systems of arbitrary sizes, as long as there exists a well-defined one-parameter dynamical group of automorphisms of
the system. This latter point, of the required existence of a preferred time evolution of the system, is exactly the missing
ingredient in our case, thus limiting its applicability.

4 Even though this method relies on maximising the entropy similar to the thermodynamical characterisation, it is more
restrictive than the latter, as is made clear in Section 2.2.

5 We remark that except for this one work, all other studies in spacetime covariant statistical mechanics are carried out from
the Gibbs ensemble point of view.
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Equilibrium between two histories 1 and 2 is encoded in a vanishing information flow, δI = I2− I1 = 0.
This characterisation of equilibrium is evidently information-theoretic, even if relying on an assumption
of interactions. Moreover, it is much closer to our thermodynamical characterisation, because the
condition of vanishing δI is nothing but an optimisation of information entropy.

These different proposals, along with the thermal time hypothesis [1,2], have led to some
remarkable results, such as recovering the Tolman–Ehrenfest effect [13,23], relativistic Jüttner
distribution [23] and Unruh effect [24]. However, they all assume the validity of one or more principles,
postulates or assumptions about the system. Moreover, none (at least presently) seems to be general
enough, as with the proposal below, to be implemented in a full quantum gravity setup, while also
accommodating within it the rest of the proposals.

2.1.2. Thermodynamical Characterisation

This brings us to the proposal of characterising a generalised Gibbs state based on a constrained
maximisation of information (Shannon or von Neumann) entropy [14–16], along the lines advocated
by Jaynes [19,20] purely from the perspective of evidential statistical inference. Jaynes’ approach
is fundamentally different from other more traditional ones of statistical physics, as is the
thermodynamical characterisation, compared with the others outlined above, which is exemplified in
the following. It is thus a new proposal for background independent equilibrium [14,25], which has
the potential of incorporating also the others as special cases, from the point of view of constructing a
Gibbs state.

Consider a macroscopic system with a large number of constituent microscopic degrees of freedom.
Our (partial) knowledge of its macrostate is given in terms of a finite set of averages {〈Oa〉 = Ua}
of the observables we have access to. Jaynes suggests that a fitting probability estimate (which,
once known, will allow us to infer also the other observable properties of the system) is not only one
that is compatible with the given observations, but also that which is least-biased in the sense of not
assuming any more information about the system than what we actually have at hand (namely, {Ua}).
In other words, given a limited knowledge of the system (which is always the case in practice for any
macroscopic system), the least-biased probability distribution compatible with the given data should
be preferred. As shown below, this turns out to be a Gibbs distribution with the general form e−∑a βaOa .

Let Γ be a finite-dimensional phase space (be it extended or reduced), and on it consider a finite set
of smooth real-valued functions Oa. Denote by ρ a smooth statistical density (real-valued, positive and
normalised function) on Γ, to be determined. Then, the prior on the macrostate gives a finite number
of constraints,

〈Oa〉ρ =
∫

Γ
dλ ρOa = Ua (1)

where dλ is a Liouville measure on Γ, and the integrals are taken to be well-defined. Further, ρ has an
associated Shannon entropy

S[ρ] = −〈ln ρ〉ρ . (2)

By understanding S to be a measure of uncertainty quantifying our ignorance about the details of
the system, the corresponding bias is minimised (compatibly with the prior data) by maximising S
(under the set of constraints in Equation (1), plus the normalisation condition for ρ) [19]. The method
of Lagrange multipliers then gives a generalised Gibbs distribution of the form,

ρ{βa} =
1

Z{βa}
e−∑a βaOa (3)
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where the partition function Z{βa} encodes all thermodynamic properties in principle, and is assumed
to be convergent. This can be done analogously for a quantum system [20], giving a Gibbs density
operator on a representation Hilbert space

ρ̂{βa} =
1

Z{βa}
e−∑a βaÔa . (4)

A generalised Gibbs state can thus be defined, characterised fully by a finite set of observables of
interest Oa, and their conjugate generalised “inverse temperatures” βa, which have entered formally
as Lagrange multipliers. Given this class of equilibrium states, it should be evident that some
thermodynamic quantities (e.g., generalised “energies” Ua) can be identified immediately. Aspects of a
generalised thermodynamics are discussed in Section 2.4.

Finally, we note that the role of entropy is shown to be instrumental in defining (local6) equilibrium
states: “...thus entropy becomes the primitive concept with which we work, more fundamental even
than energy...” [19]. It is also interesting to notice that Bekenstein’s arguments [6] can be observed to
be influenced by Jaynes’ information-theoretic insights surrounding entropy, and these same insights
have now guided us in the issue of background independent statistical equilibrium.

2.2. Remarks

1. There are two key features of this characterisation. The first is the use of evidential (or epistemic,
or Bayesian) probabilities, thus taking into account the given evidence {Ua}; and second is
a preference for the least-biased (or most “honest”) distribution out of all the different ones
compatible with the given evidence. It is not enough to arbitrarily choose any that is compatible
with the prior data. An aware observer must also take into account their own ignorance, or lack
of knowledge honestly, by maximising the information entropy.

2. This notion of equilibrium is inherently observer-dependent because of its use of the macrostate
thermodynamic description of the system, which in itself is observer-dependent due to having to
choose a coarse-graining, that is the set of macroscopic observables.

3. Given a generalised Gibbs state, the question arises as to which flow it is stationary with respect
to. Any density distribution or operator satisfies the KMS condition (which implies stationarity)
with respect to its own modular flow. In fact, by the Tomita–Takesaki theorem [21], any faithful
algebraic state over a von Neumann algebra is KMS with respect to its own one-parameter
modular (Tomita) flow.7 Given this, then ρ{βa} is clearly KMS with respect to the flow Xρ ∼ ∂/∂t

(or Ûρ(t) ∼ eiĥt) generated by its modular Hamiltonian h = ∑a βaOa. In particular, ρ{βa} is
not stationary with respect to the individual flows Xa generated by Oa, unless they satisfy
[Xa, Xa′ ] = 0 for all a, a′ [15]. In fact, this last property shows that the proposal in [1,12] based
on statistical independence (that is, [Xρ1 , Xρ2 ] = 0) can be understood as a special case of this
one, when the state is defined for a pair of observables that are defined on mutually exclusive
subspaces of the state space. In this case, their respective flows will automatically commute and
the state will be said to satisfy statistical independence.

4. To be clear, the use of the “most probable” characterisation for equilibrium is not new in
itself. It was used by Boltzmann in the late 19th century, and utilised (also within a Boltzmann
interpretation of statistical mechanics) in a constrained system in [11]. The fact that equilibrium
configurations maximise the system’s entropy is also not new: it was well known already
in the time of Gibbs8. The novelty here is: in the revival of Jaynes’ perspective, of deriving

6 Local, in the sense of being observer-dependent (see Section 2.2).
7 This is also the main ingredient of the thermal time hypothesis [1,2], which we return to below.
8 However, as Jaynes points out in [19], these properties were relegated to side remarks in the past, not really considered to be

fundamental to the theory or to the justifications for the methods of statistical mechanics.
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equilibrium statistical mechanics in terms of evidential probabilities, solely as a problem of
statistical inference without depending on the validity of any further conjectures, physical
assumptions or interpretations; and in the suggestion that it is general enough to apply to
genuinely background independent systems, including quantum gravity. Below, we list some of
these more valuable features.

• The procedure is versatile, being applicable to a wide array of cases (both classical and
quantum), relying only on a sufficiently well-defined mathematical description in terms of a
state space, along with a set of observables with dynamically constant averages Ua defining
a suitable macrostate of the system9.

• Evidently, this manner of defining equilibrium statistical mechanics (and from it,
thermodynamics) does not lend any fundamental status to energy, nor does it rely on
selecting a single, special (energy) observable out of the full set {Oa}. It can thus be crucial
in settings where concepts of time and energy are dubious at the least, or not defined at all
as in non-perturbative quantum gravity.

• It has a technical advantage of not needing any (one-parameter) symmetry (sub-)groups
of the system to be defined a priori, unlike the dynamical characterisation based on the
standard KMS condition.

• It is independent of any additional physical assumptions, hypotheses or principles that are
common to standard statistical physics, and, in the present context, to the other proposals of
generalised equilibrium recalled in Section 2.1. Some examples of these extra ingredients
(not required in the thermodynamical characterisation) that we have already encountered
are ergodicity, weak interactions, statistical independence, and often a combination of them.

• It is independent of any physical interpretations attached (or not!) to the quantities and
setup involved. This further amplifies its appeal for use in quantum gravity where the
geometrical (and physical) meanings of the quantities involved may not necessarily be clear
from the start.

• One of the main features (which helps accommodate the other proposals as special cases
of this one) is the generality in the choice of observables Oa allowed naturally by this
characterisation. In principle, they need only be mathematically well-defined in the given
description of the system (regardless of whether it is kinematic i.e., working at the extended
state space level, or dynamic, i.e., working with the physical state space), satisfying convexity
properties so that the resultant Gibbs state is normalisable. More standard choices include
a Hamiltonian in a non-relativistic system, a clock Hamiltonian in a deparameterised
system [3,14], and generators of kinematic symmetries such as rotations, or more generally
of one-parameter subgroups of Lie group actions [26,27]. Some of the more unconventional
choices include geometric observables such as volume [14,28], (component functions of
the) momentum map associated with geometric closure of classical polyhedra [15,16],
half-link gluing (or face-sharing) constraints of discrete gravity [15], a projector in group
field theory [15,29], and generic gauge-invariant observables (not necessarily symmetry
generators) [11]. We refer to [14] for a more detailed discussion.

In Section 3.2, we outline some examples of using this characterisation in quantum gravity, while a
detailed investigation of its consequences in particular for covariant systems on a spacetime manifold
is left to future studies.

9 In fact, in hindsight, we could already have anticipated a possible equilibrium description in terms of these constants,
whose existence is assumed from the start.
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2.3. Relation to Thermal Time Hypothesis

This section outlines a couple of new intriguing connections between the thermodynamical
characterisation and the thermal time hypothesis, which we think are worthwhile to be explored
further. Thermal time hypothesis [1,2] states that the (geometric) modular flow of the (physical,
equilibrium) statistical state that an observer happens to be in is the time that they experience. It thus
argues for a thermodynamical origin of time [30].

What is this state? Pragmatically, the state of a macroscopic system is that which an observer is
able to observe and assigns to the system. It is not an absolute property since one can never know
everything there is to know about the system. In other words, the state that the observer “happens
to be in” is the state that they are able to detect. This leads us to suggest that the thermodynamical
characterisation can provide a suitable criterion of choice for the thermal time hypothesis.

What we mean by this is the following. Consider a macroscopic system that is observed to be
in a particular macrostate in terms of a set of (constant) observable averages. The thermodynamical
characterisation then provides the least biased choice for the underlying (equilibrium) statistical state.
Given this state then, the thermal time hypothesis would imply that the (physical) time experienced by
this observer is the (geometric) modular flow of the observed state.

Jaynes [19,20] turned the usual logic of statistical mechanics upside-down to stress on entropy
and the observed macrostate as the starting point, to define equilibrium statistical mechanics in its
entirety from it (and importantly, a further background independent generalisation, as shown above).
Rovelli [1], later with Connes [2], turned the usual logic of the definition of time upside-down to
stress on the choice of a statistical state as the starting point to identify a suitable time flow from it.
The suggestion here is to merge the two and get an operational way of implementing the thermal
time hypothesis.

It is interesting to see that the crucial property of observer-dependence of relativistic time arises
as a natural consequence of our suggestion, directly because of the observer-dependence of any state
defined using the thermodynamical characterisation. This way, thermodynamical time is intrinsically
“perspectival” [31] or “anthropomorphic” [32].

To be clear, this criterion of choice will not single out a preferred state, by the very fact that it is
inherently observer-dependent. It is thus compatible with the basic philosophy of the thermal time
hypothesis, namely that there is no preferred physical time.

Presently the above suggestion is rather conjectural, and certainly much work remains to be done
to understand it better, and explore its potential consequences for physical systems. Here, it may be
helpful to realise that the thermal time hypothesis can be sensed to be intimately related with (special
and general) relativistic systems, and so might the thermodynamical characterisation when considered
in this context. Thus, for instance, Rindler spacetime or stationary black holes might offer suitable
settings to begin investigating these aspects in more detail.

The second connection that we observe is much less direct, and is via information entropy.
The generator of the thermal time flow [1], − ln ρ, can immediately be observed to be related to
Shannon entropy in Equation (2). Moreover, in the general algebraic (quantum) field theoretic setting,
the generator is the log of the modular operator Δ of von Neumann algebra theory [2]. A modification
of it, the relative modular operator, is known to be an algebraic measure of relative entropy [33],
which in fact has seen a recent revival in the context of quantum information and gravity. This is a
remarkable feature in our opinion, which compels us to look for deeper insights it may have to offer,
in further studies.

2.4. Generalised Thermodynamic Potentials, Zeroth and First Laws

Traditional thermodynamics is the study of energy and entropy exchanges. However, what is
a suitable generalisation of it for background independent systems? This, as with the question of a
generalised equilibrium statistical mechanics which we have considered until now, is still open. In the
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following, we offer some insights gained from preceding discussions, including identifying certain
thermodynamic potentials, and generalised zeroth and first laws.

Thermodynamic potentials are vital, particularly in characterising the different phases of the
system. The most important one is the partition function Z{βa}, or equivalently the free energy

Φ({βa}) := − ln Z{βa} . (5)

It encodes complete information about the system from which other thermodynamic quantities
can be derived in principle. Notice that the standard definition of a free energy F comes with an
additional factor of a (single, global) temperature, that is we normally have Φ = βF. However, for now,
Φ is the more suitable quantity to define and not F since we do not (yet) have a single common
temperature for the full system. We return to this point below.

Next is the thermodynamic entropy (which by use of the thermodynamical characterisation has
been identified with information entropy), which is straightforwardly

S({Ua}) = ∑
a

βaUa −Φ (6)

for generalised Gibbs states of the form in Equation (3). Notice again the lack of a single β scaling the
whole equation at this more general level of equilibrium.

By varying S such that the variations dUa and 〈dOa〉 are independent [19], a set of generalised
heats can be defined

dS = ∑
a

βa(dUa − 〈dOa〉) =: ∑
a

βa dQa (7)

and, from it (at least part of the10) work done on the system dWa [15], can be identified

dWa := 〈dOa〉 =
1
βa

∫
Γ

dλ
δΦ
δOa

dOa . (8)

From the setup of the thermodynamical characterisation presented in Section 2.1.2, we can
immediately identify Ua as generalised “energies”. Jaynes’ procedure allows these quantities to
democratically play the role of generalised energies. None had to be selected as being the energy in
order to define equilibrium. This a priori democratic status of the several conserved quantities can be
broken most easily by preferring one over the others. In turn, if its modular flow can be associated
with a physical evolution parameter (relational or not), then this observable can play the role of a
dynamical Hamiltonian.

Thermodynamic conjugates to these energies are several generalised inverse temperatures βa.
By construction, each βa is the periodicity in the flow ofOa, in addition to being the Lagrange multiplier
for the ath constraint in Equation (1). Moreover, these same constraints can determine βa, by inverting
the equations

∂Φ
∂βa

= Ua ; (9)

or equivalently from
∂S

∂Ua
= βa . (10)

10 By this we mean that the term 〈dOa〉, based on the same observables defining the generalised energies Ua, can be seen as
reflecting some work done on the system. However, naturally, we do not expect or claim that this is all the work that is/can
be performed on the system by external agencies. In other words, there could be other work contributions, in addition to the
terms dWa. A better understanding of work terms in this background independent setup, will also contribute to a better
understanding of the generalised first law presented below.
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In general, {βa} is a multi-variable inverse temperature. In the special case when Oa are
component functions of a dual vector, then �β ≡ (βa) is a vector-valued temperature. For example,
this is the case when �O ≡ {Oa} are dual Lie algebra-valued momentum maps associated with
Hamiltonian actions of Lie groups, as introduced by Souriau [26,27], and appearing in the context of
classical polyhedra in [15].

As shown above, a generalised equilibrium is characterised by several inverse temperatures,
but an identification of a single common temperature for the full system is of obvious interest. This can
be done as follows [12,15]. A state of the form in Equation (3), with modular Hamiltonian

h = ∑
a

βaOa (11)

generates a modular flow (with respect to which it is at equilibrium), parameterised by

t = ∑
a

ta

βa
(12)

where ta are the flow parameters of Oa. The strategy now is to reparameterise the same trajectory by a
rescaling of t,

τ := t/β (13)

for a real-valued β. It is clear that τ parameterises the modular flow of a rescaled modular hamiltonian
h̃ = βh, associated with the state

ρ̃β =
1

Z̃β
e−h̃ =

1
Z̃β

e−βh (14)

characterised now by a single inverse temperature β.
In fact, this state can be understood as satisfying the thermodynamical characterisation for a

single constraint
〈h〉 = constant (15)

instead of several of them as in Equation (1). Clearly, this rescaling is not a trivial move. It corresponds
to the case of a weaker, single constraint which by nature corresponds to a different physical situation
wherein there is exchange of information between the different observables (so that they can thermalise
to a single β). This can happen for instance when one observable is special (e.g., the Hamiltonian)
and the rest are functionally related to it (e.g., the volume or number of particles). Whether such
a determination of a single temperature can be brought about by a more physically meaningful
technique is left to future work. Having said that, it will not change the general layout of the two cases
as outlined above.

One immediate consequence of extracting a single β is regarding the free energy, which can now
be written in the familiar form as

Φ = βF . (16)

This is most directly seen from the expression for the entropy,

S̃ = −〈ln ρ̃β〉ρ̃β
= β ∑

a
βaŨa + ln Z̃ ⇔ F̃ = Ũ − β−1S̃ (17)

where Ũ = ∑a βaŨa is a total energy, and tildes mean that the quantities are associated with the
state ρ̃β. Notice that the above equation clearly identifies a single conjugate variable to entropy,
the temperature β−1.

It is important to remark that, in the above method to get a single β, we still do not need to
choose a special observable, say O′, out of the given set of Oa. If one were to do this, i.e., select O′
as a dynamical energy (so that by extension the other Oa are functions of this one), then by standard
arguments, the rest of the Lagrange multipliers will be proportional to β′, which in turn would then be
the common inverse temperature for the full system. The point is that this latter instance is a special
case of the former.
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We end this section with zeroth and first laws of generalised thermodynamics. The crux of the
zeroth law is a definition of equilibrium. Standard statement refers to a thermalisation resulting in a
single temperature being shared by any two systems in thermal contact. This can be extended by the
statement that at equilibrium, all inverse temperatures βa are equalised. This is in exact analogy with
all intensive thermodynamic parameters, such as the chemical potential, being equal at equilibrium.

The standard first law is basically a statement about conservation of energy. In the generalised
equilibrium case corresponding to the set of individual constraints in Equation (1), the first law is
satisfied ath-energy-wise,

dUa = dQa + dWa . (18)

The fact that the law holds a-energy-wise is not surprising because the separate constraints in
Equation (1) for each a mean that observablesOa do not exchange any information amongst themselves.
If they did, then their Lagrange multipliers would no longer be mutually independent and we would
automatically reduce to the special case of having a single β after thermalisation.

On the other hand, for the case with a single β, variation of the entropy in Equation (17) gives

dS̃ = β ∑
a

βa(dUa − 〈dOa〉) =: βdQ̃ (19)

giving a first law with a more familiar form, in terms of total energy, total heat and total work variations

dŨ = dQ̃ + dW̃ . (20)

As before, in the even more special case where β is conjugate to a single preferred energy, then this
reduces to the traditional first law. We leave the verification of the second law for the generalised
entropy to future work. Further, the quantities introduced above and the consequences of this setup
also need to be investigated in greater detail.

3. Equilibrium Statistical Mechanics in Quantum Gravity

Emergence of spacetime is the outstanding open problem in quantum gravity that is being
addressed from several directions. One such is based on modelling quantum spacetime as a
many-body system [34], which further complements the view of a classical spacetime as an effective
macroscopic thermodynamic system. This formal suggestion allows one to treat extended regions of
quantum spacetime as built out of discrete building blocks whose dynamics is dictated by non-local,
combinatorial and algebraic mechanical models. Based on this mechanics, a formal statistical mechanics
of the quanta of space can be studied [14,15]. Statistical mixtures of quantum gravity states are better
suited to describe generic boundary configurations with a large number of quanta. This is in the sense
that given a region of space with certain known macroscopic properties, a more reasonable modelling
of its underlying quantum gravity description would be in in terms of a mixed state rather than a
pure state, essentially because we cannot hope to know precisely all microscopic details to prefer one
particular microstate. A simple example is having a region with a fixed spatial volume and wanting to
estimate the underlying quantum gravity (statistical) state [11,14].

In addition to the issue of emergence, investigating the statistical mechanics and thermodynamics
of quantum gravity systems would be expected to contribute towards untangling the puzzling knot
between thermodynamics, gravity and the quantum theory, especially when applied to more physical
settings, such as cosmology [28].

In the rest of this article, we use results from the previous sections to outline a framework
for equilibrium statistical mechanics for candidate quanta of geometry (along the lines presented
in [14,15], but generalising further to a richer combinatorics based on [35]), and within it give an
overview of some concrete examples. In particular, we show that a group field theory can be
understood as an effective statistical field theory derived from a coarse-graining of a generalised
Gibbs configuration of the underlying quanta. In addition to providing an explicit quantum statistical
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basis for group field theories, it further reinforces their status as being field theories for quanta of
geometry [36–39]. As expected, we see that even though the many-body viewpoint makes certain
techniques available that are almost analogous to standard treatments, there are several non-trivialities
such as that of background independence, and physical (possible pre-geometric and effective geometric)
interpretations of the statistical and thermodynamic quantities involved.

3.1. Framework

The candidate atoms of space considered here are geometric (quantum) d-polyhedra (with d
faces), or equivalently open d-valent nodes with its half-links dressed by the appropriate algebraic
data [40]. This choice is motivated strongly by loop quantum gravity [41], spin foam [42],
group field theory [36–39] and lattice quantum gravity [43] approaches in the context of 4d models.
Extended discrete space and spacetime can be built out of these fundamental atoms or “particles”,
via kinematical compositions (or boundary gluings) and dynamical interactions (or bulk bondings),
respectively. In this sense, the perspective innate to a many-body quantum spacetime is a constructive
one, which is naturally also extended to the statistical mechanics based on this mechanics.

Two types of data specify a mechanical model, combinatorial and algebraic. States and processes
of a model are supported on combinatorial structures, here abstract11 graphs and 2-complexes,
respectively; and algebraic dressings of these structures adds discrete geometric information.
Thus, different choices of combinatorics and algebraic data gives different mechanical models.
For instance, the simplest spin foam models (and their associated group field theories) for 4d gravity
are based on: boundary combinatorics based on a 4-valent node (or a tetrahedron), bulk combinatorics
based on a 4-simplex interaction vertex, and algebraic (or group representation) data of SU(2) labelling
the boundary 4-valent graphs and bulk 2-complexes.

Clearly, this is not the only choice, in fact far from it. The vast richness of possible
combinatorics, compatible with our constructive point of view, is comprehensively illustrated in [35]12.
The various choices for variables to label the discrete structures with (so that they may encode
a suitable notion of discrete geometry, which notion depending exactly on the variables chosen
and constraints imposed on them) have been an important subject of study, starting all the way
from Regge [45–50]. Accommodation of these various different choices is yet another appeal of the
constructive many-body viewpoint and this framework. After clarifying further some of these aspects
in the following, we choose to work with simplicial combinatorics and SU(2) holonomy-flux data for
the subsequent examples.

3.1.1. Atoms of Quantum Space and Kinematics

In the following, we make use of some of the combinatorial structures defined in [35]. However we
are content with introducing them in a more intuitive manner, and not recalling the rigorous definitions
as that would not be particularly valuable for the present discussion. The interested reader can refer
to [35] for details13.

11 Thus, not necessarily embedded into any continuum spatial manifold.
12 In fact, the work in [35] is phrased in a language closer to the group field theory approach, but the structures are general

enough to apply elsewhere, such as in spin foams, as evidenced in [44].
13 For clarity, we note that the terminology used here is slightly different from that in [35]. Specifically, the dictionary

between here↔ there is: combinatorial atom or particle↔ boundary patch; interaction/bulk vertex↔ spin foam atom;
boundary node↔ boundary multivalent vertex v̄; link or full link↔ boundary edge connecting two multivalent vertices
v̄1, v̄2; half-link↔ boundary edge connecting a multivalent vertex v̄ and a bivalent vertex v̂. This minor difference is mainly
due to a minor difference in the purpose for the same combinatorial structures. Here, we are in a setup where the accessible
states are boundary states, for which a statistical mechanics is defined; and the case of interacting dynamics is considered as
defining a suitable (amplitude) functional over the the boundary state space. On the other hand, the perspective in [35] is
more in a spin foam constructive setting, so that modelling the 2-complexes as built out of fundamental spin foam atoms is
more natural there.
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The primary objects of interest to us are boundary patches, which we take as the combinatorial
atoms of space. To put simply, a boundary patch is the most basic unit of a boundary graph, in the
sense that the set of all boundary patches generates the set of all connected bisected boundary graphs.
A bisected boundary graph is simply a directed boundary graph with each of its full links bisected
into a pair of half-links, glued at the bivalent nodes (see Figure 1). Different kinds of atoms of space
are then the different, inequivalent boundary patches (dressed further with suitable data), and the
choice of combinatorics basically boils down to a choice of the set of admissible boundary patches.
Moreover, a model with multiple inequivalent boundary patches can be treated akin to a statistical
system with multiple species of atoms.

The most general types of boundary graphs are those with nodes of arbitrary valence,
and including loops. A common and natural restriction is to consider loopless structures, as they can
be associated with combinatorial polyhedral complexes [35]. As the name suggests, loopless boundary
patches are those with no loops, i.e., each half-link is bounded on one end by a unique bivalent
node (and on the other by the common, multivalent central node). A loopless patch is thus uniquely
specified by the number of incident half-links (or equivalently, by the number of bivalent nodes
bounding the central node). A d-patch, with d number of incident half-links, is simply a d-valent
node. Importantly for us, it is the combinatorial atom that supports (quantum) geometric states of a
d-polyhedron [40,51,52]. A further common restriction is to consider graphs with nodes of a single,
fixed valence, that is to consider d-regular loopless structures.

Let us take an example. Consider the boundary graph of a 4-simplex as shown in Figure 1.
The fundamental atom or boundary patch is a 4-valent node. This graph can be constructed starting
from five open 4-valent nodes (denoted m, n, ..., q), and gluing the half-links, or equivalently the faces
of the dual tetrahedra, pair-wise, with the non-local combinatorics of a complete graph on five 4-valent
nodes. The result is ten bisected full links, bounded by five nodes. It is important to note here that a
key ingredient of constructing extended boundary states from the atoms are precisely the half-link
gluing, or face-sharing conditions on the algebraic data decorating the patches. For instance, in the
case of standard loop quantum gravity holonomy-flux variables of T∗(SU(2)), the face-sharing gluing
constraints are area matching [48], thus lending a notion of discrete classical twisted geometry to
the graph. This is much weaker than a Regge geometry, which could have been obtained for the
same variables if instead the so-called shape-matching conditions [47] are imposed on the pair-wise
gluing of faces/half-links. Thus, kinematic composition (boundary gluings) that creates boundary
states depends on two crucial ingredients, the combinatorial structure of the resultant boundary graph,
and face-sharing gluing conditions on the algebraic data.

From here on, we restrict ourselves to a single boundary patch for simplicity, a (gauge-invariant)
4-valent node dressed with SU(2) data, i.e., a quantised tetrahedron [40,51]. However, it should be
clear from the brief discussion above (and the extensive study in [35]) that a direct generalisation
of the present (statistical) mechanical framework is possible also for these more enhanced
combinatorial structures.

The phase space of a single classical tetrahedron, encoding both intrinsic and extrinsic degrees of
freedom (along with an arbitrary orientation in R3) is

Γ = T∗(SU(2)4/SU(2)) (21)

where the quotient by SU(2) imposes geometric closure of the tetrahedron. The choice of domain space
is basically the choice of algebraic data. For instance, in Euclidean 4d settings a more apt choice would
be the group Spin(4), and SL(2,C) for Lorentzian settings. Then, states of a system of N tetrahedra
belong to ΓN = Γ×N , and observables would be smooth (real-valued) functions defined on ΓN [14,15].

The quantum counterparts are,

H = L2(SU(2)4/SU(2)) (22)
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for the single-particle Hilbert space, and HN = H⊗N for an N-particle system. In the quantum setting,
we can go a step further and construct a Fock space based on the above single-particle Hilbert space,

HF =
⊕
N≥0

symHN (23)

where the symmetrisation of N-particle spaces implements a choice of bosonic statistics for the quanta,
mirroring the graph automorphism of node exchanges. One choice for the algebra of operators on HF
is the von Neumann algebra of bounded linear operators. A more common choice though is the larger
*-algebra generated by ladder operators ϕ̂, ϕ̂†, which generate the fullHF by acting on a cyclic Fock
vacuum, and satisfy a commutation relations algebra

[ϕ̂(�g1), ϕ̂†(�g2)] =
∫

SU(2)
dh

4

∏
I=1

δ(g1Ihg−1
2I ) (24)

where �g ≡ (gI) ∈ SU(2)4 and the integral on the right ensures SU(2) gauge invariance. In fact, this is
the Fock representation of an algebraic bosonic group field theory defined by a Weyl algebra [14,29,53].

Figure 1. Bisected boundary graph of a 4-simplex, as a result of non-local pair-wise gluing of half-links.
Each full link is bounded by two 4-valent nodes (denoted here by m, n, ...), and bisected by one bivalent
node (shown here in green).

3.1.2. Interacting Quantum Spacetime and Dynamics

Coming now to dynamics, the key ingredients here are the specifications of propagators and
admissible interaction vertices, including both their combinatorics, and functional dependences on the
algebraic data, i.e., their amplitudes.

The combinatorics of propagators and interaction vertices can be packaged neatly within two
maps defined in [35], the bonding map and the bulk map, respectively. A bonding map is defined
between two bondable boundary patches. Two patches are bondable if they have the same number of
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nodes and links. Then, a bonding map between two bondable patches identifies each of their nodes
and links, under the compatibility condition that if a bounding bivalent node in one patch is identified
with a particular one in another, then their respective half-links (attaching them to their respective
central nodes) are also identified with each other. Thus, a bonding map basically bonds two bulk
vertices via (parts of) their boundary graphs to form a process (with boundary). This is simply a bulk
edge, or propagator.

The set of interaction vertices can themselves be defined by a bulk map. This map augments the
set of constituent elements (multivalent nodes, bivalent nodes, and half-links connecting the two) of
any bisected boundary graph, by one new vertex (the bulk vertex), a set of links joining each of the
original boundary nodes to this vertex, and a set of two-dimensional faces bounded by a triple of the
bulk vertex, a multivalent boundary node and a bivalent boundary node. The resulting structure is
an interaction vertex with the given boundary graph14. The complete dynamics is then given by the
chosen combinatorics, supplemented with amplitude functions that reflect the dependence on the
algebraic data.

The interaction vertices can in fact be described by vertex operators on the Fock space in terms of
the ladder operators. An example vertex operator, corresponding to the 4-simplex boundary graph
shown in Figure 1, is

V̂4sim =
∫

SU(2)20
[dg] ϕ̂†(�g1)ϕ̂†(�g2)V4sim(�g1, ...,�g5)ϕ̂(�g3)ϕ̂(�g4)ϕ̂(�g5) (25)

where the interaction kernel V4sim = V4sim({gijg−1
ji }i<j) (for i, j = 1, ..., 5) encodes the combinatorics of

the boundary graph. There are of course other vertex operators associated with the same graph (that is
with the same kernel), but including different combinations of creation and annihilation operators15.

Thus, a definition of kinematics entails: defining the state space, which includes specifying
the combinatorics (choosing the set of allowed boundary patches, which generate the admissible
boundary graphs), and the algebraic data (choosing variables to characterise the discrete geometric
states supported on the boundary graphs); and defining the algebra of observables acting on the state
space. A definition of dynamics entails: specifying the propagator and bulk vertex combinatorics and
amplitudes. Together, they specify the many-body mechanics.

3.1.3. Generalised Equilibrium States

Outlined below is a generalised equilibrium statistical mechanics for these systems [14,15],
along the lines laid out in Section 2. For a system of many classical tetrahedra (in general, polyhedra),
a statistical state ρN can be formally defined on the state space ΓN . If it satisfies the thermodynamical
characterisation with respect to a set of functions on ΓN , then it will be an equilibrium state.
Further, a configuration with a varying number of tetrahedra can be described by a grand-canonical
type state [15] of the form

Z = ∑
N≥0

eμN ZN (26)

where ZN =
∫

ΓN
dλ ρN , and μ is a chemical potential. Similarly, for a system of many quantum

tetrahedra, a generic statistical state ρ̂ is a density operator onHF; and generalised equilibrium states
with a varying number of quanta are

Z = TrHF (e
−∑a βaÔa+μN̂) (27)

14 An interesting aspect is that the bulk map is one-to-one, so that for every distinct bisected boundary graph, there is a unique
interaction vertex which can be defined from it.

15 This would generically be true for any second quantised operator [29].
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where N̂ =
∫

d�g ϕ̂†(�g)ϕ̂(�g) is the number operator on HF. Operators of natural interest here
are the ones encoding the dynamics, i.e. vertex (and kinetic) operators (see Section 3.2 below).
Such grand-canonical type boundary states are important because one would expect quantum gravity
dynamics to not be number conserving in general [15,29]. In addition, naturally, in both cases, what
the precise content of equilibrium is depends crucially on which observables Oa are used to define the
state. As pointed out in Section 2.2, and exemplified in the cases below in Section 3.2, there are many
choices and types of observables one could consider in principle. Which ones are the relevant ones in a
given situation is in fact a crucial part of the problem.

3.2. Applications

We briefly sketch below some examples of applying the above framework.
A couple of examples for a classical system are studied in [15]. In the process of applying the

thermodynamical characterisation, these cases introduce a statistical, effective manner of imposing a
given (set of) first class constraint(s), that is 〈C〉 = 0, instead of the exact, strong way C = 0. In one
case, the condition of closure of a classical d-polyhedron is relaxed in this statistical manner, while in
the other the boundary gluing constraints amongst the polyhedral atoms of space are relaxed in this
way to describe fluctuating twisted geometries. Brief summaries of these follow.

In the first example, starting from the extended state space Γex = I S2
AI

of intrinsic geometries of
a d-polyhedron with face areas {AI}I=1,...,d, closure is implemented via the following su(2)∗-valued
function on Γex,

J =
d

∑
I=1

xI (28)

which is the momentum map associated with the diagonal action of SU(2). Satisfying closure exactly is
to have J = 0. Then, applying the thermodynamic characterisation to the scalar component functions
of J, that is requiring 〈Ja〉 = 0 (a = 1, 2, 3), gives a Gibbs distribution on Γex of the form e−∑a βa Ja with
a vector-valued temperature (βa) ∈ su(2). Thus, we have a thermal state for a classical polyhedron
that is fluctuating in terms of its closure, with the fluctuations controlled by the parameter β. In fact,
this state generalises Souriau’s Gibbs states [26,27] to the case of Lie group (Hamiltonian) actions
associated with first class constraints.

In the other example, the set of half-link gluing (or face-sharing) conditions for a boundary
graph are statistically relaxed. It is known that an oriented (closed) boundary graph γ, with M nodes
and L links, labelled with (g, x) ∈ T∗(SU(2)) variables admits a notion of discrete (closed) twisted
geometry [48]. Twisted geometries are a generalisation of the more rigid Regge geometries, wherein the
shapes of the shared faces are left arbitrary and only their areas are constrained to match. From the
present constructive many-body viewpoint, one can understand these states instead as a result of
satisfying a set of SU(2)- and su(2)∗-valued gluing conditions (denoted, respectively, by {C} and
{D}) on an initially disconnected system of several labelled open nodes. That is, starting from a
system of M number of labelled open nodes, one ends up with a twisted geometric configuration
if the set of gluing constraints on the holonomy and flux variables corresponding to a given γ,
{C�,a(gn�g−1

m� ) = 0, D�,a(xn� − xm�) = 0}γ, are satisfied strongly (component-wise). Here, � = 1, 2, ..., L
labels a full link, a = 1, 2, 3 is SU(2) component index, and subscripts n� refer to the half-link
(belonging to the full link) � of node n. We can then choose instead to impose these constraints weakly
by requiring only its statistical averages in a state to vanish. This gives a γ-dependent state on ΓM,
written formally as

ρ{γ,α,β} ∝ e−∑� ∑a α�,aC�,a+β�,aD�,a ≡ e−Gγ(α,β) (29)

where α, β ∈ R3L are generalised inverse temperatures characterising this fluctuating twisted geometric
configuration. In fact, one can generalise this state to a probabilistic superposition of such internally
fluctuating twisted geometries for an N particle system (thus, defined on ΓN), which includes
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contributions from distinct graphs, each composed of a possibly variable number of nodes M. A state
of this kind can formally be written as,

ρN =
1

ZN(Mmax, λγ, α, β)
e−∑Mmax

M=2 ∑{γ}M
1

Aut(γ) λγ ∑N
i1 �=...neqiM=1 Gγ(�gi1

,�xi1
,...,�giM

,�xiM
;α,β) (30)

where i is the particle index, and Mmax ≤ N. The value of Mmax and the set {γ}M for a fixed M are
model-building choices. The first sum over M includes contributions from all admissible (depending
on the model, determined by Mmax) different M-particle subgroups of the full N particle system,
with the gluing combinatorics of various different boundary graphs with M nodes. The second sum is
a sum over all admissible boundary graphs γ, with a given fixed number of nodes M. Furthermore,
the third sum takes into account all M-particle subgroup gluings (according to a given fixed γ) of
the full N particle system. We note that the state in Equation (30) is a further generalisation of that
presented in [15]; specifically, the latter is a special case of the former for the case of a single term
M = Mmax = N in the first sum. Further allowing for the system size to vary, that is considering a
variable N, gives the most general configuration, with a set of coupling parameters linked directly to
the underlying microscopic model,

Z(Mmax, λγ, α, β) = ∑
N≥0

eμN ZN(Mmax, λγ, α, β) . (31)

A physically more interesting example is considered in [14], which defines a thermal state with
respect to a spatial volume operator,

ρ̂ =
1
Z

e−βV̂ (32)

where V̂ =
∫

d�g v(�g)ϕ̂†(�g)ϕ̂(�g) is a positive, self-adjoint operator onHF, and the state is a well-defined
density operator on the same. In fact, with a grand-canonical extension of it, this system can be shown
to naturally support Bose–Einstein condensation to a low-spin phase [14]. Clearly, this state encodes
thermal fluctuations in the volume observable, which is especially an important one in the context of
cosmology. In fact, the rapidly developing field of condensate cosmology [54] for atoms of space of the
kind considered here, is based on modelling the underlying system as a condensate, and subsequently
extracting effective physics from it. These are certainly crucial steps in the direction of obtaining
cosmological physics from quantum gravity [9]. It is equally crucial to enrich further the microscopic
quantum gravity description itself, and extract effective physics for these new cases. One such
important case is to consider thermal fluctuations of the gravitational field at early times, during which
our universe is expected to be in a quantum gravity regime. That is, to consider thermal quantum
gravity condensates using the frameworks laid out in this article (as opposed to the zero temperature
condensates that have been used till now), and subsequently derive effective physics from them.
This case would then directly reflect thermal fluctuations of gravity as being of a proper quantum
gravity origin. This is investigated in [28].

We end this section by making a direct link to the definition of group field theories using the above
framework. Group field theories (GFT) [37–39] are non-local field theories defined over (copies of) a
Lie group. Most widely studied (Euclidean) models are for real or complex scalar fields, over copies
of SU(2), Spin(4) or SO(4). For instance, a complex scalar GFT over SU(2) is defined by a partition
function of the following general form,

ZGFT =
∫
[Dμ(ϕ, ϕ̄)] e−SGFT[ϕ,ϕ̄] (33)

where μ is a functional measure which in general is ill-defined, and SGFT is the GFT action of the form
(for commonly encountered models),
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SGFT =
∫

G
dg1

∫
G

dg2 K(g1, g2)ϕ̄(g1)ϕ(g2) +
∫

G
dg1

∫
G

dg2 ... V(g1, g2, ...) f (ϕ, ϕ̄) (34)

where g ∈ G, and the kernel V is generically non-local, which convolutes the arguments of several
ϕ and ϕ̄ fields (written here in terms of a single function f ). It defines the interaction vertex of the
dynamics by enforcing the combinatorics of its corresponding (unique, via the inverse of the bulk map)
boundary graph.

ZGFT defines the covariant dynamics of the GFT model encoded in SGFT. Below we outline a
way to derive such covariant dynamics from a suitable quantum statistical equilibrium description
of a system of quanta of space defined previously in Section 3.1. The following technique of using
field coherent states is the same as in [15,29], but with the crucial difference that here we do not claim
to define, or aim to achieve any correspondence (even if formal) between a canonical dynamics (in
terms of a projector operator) and a covariant dynamics (in terms of a functional integral). Here we
simply show a quantum statistical basis for the covariant dynamics of a GFT, and in the process,
reinterpret the standard form of the GFT partition function in Equation (33) as that of an effective
statistical field theory arising from a coarse-graining and further approximations of the underlying
statistical quantum gravity system.

We saw in Section 3.1 that the dynamics of the polyhedral atoms of space is encoded in the choices
of propagators and interaction vertices, which can be written in terms of kinetic and vertex operators in
the Fock description. In our present considerations with a single type of atom (SU(2)-labelled 4-valent
node), let us then consider the following generic kinetic and vertex operators,

K̂ =
∫

SU(2)8
[dg] ϕ̂†(�g1)K(�g1,�g2)ϕ̂(�g2) , V̂ =

∫
SU(2)4N

[dg] Vγ(�g1, ...,�gN) f̂ (ϕ̂, ϕ̂†) (35)

where N > 2 is the number of 4-valent nodes in the boundary graph γ, and f̂ is a function of the
ladder operators with all terms of a single degree N. For example, when N = 3, this function could be
f̂ = λ1 ϕ̂ϕ̂ϕ̂† + λ2 ϕ̂† ϕ̂ϕ̂†. As shown above, in principle, a generic model can include several distinct
vertex operators. Even though what we have considered here is the simple of case of having only one,
the argument can be extended directly to the general case.

Operators K̂ and V̂ have well-defined actions on the Fock spaceHF. Using the thermodynamical
characterisation then, we can consider the formal constraints16 〈K̂〉 = constant and 〈V̂〉 = constant,
to write down a generalised Gibbs state onHF,

ρ̂{βa} =
1

Z{βa}
e−β1K̂−β2V̂ (36)

where a = 1, 2 and the partition function17 is,

Z{βa} = TrHF (e
−β1K̂−β2V̂) . (37)

An effective field theory can then be extracted from the above by using a basis of coherent states
onHF [15,29,55]. Field coherent states give a continuous representation onHF where the parameter
labelling each state is a wave (test) function [55]. For the Fock description mentioned in Section 3.1,
the coherent states are

|ψ〉 = eϕ̂†(ψ)−ϕ̂(ψ) |0〉 (38)

16 A proper interpretation of these constraints is left for future work.
17 This partition function will in general be ill-defined as expected. One reason is the operator norm unboundedness of the

ladder operators.
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where |0〉 is the Fock vacuum (satisfying ϕ̂(�g) |0〉 = 0 for all �g), ϕ̂(ψ) =
∫

SU(2)4 ψ̄ϕ̂ and its adjoint are
smeared operators, and ψ ∈ H. The set of all such states provides an over-complete basis for HF.
The most useful property of these states is that they are eigenstates of the annihilation operator,

ϕ̂(�g) |ψ〉 = ψ(�g) |ψ〉 . (39)

The trace in the partition function in Equation (37) can then be evaluated in this basis,

Z{βa} =
∫
[Dμ(ψ, ψ̄)] 〈ψ| e−β1K̂−β2V̂ |ψ〉 (40)

where μ here is the coherent state measure [55]. The integrand can be treated and simplified along the
lines presented in [15] (to which we refer for details), to get an effective partition function,

Z0 =
∫
[Dμ(ψ, ψ̄)] e−β1K[ψ̄,ψ]−β2V[ψ̄,ψ] = Z{βa} − ZO(h̄) (41)

where subscript 0 indicates that we have neglected higher order terms, collected inside ZO(h̄), resulting
from normal orderings of the exponent in Z{βa}, and the functions in the exponent are K = 〈ψ| : K̂ : |ψ〉
and V = 〈ψ| : V̂ : |ψ〉. It is then evident that Z0 has the precise form of a generic GFT partition function.
It thus defines a group field theory as an effective statistical field theory, that is

ZGFT := Z0 . (42)

From this perspective, it is clear that the generalised inverse temperatures (which are basically
the intensive parameters conjugate to the energies in the generalised thermodynamics setting of
Section 2.4) are the coupling parameters defining the effective model, thus characterising the phases of
the emergent statistical group field theory, as would be expected. Moreover, from this purely statistical
standpoint, we can understand the GFT action more appropriately as Landau–Ginzburg free energy
(or effective “Hamiltonian’, in the sense that it encodes the effective dynamics), instead of a Euclidean
action, which might imply having Wick rotated a Lorentzian measure, even in an absence of any such
notions as is the case presently. Lastly, deriving in this way the covariant definition of a group field
theory, based entirely on the framework presented in Section 3.1, strengthens the statement that a
group field theory is a field theory of combinatorial and algebraic quanta of space [38,39].

4. Conclusions and Outlook

We have presented an extension of equilibrium statistical mechanics for background independent
systems, based on a collection of results and insights from old and new studies. While various proposals
for a background independent notion of statistical equilibrium have been summarised, one in particular,
based on the constrained maximisation of information entropy, has been stressed upon. We have
argued in favour of its potential by highlighting its many unique and valuable features. We have
remarked on interesting new connections with the thermal time hypothesis, in particular suggesting
to use this particular characterisation of equilibrium as a criterion of choice for the application of
the hypothesis. Subsequently, aspects of a generalised framework for thermodynamics have been
investigated, including defining the essential thermodynamic potentials, and discussing generalised
zeroth and first laws.

We have then considered the statistical mechanics of a candidate quantum gravity system,
composed of many atoms of space. The choice of (possibly different types of) these quanta is
inspired directly from boundary structures in loop quantum gravity, spin foam and group field
theory approaches. They are combinatorial building blocks (or boundary patches) of graphs,
labelled with suitable algebraic data encoding discrete geometric information, with their constrained
many-body dynamics dictated by bulk bondings between interaction vertices and amplitude functions.
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Generic statistical states can then be defined on a many-body state space, and generalised Gibbs states
can be defined using the thermodynamical characterisation [14]. Finally, we have given an overview
of applications in quantum gravity [14–16,28]. In particular, we have derived the covariant definition
of group field theories as a coarse-graining using coherent states of a class of generalised Gibbs states
of the underlying system with respect to dynamics-encoding kinetic and vertex operators; and in this
way reinterpreted the GFT partition function as an effective statistical field theory partition function,
extracted from an underlying statistical quantum gravity system.

More investigations along these directions will certainly be worthwhile. For example,
the thermodynamical characterisation could be applied in a spacetime setting, such as for stationary
black holes with respect to the mass, charge and angular momentum observables, to explore further
its physical implications. The black hole setting could also help unfold how the selection of a single
preferred temperature can occur starting from a generalised Gibbs measure. Moreover, it could offer
insights into relations with the thermal time hypothesis, and help better understand some of our
more intuitive reasonings presented in Section 2.3, and similarly for generalised thermodynamics.
It requires further development, particularly for the first and second laws. For instance, in the first law
as presented above, the additional possible work contributions need to be identified and understood,
particularly in the context of background independence. For these, and other thermodynamical aspects,
we could benefit from Souriau’s generalisation of Lie group thermodynamics [26,27].

There are many avenues to explore also in the context of statistical mechanics and thermodynamics
of quantum gravity. In the former, for example, it would be interesting to study potential black hole
quantum gravity states [56]. In general, it is important to be able to identify suitable observables to
characterise an equilibrium state of physically relevant cases. On the cosmological side, for instance,
those phases of the complete quantum gravity system which admit a cosmological interpretation
will be expected to have certain symmetries whose associated generators could then be suitable
candidates for the generalised energies. Another interesting cosmological aspect to consider is that
of inhomogeneities induced by early time volume thermal fluctuations of quantum gravity origin,
possibly from an application of the volume Gibbs state [14] (or a suitable modification of it) recalled
above. The latter aspect of investigating thermodynamics of quantum gravity would certainly benefit
from confrontation with studies on thermodynamics of spacetime in semiclassical settings. We may
also need to consider explicitly the quantum nature of the degrees of freedom, and use insights from the
field of quantum thermodynamics [57], which itself has fascinating links to quantum information [58].
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Abstract: Vertex amplitudes are elementary contributions to the transition amplitudes in the spin
foam models of quantum gravity. The purpose of this article is to make the first step towards
computing vertex amplitudes with the use of quantum algorithms. In our studies we are focused on
a vertex amplitude of 3+1 D gravity, associated with a pentagram spin network. Furthermore, all spin
labels of the spin network are assumed to be equal j = 1/2, which is crucial for the introduction
of the intertwiner qubits. A procedure of determining modulus squares of vertex amplitudes on
universal quantum computers is proposed. Utility of the approach is tested with the use of: IBM’s
ibmqx4 5-qubit quantum computer, simulator of quantum computer provided by the same company
and QX quantum computer simulator. Finally, values of the vertex probability are determined
employing both the QX and the IBM simulators with 20-qubit quantum register and compared with
analytical predictions.

Keywords: Spin networks; vertex amplitudes; quantum computing

1. Introduction

The basic objective of theories of quantum gravity is to calculate transition amplitudes between
configurations of the gravitational field. The most straightforward approach to the problem is provided
by the Feynman’s path integral

〈Ψ f |Ψi〉 =
∫

D[g]D[φ]e
i
�
(SG+Sφ), (1)

where SG and Sφ are the gravitational and matter actions respectively. While the formula (1) is easy to
write, it is not very practical for the case of continuous gravitational field, characterized by infinite
number of degrees of freedom. One of the approaches to determine (1) utilizes discretization of the
gravitational field associated with some cut-off scale. The expectation is that continuous limit of such
discretized theory can be recovered at the second order phase transition [1,2]. The essential step in this
challenge is to generate different discrete space-time configurations (triangulations) contributing to
the path integral (1). In Causal Dynamical Triangulations (CDT) [1] which is one of the approaches to
the problem, Markov chain of elementary moves is used to explore different triangulations between
initial and final state. In practice, the Markov chain is implemented after performing Wick rotation
in Equation (1). In the last 20 years, the procedure has been extensively studied running computer
simulations [3]. However, in 1+1 D case analytical methods of generating allowed triangulations are
also available. In particular, it has been shown that Feynman diagrams of auxiliary random matrix
theories generate graphs dual to the triangulations [4]. An advantage of the method is that in the
large N (color) limit of such theories, symmetry factors associated with given triangulations can be
recovered [5].
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Another path to the problem of determining (1) is provided by the Loop Quantum Gravity
(LQG) [6,7] approach to the Planck scale physics. Here, discreteness of space is not due to the applied
by hand cut-off but is a consequence of the procedure of quantization. Accordingly, the spatial
configuration of the gravitational is encoded in the so-called spin network states [8]. In consequence,
the transition amplitude (1) is calculated between two spin network states. The geometric structures
(2-complexes) representing the path integral are called Spin Foams [9,10]. The elementary processes
contributing to the spin foam amplitudes are associated with vertices of the spin foams and are called
vertex amplitudes [11,12]. The employed terminology of spin networks and spin foams is clarified in
Figure 1 in an example of 2+1 D gravity.

Figure 1. Pictorial representation of a simple spin foam associated with 2+1 D gravity. The plot has
been inspired by Figure 4.2 in Ref. [7].

In Figure 1 two boundary spin networks with 3-valent nodes are shown. Such nodes are dual to
two-dimensional triangles. In this article we will focus on the 3+1 D case in which the spin network
nodes (related with non-vanishing volumes) are 4-valent. The nodes are dual to tetrahedra (3-simplex).
In the example presented in Figure 1, the four edges of the 2-complex meet at the vertex. However,
in the 3+1 D case the valence of the vertex is higher and equal to 5. For the purpose of this article
it is crucial to note that such 5-valent vertices can be enclosed by a boundary represented by a spin
network containing five nodes. Each of the nodes is placed on one of the five edges entering the vertex.
The boundary has topology of a three-sphere, S3. This is higher dimensional extension of the 2+1 D
case, where a vertex can be enclosed by the two-sphere, S2.

In analogy to the random matrix theories in case of the 2D triangulations, the spin foams
(2-complexes) can also be obtained as Feynman diagrams of some auxiliary field theory. Namely, the
so-called Group Field Theories (GFTs) have been introduced to generate structure of vertices and edges
associated with spin foams [13–15]. In particular, the 3+1 D theory with 5-valent vertices requires
GFT with five-order interaction terms, known as Ooguri’s model [16]. There has recently been great
progress in the field of GFTs with many interesting results (see e.g., [17,18]).

The aim of this article is to investigate a possibility of employing universal quantum computers
to compute vertex amplitudes of 3+1 D spin foams. The idea has been suggested in Ref. [19], however,
it is not investigated there. Here, we make the first attempt to materialize this concept. In our
studies, we consider a special case of spin networks with spin labels corresponding to fundamental
representations of the SU(2) group, for which intertwiner qubits [19–21] can be introduced. The qubits
will be implemented on IBM Q 5-qubit quantum computer (ibmqx4) as well as with the use of quantum
computer simulator provided by the same company [22]. In the case of real 5-qubit quantum computer
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the qubits are physically realized as superconducting circuits [23] operating at millikelvin temperatures.
Furthermore, the QX quantum computer simulator [24], available on the Quantum Inspire [25]
platform, will be employed.

The studies contribute to our broader research program focused on exploring the possibility of
simulating Planck scale physics with the use of quantum computers. The research is in the spirit of
the original Feynman’s idea [26] of performing the so-called exact simulations of quantum systems
with the use of quantum information processing devices. In our previous articles [21,27] we have
preliminary explored the possibility of utilizing Adiabatic Quantum Computers [28] to simulate
quantum gravitational systems. Here, we are making the first steps towards the application of
Universal Quantum Computers [29,30].

2. Intertwiner Qubit

The basic question a skeptic can ask is why it is worth considering quantum computers to study
Planck scale physics at all? Can we not just do it employing classical supercomputers as in the case
of CDT approach to quantum gravity? Let me answer these questions by giving two arguments.
The first concerns the huge dimensionality of a Hilbert space for many-body quantum system. For a
single spin-1/2 (qubit) Hilbert space H1/2 = span{|0〉, |1〉} the dimension is equal to 2. However,
considering N such spins (qubits) the resulting Hilbert space is a tensor product of N copies of the
qubit Hilbert space. The dimension of such space grows exponentially with N:

dim(H1/2 ⊗H1/2 ⊗ · · · ⊗ H1/2︸ ︷︷ ︸
N

) = 2N . (2)

This exponential behavior is the main obstacle behind simulating quantum systems on classical
computers. With the present most powerful classical supercomputers we can simulate quantum
systems with N = 64 at most [31]. The difficulty is due to the fact that quantum operators acting on
2N dimensional Hilbert space are represented by 2N × 2N matrices. Operating with such matrices for
N > 50 is challenging to the currently available supercomputers. On the other hand, such companies
as IBM or Rigetti Computing are developing quantum chips with N > 100 and certain topologies of
couplings between the qubits. The possibility of simulating quantum systems which are unattainable
to classical supercomputers may, therefore, emerge in the coming decade leading to the so-called
quantum supremacy [32]. See Appendix A for more detailed discussion of the state of the art of
the quantum computing technologies and prospects for the near future. The second argument
concerns quantum speed-up leading to reduction of computational complexity of some classical problems.
Such possibility is provided by certain quantum algorithms (e.g., Deutsch, Grover, Shor, ...) thanks to
the so-called quantum parallelism. For more information on quantum algorithms please see Appendix B,
where elementary introduction to quantum computing can be found.

Taking the above arguments into account we are convinced that it is justified to explore the
possibility of simulating quantum gravitational physics on quantum computers. The fundamental
question is, however, whether gravitational degrees of freedom can be expressed with qubits, which
are used in the current implementations of quantum computers1. Fortunately, it has recently been
shown that at least in Loop Quantum Gravity approach to quantum gravity notion of qubit degrees
of freedom can be introduced and is associated with the intertwiner space of a certain class of spin
networks (see Refs. [19–21,27]).

Let us briefly explain it. Namely, nodes of the spin networks are where Hilbert spaces associated
with the links meet. The gauge invariance (enforced by the Gauss constraint) implies that the total spin
at the node has to be equal zero. The 4-valent nodes are of special interest since they are associated

1 In general, quantum variables associated with higher dimensional Hilbert spaces may be considered.
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with the non-vanishing eigenvalues of the volume operator (see e.g., Ref. [7]). As already mentioned
in the introduction, in the picture of discrete geometry, the 4-valent nodes are dual to tetrahedra.
The class of spin networks that we are focused on here are those with links of the spin networks
labelled by fundamental representations of the SU(2) group (i.e., the spin labels are equal j = 1/2)
and the nodes are 4-valent. For such spin networks the Hilbert spaces at the nodes are given by the
following tensor products:

H1/2 ⊗H1/2 ⊗H1/2 ⊗H1/2 = 2H0 ⊕ 3H1 ⊕H2. (3)

The Gauss constraint implies that only singlet configurations (H0) are allowed. Because there are
two copies of the spin-zero configurations in the tensor product (3), the so-called intertwiner Hilbert
space is two-dimensional:

dim Inv(H1/2 ⊗H1/2 ⊗H1/2 ⊗H1/2) = 2. (4)

We associate the two-dimensional invariant subspace with the intertwiner qubit |I〉 ∈ H0 ⊕ H0.
The 4-valent node (at which the intertwiner qubit is defined) together with the entering links is
dual to the tetrahedron in a way shown in Figure 2.

Figure 2. A single 4-valent node together with the entering links with spin labels j = 1/2.
The intertwiner qubit |I〉 is a degree of freedom defined at the node. The node is dual to the tetrahedron
(3-symplex) as represented in the picture.

The two basis states of the intertwiner qubit |I〉 are basically the two singlets we can obtain for a
system of four spins 1/2. The basis states can be expressed composing familiar singlets and triplet
states for two spin-1/2 particles:

|S〉 = 1√
2
(|01〉 − |10〉) , (5)

|T+〉 = |00〉, (6)

|T0〉 =
1√
2
(|01〉+ |10〉) , (7)

|T−〉 = |11〉. (8)

Namely, in the s-channel (which is one of the possible superpositions) the intertwiner qubit basis
states can be expressed as follows:

|0s〉 = |S〉 ⊗ |S〉, (9)

|1s〉 =
1√
3
(|T+〉 ⊗ |T−〉+ |T−〉 ⊗ |T+〉 − |T0〉 ⊗ |T0〉) . (10)
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The |0s〉 state is simply a tensor product of two singlets for two spin-1/2 particles, while the state
|1s〉 does not have such a simple product structure. The states |0s〉 and |1s〉 form an orthonormal basis
of the intertwiner qubit. Worth stressing is that other bases being linear superpositions of |0s〉 and
|1s〉might be considered. In particular, the eigenbasis of the volume operator turns out to be useful
(see Ref. [27]). Here we stick to the s-channel basis {|0s〉, |1s〉} in which a general intertwiner state
(neglecting the total phase) can be expressed as

|I〉 = cos(θ/2)|0s〉+ eiφ sin(θ/2)|1s〉, (11)

where θ ∈ [0, π] and φ ∈ [0, 2π) are angles parametrizing the Bloch sphere.
In the context of quantum computations it is crucial to define a quantum algorithm (a unitary

operation ÛI acting on the input state) which will allow us to create the intertwiner state (11) from the
input state |0000〉, i.e.,

|I〉 = ÛI |0000〉. (12)

The general construction of the operator ÛI can be performed applying the procedure introduced
in Ref. [33], and will be discussed in a sequel to this article [34]. Here, for the purpose of illustration
of the method of computing vertex amplitude we will focus on the special case of the intertwiner
states being the first basis state: |I〉 = |0s〉 = |S〉 ⊗ |S〉. The contributing two-particle singlet states
can easily be generated as a sequence of elementary gates used to construct quantum circuits (see also
Appendix B):

|S〉 = ĈNOT(Ĥ ⊗ Î)(X̂⊗ X̂)|00〉. (13)

Here, the X̂ is the so-called bit-flip (NOT) operator (Pauli σx matrix) which transforms |0〉 into
|1〉 and |1〉 into |0〉 (i.e., X̂|0〉 = |1〉 and X̂|1〉 = |0〉). The Ĥ is the Hadamard operator defined as
Ĥ|0〉 = 1√

2
(|0〉+ |1〉) and Ĥ|1〉 = 1√

2
(|0〉 − |1〉). Finally, the ĈNOT is the Controlled NOT 2-qubit

gate defined as ĈNOT(|a〉 ⊗ |b〉) = |a〉 ⊗ |a⊕ b〉, where a, b ∈ {0, 1} and ⊕ is the XOR (exclusive or)
logical operation, such that 0⊕ 0 = 0, 0⊕ 1 = 1, 1⊕ 0 = 1 and 1⊕ 1 = 0. In consequence, the |0s〉
basis state can be expressed as follows:

|0s〉 = (ĈNOT⊗ ĈNOT)(Ĥ ⊗ Î⊗ Ĥ ⊗ Î)(X̂⊗ X̂⊗ X̂⊗ X̂)|0000〉

=
1
2
(|0101〉+ |1010〉 − |0110〉 − |1001〉) . (14)

In Figure 3 a quantum circuit generating (and measuring) the intertwiner state |0s〉 has been presented.

Figure 3. Quantum circuit used to generate |0s〉 state from the initial state |0000〉. The (green) boxes
with letter X represent the bit-flip gates, the (blue) boxes with letter H represents the Hadamard gates,
while the next operations from the left are the CNOT 2-qubit gates. Finally, the (pink) boxes on the
right represent measurements performed at every one of the four involved qubits.
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The final state can be written as a superposition of 16 basis states in the product space of four
qubit Hilbert spaces:

|Ψ〉 = ∑
ijkl∈{0,1}

aijkl |ijkl〉, (15)

where the normalization condition implies that ∑ijkl∈{0,1} |aijkl |2 = 1.
We have executed the quantum algorithm (14) with the use of both the IBM simulator of quantum

computer and the real IBM Q 5-qubit quantum chip ibmqx4. In both cases the algorithm has been
executed 1024 times. Moreover, the algorithm (14) has also been executed (1024 times) on the
QX quantum computer simulator. Results of the measurements of probabilities P(i) = |ai|2 are
summarized in Table 1.

Table 1. Results of measurements of P(i) = |ai|2 for the quantum circuit presented in Figure 3.

No. Probability Theory IBM Simulator IBM Q ibmqx4 QX Simulator

1 |a0000|2 0 0 0.014 0
2 |a0001|2 0 0 0.058 0
3 |a0010|2 0 0 0.050 0
4 |a0011|2 0 0 0.004 0
5 |a0100|2 0 0 0.023 0
6 |a0101|2 0.25 0.264 0.109 0.252
7 |a0110|2 0.25 0.232 0.091 0.241
8 |a0111|2 0 0 0.009 0
9 |a1000|2 0 0 0.034 0
10 |a1001|2 0.25 0.248 0.159 0.230
11 |a1010|2 0.25 0.256 0.158 0.276
12 |a1011|2 0 0 0.012 0
13 |a1100|2 0 0 0.034 0
14 |a1101|2 0 0 0.132 0
15 |a1110|2 0 0 0.110 0
16 |a1111|2 0 0 0.003 0

Clearly, the results obtained from the simulator match well with the values predicted in
Equation (14). By increasing the number of shots, the accuracy of the results can be improved.
In fact, because the number of shots in a single round was limited (either to 8192 in the case of the IBM
simulator or to 1024 in the case of the QX simulator) the computational rounds had to be repeated
in order to achieve better convergence to theoretical predictions. Furthermore, the results were also
verified with the use of two other publicly available quantum simulators of quantum circuits, i.e.,
Quirk [35] and Q-Kit [36].

On the other hand, the errors of the ibmqx4 quantum processor are more significant, leading
even to 10% contribution from the undesired states, such as |1101〉 and |1110〉. The errors have two
main sources. The first are instrumental errors associated with uncertainty of gates, uncertainty of
initial state preparation and uncertainty of readouts. For the IBM Q ibmqx4 quantum processor the
single-qubit gate errors are at the level of 0.001 and the errors of readouts are reaching even 0.086 for
some of the qubits. The two-qubit gates are less accurate than the single quibit gates, with the errors
approximately equal to 0.035. The concrete values for every qubit and pairs of qubits are provided via
the IBM website [22]. The second source of error is due to statistical nature of quantum mechanics and
the limited number of measurements. For a single qubit, the problem of estimating corresponding
error is equivalent to the 1D random walk, which leads to uncertainty of the estimation of probability

equal s
n =

√
p(1−p)

n , where n is the number of measurements and p is a probability of one of the
two basis states. As an example, for n = 1024 and p = 1/2 we obtain s

n ≈ 0.016. In the considered
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case of 16 basis states the uncertainty is expected to be lower roughly by the factor 0.52, leading to
an approximate error equal 0.008 (the value is smaller because the average number of counts per
basis states decreased). Summing up both the instrumental error and the uncertainty of measurement,
we may estimate the cumulative uncertainty to be at the level of ∼15%, which is in agreement with the
experimental data. With the current setup, the errors can be slightly reduced by increasing the number
of measurements and by optimization of the quantum circuit, e.g., by placing (less noisy) single-qubit
gates after (more noisy) two-qubit gates. In further studies, the circuits should also be equipped with
quantum error correction algorithms. This will, however, require additional qubits to be involved.
Moreover, reduction of the instrumental error will be a crucial challenge for the future utility of the
quantum processors.

Let us end this section with quantitative comparison of the results from the Table 1 with the
use of classical Fidelity (Bhattacharyya distance) F(q, p) := ∑i

√
piqi, where {pi} and {qi} are two

sets of probabilities. Comparison of the theoretical values with the results obtained from the IBM
Simulator gives us F ≈ 99.9%. However, comparing the theoretical values with the results of IBM Q
ibmqx4 quantum computer we find much smaller Fidelity F ≈ 71.4%. Worth keeping in mind is that
the employed Fidelity function concerns classical probabilities and further analysis of the quantum
state obtained from the quantum computer should include also analysis of the quantum Fidelity

F(ρ̂1, ρ̂2) := tr
√√

ρ̂1ρ̂2
√

ρ̂1, where ρ̂1 and ρ̂2 are density matrices of the compared states [37]. For this
purpose (i.e., reconstruction of the density matrix), full tomography of the obtained quantum state has
to be performed.

3. Vertex Amplitude

Gravity is a theory of constraints. Specifically, in LQG three types of constraints are involved.
The first is the mentioned Gauss constraint, which has already been imposed at the stage of constructing
spin networks states. The second is the spatial diffeomorphism constraint which is satisfied by
introducing equivalence relation between all spin-networks characterized by the same topology.
The third is the so-called scalar or Hamiltonian constraint, which encodes temporal dynamics and is
the most difficult to satisfy. In quantum theory, this constraint takes a form of an operator. Let us denote
this operator as Ĉ. Following the Dirac procedure for constrained quantum systems, the physical
states are those belonging to the kernel of the constraints, i.e., Ĉ|Ψ〉 = 0. Due to the complicated
form of the gravitational scalar constraint (see e.g., [6]), finding the physical states is in general a
difficult task. However, for certain simplified scalar constraints, such as for the symmetry reduced
cosmological models, the physical states are possible to extract. Furthermore, it has recently been
proposed in Ref. [21] that the problem of solving simple constraints can be implemented on Adiabatic
Quantum Computers.

Another approach to the problem of constraints is to consider a projection operator

P̂ := lim
T→∞

1
2T

∫ T

−T
dτeiτĈ, (16)

which projects kinematical states onto physical subspace. In particular, the Formula (16) is valid for
Ĉ characterized by discrete spectrum of eigenvalues. Specifically, the projection operator (16) can be
used to evaluate transition amplitude between any two kinematical states |x〉 and |x′〉:

W(x, x′) = 〈x′|P̂|x〉. (17)

2 In order to prove it let us consider an asymmetric 1D random walk with probabilities p = 1
16 (one of the basis states) and

q = 1− p = 15
16 (rest of the 15 basis sates), for which s

n =
√

1
16

15
16

1
n ≈ 1

4
√

n .
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The state |x〉might correspond to the initial and |x′〉 to the final boundary spin network states
(confront with Figure 1). While the notion of the boundary initial and final hypersurfaces is well
defined in the case with preferred time foliation, the general relativistic case deserves generalization of
the transition amplitude to the form being independent of the background time variable. This leads to
the concept of boundary formulation [38] of transition amplitudes in which the transition amplitude is a
function of boundary state only. Taking the particular boundary physical spin network state |Ψ〉 the
transition amplitude can be, therefore, written as

W(Ψ) = 〈W|Ψ〉, (18)

where the state |Ψ〉 corresponds to representation in which the amplitude is evaluated. Worth stressing
at this point is that physical interpretation of the transition amplitude (18) is still under debate.
In particular, very little is known about relation of the amplitude with the physical states of the theory
under consideration.

The object of our interest in this article, namely the vertex amplitude, is the amplitude (18) of
boundary enclosing a single vertex. As we have already explained in the introduction, the spin network
enclosing the single vertex has pentagram structure and can be written as:

〈W|Ψ〉 = A(I1, I2, I3, I4, I5). (19)

The associated spin network is shown in Figure 4.

Figure 4. Pentagram spin network corresponding to boundary of a single vertex of spin foam.
The boundary geometry has topology of three-sphere.

The pentagram spin network state is a tensor product of the five intertwiner qubits:

|Ψ〉 =
5⊗

n=1

|In〉. (20)

Since in the vertex amplitude (18) physical states have to be considered the intertwiner qubits
|In〉 have to be selected such that the state is annihilated by the scalar constraint: Ĉ|Ψ〉 = 0. Due to the
difficulty of the issue for general form of the scalar constraint operator, we do not address the problem
of selecting |Ψ〉 states here. As we have mentioned, for either symmetry reduced or simplified scalar
constraints the physical states can be identified with the use of existing methods.

Another issue is the choice of the state |W〉. Usually the representation of holonomies associated
with the links of the spin networks are considered. Here, following Ref. [19] we will evaluate the
boundary spin network state in the state:
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|W〉 =
10⊗

l=1

|El〉, (21)

where
|El〉 =

1√
2
(|01〉 − |10〉) (22)

are Bell states associated with the links. This choice is interesting since the Bell states introduce
entanglement between faces of the adjacent tetrahedra. Such a way of “gluing” tetrahedra by quantum
entanglement has been recently studied in Ref. [39], where it was shown that the |W〉 state is
a superposition of spin network states (with {15j} symbols as coefficients of the decomposition).
Since the spin network state |Ψ〉 is disentangled one can also interpret 〈W|Ψ〉 as an amplitude of
transition between disentangled and maximally entangled piece of quantum geometry. Going further,
possibly the quantum entanglement is the key ingredient which merges the chunks of space associated
with the nodes of spin networks into a geometric structure. This reasoning is consistent with the
recent advances in the domain of entanglement/gravity duality, an example of which is provided
by the AdS/CFT correspondence [40], ER = EPR conjecture [41] and considerations of holographic
entanglement entropy [42–44]. Interestingly, it has recently been argued that indeed the spin networks
may represent structure of quantum entanglement [45], indicating relation between spin networks and
tensor networks [46]. This is actually not very surprising since the holonomies associated with links of
the spin-networks can be interpreted as “mediators” of entanglement.

Namely, the holonomies are maps between two vector (Hilbert) spaces at the ends of a curve e(λ),
where the affine parameter λ ∈ [0, 1]. Let us denote the initial point as a = e(0) and the final one as
b = e(1). Then, holonomy he is a map between two Hilbert spacesH(a) andH(b) associated with two
(in general) different spatial locations:

he : H(a) → H(b). (23)

In the case considered in this article, the Hilbert spaces are related with the elementary qubitsH1/2
“living” at the ends of the links of the spin-networks (keep in mind that these are not the intertwiner
qubits but the elementary qubits out of which the intertwiner qubits are built). As an example of the
holonomy of the Ashtekar connection A considered in LQG (i.e., he := P exp

∫
e A, see e.g., Ref. [6]) let

us consider
hx(α) := eiσxα = I cos(α) + iσx sin(α), (24)

where α is an angle variable and σx is the Pauli matrix. The holonomies as the one given by Equation (24)
are associated with homogeneous models and are considered in Loop Quantum Cosmology [47] and
Spinfoam Cosmology [48,49]. The special case is when α = π/2 for which hx(π/2) = iσx, which
written as an operator

ĥx(π/2) = iX̂, (25)

where X̂ is the bit-flip operator introduced earlier. Therefore, having, e.g., the elementary qubit
|0〉 ∈ H(a)

1/2 at point a, the operator (25) maps this state into ĥx(π/2)|0〉 = iX̂|0〉 = i|1〉 ∈ H(b)
1/2 at

the point b3. This introduces a relation between the quantum states at distant points a and b, which
possibly can be associated with entanglement. However, the issue of relation between holonomies
and entanglement requires further more detailed studies, also in the spirit of the recent proposal of
Entanglement holonomies [50].

3 Performing an inverse mapping ĥ†
x(π/2) we can map the state i|1〉 back to ĥ†

x(π/2)i|1〉 = −iX̂i|1〉 = |0〉.
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4. A Quantum Algorithm

Having the vertex amplitude (19) defined we may proceed to the task of determining |〈W|Ψ〉|2
with the use of quantum computers. Here, we will show how to obtain amplitude modulus square
(the probability), while extraction of the phase factor will be a subject of our further investigations.

Let us begin with preparation of a suitable quantum register. Because each of the intertwiner
qubits is a superposition of four elementary qubits, evaluation of the spin network with N nodes
requires 4N qubits in the quantum register4. The corresponding Hilbert space is spanned by 24N basis
states |i〉, where i ∈

{
0, . . . , 24N − 1

}
. The initial state for the quantum algorithm is:

|0〉 = |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
4N

. (26)

Now, we have to find unitary operators ÛΨ and ÛW defined such that

|Ψ〉 = ÛΨ|0〉, (27)

|W〉 = ÛW |0〉, (28)

where |0〉 is given by Equation (26). Utilizing the operators ÛΨ and ÛW we introduce an operator
Û := Û†

WÛΨ. Action of this operator on the initial state (26) can be expressed as a superposition of the
basis states with some amplitudes ai ∈ C:

Û|0〉 =
24N−1

∑
i=0

ai|i〉. (29)

It is now easy to show that the a0 coefficient in this superposition is the transition amplitude we
are looking for. Namely:

a0 = 〈0|Û|0〉 = 〈0|Û†
WÛΨ|0〉 = 〈W|Ψ〉. (30)

By performing measurements on the final state we find the probabilities P(i) = |ai|2. The first of
these probabilities is the modulus square of the vertex amplitude.

Before we will proceed to the discussion of the pentagram spin network associated with the vertex
amplitude, let us first demonstrate the algorithm on two simpler examples of spin networks with one
and two nodes.

4.1. Example 1—Single Tetrahedron

As a first example let us consider the case of a single-node spin network presented in Figure 5.

Figure 5. A single-node spin network associated with identification of the pairs of face of a tetrahedron.

4 This statement is made under assumption that no ancilla qubits are required.
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Here, the intertwiner qubit is in the |Ψ〉 = |0s〉 state composed out of the four elementary qubits
according to Equation (14). The representation state |W〉 is a tensor product of two Bell states (22).
There are basically two different choices of pairing faces of the tetrahedron. The first choice is
according to the pairing of qubits entering to the two-qubit singlets |S〉 out of which the |0s〉 state is
built. The second choice is by linking qubits contributing to the two different singlets. The first choice
is trivial since in that case ÛW = ÛΨ and in consequence the amplitude 〈W|Ψ〉 = 〈0|Û†

WÛΨ|0〉 =
〈0|0〉 = 1. Therefore, we will consider the second case for which the quantum circuit associated with
the Û = Û†

WÛΨ operator is presented in Figure 6.

Figure 6. Quantum circuit used to evaluate |〈W|Ψ〉|2 the boundary transition amplitude of the spin
network presented in Figure 5.

The simulations were performed on both the IBM simulator and the QX simulator, with 1024 shots
in each computational round. The rounds have been repeated 10 times. The results obtained are collected
in Table 2.

Table 2. Results of measurements of P(0) = |a0|2 for the quantum circuit presented in Figure 6, using
both the IBM simulator and the QX simulator. Each measurement corresponds to the number of shots
equal to 1024.

No. P0 (QX) Hits of |0〉 (QX) P0 (IBM) Hits of |0〉 (IBM)

1 0.255859375 262 0.263671875 270
2 0.248046875 254 0.2529296875 259
3 0.267578125 274 0.2578125 264
4 0.2568359375 263 0.27734375 284
5 0.2568359375 263 0.232421875 238
6 0.25 256 0.263671875 270
7 0.2578125 264 0.25 256
8 0.23828125 244 0.244140625 250
9 0.240234375 246 0.2607421875 267
10 0.25 256 0.2763671875 283

Averaging over the 10 rounds, the following values of modulus square of the amplitudes are obtained:

|〈W|Ψ〉|2 = |a0|2 =

{
0.252 ± 0.009 for QX simulator
0.256 ± 0.014 for IBM simulator

. (31)

The results are consistent with the theoretically expected value |a0|2 = 0.25. Finally, worth
mentioning is that the algorithm cannot directly be executed using the IBM Q 5-qubit quantum chip
due to the topological constraints of the structure of coupling between qubits. Additional ancilla qubits
have to be involved for this purpose.
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4.2. Example 2—Two Tetrahedra

The second example concerns a bit more complex situation with two-node spin network presented
in Figure 7.

Figure 7. A two-node spin network associated with two tetrahedra.

Here, the representation state |W〉 similarly to the previous example is associated with the Bell
sates (22) entangling faces of the two tetrahedra one into another. The corresponding choice of the
quantum circuit used to evaluate the boundary amplitude is presented in Figure 8.

Figure 8. Quantum circuit used to evaluate |〈W|Ψ〉|2 the boundary transition amplitude of the spin
network presented in Figure 7. The qubits {0, 1, 2, 3} belong to the one node while the qubits {4, 5, 6, 7}
belong to the another. The links are between the pairs of qubits: {0, 4}, {1, 5}, {2, 6} and {3, 7}.

The simulations were performed on both the IBM simulator and the QX simulator, with 1024 shots
in each round. As in the previous example, the computational rounds have been repeated 10 times.
The results obtained are collected in Table 3.

Table 3. Results of measurements of P(0) = |a0|2 for the quantum circuit presented in Figure 8 using
both the IBM simulator and the QX simulator. Each measurement corresponds to the number of shots
equal 1024.

No. P0 (QX) Hits of |0〉 (QX) P0 (IBM) Hits of |0〉 (IBM)

1 0.0595703125 61 0.0556640625 57
2 0.0595703125 61 0.06640625 68
3 0.06640625 68 0.060546875 62
4 0.0615234375 63 0.064453125 66
5 0.080078125 82 0.0634765625 65
6 0.0498046875 51 0.0595703125 61
7 0.052734375 54 0.0615234375 63
8 0.072265625 74 0.0537109375 55
9 0.0673828125 69 0.052734375 54
10 0.0634765625 65 0.0654296875 67

Performing averaging over the computational rounds the following values of |〈W|Ψ〉|2 are obtained:

|〈W|Ψ〉|2 = |a0|2 =

{
0.063 ± 0.009 for QX simulator
0.060 ± 0.005 for IBM simulator

. (32)
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The results are in agreement with the theoretically expected value |〈W|Ψ〉|2 = |a0|2 = 0.625
(obtained using Quirk [35]).

5. Evaluation of Vertex Amplitude

We are now ready to address the task of determining the vertex amplitude (19) associated with
the boundary spin network state:

|Ψ〉 = |0s〉 ⊗ |0s〉 ⊗ |0s〉 ⊗ |0s〉 ⊗ |0s〉. (33)

The other possible choices of the spin network state will be discussed in our further work [34].
The |W〉 is given by Equation (21), representing entanglement between faces of tetrahedra being

connected by the links of the spin network. Due to anti-symmetricity of the Bell states (22) for the 10 links
under consideration we have in general 210 = 1024 ways to order the states between the nodes of the spin
network. Here, in order to not distinguish any of the nodes, the configuration in which every node is
entangled with two other nodes by the state |El〉 = 1√

2
(|01〉 − |10〉) and another two nodes by the state

eiπ|El〉 = 1√
2
(|10〉 − |01〉) is considered. The resulting quantum circuit corresponding to the operator

Û = Û†
WÛΨ, together with the measurements necessary to find |a0|2 = |〈W|Ψ〉|2 is shown in Figure 9.

The quantum circuit employs 20-qubit quantum register with the initial state:

|0〉 = ⊗19
n=0 |0〉. (34)

The algorithm introduced in Section 4 requires finding amplitude of the initial state (34) in the
final state. One has to keep in mind that the Hilbert space of the 20-qubit system is spanned by over
1,000,000 basis states: 220 = 1048576. Therefore, selecting amplitude of one of the basis states (i.e., |0〉)
is not an easy task.

The first attempt to determine the value of |〈W|Ψ〉|2 = |A(0s, 0s, 0s, 0s, 0s)|2 has been made by
using the IBM simulator of quantum computer. Ten rounds of simulation, each of 1024 shots, have been
performed. However, no single event with the |0〉 state in the final state has been observed. Assuming
that the probability is evenly distributed between the basis states, the probability 1/220 ≈ 10−6 per
basis states can be expected. With the 10,240 measurements made, this gives roughly 1% chance to
observe the state.

Figure 9. Quantum circuit used to determine |A(0s, 0s, 0s, 0s, 0s)|2. Nodes of the spin network
correspond to the following sets of qubits: {0, 1, 2, 3}, {4, 5, 6, 7}, {8, 9, 10, 11}, {12, 13, 14, 15},
{16, 17, 18, 19}. The links are between the pairs of qubits: {0, 19}, {1, 14}, {2, 9}, {3, 4}, {5, 18},
{6, 13}, {7, 8}, {10, 17}, {11, 12} and {15, 16}.
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The second attempt to determine value of the vertex amplitude has been made with the use of
the QX quantum computer simulator. Similarly to the simulations performed on the IBM simulator,
10 computational rounds, each of 1024 shots, have been performed. In this case, the events with |0〉
have been observed and are collected in Table 4.

Table 4. Results of measurements of P(0) = |a0|2 for the quantum circuit presented in Figure 9 using
the QX simulator. Each measurement corresponds to the number of shots equal to 1024.

No. P0 Hits of |0〉
1 0.0009765625 1
2 0.0029296875 3
3 0 0
4 0.0009765625 1
5 0.001953125 2
6 0.0009765625 1
7 0.001953125 2
8 0.0009765625 1
9 0.0029296875 3
10 0.0009765625 1

By averaging the results from Table 4, the following value of the modulus square of the vertex
amplitude 〈W|Ψ〉 can be found:

|〈W|Ψ〉|2 = |A(0s, 0s, 0s, 0s, 0s)|2 = P0 = 0.00147± 0.00095. (35)

The results obtained from the IBM and QX simulators are contradictory. However, the QX
simulator result (35) is much closer to the theoretically expected value. Namely, the spin foam
amplitude considered in this section can be determined using recoupling theory for SU(2) group.
Following the discussion in Ref. [39] on can find that the amplitude (19) is given by the {15j}
symbol. Employing definition of the symbol (see e.g., Equation (17) in Ref. [51]) for all the spin labels
jab = 1/2 and the intertwiners ia = 0 (which correspond to the |0s〉 states), where a, b ∈ {1, 2, 3, 4, 5},
one can find that {15j} = 0.0625. In consequence, |〈W|Ψ〉|2 = |{15j}|2 = 0.06252 = 0.00390625.
The difference between this prediction and the result of simulations (35) goes beyond the statistical
error and, therefore, one can expect that systematic error was involved. Resolution of this issue requires
further investigation, especially analysis of the sampling methods used in the quantum simulator.
The same concerns the IBM quantum simulator, where discrepancy between the theoretically predicted
value and the results of measurements is even more serious. Certainly, the employed publicly available
platforms exhibit significant limitations. Nevertheless, they can be overcome by using more advanced
simulators run on up-to-date computational clusters.

A more serious challenge is that the algorithm, in its current form, requires making measurements
on all qubits involved in the circuit. In consequence, the number of measurements is growing
exponentially with the number of quibits. Therefore, proposals of new algorithms, which will allow to
reduce the number of measurements, are welcome (one of the possibilities is to use Quantum Phase
Estimation Algorithm).

Taking the above into account, a comment on utility of the applied methodology is desirable.
First of all, we already used the fact that the vertex amplitude discussed in this section can easily be
evaluated without the need of quantum circuits. The vertex amplitude, associated with the pentagram
spin network is given by the {15j} symbol. Recently, significant progress has been made in the
development of numerical methods of evaluation of spin foam vertex amplitudes [52–54]. However,
there are still some obstacles, e.g., oscillating nature of the spin foam amplitudes, which motivate
search for alternative computational methods.
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The aim of our study was to provide the proof of the concept of applicability of quantum circuits
to determine quantities being of relevance in Loop Quantum Gravity and Spin Foam approaches.
We have shown that indeed, despite the current hardware limitations (see Appendix A), interesting
quantities can already be evaluated on simulators of quantum computers. As we demonstrated,
2 qubits per link of a spin network are needed for this purpose. Therefore, in case of the 5-node
pentargam spin network (with 10 links) studied here, 20 qubit register was used. Utilizing the available
commercial quantum simulators (e.g., 37 qubit QX multi-node simulator SurfSara [25]), amplitudes of
spin networks with up to nine 4-valent nodes can potentially be computed.

Our plan is to perform such simulations in our further studies. Furthermore, our goal is to extend
computational capabilities to 40 qubits using academic and commercial supercomputing resources.
This will allow to simulate spin networks with 10 nodes. Worth mentioning is that while scaling the
system size is straightforward for the method based on quantum circuits, application of the standard
methods based on recoupling theory may turn out to be inefficient. This will become even more
evident when advantageous quantum computers will become available (as expected) in the second
half on the coming decade (see Appendix A), providing 100 and more fault tolerant qubits. Until that
time, there is still a lot of potential for improving simulator-based computations and development of
methods which will ultimately be applied on real quantum processors.

Furthermore, the introduced circuits for spin networks not only allow to study amplitudes but also
other relevant quantities. In particular, analysis of quantum fluctuations and quantum entanglement
between subsystems is possible to investigate. One of the open problems which is becoming possible to
study by extending the methodology introduced here is the entanglement entropy between subsystems
of spin networks and the issue of area law for entropy of entanglement.

In addition, while in the current setup we considered the spin labels j = 1/2, the case of higher
spins can potentially also be implemented. This would be relevant especially from the point of view of
the semi-classical, large j limit. Taking into account the restricted computational resources, this can be
done only by the cost of keeping the number of nodes small. Therefore, basically we have two domains
which seem to be plausible to investigate in the coming decade. The first is the one with the small spin
labels (e.g., j = 1/2) and the increasing number of nodes of a spin network—the direction towards
the thermodynamic limit of a quantum system. The second is the case with small number of nodes
(e.g., dipole spin network) and increasing values of the spin labels. This corresponds to a semi-classical
limit of a microscopic chunk of space. On the other hand, the case where both the number of nodes
and the spin labels are large is the most interesting one. Analysis of this limit will allow to investigate
emergence of classical space(time) in loop quantum gravity and spin foam approaches. This will
provide an opportunity to (at least partially) verify physical relevance of the candidates for theory
of quantum gravity. However, sufficient quantum computational resources are not expected to be
available earlier than in the fourth decade of this century (see Appendix A).

6. Summary

The purpose of this article was to explore the possibility of computing vertex amplitudes in
the spin foam models of quantum gravity with the use of quantum algorithms. The notion of
intertwiner qubit being crucial to implement the vertex amplitudes on quantum computers has been
pedagogically introduced. It has been shown how one of the two basis states of the intertwiner
qubit can be implemented with the use available IBM 5-qubit quantum computer. To the best of
our knowledge it was the first time ever a quantum gravitational quantity has been simulated on
superconducting quantum chip.

Thereafter, a quantum algorithm allowing to determine modulus square of spin foam vertex
amplitude (|〈W|Ψ〉|2) has been introduced. Utility of the algorithm has been demonstrated on examples
of single-node and two-node spin networks. For the two cases, probabilities of the associated boundary
states have been determined with the use of IBM and QX quantum computer simulators. Finally,
the algorithm has been applied to the case of pentagram spin network, representing boundary of the

180



Universe 2019, 5, 179

spin foam vertex. Value of the modulus square of the amplitude in a certain quantum state has been
measured with the use of 20-qubit register of the IBM and QX quantum simulators. While the QX
results were close to the analytically predicted value, the outcomes of the IBM simulator failed to
reproduce theoretical predictions.

The presented results are the first step towards simulating spin foam models (associated with
Loop Quantum Gravity and Group Field Theories) with the use of universal quantum computers.
In particular, the vertex amplitudes can be applied as elementary building blocks in construction of
more complex transition amplitudes. The aim of the developed direction is to achieve the possibility
of studying collective behavior of the Planck scale systems composed of huge number of elementary
constituents (“atoms of space/spacetime”). Exploration of the many-body Planck scale quantum
systems [55] may allow to extract continuous and semi-classical limits from the dynamics of the
“fundamental” degrees of freedom. This is crucial from the perspective of making contact between
Planck scale physics and empirical sciences.

Worth stressing is that the results presented in this article are rather preliminary and only set up
the stage for further, more detailed studies. In particular, the following points have to be addressed:

• Introduction of a quantum circuit for the general intertwiner qubit |I〉 (Equation (11)).
• Determination of the phase of vertex amplitude with the use of quantum algorithms

(e.g., Quantum Phase Estimation Algorithm [56]).
• Investigation of different types of the state |W〉.
• Analysis of spin networks with up to 10 nodes on quantum computers simulators.
• A possibility of solving quantum constraints with the use of quantum circuits.
• Application to Spinfoam cosmology [48,49].
• Investigation of the architectures of forthcoming quantum processors (with the N > 100 number

of qubits) in terms of application to spin foam transition amplitudes.

Some of the tasks will be subject of a sequel to this article [34].
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Centre Poland and the Mobilność Plus Grant 1641/MON/V/2017/0 of the Polish Ministry of Science and
Higher Education.
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Appendix A. Quantum Computing Technologies

The domain of quantum computing is currently experiencing an unprecedented speedup. The recent
progress is mainly due to advances in development of the superconducting qubits [23]. In particular,
utilizing the superconducting circuits, the IBM company has developed 5 and 20 qubit (noisy) quantum
computers, which are accessible in cloud [22]. Furthermore, a prototype of 50 qubit quantum computer by
this company has been built and is currently in the phase of tests. The company has recently also unveiled
its first commercial 20-qubit quantum computer IBM Q System One. This is intended to be the first ever
commercial universal quantum computer, and the second commercially available quantum computer
after the adiabatic quantum computer (quantum annealer [57]) provided by D-Wave Systems [58]. The
latests D-Wave 2000Q annealer uses a quantum chip with 2048 superconducting qubits, connected in the
form of the so-called chimera graph. Another important player in the quantum race is Intel, which recently
developed its 49-qubit superconducting quantum chip named Tangle Lake [59]. However, outside of the
superconducting qubits, the company in collaboration with QuTech [60] advanced centre for Quantum
Computing and Quantum Internet is also developing an approach to quantum computing based on
electron’s spin based qubits, stored in quantum dots. Further advances in the area of superconducting
quantum circuits come from Google [61] and Rigetti Computing [62]. The first company has recently
announced their 72-qubit quantum chip, while the second one is currently developing its 128-qubit
universal quantum chip. On the other hand, the world’s leading software company—Microsoft has
focused its approach to quantum computing on topological qubits through Majorana fermions [63].
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The alternative to superconducting qubits is also developed by IonQ Inc. startup, which is developing a
trapped ion quantum computer based on ytterbium atoms [64]. The most recent quantum computer by
this company allows to operate on 79 qubits, which is the current world record. The above are only the
most sound examples of the advancement which has been made in the recent years in the area of hardware
dedicated to quantum computing. There are still many challenges to be addressed, including reduction
of the gate errors and increase of fidelity of the quantum states. However, even in pessimistic scenarios,
the current momentum of the quantum computing technologies will undoubtedly lead to emergence of
reliable and advantageous quantum machines (which cannot be emulated on classical supercomputers)
in the coming decade. There are no fundamental physical reasons identified, which could stop the
progress. However, the rate of the progress will depend on whether commercial applications of quantum
computing technologies will emerge in the coming five years, stimulating further funding of research and
development. See e.g., Ref. [65] for more detailed discussion of this issue.

Major players in the field, with large financial resources, such as IBM or governments may sustain
the progress independently on short-term returns (which is not the case for start-ups). This may allow
for a stable long term progress. In particular, IBM has recently announced a possibility of doubling a
measure called Quantum Volume [66] every year [67]. The Quantum Volume VQ is basically a maximal
size of a certain random circuit, with equal width and depth, which can be successfully implemented
on a given quantum computer. The current (2019) IBM’s value of VQ is 16 and corresponds to the
IBM Q System One quantum computer mentioned above. This means that any quantum algorithm
employing 4 qubits and four layers (time steps) of quantum circuit can be successfully implemented
on the computer. If the trend will follow the hypothesized geometric trajectory (a sort of a new
Moore’s law [68] for integrated circuits), then one could expect the quantum volume VQ to be of
the order of 103 in 2025 and 105 in 2030. This means that in 2025, algorithms employing roughly
log2 103 ≈ 10 qubits and the same number of time steps will be possible to execute. This number will
increase to approximately 16 qubits until the end of the coming decade. While this may not sound very
optimistic, the prediction is very conservative and does not rule out that much bigger (non-random)
circuits (especially well-fitted to the hardware) will be possible to execute at the same time.

Appendix B. Basics of Quantum Computing

The aim of the appendix is to provide a basic introduction of the concepts in quantum computing
used in this article. This appendix will allow quantum gravity researchers who are not familiar with
quantum computing, to grasp the relevant concepts.

The quantum computing is basically processing of quantum information. While the elementary
portion of classical information is a bit {0, 1}, its quantum counterpart is what we call a qubit. A single
qubit is a state |Ψ〉 in two-dimensional Hilbert space, which we denote as H = span{|0〉, |1〉}.
The space is spanned by two orthonormal basis states |0〉 and |1〉, so that 〈1|0〉 = 0 and
〈0|0〉 = 1 = 〈1|1〉. A general qubit is a superposition of the two basis states:

|Ψ〉 = α|0〉+ β|1〉, (A1)

where, α, β ∈ C (complex numbers), and the normalization condition 〈Ψ|Ψ〉 = 1 implies that
|α|2 + |β|2 = 1.

There are different unitary quantum operations which may be performed on the quantum state
|Ψ〉. The elementary quantum operations are called gates, in analogy to electric circuits implementing
Boolean logic. For instance, the so-called bit-flip operator X̂ which transforms |0〉 into |1〉 and |1〉 into
|0〉 (X̂|0〉 = |1〉 and X̂|1〉 = |0〉) can be introduced. The X̂ operator introduces the NOT operation on a
single qubit, and has representation in the form of the Pauli x matrix. Similarly, one can introduce Ŷ and
Ẑ operators corresponding to the other two Pauli matrices. The computational basis {|0〉, |1〉} is usually
introduced such that the basis states are eigenvectors of the Ẑ operator: Ẑ|0〉 = |0〉 and Ẑ|1〉 = −|1〉.
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Another important operator (which does not have its classical counterpart) is the Hadamard
operator Ĥ which is defined by the following action on the qubit basis states:

Ĥ|0〉 = 1√
2
(|0〉+ |1〉) and Ĥ|1〉 = 1√

2
(|0〉 − |1〉) . (A2)

The above are examples of operators acting on a single qubit. However, quantum information
processing usually concerns a multiple qubit system called quantum register. The quantum state
of the register of N qubits belongs to a tensor product of N copies of single qubit Hilbert spaces:⊗N

i=1Hi. The dimension of the product Hilbert space is dim
(⊗N

i=1Hi

)
= 2N . This exponential

dependence of the dimensionality on N is the main obstacle behind simulating quantum systems on
classical computers.

A quantum algorithm is a unitary operator Û acting on the initial state of the quantum registes
|0〉 := ⊗N

i=1|0〉 ∈
⊗N

i=1Hi, together with a sequence of measurements. The outcome of the quantum
algorithm is obtained by performing measurements on the final sate: Û|0〉. Because of the probabilistic
nature of quantum mechanics, the procedure has to be performed repeatedly in order to reconstruct
the final state. In general, full reconstruction of the final state Û|0〉 requires the so-called quantum
tomography to be applied. In the procedure, states of the qubits are measured in different bases (not only
in the computational basis). The quantum state tomography, which reconstructs the density matrix
ρ̂ = Û|0〉〈0|Û†, is however not always required. In most of the considered quantum algorithms, only
probabilities (not complex amplitudes) of the basis states are necessary to measure, which is much
simpler and faster than the quantum state tomography.

As already mentioned, the unitary operator Û can be decomposed into elementary operations
called quantum gates. The already introduced X̂ and Ĥ operators are examples of single-qubit
gates. However, the gates may also act on two or more qubits. An example of 2-qubit gate relevant
for the purpose of this article is the so-called controlled-NOT (CNOT) gate, which we denote as Ĉ.
The operator is acting on 2-qubit state |ab〉 ≡ |a〉 ⊗ |b〉, where |a〉 and |b〉 are single quibit states. Action
of the CNOT operator on the basis states can be expressed as follows: Ĉ(|a〉 ⊗ |b〉) = |a〉 ⊗ |a⊕ b〉,
where a, b ∈ {0, 1}. The⊕ is the XOR (exclusive or) logical operation (equivalent to addition modulo 2),
defined as 0⊕ b = b, and 1⊕ b = ¬b, where by ¬b we denote negation (NOT) of b. This explains why
the gate is called the controlled-NOT (CNOT). The first qubit (|a〉) is a control qubit, while the second
(|b〉) is a target qubit. The first qubits acts as a switch, which turns on negation of the second quibit if
a = 1 and remain the second qubit unchanged if a = 0.

The diagrammatic representation of the of the unitary operator Û composed of elementary
quantum gates is called a quantum circuit, examples of which can be found through this article.
Each computational qubit is associated with a horizontal line, which arranges the order at which the
operations are performed (direction of time). The operations are executed from the left to the right.
Then, the symbols representing gates can be place on either a single-qubit line (e.g., X,Y,Z,H gates) or
by joining two or more lines (e.g., CNOT, Toffoli gates).

One of the advantages of quantum algorithms is the possibility of implementing the so-called
quantum parallelism, which allows to reduce computational complexity of certain problems. The most
known example is the Shor algorithm [69] which allows to reduce classical NP complexity of the
factorization problem into the BQP complexity class (see e.g., Ref. [70] for definitions of complexity
classes). Another seminal example is the Grover algorithm [71] which, statistically, reduces the number
of steps needed to find an element in the random database containing N elements from classical
N/2 to O(

√
N). Even if we do not make use of quantum parallelism and the resulting reduction

of computational complexity in this paper, the methods may also find application in the context of
simulations of spin networks. This especially concerns the Quantum Phase Estimation Algorithm [56]
which may possibly be applied to effectively measure phases of the spin foam amplitudes.
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Abstract: This contribution is an appetizer to the relatively young and fast-evolving approach
to quantum cosmology based on group field theory condensate states. We summarize the main
assumptions and pillars of this approach which has revealed new perspectives on the long-standing
question of how to recover the continuum from discrete geometric building blocks. Among others,
we give a snapshot of recent work on isotropic cosmological solutions exhibiting an accelerated
expansion, a bounce where anisotropies are shown to be under control, and inhomogeneities with an
approximately scale-invariant power spectrum. Finally, we point to open issues in the condensate
cosmology approach.
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Most important part of doing physics is the
knowledge of approximation.

Lev Davidovich Landau

1. Introduction

Current observational evidence strongly suggests that our universe is accurately described by
the standard model of cosmology [1]. This model relies on Einstein’s theory of general relativity (GR)
and assumes its validity on all scales. However, this picture proves fully inadequate to describe the
earliest stages of our universe, as our concepts of spacetime and its geometry as given by GR are then
expected to break down due to the extreme physical conditions encountered in the vicinity of and
shortly after the Big Bang. More explicitly, it appears that our universe emerged from a singularity,
as implied by the famous theorems of Penrose and Hawking [2]. From a fundamental point of view,
such a singularity is unphysical, and it is expected that quantum effects lead to its resolution [3].
This motivates the development of a quantum theory of gravity in which the quintessential features
of GR and quantum field theory (QFT) are consistently unified. Such a theory will revolutionize our
understanding of spacetime and gravity at a microscopic level and should be able to give a complete
and consistent picture of cosmic evolution.

The difficulty in making progress in this field is ultimately rooted in the lack of experiments which
have access to the physics at the smallest length scales and highest energies and so would provide a
clear empirical guideline for the construction of such a theory. In turn, this severe underdetermination
of theory by experiment is a reason for the current presence of a plethora of contesting approaches
to quantum gravity [4]. Against this backdrop, the cosmology of the very early universe represents
a unique window of opportunity out of this impasse [5]. For instance, it is naturally expected that
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traces of quantum gravity have left a fingerprint on the spectrum of the cosmic microwave background
radiation, see e.g., Refs. [6–11]. Hence, cosmology provides an ideal testbed where the predictions of
such competing theories can be compared and tested against forthcoming cosmological data.

A central conviction of some approaches to quantum gravity is that it should be a non-perturbative,
background-independent, and diffeomorphism-invariant theory of quantum geometry. In this sense,
the spacetime continuum is renunciated and is instead replaced by degrees of freedom of a discrete
and combinatorial nature.1 Particular representatives of this class of theories are the closely related
canonical and covariant loop quantum gravity (LQG) [20–23], group field theory (GFT) [24,25], tensor
models (TM) [26–32], and simplicial quantum gravity approaches such as quantum Regge calculus
(QRC) [33] and Euclidean and causal dynamical triangulations (EDT, CDT) [34–36]. The perturbative
expansion of their path integrals each yields a sum over discrete geometries and the most difficult
problem for all of them then lies in the recovery of continuous spacetime geometry and GR describing
its dynamics in an appropriate limit. This is challenging because it ideally requires formulating
statements about the continuum by only calling upon notions rooted in the discontinuum. Taking
the continuum limit in these approaches crucially depends on whether the discreteness of geometry
is considered physical or unphysical therein, the proper weighting of configurations in the partition
function, and the precise specification of the continuum limit itself. Consequently, strategies to reach
this goal differ among them strongly, see e.g., Ref. [37] for an overview.

In the light of the above, it is vitally important to consider these approaches in a cosmological
context, which has been accomplished to a varying degree of success by them. In this contribution,
we give a brief and rather non-technical panorama of the GFT condensate cosmology program [38,39]
which has been developed over the last few years and has so far borne promising fruits.2

This program is motivated by the idea that the mechanism for regaining a continuum geometry
from a physically discrete quantum gravity substratum in GFT is provided by a phase transition
to a condensate phase [40,42]. Research on the phase structure of different GFT models in terms of
functional renormalization group analyses finds support for such a conjecture in terms of IR fixed
points [43–50]. Further backing is provided by saddle point studies [51] and Landau–Ginzburg
mean field analyses [52] which probe non-perturbative aspects of GFT models, see also Ref. [37].
In this picture, a condensate would correspond to a non-perturbative vacuum which comprises of
many bosonic GFT quanta and in the context of GFT models of four-dimensional quantum gravity is
tentatively interpreted as a continuum geometry. Given this basic premise, the most striking successes
and milestone results of the condensate cosmology approach are the recovery of Friedmann-like
dynamics of an emergent homogeneous and isotropic geometry [53], an extended accelerated phase
of expansion [54,55] right after a cosmological bounce [56], a simple yet effective mechanism for
dynamical isotropization of microscopic anisotropies [57,58] and the finding of an approximately
scale-invariant and small-amplitude power spectrum of quantum fluctuations of the local volume
over a homogeneous background geometry perturbed by small inhomogeneities [59]. In the following,
we will quickly review the GFT formalism, give the basic structures behind its condensate cosmology
spin-off, highlight the main results, and give an outlook for future challenges of this program.3

1 The introduction of discrete structures can be motivated to bypass the issue of perturbative non-renormalizability of GR
within the continuum path integral formulation. Alternative points of view of dealing with this issue would be to assume
the existence of a non-perturbative (i.e., interacting) fixed point for gravity in the UV as done by the asymptotic safety
program [12–15] or to increase the amount of symmetries as compared to GR and QFT with the aim to regain perturbative
renormalizability as proposed by string theory [16]. Yet another view, as presented by non-commutative geometry, is that
above the Planck scale the concept of geometry collapses and spacetime is replaced by a non-commutative manifold [17–19].

2 For previous articles giving a review account of the program, we refer to Refs. [40,41].
3 Another way to relate GFT to cosmology was brought forward in Ref. [60]. This work is closer to canonical quantum

cosmology (either Wheeler–DeWitt or loop quantum cosmology) in the sense that it is built on a minisuperspace model, i.e.,
symmetry reduction is applied before quantization and not afterwards as in the condensate program.
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2. Group Field Theory

GFTs are quantum field theories which live on group configuration spaces, possess a gauge
symmetry and are in particular characterized by combinatorially non-local interactions [24,25].
More precisely, the real- or complex-valued scalar field ϕ lives on d copies of a Lie group G. In models
for quantum gravity, G corresponds to the local gauge group of GR and the gauge symmetry leads to
an invariance of the GFT action under the (right) diagonal action of G which acts on the fields as

ϕ(g1, ..., gd) = ϕ(g1h, ..., gdh), ∀gi, h ∈ G. (1)

For 4d quantum gravity models G is typically SO(3, 1) (or SL(2,C)) in the Lorentzian case, SO(4)
(or Spin(4)) in the Riemannian case or their rotation subgroup SU(2) which is the gauge group of

Ashtekar–Barbero gravity. The group elements gI with I = 1, ..., d are parallel transports Pei
∫

eI
A which

are associated with d links eI and A denotes a gravitational connection 1-form. The gauge symmetry
guarantees the closure of the faces dual to the links eI to form a d− 1-simplex. For the most discussed
case where d = 4, one obtains tetrahedra in this way. The metric information encoded in the fields can
be retrieved via a non-commutative Fourier transform [38,39,41,57,61–63].

For a complex-valued field the action has the structure

S[ϕ, ϕ̄] =
∫
(dg)d ϕ̄(gI)K(gI)ϕ(gI) + V [ϕ, ϕ̄], (2)

where we used the shorthand notation ϕ(gI) ≡ ϕ(g1, ..., gd). Since further details about the action
are specified below, here the following suffices to say. The local kinetic term typically incorporates a
Laplacian and a “mass term” contribution. The former is motivated by renormalization studies
on GFT [64] while the latter can be related to spin foam edge weights via the GFT/spin foam
correspondence [65] (see below) and hence should not be confused with a physical mass. The so-called
simplicial interaction term consists of products of fields paired via convolution according to a
combinatorial non-local pattern which for d = 4 encodes the combinatorics of a 4-simplex. The precise
details of the kinetic and interaction term are supposed to encode the Euclidean or Lorentzian
embeddings of the theory [53,58,66].

With this, the perturbative expansion of the partition function

ZGFT =
∫
[Dϕ][D ϕ̄]e−S[ϕ,ϕ̄] (3)

is indexed by Feynman diagrams which are dual to gluings of d-simplices.4 In this way, it provides
a generating function for the covariant quantization of LQG in terms of spin foam models [22,23].
In LQG, boundary spin network states of a spin foam correspond to 3-dimensional discrete quantum
geometries while the spin foam transition amplitudes interpolate in between two such boundary
configurations. There, a proper imposition of the so-called simplicity constraints guarantees that
SL(2,C)- or Spin(4)-data in the bulk is reduced to SU(2)-valued data on the boundary [70–83].
The main aspects of the GFT formulation of the currently most studied spin foam model for Lorentzian
4d quantum gravity, the so-called EPRL model [22,23], are specified by the aforementioned simplicial
interaction term, that the GFT fields are defined over SU(2)4 (thus encoding the boundary geometry)
and finally the proper embedding of these data into SL(2,C) which is realized by the dynamics and
thus is encoded by the details of the kinetic and interaction term in the action. We further specify this
action in Sections 3.2 and 4.1 but note here that all the details of the interaction term have so far not

4 Notice that by attributing an additional combinatorial degree of freedom named color to the fields, one can guarantee that
the terms of the perturbative expansion are free of topological pathologies [67–69].
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been put down in terms of its boundary data [58] which, for what matters in this review, does not pose
a limitation.

In the second-quantized formulation of GFT, introduced in Ref. [84], motivated by the origins of
GFT in LQG, spin network boundary states are viewed as elements of the GFT Fock space wherein
spin network vertices, i.e., atoms of space, correspond to fundamental quanta which are created or
annihilated by the field operators of GFT.5 The GFT Fock space

F (Hv) =
∞⊕

N=0
sym

(
⊗N

i=1H
(i)
v
)
, (4)

is built by means of the fundamental Hilbert spaceHv = L2(Gd) of a GFT quantum which is assumed
to obey bosonic statistics.6 Clearly, for G = SU(2) and imposing gauge invariance as in Equation
(1), a state in Hv represents an open LQG spin network vertex or its dual quantum polyhedron.
In particular, for d = 4 a GFT quantum corresponds to a quantum tetrahedron which also is the most
studied case within the condensate cosmology program [38,39,41]. In the remainder, we stick to this
choice for G and d.

In this picture, many particle GFT states can be excited over the Fock vacuum |∅〉 which is the
state devoid of any topological and quantum geometric information. Standardly, it is defined via the
action of an annihilation field operator, namely

ϕ̂(gI)|∅〉 = 0, (5)

where the vacuum is normalized to 1. Given their bosonic statistics, the GFT field operators obey the
canonical commutation relations[

ϕ̂(gI), ϕ̂†(g′I)
]
=

∫
dh ∏

I
δ(gIhg′−1

I ) and
[
ϕ̂(†)(gI), ϕ̂(†)(g′I)

]
= 0, (6)

where the form of the delta distribution accounts for the imposition of gauge invariance, Equation (1).
In this framework, quantum geometric observable data can be retrieved from such states via

second-quantized Hermitian operators [87], e.g., the number operator is given by

N̂ =
∫
(dg)d ϕ̂†(gI)ϕ̂(gI) (7)

while more general one-body operators read as

Ô =
∫
(dg)d

∫
(dg′)d ϕ̂†(gI)O(gI , g′I)ϕ̂(g′I), (8)

wherein O(gI , g′I) denote the matrix elements of a corresponding first-quantized operator. In this way,
the area and volume operator of LQG can be imported into the GFT context, which is typically done
by working in the spin representation introduced below.7 Hence, in GFT the discreteness of geometry
is considered to be being real, rooted in its strong connections to LQG where the spectra of geometric
operators are discrete (as shown to hold at the kinematical level) [88–91].

5 A detailed discussion on the subtle differences in between the Fock space of GFT and the kinematical Hilbert space of LQG,
which are mostly related to the absence of the so-called cylindrical consistency and equivalence in the former, is found in
Ref. [84].

6 The assumption of bosonic statistics is crucial for the condensate cosmology program where spacetime is thought to arise
from a GFT condensate. To justify this choice of statistics from a fundamental point of view is an open problem, see Ref. [84]
for a discussion and Refs. [67–69,85,86] for explorations into other statistics.

7 We refer e.g., to Appendix C of Ref. [58] for an extensive discussion of this matter for the case of the volume operator.
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3. Group Field Theory Condensate Cosmology

The general aim of the GFT condensate cosmology program is to describe cosmologically relevant
geometries by means of the formalism given above. Concretely, the goal is to approximate 3-dimensional
homogeneous and extended geometries as well as their cosmological evolution in terms of GFT
condensate states and their effective dynamics.

3.1. Motivation for Condensate States

As initially stated in the introduction, indications for the formation of a condensate phase
have been found through the analyses of non-perturbative aspects of GFT models. In particular,
functional renormalization group analyses of so-called tensorial GFTs [43–49] indicate a phase
transition separating a symmetric from a broken/condensate phase as the “mass parameter” tends to
negative values in the IR limit which is analogous to a Wilson-Fisher fixed point in the corresponding
local QFT. This is illustrated in terms of the phase diagrams in Figure 1. Building on these, more work
must be devoted to studying the phase structure of a (potentially colored) GFT model enriched with
additional geometric data and an available simplicial quantum gravity interpretation. The hope would
be that in the phase diagram of such a theory at least one phase can be found which can be interpreted
as a physical continuum geometry of relevance to cosmology.8

G
WF

μ

λ

I

II

Figure 1. Left: Phase diagram of a local scalar field theory with quartic interaction on R3. The “mass
parameter” is denoted by μ while the interaction couples with λ. G denotes the Gaussian fixed point
and WF the Wilson-Fisher fixed point. In the region hatched in green 〈ϕ̂〉 �= 0 holds. Right: Exemplary
phase diagram of a quartic tensorial GFT on Rd (cf. Refs. [48,49]). In the analogue of region I I on the
left-hand side, a non-vanishing expectation value of the field operator is expected to be found.

Given this central hypothesis of the GFT condensate cosmology program, the goal is to directly
derive the effective dynamics for GFT condensate states from the microscopic quantum dynamics using
mean field techniques inspired by the theory on Bose-Einstein condensates [96–98] and to extract a
cosmological interpretation thereafter. Generally, a condensate phase corresponds to a non-perturbative
vacuum of a theory where the expectation value of the field operator is non-vanishing, i.e., 〈ϕ(gI)〉 �= 0.
Since such a vacuum is described by a large number N of quanta, in the GFT context this would make
it suitable to model extended geometries. In addition, these quanta are occupying the same quantum
geometric configuration which is desirable if a homogeneous background geometry is to emerge from
the condensate. Simple trial states which capture these features are field coherent states of the form

|σ〉 = A eσ̂|∅〉, σ̂ =
∫
(dg)d σ(gI)ϕ̂†(gI) and A = e−

1
2
∫
(dg)d |σ(gI)|2 (9)

8 Complementarily to the application of functional methods to study the notion of phases in this context, research on the
algebraic foundations of GFT has shown the existence of representations which are unitarily inequivalent to the one of the
GFT Fock space and that are potentially related to different phases of GFT models, in particular to condensate phases [92–95].
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corresponding to an infinite superposition of states which for d = 4 describe disconnected quantum
tetrahedra labeled by the same discrete geometric data. The latter is encoded by a single collective
function, the condensate wave function σ. These states are field coherent since they are eigenstates of
the field operator,

ϕ̂(gI)|σ〉 = σ(gI)|σ〉, (10)

for which 〈ϕ̂(gI)〉 = σ(gI) �= 0 holds. Finally, in addition to the right invariance as in Equation (1),
we require the invariance under the left diagonal action of G, i.e., σ(kgI) = σ(gI) for all k ∈ G to
guarantee that the domain of the condensate wave function is isomorphic to the minisuperspace of
homogeneous geometries GL(3,R)/O(3) [63].9,10

3.2. Effective Condensate Dynamics

The effective dynamics of such states can be obtained by taking alternative but equivalent
roads. One can either study the GFT path integral in saddle point approximation or
use the lowest-order truncation of the Schwinger-Dyson equations of the GFT model under
consideration [38,39,41,51,52,102]. These equations can be derived when using

0 = δϕ̄〈O[ϕ, ϕ̄]〉 =
∫
[Dϕ][D ϕ̄]

δ

δϕ̄(gI)

(
O[ϕ, ϕ̄]e−S[ϕ,ϕ̄]

)
=

〈
δO[ϕ, ϕ̄]

δϕ̄(gI)
−O[ϕ, ϕ̄]

δS[ϕ, ϕ̄]

δϕ̄(gI)

〉
, (11)

where O is a functional of the fields. An expression encoding the effective dynamics is then extracted
by setting O to the identity, giving 〈

δS[ϕ, ϕ̄]

δϕ̄(gI)

〉
= 0. (12)

If we evaluate the expectation value with respect to the condensate state, one yields

K(gI)σ(gI) +
δV

δσ̄(gI)
= 0 (13)

which is the classical equation of motion for the condensate wave function. Its solution would amount
to solving the theory at tree-level. In general, this is a non-linear and non-local equation for the
dynamics of the mean field σ and is given the interpretation of a quantum cosmology equation despite
the fact that it has no direct probabilistic interpretation as compared to the equations of motion of
Wheeler–DeWitt (WdW) quantum cosmology [103] and loop quantum cosmology (LQC) [104,105].
However, this does not pose a problem to extract cosmological predictions from the full theory, as we
will review below.

In a next step, to extract information regarding the dynamics of such condensate systems,
we extend the set of degrees of freedom of the formalism and couple a free, massless, minimally
coupled real-valued scalar field to the GFT field,

σ : Gd ×R→ C (or R). (14)

This scalar field serves as a relational clock, i.e., an internal time variable, with respect to which
the latter evolves. Such a procedure is common practice in classical and quantum gravity [104–109].

9 In principle, more complex composite states can be constructed so as to encode connectivity information in between GFT
quanta and topological information to model e.g., spherical geometries [87,99,100].

10 One may also take the view that the existence of a condensate phase transition is of less pronounced importance for such
condensate states to be suitable non-perturbative states of physical relevance. We refer to Ref. [101] for a detailed discussion.
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Notice that the expectation values of the above-introduced observables will then obviously depend on
the relational clock φ. The precise introduction of this degree of freedom is based on the expression of
the Feynman amplitudes of a given simplicial GFT model which take the form of simplicial gravity
path integrals for gravity when coupled to such a scalar field, as explained in detail in Refs. [53,110].
In this discretized setting, the matter field sits on the vertices which are dual to the 4-simplices of the
simplicial complex.

In this way, the action takes the general form

S[σ, σ̄] =
∫
(dg)ddφ σ̄(gI , φ)K(gI , φ)σ(gI , φ) + V [σ, σ̄] (15)

where K is local in gI and φ and the interaction term is given by

V [σ, σ̄] =
λ

5

∫ (
5

∏
a=1

dgIa σ(gIa , φ)

)
V5 + c.c., (16)

where each gI corresponds to four group elements. The object V5 = V5(gI1 , gI2 , gI3 , gI4 , gI5) is a function
of all group elements, encoding the combinatorics of a 4-simplex, which when appropriately specified
together withK are supposed to yield the GFT formulation of the EPRL spin foam model for Lorentzian
quantum gravity in 4d [53,58,80,81].

For the remainder of this review it is important to introduce the spin representation of GFT fields.
For left- and right-invariant configurations as considered in the context of the condensate program,
we may give the Peter-Weyl decomposition of the condensate field as

σ(g1, g2, g3, g4, φ) = ∑
j1,...,j4

m1,...,m4n1,...,n4
ιl ,ιr

σj1 j2 j3 j4,ιl ιr (φ)Ī j1 j2 j3 j4,ιl
m1m2m3m4I

j1 j2 j3 j4,ιr
n1n2n3n4

4

∏
i=1

dji D
ji
mini (gi), (17)

where Dj
mn(g) are the Wigner matrices and dj = 2j+ 1 is the dimension of the corresponding irreducible

representation. The representation label j is an element of the set {0, 1/2, 1, 3/2, ...} while the indices
m, n assume the values −j ≤ m, n ≤ j. The objects I j1 j2 j3 j4,ι are called intertwiners and are elements of
the Hilbert space of states of a single tetrahedron, i.e.,

H = L2(G4/G) =
⊕
ji∈N

2

Inv
(
⊗4

i=1Hji
)

, (18)

where Hji corresponds to the Hilbert space of an irreducible unitary representation of G = SU(2).
The index ι labels elements in a basis inH. In this way, it is clear that the presence of the intertwiners
with label ιr is due to the imposition of the right invariance onto the field, while the left-invariance
leads to the label ιl , respectively. Hence, the quantum geometric content of the field is stored in the
scalar functions σj1...j4,ιl ιr (φ) in the spin representation

When Equation (17) is injected into the action (15), one obtains an equation of motion for the
condensate field which is a non-linear tensor equation and as such is notoriously difficult to solve,
see Refs. [51,85,86,111,112]. We refrain from explicating the full details of this equation in the general
case here and direct the reader to the original literature where these are given in depth [53,58]. Instead,
we will focus on giving some details of a specific scenario relevant to cosmology the elaboration of
which has led to most of the results of the condensate program.
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4. Overview of Important Results

4.1. Recovery of Friedmann-Like Dynamics and Bouncing Solutions

What allows to make progress is the focusing on the case where the condensate wave function
only depends on a single-spin variable, as discussed in the following. In fact, this corresponds to an
isotropic restriction which leads to a highly symmetric configuration: In this way the condensate is
made of equilateral tetrahedra which are the most “isotropic” configurations in a simplicial context.
In effect, the domain of the left- and right-invariant field is reduced to a 1-dimensional manifold which
is parametrized by a single variable, interpreted as the volume and the configuration space is that of a
homogeneous and isotropic universe [53,58].11 One thus requires the mean field to be of the form

σj,ιι(φ) = σj1 j2 j3 j4,ιl ιr (φ)διιl διιr
4

∏
i=1

δjji . (19)

where the identification of intertwiner labels is due to the requirement that the volume be maximized
in equilateral tetrahedra [53,58]. For such field configurations the action (15) (when dropping all
repeated intertwiner labels for convenience) reads as

S =
∫

dφ ∑
j

σ̄jιK jισjι +
λ

5

∫
dφ ∑

j

(
σjι

)5
V5(j; ι) + c.c. (20)

with

V5(j; ι) = V5(j, ..., j︸ ︷︷ ︸
10

; ι, ..., ι︸ ︷︷ ︸
5

) = f (j; ι)ω(j, ι) (21)

and

ω(j, ι) = ∑
mi

10

∏
i=1

(−1)ji−miI jjjj,ι
m1m2m3m4I

jjjj,ι
−m4m5m6m7

I jjjj,ι
−m7−m3m8m9

I jjjj,ι
−m9−m6−m2m10

I jjjj,ι
−m10−m8−m5−m1

. (22)

The latter product of intertwiners can be cast into the form of a {15j}-symbol. The details of these
calculations can be found in Ref. [53] and in greater detail in Ref. [58]. Again, the specific aspects of
the EPRL GFT model would be encoded in the details of the objects K j and V5(j; ι) (and thus f (j; ι)).
The interaction kernel is supposed to encode the Lorentzian embedding of the theory and thus what is
known as the spin foam vertex amplitude with boundary SU(2)-states. Though its details are yet to be
put down in the GFT context, its explicit form is not relevant to the results presented below.

With the above, one obtains the equation of motion of the condensate field, i.e.,

K jσj(φ) + V j
5σ̄j(φ)

4 = 0. (23)

Most generally, the contribution of the kinetic term takes the form K j = Aj∂
2
φ − Bj, where Aj and

Bj parametrize ambiguities in the EPRL GFT model [53,58] and the partial derivatives with respect
to the relational clock follow from a derivative expansion with respect to the same variable [53,110].
In what follows, we will see that the requirement that the Friedmann equations be recovered allows
constraining of the form of Aj and Bj.

11 We comment below on an alternative notion of isotropy which has been explored so far in the literature. However, notice
that such a reduction is a common simplification also applied in the closely related contexts of tensor models for quantum
gravity [26–32] and lattice gravity approaches [33–36].
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To this aim, we follow Refs. [53,56] and consider the regime of the dynamics where the interaction
term is sufficiently small as compared to the kinetic term. Since higher powers of the condensate field
are directly proportional to the number of condensate constituents, we may refer to a regime where
the interaction term is sub-dominant as being mesoscopic.12 This is a crucial approximation to recover
the Friedmann equations below. Then, the equation of motion reduces to

∂2
φσj(φ)−m2

j σj(φ) = 0, with m2
j =

Bj

Aj
(24)

and when using the polar decomposition of the field as σj(φ) = ρj(φ)e
iθj(φ), yields

ρ′′j −
Q2

j

ρ3
j
−m2

j ρj = 0 (25)

together with the conserved quantities

Qj = ρ2
j θ′j and Ej = (ρ′j)

2 + ρ2
j (θ

′
j)

2 −m2
j ρ2

j . (26)

Notice that the central term in Equation (25) diverges towards ρj → 0 to the effect that the system
exhibits a quantum bounce (elaborated further below), as long as at least one Qj is non-vanishing,
see Figure 2.
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Figure 2. Equation (25) has the form of the equation of motion of a classical point particle with potential
U(ρ) = − 1

2 m2ρ2 + Q2

2ρ2 . The potential is plotted for different values for Q while m and is kept fixed
(left). Solutions to Equation (25) (initial conditions are arbitrarily chosen) lead to a plot for the volume
(right). The point in relational time where the minimum of solutions is reached corresponds to the
bounce. The solution for Q = 0 does not exhibit a bounce since the volume vanishes when U(ρ) turns
to zero. In the plots and in this caption the label j is suppressed.

This is the case when requiring the energy density of the clock field to be non-zero. This energy
density is given in terms of its conserved momentum πφ = ∑j Qj by

ρφ =
π2

φ

2V2 (27)

12 Notice that the term “mesoscopic” used here only refers to the number of quanta N so far. Detailed studies must determine
the exact range of N for such a regime to hold true and relate it to a range of length scales in the future. Conversely,
this would necessitate to study the regimes of very small and very large N where the simple field coherent state ansatz is
expected to be inapplicable.
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where V denotes the expectation value of the volume operator. (Please note that ρφ is not to be confused
with ρ or ρj ascribed to the mean field.) It is explicitly given by

V(φ) = ∑
j

Vjρj(φ)
2, with Vj ∼ j3/2�3

Pl. (28)

We are now ready to give the dynamics of the volume of the emergent space, namely

(
V′

3V

)2

=

⎛⎝2 ∑j Vjρjsgn(ρ′j)
√

Ej −Q2
j /ρ2

j + m2
j ρ2

j

3 ∑j Vjρ
2
j

⎞⎠2

and
V′′

V
=

2 ∑j Vj

(
Ej + 2m2

j ρ2
j

)
∑j Vjρ

2
j

, (29)

as obtained in Ref. [53] and call these the generalized Friedmann equations.
The classical limit of these equations is obtained when considering sufficiently large volumes for

which the terms with Ej and Qj in Equations (29) are suppressed. If one identifies then also m2
j ≡ 3πGN

(where GN denotes Newton’s constant), one recovers the classical Friedmann equations of GR for a flat
universe in terms of the relational clock φ13,(

V′

3V

)2

=
4πGN

3
and

V′′

V
= 12πGN. (31)

Notice that the definition of GN is understood as a definition in terms of the microscopic
parameters mj (or Aj and Bj) and not as an interpretation of the latter.

Another relevant situation where the dynamics of the volume can be solved exactly, is when the
condensate is dominated by a single spin jo.14 In this case, the Equations (29) yield(

V′

3V

)2

=
4πGN

3

(
1− ρφ

ρc

)
+

4Vjo Ejo
9V

and
V′′

V
= 12πGN +

2Vjo Ejo
V

(32)

where ρc ∼ 3π
2j3o

ρPl is a critical density [56]. The terms involving ρc and Ejo correspond to quantum
corrections where the one involving ρc is responsible for the quantum bounce. To the past of this event,
the emergent space contracts while it expands to the future. It should be remarked that up to the terms
depending on Ejo these equations are exactly the modified Friedmann equations derived in LQC.15,16

For Ejo > 0 the bounce takes place at an energy density larger than ρc, while for Ejo < 0 the bounce
is realized for an energy density smaller than ρc. Independently of the exact value of Ejo , a bounce
will occur. It should nevertheless be clear that the physical meaning of the conserved quantity Ej,
from a fundamental point of view, is yet to be clarified. In future research it would also be important

13 We exemplify the link to the standard Friedmann equations of GR for a flat universe in proper time t as compared to those
in relational time φ via the first Friedmann equation, i.e.,

H2 =

(
V′

3V

)2 (dφ

dt

)2

with πφ = Vφ̇. (30)

The second Friedmann equation can be rewritten in a similar way, see e.g., Ref. [53]. This makes transparent that the
dynamical equations for the volume as derived by GR and the condensate program take the same form. Notice that the
concept of proper time does not exist in the GFT context.

14 This is akin to what is done in LQC, where one assumes that the links of the underlying spin network are all identically
labeled, with j = 1

2 being the most studied case [104,105]. We will present a possible dynamical mechanism leading to a
single-spin condensate further below.

15 In fact, these background dynamics are understood to generalize the effective dynamics of LQC which can be retained as a
special case. We refer to Refs. [113,114] where this point was further explored.

16 In the given picture, the cosmological dynamics expressed by the expansion of the volume is vastly driven by a growing
occupation number [115,116]. It should be remarked that this is a GFT realization of the lattice refinement of LQC [104,105].
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to consider the impact of different j-modes onto the dynamics. This is in principle straightforward but
would then require solving Equations (29) numerically.

Finally, to contextualize, notice that a quantum gravity induced bounce falls into the more
general class of bouncing cosmologies which present tentative alternatives to the standard inflationary
scenario to resolve the problems of the standard model of cosmology, see Ref. [117] for an overview.17

We may list important side-results which support the findings presented above:

• In Ref. [121], it is shown that for growing relational time, the condensate dynamically settles
into a low-spin configuration, i.e., it will be dominated by the lowest non-trivial representations
labeled by j. This goes in hand with a classicalization of the emergent geometry [57]. Following
Ref. [121], this can be seen from the general solutions to Equation (24), i.e.,

σj(φ) = α+j exp

(√
Bj

Aj
φ

)
+ α−j exp

(
−
√

Bj

Aj
φ

)
(33)

which either lead to exponentially expanding and contracting or oscillating solutions depending
on the sign of the argument of the root function. All models for which Bj/Aj has a positive
maximum for some j = jo (as long as j = 0 is excluded18) lead to

lim
φ→±∞

V(φ) = Vjo |α±jo |
2exp

(
±2

√
Bjo
Ajo

φ

)
. (34)

A low-spin configuration is dynamically reached if the maximum of Bj/Aj occurs at a low jo.
This was demonstrated for reasonable choices of Aj and Bj in Refs. [121] and [57] to lead to jo = 1

2 .
One may then argue that the type of configuration which is usually assumed in the LQC literature
can be derived from the quantum dynamics of GFT.

• A careful analysis shows that the identification m2
j ≡ 3πGN only holds asymptotically for large φ,

rendering GN a state-dependent function [54]. This is illustrated in Figure 3.
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Figure 3. The effective gravitational constant as a function of relational time φ for E < 0 to the left
and E > 0 to the right given in arbitrary units, taken from Ref. [54]. A bounce occurs towards φ = Φ
situated at the origin of both plots. For large φ Newton’s constant is asymptotically attained. In the
plots and in this caption the label j is suppressed.

17 In Ref. [118] the relations between the condensate program and mimetic gravity were explored. Mimetic gravity is a
Weyl-symmetric extension of GR [119] proposed to mimic the effects of cold dark matter within the context of modifications
of GR. In the context of limiting curvature mimetic gravity, it is possible to realize non-singular bouncing cosmologies in the
sense that it is possible to reproduce their background dynamics. This has been shown for the case of LQC [120] and very
recently for the case of the effective dynamics of GFT condensates [118].

18 We refer to Refs. [84,121] for a discussion touching on the subtle differences in between the Hilbert spaces of GFT and LQG
especially relevant to the point of the zero-mode j = 0.
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• Another related notion of isotropic restriction has been studied in the literature so far where
the condensate is built from tri-rectangular tetrahedra [57]. This produces physically equivalent
results in terms of the dynamics of the volume, as one would expect when invoking naive
universality arguments. Notice that both isotropic restrictions correspond to symmetry reductions
applied to the quantum state and thus should by no means be equated with those performed in
WdW quantum cosmology or LQC. In the latter cases, symmetry reductions are imposed before
quantization and this procedure is expected to violate the uncertainty principle [103].19 In light
of the above, it would be important to give a precise notion of isotropy in terms of a properly
defined GFT curvature operator.

• In a related model which does not make use of the relational clock, the field content has
been explicitly studied for free and effectively interacting scenarios [92]. For such static
configurations one finds that the condensate consists of many GFT quanta residing in the
lowest spin configurations. This is indicated by the analysis of the discrete spectra of the
geometric operators, as illustrated by Figure 4. This also supports the idea that under the given
isotropic restrictions, such GFT condensate states are suitable candidates to describe effectively
continuous homogeneous and isotropic 3-spaces built from many smallest building blocks of the
quantum geometry.
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Figure 4. The spectrum to the volume operator in the free case to the left and effectively interacting
case to the right. These illustrate that the geometric operators are dominated by the lowest non-trivial
modes characterizing the condensate field. These plots were taken from Ref. [92] where a detailed
discussion of their underlying computations can be found.

4.2. Cyclic Cosmologies and Accelerated Expansion

In a series of works the effect of simplified GFT interactions onto the cosmological dynamics
has been investigated under the assumption that the spin representation j is fixed [55,57] (which
may be motivated by the above-described process of reaching a low-spin configuration). Given these
phenomenologically motivated interactions, the equations of motion take a simple non-linear form.
Despite the fact that from a GFT point of view such interactions seem to be somewhat artificial due to
their lack of a discrete geometric interpretation, they bring us nearer to the physics which we want to

19 For a recent attempt at imposing a quantum counterpart of the classical symmetry reduction in the LQG context, we refer to
Refs. [122,123].
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probe as they capture the basic non-linearity of the original GFT interactions. The form of the effective
potential is given by

V = B|σ(φ)|2 + 2
n

w|σ(φ)|n + 2
n′

w′|σ(φ)|n′ , with n > n′ (35)

and we require w′ > 0 so that the potential is bounded from below. Using the polar form of the field,
we obtain the equation of motion

ρ′′ − Q2

ρ3 −m2ρ + λρn−1 + μρn′−1 = 0 (36)

where we have set

λ ≡ −w
A

and μ ≡ −w′

A
. (37)

To guarantee that this equation does not lead to an open cosmology expanding at a faster than
exponential rate, we have μ > 0. In consistency with the free case discussed above, m2 > 0 while the
sign of λ can be left unconstrained. A first observation from this equation of motion is its resemblance
with that of a classical point particle in the potential

U(ρ) = −m2

2
ρ2 +

Q2

2ρ2 +
λ

n
ρn +

μ

n′
ρn′ (38)

so that with the given signs and the bouncing contribution of strength Q2 the solutions to Equation (36)
yield cyclic motions. Via Equation (28) these correspond to cyclic solutions for the dynamics of the
emergent universe. Hence, we observe that bounded interactions induce a recollapse. Given that in
the classical theory a recollapsing solution follows from a closed topology of 3-space, this might give
an indication of how to obtain such topologies from these simple GFT condensates.

Regarding the expansion behavior of the emergent geometry, using the above-given interactions
it is possible to obtain a long-lasting accelerated phase after the bounce. In fact, the free parameters
may be fine-tuned to achieve any desirable value of e-folds so that this behavior can be understood as
an inflationary expansion of quantum geometric origin. This becomes transparent when writing for
the number of e-folds

N =
1
3

log
(

Vend
Vbounce

)
=

2
3

log
(

ρend
ρbounce

)
(39)

and incorporating it in an expression for the acceleration. Since there is no notion of proper time in
GFT, a sensible definition of acceleration can only be given in relational terms. In particular, we seek
a definition that agrees with the standard one given in ordinary cosmology via the Raychaudhuri
equation which allows us to define the acceleration as

a(ρ) =
V′′

V
− 5

3

(
V′

V

)2

(40)

the derivation of which is discussed in detail in Refs. [54,55]. Using this, one finds that the free
case does not lead to a value of N large enough to supplant the standard inflationary mechanism in
cosmology. However, the careful analysis of Ref. [55] demonstrates that with a hierarchy μ � |λ|
together with λ > 0 leads to n′ > n ≥ 5 which allows room for an era of accelerated expansion
analogous to that of models of inflationary cosmology. If phantom energy is ruled out, only n = 5 and
n′ = 6 are admissible selecting an interaction term which is in principle compatible with simplicial
interactions, introduced above. These results are illustrated in Figure 5. Notice that these works
emphasize the role that phenomenology can take for model building in quantum gravity.
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It should be emphasized that these findings have a purely quantum geometric origin and in
particular are not based in any way on the assumption of a specific potential for the minimally coupled
massless scalar field φ, the relational clock. This is in stark contrast to inflation which depends
on the choice of potential and initial conditions of the inflaton field to yield the desired expansion
behavior [124–127].
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Figure 5. The plot to the left shows the behavior of the acceleration close to the bounce while the one
to the right illustrates it towards the end of inflation. These plots were taken from Ref. [55] to which we
direct for details.

4.3. Anisotropies and Inhomogeneities

If quantum gravity is to offer the picture of the earliest moments of our universe, it must include an
approximately homogeneous and isotropic background with superimposed perturbations. Given the
above results an important step for the condensate cosmology program is to go beyond the considered
isotropic restriction and homogeneous configurations and to study more general configurations and
their dynamics. In the following, we want to briefly discuss recent advances in which the exploration
of anisotropies [57,58] and inhomogeneities [59] has been commenced.

The study of anisotropic GFT configurations and their dynamics is of general importance since
it would be desirable to see if at least a subset of these can agree with the observed isotropy of our
universe at late times. For these one must show that anisotropies do not grow in the expanding phase.
Apart from that, it is well known that bouncing cosmologies are haunted by the notorious problem
of uncontrolled growth of anisotropies when the universe contracts [117]. This is the problem of the
Belinsky–Khalatnikov–Lifshitz instability [128,129]. In light of this, it is interesting to understand the
fate of anisotropies when approaching the quantum bounce as predicted by GFT.

Leaving the technical details aside, in Ref. [57] it has indeed been shown for rather general
configurations that they dynamically isotropize in relational time by means of a simple mechanism
(which is akin to the one responsible for settling the system into a low-spin configuration, as described
in Section 4.1). Conversely, it is demonstrated that anisotropic contributions to the condensate become
increasingly pronounced towards small volumes. This paved the way to a systematic investigation
of anisotropic perturbations over an isotropic background in the vicinity of the bounce in Ref. [58].
In particular, a region in the parameter space is identified such that these anisotropies can be large
at the bounce but are fully under control. From this it also follows that towards the bounce the
quantum geometry of the emergent universe is rather degenerate. Furthermore, this analysis shows
that the anisotropic perturbations become negligible the further away the system is from the bouncing
phase and can be completely irrelevant to the dynamics before interactions kick in. Hence, after the
bounce a cosmological background emerges the dynamics of which can again be cast into the form
of the above-given effective Friedmann equations, thus corroborating the results of Refs. [53,56,57].
These results are illustrated in Figure 6. On more general grounds, these studies form a crucial starting
point towards identifying anisotropic cosmologies, i.e., Bianchi models, within this approach and
allow establishment of contact with corresponding studies in WdW [103], spin foam [130–142] and
loop quantum cosmology [104,105].
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Figure 6. The surface-area-to-volume ratio (left) and the effective volume per quantum (right) as
a function of relational time. These figures demonstrate the degenerate character of the quantum
geometry towards the bounce and the damping of the anisotropies in the outgoing phase. The plots
were taken from Ref. [58] where detailed explanations are given.

Modern Cosmology teaches us that the seeds for structure formation are represented by
inhomogeneities in the very early universe [143]. Hence, the identification and study of cosmological
inhomogeneities in the condensate approach is mandatory to promote it to a realistic contestant theory
of quantum cosmology. In particular, the goal would be to find a mechanism rooted in quantum
geometry which explains the origins of inhomogeneities without referring to the inflationary paradigm
where the inhomogeneities correspond to quantum fluctuations of the inflaton field [124].

Recent progress building on Refs. [144,145], allows extension of the formalism beyond
homogeneity. In Refs. [59,146] the formalism of including a free massless scalar field [53,110] is
extended to incorporate four reference scalar fields which are used as relational clocks and rods, i.e.,
as a physical coordinate system. Again, this procedure is common in classical and quantum gravity
approaches [108,109]. In this setting quantum fluctuations (i.e., small inhomogeneities) of the local
3-volume around a nearly homogeneous background geometry are studied. Their power spectrum can
be calculated, and this is shown to be approximately scale-invariant (where the scale is defined by the
reference matter), the amplitude is small, and decreases as the emergent universe expands. However,
it was also demonstrated that analogous statements do not hold for perturbations in the total density of
the scalar fields when the gradient energy is non-negligible. Notice that the details of these arguments
relied on the specific choice of condensate state which solves the condensate dynamics and thus
depends on the approximation scheme summarized in Sections 3.1 and 3.2. More recent work [147] has
shown how the transition from the initial quantum fluctuations present in the deep quantum gravity
regime to classical observable inhomogeneities can be accomplished. By and large, it is striking that
features of the spectrum of cosmologically relevant observables can be recognized using the condensate
formalism. Future research has to bridge the gap between observations of the early universe and the
condensate formalism and the hope is that the incorporation of more complicated matter dynamics
can reproduce observationally viable results.20

5. Discussion and Outlook

In this brief review we wanted to draw attention to key results of the GFT condensate cosmology
program which illustrate its potential to provide a quantum gravitational foundation for early universe
cosmology. Finally, we would like to point to open directions (if not already stated in the main body
of this appetizer) and address some relations with other non-perturbative discrete quantum gravity
approaches trying to extract cosmological solutions from their path integral formulations.

20 Notice that this proposal of incorporating inhomogeneities has recently been further developed using the separate universe
approach to describe long-wavelength scalar perturbations [148].
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Beyond its application to cosmology showing a rich phenomenology, this program has revealed
an interesting and powerful perspective on the extraction of continuum information from a discrete
geometric setting: The field theoretic setting of GFT and specifically the use of field coherent states
prove extremely useful and elegant to this aim.

To contextualize this, we may compare with the other non-perturbative and discrete path
integral approaches to quantum gravity. In EDT, CDT, tensor models, the discreteness of geometry
is regarded as a mathematical tool allowing us to rewrite the continuum path integral in a discrete
form. The philosophy behind taking the continuum limit is rather similar among them and the goal
is to study the phase structure of the respective theories via analyticity properties of the partition
function. The CDT approach has been able to produce physically relevant, i.e., extended macroscopic
geometries which obey effective minisuperspace dynamics [34–36]. This potentially highlights the role
of causality in facilitating the escape from the sector of unphysical continuum geometries EDT [34–36]
and TMs [26–32] are so far stuck with.

A point of criticism often invoked regarding these approaches, concerns the lack of a clear
interpretation of expectation values of observables rigorously defined on a physical Hilbert space,
which is in principle available in covariant LQG and GFT. Given this, GFT condensate cosmology
is not the only approach which tries to extract the cosmological sector of LQG from a covariant
formulation of its dynamics. In the spin foam cosmology approach, one uses the spin foam expansion
which is an expansion in terms of the number of degrees of freedom [130–137]. It has mostly
been studied for so-called dipole graphs (corresponding to the simplest cellular decomposition of
the 3-sphere) [138–140] and can be extended to more general regular graphs [141,142]. A central
assumption of this approach is that a fixed number of quanta of geometry captures all relevant physics.
In contrast, in the condensate program one looks for continuum physics away from the Fock vacuum
and does not restrict the number of quanta which can be rather large and dynamical.

Although GFT allows studying of an infinite class of simplicial complexes by construction,
it provides the field theoretic approximation tools to study the physics of many LQG degrees of
freedom while bypassing the treatment of highly complicated spin networks. In addition, in the spin
foam context one typically studies the semi-classical limit by requiring the configurations to peak
on some triangulated classical geometry [20–23].21 This point of view is also not assumed in GFT
condensate cosmology, motivated by the condensate hypothesis which fixes the states to be described
by the simple condensate wave function.

Being aware that the choice of simple trial states and the disregard of proper simplicial interactions
so far neglects all the connectivity information of those spin networks that would be considered
important for a realistic definition of a non-perturbative continuum vacuum state, it is pressing to go
beyond the given simplifications. The exploration of the phenomenologically motivated interactions
presented here as well as the study of dipole condensates [38,39] goes into this direction. Notice that
recent work [51] in the context of the dynamical Boulatov model which is a model for Euclidean
quantum gravity in 3d has shown that non-trivial condensate solutions can be produced where
simplicial interactions are fully considered. The background quantum geometries one yields in this
way must be better understood but this procedure could in principle be carried over to the case in
4d. Also, it is clear from this example that the choice of simple states does not pose a major problem
since more complicated ones associated with connected graphs are then easily generated by the
simplicial interaction term. In light of this, it would be important to study the relational evolution
of such properly interacting condensates to see if the intriguing results regarding the accelerated
expansion of the emergent geometry found via exploring the simplified interactions can be reproduced.
Furthermore, studying the effect of the simplicial interaction of the Lorentzian EPRL GFT model (or

21 A different and interesting take on regaining the continuum in spin foam models is presented by the spin foam coarse
graining and renormalization program for which we refer to Refs. [149–157].
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any related model) onto the condensate will require putting it explicitly down in terms of its boundary
data [58]. It could also be interesting to consider a colored version of such a model, given the insight
that in perturbative expansion of the partition function the color degree of freedom guarantees that all
terms are free of topological pathologies [67–69].

Apart from their impact on the dynamics, a better understanding of interactions will also allow
construction of more sophisticated observables capturing curvature and cosmological anisotropies
which in turn will prove indispensable to classify different emergent geometries from one another. It is
nevertheless remarkable that in the regime where interactions are sub-dominant and which has been
explored most so far, rich Friedmann-like dynamics can be obtained.

A related point to be focused on, touches on higher order corrections to the so-far considered
condensate equation of motion and to understand if they can be neglected or if they would have a
drastic impact on the cosmological interpretation of this approach. Understanding the full quantum
dynamics will then shed light onto the phase structure of interesting GFT models of 4d quantum gravity.
In other words, it must be checked by means of non-perturbative techniques if a simplicial GFT model
for 4d quantum gravity can truly exhibit a phase or phases which are related to (3 + 1)-dimensional
Lorentzian continuum geometries. In the context of exploring the notion of phases in GFT, it would also
be important to understand the relation in between a potential phase transition into a geometric phase
for which the order parameter should vanish and the occurrence of a bounce which (by definition)
forbids a zero-volume state.

At the very end, this approach will be judged by the ability to extract phenomenological signatures
to see if it can be a realistic contestant theory of quantum cosmology. The development of a scenario to
explain the origin of cosmological perturbations neither by the mechanism provided by inflation nor
as in ordinary bounce models but rather via the quantum fluctuations of the geometry itself as given
by GFT condensates is an important step into this direction.
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Abstract: The paradigmatic models often used to highlight cosmological features of loop quantum
gravity and group field theory are shown to be equivalent, in the sense that they are different
realizations of the same model given by harmonic cosmology. The loop version of harmonic
cosmology is a canonical realization, while the group-field version is a bosonic realization.
The existence of a large number of bosonic realizations suggests generalizations of models in group
field cosmology.
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1. Introduction

Consider a dynamical system given by a real variable, V, and a complex variable, J, with
Poisson brackets:

{V, J} = iδJ , {V, J̄} = −iδ J̄ , {J, J̄} = 2iδV (1)

for a fixed real δ. We identify Hδ
ϕ = δ−1ImJ = −i(2δ)−1(J − J̄) as the Hamiltonian of the system and

interpret V as the volume of a cosmological model. The third (real) variable, ReJ, is not independent
provided we fix the value of the Casimir R = V2 − |J|2 of the Lie algebra su(1, 1) given by the
brackets (1). To be specific, we will choose R = 0.

Writing evolution with respect to some parameter ϕ, the equations of motion are solved by:

V(ϕ) = A cosh(δϕ)− B sinh(δϕ) (2)

ReJ(ϕ) = A sinh(δϕ)− B cosh(δϕ) . (3)

Since R is required to be zero, we obtain A2 − B2 − (δHδ
ϕ)

2 = 0, and therefore, there is some ϕ0

such that A/(δHδ
ϕ) = cosh(δϕ0) and B/(δHδ

ϕ) = − sinh(δϕ0). The solution (2) then reads:

V(ϕ) = δHδ
ϕ cosh(δ(ϕ− ϕ0)) (4)

and displays the paradigmatic behavior of the volume of a bouncing universe model. This construction
defines harmonic cosmology [1,2]. See also [3] for further properties related to su(1, 1), in particular
group coherent states, and [4] for an application to coarse graining.

The bouncing behavior can also be inferred from an effective Friedmann equation that describes
modified evolution of the scale factor giving rise to the volume V. To do so, we should provide
a physical interpretation to the time parameter ϕ used so far. A temporal description, shared by
some models of loop quantum cosmology [5,6] and group field cosmology [7–11], is a so-called
internal time [12]: The parameter ϕ is proportional to the value of a scalar field φ as a specific matter
contribution devised such that φ is in one-to-one correspondence with some time coordinate such

Universe 2019, 5, 41; doi:10.3390/universe5020041 www.mdpi.com/journal/universe210



Universe 2019, 5, 41

as proper time τ. The scalar φ itself can then be used as a global time. Its dynamics must be such
that its momentum pφ never becomes zero; “time” φ then never stops. With a standard isotropic
scalar Hamiltonian:

hφ =
1
2

p2
φ

V
+ VW(φ) , (5)

this condition is fulfilled only for vanishing potential W(φ), such that pφ is conserved. The scalar
should therefore be massless and without self-interactions. With these conditions, the conserved
momentum pφ generates “time” translations in φ and can therefore be identified with the evolution
generator Hδ

ϕ introduced above. In order to match with coefficients in the Friedmann equation derived
below, we set:

pφ =
√

12πGHδ
ϕ . (6)

The Hamiltonian (5) also allows us to derive a relationship between φ and proper time τ, measured
by co-moving observers in an isotropic cosmological model. Proper-time equations of motion are
determined by Poisson brackets with the Hamiltonian constraint, to which (5) provides the matter
contribution. Therefore,

dφ

dτ
= {φ, hφ} =

pφ

V
. (7)

Writing proper-time derivatives with a dot and using V = a3 to introduce the scale factor a, the
chain rule then implies: (

ȧ
a

)2
=

(
φ̇

3V
dV
dφ

)2

=
p2

φ

9V4

(
dV
dφ

)2
(8)

in which:
1

V2

(
dV
dφ

)2
=

1
V2 {V, pφ}2 = 12πG

(ReJ)2

V2 = 12πG

(
1−

δ2 p2
φ

12πGV2

)
(9)

follows from the φ-equations of motion, the zero Casimir R = 0, and the identification (6) with
Hδ

ϕ = δ−1ImJ. Putting everything together,

(
ȧ
a

)2
=

4πG
3

p2
φ

V2

(
1−

δ2 p2
φ

12πGV2

)
=

8πG
3

ρφ

(
1− δ2ρφ

6πG

)
(10)

with the energy density ρφ = 1
2 p2

φ/a6 of the free, massless scalar. Upon rescaling δ = 4πGδ̃,
this effective Friedmann equation agrees with what has been derived in loop quantum cosmology,
following [13].

Harmonic cosmology can be obtained as a deformation of a certain model of classical cosmology.
In the limit of vanishing δ, H0

ϕ = limδ→0 Hδ
ϕ has Poisson bracket:

{V, H0
ϕ} = lim

δ→0
ReJ . (11)

For finite H0
ϕ, we must have limδ→0 ImJ = 0, such that the vanishing Casimir implies

limδ→0 ReJ = V. Therefore,
{V, H0

ϕ} = V (12)

with an exponential solution V(φ) = exp(
√

12πGφ) that no longer exhibits a bounce. Moreover,
noticing that:

{V, V−1H0
ϕ} = 1 , (13)

we can identify H0
ϕ/V = P with the momentum canonically conjugate to V in the limit of

δ → 0. Therefore,
H0

ϕ = VP (14)
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is quadratic. Squaring this equation, we find:

P2 =
(H0

ϕ)
2

V2 =
p2

φ

12πGV2 (15)

which, upon relating P = ȧ/(4πGa) to the Hubble parameter and V to the scale factor cubed, is
equivalent to the Friedmann equation of an isotropic, spatially-flat model sourced by a free, massless
scalar field with momentum pφ: (

ȧ
a

)2
=

8πG
3

ρφ . (16)

2. Loop Quantum Cosmology as a Canonical Realization of Harmonic Cosmology

It is of interest to construct a canonical momentum P of V also in the case of non-zero δ. The pair
(V, P) will then be Darboux coordinates on symplectic leaves of the Poisson manifold defined by (1),
and the full (real) three-dimensional manifold will have Casimir–Darboux coordinates (V, P, R).
Following the methods of [14], we can construct such a momentum directly from the brackets (1).

Suppose we already know the momentum P. The Poisson bracket of any function on our manifold
with V then equals the negative derivative by P. In particular,

∂ImJ
∂P

= −{ImJ, V} = δReJ (17)

∂ReJ
∂P

= −{ReJ, V} = −δImJ (18)

while ∂V/∂P = 0. Up to a crucial sign, these equations are very similar to our equations of motion in
the preceding section, and the same is true for their solutions:

ImJ(V, P) = A(V) cos(δP)− B(V) sin(δP) (19)

ReJ(V, P) = −A(V) sin(δP)− B(V) cos(δP) . (20)

Since we are now dealing with partial differential equations, the previous constants A and B are
allowed to depend on V.

Given these solutions, we can evaluate the Casimir:

R = V2 − |J|2 = V2 − A(V)2 − B(V)2 . (21)

If it equals zero, we have A(V)2 + B(V)2 = V2, and there is a P0 such that A(V)/V = − sin(δP0)

and B(V)/V = − cos(δP0). Thus,

ImJ(V, P) = V sin(δ(P− P0)) (22)

ReJ(V, P) = V cos(δ(P− P0)) (23)

or:
J(V, P) = V exp(iδ(P− P0)) . (24)

The canonical realization of (1), given by Casimir–Darboux coordinates (V, P, R), identifies J
as a “holonomy modification” of the classical Hamiltonian (14), in which the Hubble parameter
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represented by the momentum P is replaced by a periodic function of P.1 The vanishing Casimir,
R = 0, then appears as a reality condition for P in (24).

We conclude that the paradigmatic bounce model of loop quantum cosmology, analyzed
numerically in [19], is a canonical realization of harmonic cosmology.

3. Group Field Theory as a Bosonic Realization of Harmonic Cosmology

The canonical realization constructed in the preceding section is faithful: the number of
Darboux coordinates agrees with the rank of the Poisson tensor given by (1), and the number of
Casimir coordinates agrees with the co-rank. If one drops the condition of faithfulness, inequivalent
realizations can be constructed which even locally are not related to the original system by canonical
transformations. We will call “realization equivalent” any two systems that are realizations of the same
model. This notion of equivalence therefore generalizes canonical equivalence. As we will show now,
this generalization is crucial in relating loop quantum cosmology to group field theory.

3.1. Bosonic Realizations

Instead of canonical realizations, one may consider bosonic realizations, replacing canonical
variables, (q, p) such that {q, p} = 1, with classical versions of creation and annihilation operators,
(z, z̄) such that {z̄, z} = i. The map z = 2−1/2(q + ip) defines a bijection between canonical and
bosonic realizations.

The brackets (1) correspond to the Lie algebra su(1, 1). A different real form of this algebra,
sp(2,R), has a large number of (non-faithful) bosonic realizations given by the special case of N = 1 in
the family of realizations:

A(n)
ab =

n

∑
α=1

z̄aα z̄bα , B(n)
ab =

n

∑
α=1

zaαzbα , C(n)
ab =

1
2

n

∑
α=1

(z̄aαzbα + zbα z̄aα) (25)

of sp(2N,R) [20–23] with relations:

[Aab, Aa′b′ ] = 0 = [Bab, Ba′b′ ] (26)

[Bab, Aa′b′ ] = Cb′bδaa′ + Ca′vδab′ + Cb′aδba′ + Caa′δbb′ (27)

[Cab, Aa′b′ ] = Aab′δba′ + Aaa′δbb′ (28)

[Cab, Ba′b′ ] = −Bbb′δaa′ − Bba′δab′ (29)

[Cab, Ca′b′ ] = Cab′δa′b − Ca′bδab′ . (30)

The indices take values in the ranges α = 1, . . . , n and a, b = 1, . . . , N, where a ≤ b in Aab and Bab.
There are 2nN real degrees of freedom in the bosonic coordinates zaα, while sp(2N,R) has dimension
N(2N + 1).

For N = 1, we have three generators:

A(n) =
n

∑
α=1

z̄α z̄α , B(n) =
n

∑
α=1

zαzα , C(n) =
1
2

n

∑
α=1

(z̄αzα + zα z̄α) (31)

1 In loop quantum cosmology [15], the Hubble parameter is obtained from a component of the Ashtekar connection, which,
as in the full theory of loop quantum gravity, is not represented directly as an operator, but only indirectly through
holonomies [16,17]. In isotropic models, matrix elements of holonomies along straight lines are of the form exp(iδP), as it
appears in (24). In loop quantum cosmology, going back to [18], the parameter δ has sometimes been related to the area
spectrum in loop quantum gravity. However, this relationship is ad-hoc, and therefore, it is not surprising that no such role
of δ can be seen in the present realization.
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with relations:

[A(n), B(n)] = C(n) , [A(n), C(n)] = −2A(n) , [B(n), C(n)] = 2B(n) . (32)

For any n, the identification:

A(n) = i J̄/δ , B(n) = i J/δ , C(n) = 2iV/δ (33)

relates these brackets to (1).

3.2. Model of Group Field Theory

In [24], a toy model of group field theory has been derived that produces bouncing cosmological
dynamics for the number observable of certain microscopic degrees of freedom. Starting with
a tetrahedron, the model assigns annihilation and creation operators to the sides, which change the area
in discrete increments. For an isotropic model, the four areas should be identical, and their minimal
non-zero value is determined by a quantum number j = 1/2, modeling the discrete nature through
a spin system following the loop paradigm [25]. Each isotropic excitation has the “single-particle”
Hilbert space (1/2)⊗4, which contains a unique spin-two subspace. Since this subspace consists
of totally-symmetric products of the individual states, it is preferred by the condition of isotropy.
Restriction to the spin-two subspace then implies a five-dimensional single-particle Hilbert space with
complex-valued bosonic variables Ai.

A simple non-trivial dynamics is then proposed [24] by the action:

S =
∫

dφ

(
1
2

i
(

A∗i
dAi

dφ
− dA∗i

dφ
Ai
)
−H(Ai, A∗j )

)
(34)

in internal time φ. The first term indeed implies bosonic Poisson brackets {A∗i , Aj} = iδj
i . The second

term is fixed by proposing a squeezing Hamiltonian:

H(Ai, A∗j ) =
1
2

iλ
(

A∗i A∗j gij − Ai Ajgij

)
(35)

with a coupling constant λ and a constant metric gij with inverse gij. The metric is defined through an
identification of the spin-two index i with all totally-symmetric combinations of four indices BI ∈ {1, 2}
taking two values, such that:

g(B1B2B3B4)(C1C2C3C4)
= ε(B1(C1

εB2C2 εB3C3 εB4)C4)
(36)

with separate total symmetrizations of {B1, B2, B3, B4} and {C1, C2, C3, C4}, respectively, and the usual
totally antisymmetric εBC. Ordering index combinations as:

i ∈ (1, 2, 3, 4, 5) = (1111, (1112), (1122), (1222), (2222)) , (37)

the metric can be determined explicitly as the matrix:

g =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 0 1
0 0 0 −1 0
0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0

⎞⎟⎟⎟⎟⎟⎠ . (38)
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A second crucial observable, in addition to the Hamiltonian, is the excitation number,

V =
1
2

(
A∗i Ai + Ai A∗i

)
, (39)

identified with the cosmological volume following group field cosmology. This volume evolves in
internal time φ according to the HamiltonianH. Solutions for V(φ), derived in [24], show bouncing
behavior (4) that can be modeled by the effective Friedmann equation (10).

We can now readily show that this behavior is not a coincidence: The metric (38) has eigenvalues
+1 with three-fold degeneracy and −1 with two-fold degeneracy. Diagonalizing it by an orthogonal
matrix gives linear combinations zα of the Ai and A∗i that preserve the bosonic bracket {A∗i , Aj} = iδj

i ,
defining a bosonic transformation:

z1 =
1√
2
(A1 + A5) , z2 =

1√
2
(A2 − A4) , Z3 = A3 (40)

for eigenvalue +1, and:

z4 =
1√
2
(A1 − A5) , z5 =

1√
2
(A2 + A4) (41)

for eigenvalue −1.
We can deal with the negative eigenvalues in two ways. First, multiplication of z4 and z5 with

i preserves the bosonic bracket and leads to a metric g′ij = δij. We then have H = 1
2 iλ(A(5) − B(5))

for (35) and V = C(5) for (39). Alternatively, using only diagonalization by an orthogonal matrix,
we have:

H =
1
2

iλ
(

A(3) − B(3) − (A(2) − B(2))
)

(42)

and:
V = C(3) + C(2) (43)

where z1, z2, and z3 contribute to the n = 3 realization and z4 and z5 to n = 2. Observing (33) and the
fact that the relations (1) are invariant under changing the sign of J, the volumes and Hamiltonians
in both loop quantum cosmology and group field theory are identified with the same generators in
harmonic cosmology. The models of loop quantum cosmology and group field theory are therefore
realization equivalent.

4. Implications and Further Directions

There is an immediate application of our result to the appearance of singularities in the model [24]
of group field cosmology. As argued in this paper, because the volume is derived from the positive
number operator of microscopic excitations Ai, it can be zero only at a local minimum, which requires
V(φmin) = 0 and dV/dφ = 0 at some internal time φmin. The combination of these two conditions is
quite restrictive, and [24] concludes that a singularity (zero volume) can be reached only for a small
number of initial conditions.

However, our identification of the model of [24] as a bosonic realization of harmonic cosmology
suggests a more cautious approach to the singularity problem. In su(1, 1), there is no positivity
condition on the generator that corresponds to the volume V. The bosonic realization in terms
of microscopic excitations Ai is therefore local, in the sense that the Ai are local coordinates on
the Poisson manifold that realizes harmonic cosmology, and V = 0 is at the boundary of a local
chart. Accompanying V(φmin) = 0 by dV/dφ = 0 is therefore unjustified unless one can show
that evolution never leaves a local chart. The condition V(φmin) = 0 is not as restrictive as the
combination, and it leaves more room for solutions that reach zero volume (These solutions may still
be considered non-singular if there is a unique Hamiltonian that evolves solutions through zero volume.
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In loop quantum cosmology, evolving through V = 0 is interpreted as changing the orientation of
space [15,26].).

In harmonic cosmology, further generalizations of the model used here have already been explored
in some detail. The new relationship with group field theory suggests similar generalizations also
on the group-field side of the equivalence. For instance, harmonic cosmology can be defined for any
power-law Q = ap replacing V = a3, describing a quantization ambiguity that corresponds to lattice
refinement of an underlying discrete geometry [27,28]. The same algebra, with arbitrary exponent p,
can then be realized bosonically, suggesting related group-field models (while the power-law V = a3

is preferred at large volume because it avoids an expansion of the discrete scale to macroscopic size,
a different power-law may well be relevant near a spacelike singularity).

Another parameter related to the relation V = a3 is the averaging volume V0 used to define
the isotropic model. We have implicitly assumed V0 = 1 in order to focus on algebraic properties;
in general, we have V = V0a3 where V0 is computed as the coordinate volume of the averaging region.
Classical equations do not depend on V0, but quantum corrections do, as can be seen here from the
fact that in the action (34), the HamiltonianH is proportional to V0, but the symplectic term is not. The
microscopic action is then not invariant under changing V0. The implications of a relation between
V0 and the infrared scale of an underlying field theory [29] are of importance for the interpretation of
quantum cosmology [30], and similar conclusions should hold true in group-field cosmology.

In classical harmonic cosmology, the Casimir R = 0 is exactly zero, but this value usually
changes in the presence of quantum corrections [1,2,31]. The bouncing behavior (2) is no longer
guaranteed if R < 0 and |R| > (δHδ

ϕ)
2, because V(φ) behaves like a sinh under these conditions.

These conditions require large quantum corrections, greater than the matter density related to p2
φ.

They are therefore unlikely to be fulfilled in a macroscopic universe. However, as pointed out in [30],
an appeal to the BKLscenario [32] near a spacelike singularity shows that a homogeneous model
is a good approximation only if it has small co-moving volume, given by the averaging volume V0

mentioned above. Such a tiny region does not contain much matter energy, which can then easily be
surpassed by quantum corrections in a high-curvature regime: pφ ∝ V0 is suppressed for small V0,
while volume fluctuations ΔV are not proportional to V0 because they are bounded from below by the
V0-independent h̄ in uncertainty relations. The genericness of bouncing solutions in loop quantum
cosmology or group-field cosmology is then not guaranteed.

Finally, a large class of microscopic models can be constructed from the bosonic realizations of
harmonic cosmology with arbitrary n in (31) (the fact that group field cosmology leads to non-faithful
realizations of harmonic cosmology with a potentially large number of microscopic degrees of freedom
is a consequence of the “second quantization” made use of in group field theory). The question of
whether these are related to group field cosmology in some way appears to be of interest.
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14. Baytaş, B.; Bojowald, M.; Crowe, S. Faithful realizations of semiclassical truncations. arXiv 2018,

arXiv:1810.12127.
15. Bojowald, M. Isotropic Loop Quantum Cosmology. Class. Quantum Grav. 2002, 19, 2717–2741. [CrossRef]
16. Rovelli, C.; Smolin, L. Loop Space Representation of Quantum General Relativity. Nucl. Phys. B 1990, 331,

80–152. [CrossRef]
17. Ashtekar, A.; Lewandowski, J.; Marolf, D.; Mourão, J.; Thiemann, T. Quantization of Diffeomorphism

Invariant Theories of Connections with Local Degrees of Freedom. J. Math. Phys. 1995, 36, 6456–6493.
[CrossRef]

18. Ashtekar, A.; Bojowald, M.; Lewandowski, J. Mathematical structure of loop quantum cosmology. Adv. Theor.
Math. Phys. 2003, 7, 233–268. [CrossRef]

19. Ashtekar, A.; Pawlowski, T.; Singh, P. Quantum Nature of the Big Bang: An Analytical and Numerical
Investigation. Phys. Rev. D 2006, 73, 124038. [CrossRef]

20. Goshen, S.; Lipkin, H.J. A simple independent-particle system having collective properties. Ann. Phys. 1959,
6, 301–309. [CrossRef]

21. Deenen, J.; Quesne, C. Dynamical group of microscopic collective states. I. One-dimensional case. J. Math.
Phys. 1982, 23, 878–889. [CrossRef]

22. Castaños, O.; Chacón, E.; Moshinsky, M.; Quesne, C. Boson realization of sp(4). I. The matrix formulation.
J. Math. Phys. 1985, 28, 2107–2123. [CrossRef]

23. Moshinsky, M. Boson realization of symplectic algebras. J. Phys. A 1985, 18, L1–L6. [CrossRef]
24. Adjei, E.; Gielen, S.; Wieland, W. Cosmological evolution as squeezing: A toy model for group field

cosmology. Class. Quantum Grav. 2018, 35, 105016. [CrossRef]
25. Rovelli, C.; Smolin, L. Discreteness of Area and Volume in Quantum Gravity. Nucl. Phys. B 1995, 442, 593–619,

[CrossRef]
26. Bojowald, M. Absence of a Singularity in Loop Quantum Cosmology. Phys. Rev. Lett. 2001, 86, 5227–5230.

[CrossRef] [PubMed]
27. Bojowald, M. Loop quantum cosmology and inhomogeneities. Gen. Rel. Grav. 2006, 38, 1771–1795. [CrossRef]
28. Bojowald, M. The dark side of a patchwork universe. Gen. Rel. Grav. 2008, 40, 639–660. [CrossRef]
29. Bojowald, M.; Brahma, S. Minisuperspace models as infrared contributions. Phys. Rev. D 2015, 92, 065002.

[CrossRef]
30. Bojowald, M. The BKL scenario, infrared renormalization, and quantum cosmology. JCAP 2019, 01, 026.

[CrossRef]
31. Bojowald, M. How quantum is the big bang? Phys. Rev. Lett. 2008, 100, 221301. [CrossRef]
32. Belinskii, V.A.; Khalatnikov, I.M.; Lifschitz, E.M. A general solution of the Einstein equations with a time

singularity. Adv. Phys. 1982, 13, 639–667. [CrossRef]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

217



universe

Article

Primordial Power Spectra from an Emergent Universe:
Basic Results and Clarifications

Killian Martineau and Aurélien Barrau *

Laboratoire de Physique Subatomique et de Cosmologie, Université Grenoble-Alpes, CNRS/IN2P3 53,
avenue des Martyrs, 38026 Grenoble CEDEX, France; killian.martineau@gmail.com
* Correspondence: barrau@in2p3.fr

Received: 30 November 2018; Accepted: 15 December 2018; Published: 18 December 2018

Abstract: Emergent cosmological models, together with the Big Bang and bouncing scenarios,
are among the possible descriptions of the early Universe. This work aims at clarifying some
general features of the primordial tensor power spectrum in this specific framework. In particular,
some naive beliefs are corrected. Using a toy model, we investigate the conditions required to produce
a scale-invariant spectrum and show to what extent this spectrum can exhibit local features sensitive
to the details of the scale factor evolution near the transition time.

Keywords: Emergent universe; quantum cosmology; primordial tensor spectrum

1. Introduction

The term “Big Bang” is somewhat ambiguous. In a sense, it just refers to the expansion of space
and to the fact that the entire observable universe was, in the past, much smaller, denser, and hotter.
This is obviously non-controversial. In another sense, it refers to the initial singularity in and of itself.
In this stronger meaning, the very idea of the Big Bang is far from obvious. It is a generic prediction
of general relativity (GR)—remaining usually true in the inflationary paradigm [1,2]—which can,
however, be violated in some circumstances.

The first important class of models without a Big Bang (in the strong sense) are bouncing models.
Among the very numerous ways to get a bounce (an excellent review can be found in [3]), it is
worth mentioning the violation of the null energy condition [4], the violation of the strong energy
condition [5], the existence of ghost condensates [6], galileons [7], S-branes [8], quintom fields [9],
higher derivatives [10,11], non-standard couplings in the Lagrangian [12], supergravity [13], and loop
quantum cosmology [14,15]. These are only some examples, and an exhaustive list should also include
the ekpyrotic and cyclic scenarios [16,17] and, in a way, string gas cosmology [18]. Those ideas are also
being investigated in the black hole sector; see [19] and the references therein.

The second important class of models beyond the Big Bang are those based on an emergent
scenario. Instead of decreasing and then increasing, the scale factor is, in this case, constant until,
at some point, a transition occurs and leads to the current expansion of the Universe. As examples,
one can think of (some versions of) nonlinear sigma models [20], Horava–Lifshitz gravity [21,22],
Einstein–Gauss–Bonnet theory [23], exotic matter [24], branes [25], Kaluza–Klein cosmology [26],
the particle creation mechanism [27], microscopic effects [28], quantum reduced loop gravity [29],
and quintom matter (see [30] for the background dynamics and [31] for the associated perturbations).
This leads to interesting consequences reviewed for example in [32–36].

In this article, we focus on emergent models. We do not choose a specific theory, but instead,
we try to highlight generic features from a purely phenomenological approach. The aim is not to
demonstrate new outstanding results. It simply consists of clarifying the situation, correcting some
common misunderstandings and explaining the expected observational features, which, to the best
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of our knowledge, have not been presented so far in a systematic way in the literature. We basically
use an “ad hoc” evolution of the scale factor from a static phase (a = cte) to an inflationary phase
(a ∝ eH0t) (the subscript 0 does not refer in this context to the value of the Hubble parameter now, but
to its nearly constant value during inflation). As this transition is expected to be triggered by some
event occurring in the evolution of the Universe, we add a small distortion of the scale factor evolution
around the transition time. This distortion can be a bounce (i.e., a phase of contraction followed by
a phase of expansion) or an anti-bounce (the opposite), which we usually also call a bounce. Both
are expected to capture some basic features of emergent models, but are also motivated by explicit
results obtained, e.g., in loop quantum cosmology or in quantum reduced loop gravity (see the detailed
behavior of the scale factor in [29,37]). The existence of an inflationary stage is natural as soon as a
massive scalar field is assumed to be the dominant content of the universe. This will be our implicit
hypothesis. In this case, inflation is a strong attractor [38] and occurs nearly inevitably.

We investigate how the primordial tensor power spectrum is affected by variations in the physical
characteristics of the features present in the evolution of the scale factor so as to draw a wide picture
of the observational characteristics of emergent models. We deliberately decide to focus on tensor
perturbations, as the scalar spectrum does not depend only on the scale factor evolution.

Throughout this work, we use Planck units.

2. Primordial Tensor Power Spectra

2.1. The Mukhanov–Sasaki Equation for Tensor Perturbations

The first order perturbed Einstein equations are equivalent, for a flat FLRW universe and a single
matter content modeled by a scalar field, to the gauge-invariant Mukhanov–Sasaki equation:

v′′(η,�x)− � v(η,�x)−
z′′T/S(η)

zT/S(η)
v(η,�x) = 0 . (1)

The ′ symbol refers to a derivative with respect to conformal time η such that adη = dt.
This equation depends on two variables v and zT/S, called the Mukhanov variables. The canonical
variable, v, is obtained from a gauge-invariant combination of both the metric coordinate perturbations
and the perturbations of the scalar field. The nature of the considered perturbations is encoded in the
background variable zT/S, in which the T/S indices refer either to tensor or scalar modes.

Since the background variable writes zS(t) = a(t)Φ̇(t)/H(t) for scalar modes, Φ being the scalar
field background, the associated evolution highly depends on the matter evolution. We will therefore
not consider scalar perturbations anymore in this study, even if they are currently the most relevant
ones for observations. Instead, we will focus on tensor modes, for which the background variable is
simply given by zT(t) = a(t). The results and conclusions will therefore be fully generic and usable for
any model in which the scale factor behaves, at least partially, in the way described below, independent
of the cause.

The Mukhanov–Sasaki equation, that is Equation (1), reduces the cosmological evolution of
perturbations to the propagation equation of a free scalar field, v, with a time-dependent mass
m2 = −z′′T/zT in the Minkowski space-time. The time-dependence of the mass represents the
perturbations’ sensitivity to the dynamical background.

During the quantization procedure, the variable v is promoted to be the operator. Its associated
Fourier modes satisfy:

v′′k (η) +
(

k2
c −

z′′T(η)
zT(η)

)
vk(η) = 0 , (2)

where kc refers to comoving wavenumbers. This equation can be re-written in cosmic time:
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v̈k(t) + H(t)v̇k(t)

+

(
k2

c
a(t)2 −

żT(t)
zT(t)

H(t)− z̈T(t)
zT(t)

)
vk = 0 .

⇔v̈k(t) + H(t)v̇k(t) +
(

k2
c

a(t)2 − H(t)2 − ä(t)
a(t)

)
vk = 0 .

(3)

We introduce a new parameter hk(t) = vk(t)/a(t) such that Equation (3) becomes:

ḧk(t) + 3H(t)ḣk(t) +
k2

c
a(t)2 hk(t) = 0 . (4)

It is convenient to introduce a second parameter gk(t) = a(t)ḣk(t) in order to rewrite Equation (4)
as a set of two first order ordinary differential equations (ODEs):⎧⎪⎪⎨⎪⎪⎩

ḣk(t) =
1

a(t)
gk(t) ,

ġk(t) = −2H(t)gk(t)−
k2

c
a(t)

hk(t) .
(5)

2.2. Initial Conditions

By definition, in the static phase, the scale factor is constant. The propagation equation is then the
one of a standard harmonic oscillator,

v′′k (η) + k2
c vk(η) = 0 , (6)

which can be used to set the usual Bunch–Davies vacuum. The initial conditions chosen in this
work are therefore of the usual type, comparable to what is done in the remote past of a de Sitter
state (inflationary model) or in the remote past of a bouncing scenario. Whatever the considered
wavenumber, even in the bouncing case, it is always possible to find a time such that the curvature
radius can be neglected: the mode effectively “feels” a Minkowski-like spacetime. As far as initial
conditions for the perturbations are concerned, the emergent universe is not different from other usual
models. This is true only for tensor modes, as the situation is much trickier for scalar ones [39].

3. Purely Emergent Universe

We model the evolution of an emergent universe by a static phase followed by an
inflationary stage:

a(t) = A + AeH0(t−ttransition) , (7)

in which A and H0 are two constants and ttransition characterizes the time at which the transition
between the static and the inflationary phase occurs. If we arbitrarily set ttransition = 0, without any
loss of generality, then the scale factor is simply given by a(t) = A + AeH0t. The corresponding
evolution, with the constants set to A = 1 and H0 = 0.01, is plotted in arbitrary units in Figure 1.

Obviously, the constant A in itself has no meaning and can be absorbed in any rescaling
of the scale factor. In addition, a modification of the constant in front of the exponential
term, such that a(t) = A + AC1eH0t , C1 ∈ R�+, is simply equivalent to the definition of a new
ttransition = − ln(C1)/H0.

The primordial tensor power spectrum, defined by:

PT(kc) =
32k3

c
π

∣∣∣∣ vk(te)

zT(te)

∣∣∣∣2 , (8)
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where te refers to a post-inflationary time (chosen so that the considered modes have exited the
horizon), can be explicitly calculated for the evolution of the scale factor given by Figure 1. The result,
obtained for different values of H0, is shown in Figure 2.

-1000 -500 500 1000 1500 2000
t

1000

106

109
a(t)

Figure 1. Scale factor evolution with A = 1 and H0 = 0.01.
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Figure 2. Primordial tensor power spectra from the emergent evolution for different values of H0.
Lower curve (red): H0 = 0.001; middle curve (black): H0 = 0.01; and upper curve (blue): H0 = 0.1.

Clearly, two regimes do appear in those spectra. First, one can notice a scale-invariant behavior in
the ultraviolet (UV), that is for large values of kc. Then, a power law behavior appears in the infrared
(IR), corresponding to low kc values. The transition scale kT between those two regimes corresponds
to the square root of the tensor potential at the transition time, i.e, at t = 0 in our setting. The tensor
potential is given by:

z′′T
zT

= äa + ȧ2 = A2H2
0 eH0t + 2A2H2

0 e2H0t (9)

and its value at the transition is then:

z′′T
zT

∣∣∣∣
t=0

= 3A2H2
0 . (10)

For example, in the case H0 = 0.01 displayed in the middle curve of Figure 2, the transition scale

is kT2 =

√
z′′T
zT

∣∣∣
t=0

=
√

3.10−4 � 1.7× 10−2. The dependence of the transition scale on H0 also appears

clearly since kT1 � 1.7× 10−3 and kT3 � 1.7× 10−1.
This already raises two basic points. First, the naive view according to which the causal contact

made possible by the static phase, where H = 0 (RH → ∞), would be sufficient to ensure a spectrum
compatible with observation is obviously wrong. Inflation (or other processes leading to scale
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invariance) is still needed. Second, the way inflation begins does matter and sets the scale above which
the spectrum becomes (nearly) flat.

4. Emergent Universe with a Bounce

The previously-considered situation is clearly over-simplified. We now make the model slightly
more complicated by adding a “feature” in the evolution of the scale factor before the transition to
the inflationary period. As mentioned in the previous section, the interesting–and somehow usually
under-estimated—fact about emergent models is that the spectrum does depend on the details of
the transition period. Some information on this specific period might therefore be observationally
attainable. In addition, some concrete models of quantum gravity lead to a “mini-bounce” before
the transition. This is, for example, the case in quantum reduced loop gravity [29,37]. This model
was designed to study symmetry reduced systems consistently within the loop quantum gravity
framework (see, e.g., [40]). In particular, it bridges the gap between effective cosmological models of
loop quantum cosmology [41] and the full theory, addressing the dynamics before any minisuperspace
reduction [42]. This basically preserves the graph structure and SU(2) quantum numbers. It was
explicitly shown that this model leads to a little bounce (or even to several mini-bounces) preceding
the inflationary stage. Beyond this specific case, one can generically expect a footprint in the evolution
of the scale factor of whatever physical phenomenon has triggered the transition. In the following,
we therefore perturb the scale factor evolution just before the inflationary stage to study how the
primordial tensor power spectrum is sensitive to the details of this distortion.

The scale factor evolution is now modeled by the following function:

a(t) = A + AeH0t +
A× C

arctan (B1σ1)− arctan (B2σ2)
× (11)

{arctan [B1 (t− (μ− σ1))]− arctan [B2 (t− (μ− σ2))]} .

The constant C characterizes the bounce amplitude, and μ is its mean value; σ1 and σ2 allow
setting the width, and B1 and B2 correspond to the steepness. The term [arctan (Bσ1)− arctan (Bσ2)]

−1

is just a normalization to ensure that the bounce amplitude remains constant under variations of B,
σ1, and σ2. In the following, we set B1 = B2 = B, to focus on symmetrical bounces. The influence
of an asymmetry is a higher order effect, which is beyond the scope of this study. We also choose
σ1 = −σ2 = σ. The scale factor is finally expressed as:

a(t) = A + AeH0t +
A× C

2 arctan (Bσ)
× (12)

{arctan [B (t− (μ− σ))]− arctan [B (t− (μ + σ))]} .

Arbitrarily choosing A = 1 and H0 = 10−2, as in the case without any bounce, and fixing C = 1,
μ = −400, σ = 2, and B = 0.4, the scale factor evolution is displayed in the first panel of Figure 3.
The second panel shows the associated tensor potential around the bounce. It is worth noticing that
the “sign” of the bounce has no influence on the spectrum. It is displayed in Figure 3 as a local
increase of the scale factor, but should we choose the other sign, leading to a decrease of the scale
factor, the spectrum would remain the same, as will be shown later.

The primordial tensor power spectrum computed with this background evolution is given
in Figure 4.
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Figure 3. (First panel) Scale factor evolution with one bounce characterized by C1 = 1, μ = −400,
σ = 2, and B = 0.4. (Second panel) Tensor potential around the bounce.
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Figure 4. Primordial tensor power spectrum obtained from the scale factor evolution with one bounce
characterized by C = 1, μ = −400, σ = 2, and B = 0.4.

First, one can notice that the general trend is the same as in the case without bounce, which is not
surprising, as the main tendencies are driven by the choice of the initial state and the existence of an
inflationary stage. The spectrum is still scale-invariant in the UV and grows proportionally to k2

c in the
IR. However, the bounce does have an impact on the spectrum: it induces oscillations in the kc space.
The envelope of the oscillations forms a kind of “bullet” in the spectrum. Those oscillations can be
traced back to the time evolution of the mode functions, which becomes highly kc-dependent in the
presence of a bounce. This clearly establishes an observational window on the detailed behavior of
the Universe close to the emergent time (and even before). This also contradicts a second naive belief
according to which whatever happens before inflation is washed out by inflation. The details of the
transition regime might be observationally probed.
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This spectrum will be the reference one for the rest of this study. We now investigate how it
depends (amplitude, IR and UV limits, shape of the “bullet”, etc.) on the different parameters of
the model.

As previously mentioned, all the results derived in this work remain valid if the bounce is of
negative sign, that is it corresponds to a transition between a (locally) contracting and an expanding
phase. A negative bounce of this kind is shown in Figure 5, together with the corresponding potential.
The resulting spectrum is displayed in Figure 6 and can hardly be distinguished from the reference one.

Figure 5. (First panel) Scale factor evolution with one bounce of negative sign characterized by C = 1,
μ = −400, σ = 2, and B = 0.4. (Second panel) Tensor potential around the bounce.
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Figure 6. Primordial tensor power spectrum associated with the scale factor evolution with one bounce
of negative sign characterized by C = 1, μ = −400, σ = 2, and B = 0.4.
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4.1. Impact of the Bounce Parameters on the Primordial Tensor Power Spectra

The aim of this section is to study how variations of the bounce parameters B, C, μ, and σ

modify the shape of the primordial tensor power spectrum. Even if those oscillations cannot be
currently observed, it is still interesting to see if general trends appear. Many experiments are being
operated or considered to measure B-modes in the cosmological microwave background (CMB).
Since the toy-model presented in this article is basically independent of the details of the quantum
cosmology or modified gravity theory considered (as long as the Mukhanov–Sasaki equation remains
valid), the results presented can easily be applied or adapted to forthcoming emergent, bouncing, or
emergent-bouncing cosmological models.

4.1.1. The Position of the Bounce μ

First, let us study whether the position of the bounce in the static phase plays an important role in
the characteristics of the spectrum. To this aim, it is enough to change the value of μ. It appears that
the bounce position in the static phase has almost no consequence on the primordial tensor power
spectrum. For example, Figure 7 shows the spectrum obtained for a bounce similar to the reference
one, but shifted to μ = −800. It can easily be seen that this spectrum is very close to the reference one.
The numerical investigations show, beyond this particular example, that the position of the bounce has
no significant influence on the spectrum whatever its position in the static phase. This, in principle,
opens an observational window on arbitrarily-remote times in the history of the Universe. Once the
“instability” is triggered, the time at which it takes place if basically of no relevance.
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Figure 7. Primordial tensor power spectrum associated with an evolution with a bounce identical to
the reference case, i.e., C = 1, σ = 2, and B = 0.4, but shifted to μ = −800.

4.1.2. The Steepness of the Bounce B

To study the impact of the bounce steepness, i.e., its “slope”, we vary the parameter B. The bounce
dependence on this parameter is presented in Figure 8, together with the associated tensor potentials.
Since the tensor potential is highly sensitive to variations of the bounce steepness (as it includes
derivatives of the scale factor), only small variations of B are represented.

The larger the value of B, the steeper the bounce. The (local) maximum value of the potential at
the bounce thus increases with B. We therefore expect that the range of kc corresponding to modes
impacted by (or sensitive to) the bounce is shifted to higher kc values compared to the reference case.
Let us consider a cosmic evolution where the bounce has been highly steepened when compared
to the reference case. We choose B = 40 (one hundred times higher than the value of the reference
case), the values of the other parameters being the same as in the reference case. The resulting power
spectrum is shown in the first panel of Figure 9. The two frequencies appearing in the plot are
associated with the two scales of the problem (width of the bounce and rise time of the edge).
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Figure 8. (First panel) Evolution of the scale factor with C = 1, μ = −400, σ = 2. but different values
of B. (Second panel) Associated tensor potentials around the bounce.
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Figure 9. (First panel) Primordial tensor power spectrum obtained with a steep bounce characterized
by C = 1, μ = −400, σ = 2, and B = 40. (Second panel) Spectrum with a narrower bounce (than in the
first panel): σ = 0.02.

The size of the “bullet” (or range of oscillations) in the kc space is extended up to higher
values. This is an interesting point as the “low”-kc features are often considered to be hard to probe
experimentally. For example, in loop quantum cosmology, deviations from scale invariance, in the
form of oscillations, happen in the IR (see [43,44]). They are often considered as extremely difficult to
probe as this would require a very high level of fine-tuning. The comobile values of the wavenumbers
that can be seen in the CMB are actually set by the duration (number of e-folds) of inflation. In loop
quantum cosmology, the interesting IR features can only be seen if this number is arbitrarily set to
its lowest experimentally-allowed value [45]. This makes the model difficult to probe unless new
specific features appear in the UV, e.g., through trans-Planckian effects [46] or because of a change
of signature [47]. The effect underlined here, that is the displacement or widening of the “bullet” to
larger values of kc because of the steepness of the mini-bounce, is therefore of potential observational
significance. The specific features might be probed without fine-tuning the number of inflationary
e-folds to its lowest allowed value (around N ∼ 60). It is worth reminding that, in principle, if the
evolution starts at the Planck density and if the Universe is filled with a massive scalar field, the number
of e-folds can be anything between zero and a few 1014 (and remains compatible with observations).
In some bouncing cases, this number of e-folds can be predicted [48,49] by the model, but this remains
an open issue for emergent scenarios (finding a known probability distribution function for initial
conditions is tricky unless the existence of an oscillating phase for the field is demonstrated).

The second panel of Figure 9 corresponds to a reduction of the width of the bounce (by a factor of
one hundred) with respect to the previous case. The shape of the distortion gets closer to the reference
one but, as expected, the “bullet” is translated toward the higher kc regime.

Obviously, if the bounce is smoothed (by a decrease of B), the maximum of the tensor potential
decreases, and the opposite effect occurs: the oscillations are shifted to the IR regime, which is far less
interesting for phenomenology.
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A modification of the steepness of the bounce—presumably associated with the triggering of the
transition from the static to the inflationary phase—has a strong impact on the shape of the tensor
potential at the bounce. The range of comoving modes sensitive to the bounce thus highly depends
on the steepness of the evolution of the scale factor. This establishes that, as far as phenomenology is
concerned, a very steep bounce is more likely to be observable, even if it occurs in the most remote
past of the Universe.

4.1.3. The Amplitude of the Bounce C

We now study the consequences of variations of the bounce amplitude on the primordial tensor
spectrum. Figure 10 displays, in the first panel, the effect of a variation of the factor C entering the
scale factor evolution. The second panel shows the associated potentials.
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Figure 10. (First panel) Scale factor evolution around the bounce. From bottom to top: increasing
values of C. (Second panel) Associated tensor potentials.

The amplitude of the bounce in itself has no meaning. The important parameter is the ratio
between the extremal value of the scale factor at the bounce and its value in the static phase. This is
the relevant parameter, which is varied.

The primordial tensor power spectra, for A, H0, B, and σ taken as in the reference case but
for different values of the bounce amplitude, given by C = 0.1, C = 1 (reference case), and C = 10,
are shown in Figure 11. It can easily be seen that an increase in the amplitude of the bounce amplifies the
oscillations in the kc space. This both opens a possible observational window and allows, in principle,
putting constraints on the amplitude of the bounce using upper limits on the tensor-scalar ratio.
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Figure 11. Primordial tensor spectra for different values of the bounce amplitude C, the other
parameters being unchanged with respect to the reference case. (First panel) C = 0.1, (Second panel)
C = 1 (reference case), and (Third panel) C = 10.

4.1.4. The Width of the Bounce σ

We turn to the study of the bounce width. The considered variations and their consequences on
the tensor potential are shown in Figure 12.
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Figure 12. (First panel) Evolution of the scale factor with a bounce centered on μ = −500 and different
values of σ. The other parameters of the model are unchanged with respect to the reference case.
(Second panel) Associated tensor potentials.

The impact of a modification of the width of bounce on the primordial tensor spectrum is shown
in Figure 13. For clarity and without any explicit consequence, the bounce position has been shifted to
μ = −500. The values of σ are varied, the amplitude and the steepness remaining, as usual, unchanged.
The main characteristics of the power spectrum are not significantly affected. Unless compensating for
the steepness variation, as explained previously, the width of the bounce is unlikely to produce any
spectacular observational consequence.
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Figure 13. (First panel) Spectrum of reference. (Second panel) Spectrum with a wider bounce
described by σ = 100 and shifted to μ = −500, the other bounce parameters remaining unchanged
with respect to the reference case.

4.2. Impact of the Parameters Unrelated to the Bounce

4.2.1. The Hubble Parameter during Inflation H0

In this section, we focus on the consequences of the inflationary stage on the tensor spectrum.
As is well known, a long enough inflationary phase leads, when combined with an appropriate choice
of initial vacuum, to a scale-invariant spectrum. We have varied H0 and studied the impact on the
spectrum. The results for H0 = 0.01, H0 = 0.1, and H0 = 1 are given in Figure 14.
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Figure 14. Primordial tensor power spectra obtained from an evolution with a bounce characterized
by C = 1, μ = −400, σ = 2, and B = 0.4, and three different values of the Hubble parameter during
inflation. From top to bottom: H0 = 0.1 (blue stars), H0 = 0.01 (reference case, black disks), and
H0 = 0.001 (red circles).

Changing the value of H0 modifies the amplitude of the power spectrum in the ultraviolet
regime. More precisely, exactly as expected, the power is proportional to H2

0 , as in standard cosmology.
Varying the value of the Hubble parameter does not change the picture beyond any standard and
expected effect.

4.2.2. The Normalization of the Scale Factor

In this section, H0 is kept fixed to H0 = 0.01, and we investigate the impact of the variations of
the constant A. In principle, this is just an unphysical rescaling of the scale factor. However, the case
of effective quantum cosmology is slightly more subtle, as an extra fundamental scale (presumably
of the order of the Planck length) might enter the game. This is not the case in the toy model we
consider here, but this is clearly the case in quantum reduced loop gravity [29,37]. In this situation,
the conjugate variables (a and H) should not be understood as describing the Universe as a whole,
but instead as referring to a fundamental (or elementary) cell [50,51]. To make the use of our results
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simple in another context, we therefore present in Figure 15 the effects of a variation of the constant A.
As expected, a rescaling of the scale factor just shifts the spectrum such that the physical wavenumber
values remain unchanged.
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Figure 15. Primordial tensor power spectra obtained from an evolution with a bounce characterized by
C = 1, μ = −600, σ = 2, and B = 0.4, and different values of A. From left to right: A = 0.1 (orange
triangles), A = 1 (reference case, black disks), A = 10 (red circles) and A = 100 (blue stars).

5. Multiple Bounces

It is worth considering, in addition to the first reference bounce, another perturbation of the scale
factor in the static phase, that is a scale factor given by:

a(t) = A + AeH0t + A
C

2 arctan (Bσ)
× (13)

{arctan [B (t− (μ− σ))]− arctan [B (t− (μ + σ))]}

+A
C�

2 arctan (B�σ�)
{arctan [B� (t− (μ� − σ�))]

− arctan [B� (t− (μ� + σ�))]} ,

in which the parameters labeled with the “�” symbol are the analogues of C, B, μ, and σ for the
new additional bounce. Once again, although this possibility is in principle generic and fully
phenomenological, it is also motivated by some quantum gravity results.

The spectrum corresponding to an evolution with two bounces of different steepnesses is shown
in Figure 16. One can notice the presence of two “bullet” features, one for each bounce of the scale
factor. It is possible to vary the characteristics of each bounce, thus the characteristics of each “bullet”,
independently by adjusting the parameters appropriately. If the two bounces have the same width,
even if their positions are far from the one another, then the two bumps are perfectly superposed in
the spectrum. If, however, the shapes of the bounces differ, they might be distinguishable in the tensor
spectrum, and observational footprints of the details of the transition phase might be expected.
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Figure 16. Primordial tensor power spectrum obtained from an evolution with two bounces of different
steepness, the first one being described by C = 1, μ = −400, σ = 2, and B = 0.4 and the second by
C� = 1, μ� = −400, σ� = 2, and B� = 40. The Hubble parameter during inflation is H0 = 0.01.

6. Conclusions

In this article, we have clarified some general properties of the primordial cosmological tensor
power spectrum in emergent models. Following a purely phenomenological approach, we have
studied how different features in the behavior of the scale factor around the transition time (or before)
can affect the spectrum. The main results are the following:

• in and of itself, the existence of a static phase in the remote past of the Universe does not lead to a
scale-invariant power spectrum.

• if the static phase is followed by a long enough stage of inflation, the spectrum might become flat
in the observable range of wavenumbers.

• the consequences of the details of the evolution of the scale factor around the transition time,
modeled as a mini-bounce (or anti-bounce), are not erased by inflation and appear as a “bullet”
feature in the spectrum.

• the position of the mini-bounce has only a small influence on the shape of the “bullet”, but its
steepness and amplitude control, respectively, the comobile position and the size of the bullet.

• multiple bounces can leave complex features in the spectrum. Bounces with different
characteristics might leave distinguishable imprints in the tensor spectrum.

This work establishes that non-trivial features occurring at the transition time in an emergent
universe might be detectable in the primordial tensor spectrum. The detection of the CMB B-modes is
a very active field involving big collaborations. On the ground, progress is expected from the BICEPor
POLARBEAR(now grouped into Stage 4) experiments and, in space, potentially from LiteBIRD. At this
stage, trying to detect those modes is probably the best path toward finding traces of quantum gravity
effects in the CMB. The features studied in this work may therefore be observable in the not so distant
future, if the duration and energy scale of inflation are favorable.

It would clearly be interesting to go beyond the tensor spectrum and to investigate scalar
perturbations that are currently observed. This, however, requires an explicit specific model as
the evolution of the scale factor is no longer enough to compute the evolution of perturbations.
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Abstract: We illustrate a general reconstruction procedure for mimetic gravity. Focusing on a bouncing
cosmological background, we derive general properties that must be satisfied by the function f (�φ)

implementing the limiting curvature hypothesis. We show how relevant physical information can
be extracted from power-law expansions of f in different regimes, corresponding e.g., to the very
early universe or to late times. Our results are then applied to two specific models reproducing the
cosmological background dynamics obtained in group field theory and in loop quantum cosmology,
and we discuss the possibility of using this framework as providing an effective field theory description
of quantum gravity. We study the evolution of anisotropies near the bounce, and discuss instabilities
of scalar perturbations. Furthermore, we provide two equivalent formulations of mimetic gravity:
one in terms of an effective fluid with exotic properties, the other featuring two distinct time-varying
gravitational “constants” in the cosmological equations.

Keywords: mimetic gravity; limiting curvature; bouncing cosmology; quantum gravity; effective
field theory

1. Introduction

The resolution of spacetime singularities is one of the main expected consequences of quantum
gravity. In cosmology, the realization of such a possibility would lead to the replacement of the Big
Bang singularity by a smooth spacetime region, e.g., a bounce, with profound implications for our
understanding of the earliest stages of cosmic expansion and of the initial conditions for our universe.
Non-singular bouncing cosmologies have been extensively studied and may represent an alternative
to the inflationary scenario [1] with specific observational signatures (see also [2]). Resolution of the
initial singularity in cosmology has been achieved in various approaches based on a loop quantization
of the gravitational field, such as loop quantum cosmology (LQC) [3,4], group field theory (GFT)
condensate cosmology [5,6], and quantum reduced loop gravity [7]; more specifically, both in LQC and
in GFT the initial singularity is replaced by a regular bounce, marking the transition from a contracting
phase to an expanding one.

One of the main open problems that is common to all background-independent approaches to
quantum gravity is the derivation of an effective field theory taking into account effects due to the
underlying discreteness of spacetime at the Planck scale. In fact, at present very little is known about
quantum gravity beyond perfect homogeneity, although efforts to include inhomogeneities in the
description of an emergent universe from full quantum gravity are underway [8–10]. One possible
alternative approach then consists of considering modifications of general relativity that can reproduce
known features of a given quantum gravity theory. The hope is that by doing so, we can gain insight
(at least qualitatively) into the consequences of quantum gravitational effects in different regimes.
In this work, we adopt the framework of limiting curvature mimetic gravity and examine in detail the
problem of reconstructing the theory from the evolution of the cosmological background, with particular
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attention to the case of a bouncing background. Such a theory should then be regarded as a toy model
for an effective description of quantum gravity [11,12] and can be used to study its phenomenological
consequences. Possible applications include e.g., the dynamics of inhomogeneous and anisotropic
degrees of freedom in cosmology, and black holes.

The idea of limiting curvature as a possible solution to the singularities of general relativity was
first envisaged in Ref. [13–16], and subsequently implemented in modifications of the Einstein-Hilbert
action including higher-order curvature invariants in Refs. [17–20]. An alternative proposal for
constructing a gravitational theory with a built-in limiting curvature scale was put forward in Ref. [21]
as an extension of mimetic gravity. This is achieved by including in the action functional a (multivalued)
potential term f depending on the d’Alembertian of a scalar field φ. Upon closer inspection,
such a potential turns out to depend on the expansion scalar χ of a privileged irrotational congruence of
time-like geodesics, singled out by the so-called mimetic constraint [22]. On a cosmological spacetime,
f (χ) reduces to a function of the Hubble rate [23]. Multivaluedness of the potential is necessary for
a consistent realization of bouncing cosmologies in this framework [22,24–26]. Non-singular black
hole solutions have been studied in Refs. [27,28].

The particular model proposed in Ref. [21] exactly reproduces the effective dynamics obtained in
(flat, isotropic) homogeneous LQC. Thus, all curvature invariants are bounded throughout spacetime
by a limiting curvature scale, which is in turn related to the existence of a critical value for the energy
density of matter at the bounce. From the point of view of quantum gravity, it is natural to require
that the limiting curvature scale be Planckian. In Ref. [12] a broader class of theories was identified
in the degenerate higher-order scalar tensor theories (DHOST) family, all reproducing the effective
dynamics of LQC; these models can be further extended by the inclusion of a term corresponding
to the spatial curvature. The relation between the model of Ref. [21] and effective LQC was further
investigated in Refs. [11,29] from a Hamiltonian perspective, showing that the equivalence holds
in the spatially flat, homogeneous, and isotropic sector; however, the correspondence is lost in the
anisotropic case. Nevertheless, even for anisotropic cosmologies the solutions of the two models are
qualitatively similar [11,29]. The mimetic model of Ref. [21] has been recently generalized in Ref. [22],
where a limiting curvature mimetic gravity theory was reconstructed so as to exactly reproduce
the background evolution obtained from GFT condensates in Ref. [5,6]; the effective dynamics of
homogeneous LQC is then recovered as a particular case for some specific choice of the parameters of
the model.

This paper has two main goals. The first one is to give a general account of theory reconstruction in
mimetic gravity, showing how essential information about background evolution (e.g., the critical energy
density, the bounce duration, and the equation of state of effective fluids) is encoded in the function f (χ),
particularly in its asymptotic behavior in regimes of physical interest. The case of a generic bouncing
background is examined in detail, although our methods have a much broader applicability. We provide
general prescriptions for the matching of the different branches of the multivalued function f (χ), which
are necessary in order to obtain a smooth evolution of the universe, thus generalizing the analysis of
matching conditions in Ref. [22]. Our second goal is to study in detail the properties of mimetic gravity
theories with the same background evolution as obtained in non-perturbative approaches to quantum
gravity. Specifically, we analyze the model of Ref. [22] reproducing the background evolution obtained
from GFT condensates, and compare it to the special case corresponding to the LQC effective dynamics.
We study the evolution of anisotropies near the bounce in a Bianchi I spacetime, including the effects
of hydrodynamic matter with generic equation of state, thus extending the results of Ref. [21]. As in
the model of Ref. [21], our more general results also show that the smooth bounce is not spoiled by
anisotropies, which stay bounded during the bounce era. Instabilities in the inhomogeneous sector are
also discussed. Moreover, given its relevance and simplicity, the particular case corresponding to the
effective dynamics of LQC is analyzed separately.

The plan of the paper is as follows. The formulation of mimetic gravity is briefly reviewed in Section 2.
In Section 3 we discuss the reconstruction procedure. In Section 4 we focus on the model of Ref. [22]:
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we discuss the background evolution, exhibit the form of the function f (χ) and derive its expansion in
its two branches, corresponding to the region around the bounce and to a large universe. The model of
Ref. [22], which can be obtained as a particular case from our more general model, is discussed separately
due to its relevance and simplicity. Section 5 is devoted to the study of anisotropies in a bouncing
background. In Section 6 we provide an alternative description of the cosmological dynamics of mimetic
gravity in terms of two effective gravitational “constants”, both depending on the expansion rate of the
universe. In Section 7 we discuss instabilities of scalar perturbations. We conclude with a discussion of our
results in Section 8.

We choose units such that 8πG = 1. Landau-Lifshitz conventions for the metric signature
(+−−−) are adopted.

2. Mimetic Gravity and Its Cosmology

The version of mimetic gravity considered in Ref. [21] is based on the action

S[gμν, φ, λ, ψ] =
∫

d4x
√
−g

(
−1

2
R + λ(gμν∂μφ∂νφ− 1) + f (χ) + Lm(ψ, gμν)

)
, (1)

with χ = �φ. The gravitational sector consists of the metric gμν and the scalar field φ. The Lagrange
multiplier λ enforces the mimetic constraint

gμν∂μφ∂νφ = 1 . (2)

We have included a matter Lagrangian Lm, where ψ represents a generic matter field, coupled to
gμν only and not to φ. Due to the term f (χ), the action (1) represents a higher-derivative extension of
the original mimetic gravity theory of Ref. [30].1

Due to the mimetic constraint, the vector field uμ = gμν∂νφ has unit norm and generates an
irrotational congruence of time-like geodesics (see Ref. [22] for more details). Thus, the theory admits
a preferred foliation2 with time function t = φ and time-flow vector field uμ ∂

∂xμ = ∂
∂t . The quantity χ,

defined above, can be expressed as χ = ∇μuμ and represents the expansion of the geodesic congruence
generated by uμ. In FLRW spacetime, one has χ = 3H, where H denotes the Hubble rate. It is for this
reason that the term f (χ) in the action (1) plays an important role in the cosmological applications
of the model, since for a homogenous and isotropic background f (χ) reduces to a function of the
Hubble rate only. This is a crucial property of the model, which allows for a straightforward theory
reconstruction procedure, starting from a given cosmological background evolution. This aspect will
be analyzed in detail in Section 3.

It is worth stressing that although the action for mimetic gravity includes higher-derivative terms
through f (χ), the equations of motion are second order. In fact, mimetic gravity is a particular case of
so-called DHOST, which are characterized by the absence of Ostrogradski ghost [23,35]. Nevertheless,
compared to general relativity, the mimetic gravity theory described by (1) has an extra propagating
scalar degree of freedom if fχχ �= 0 [33,36]. Importantly, this is always a source of instabilities in the
theory, as discussed in Section 7.

The field equations read as [21]
Gμν = Tψ

μν + T̃μν , (3)

where the matter stress-energy tensor is defined as usual

1 The original formulation of mimetic gravity of Ref. [30] relied on a singular disformal transformation [31] (see also Ref. [23]).
An equivalent formulation with a Lagrange multiplier implementing the constraint (2) was given in Ref. [32]. The latter
represents the starting point for further generalizations of the model considered in Refs. [21,33]. See also the review [34].

2 Such a gauge choice corresponds to unit lapse and vanishing shift, i.e., N = 1 and Ni = 0.
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Tψ
μν =

2√−g
δSm

δgμν , (4)

and the extra term in Equation (3) is an effective stress-energy tensor arising from the φ-sector of the
action (1)

T̃μν = 2λ∂μφ∂νφ + gμν(χ fχ − f + gρσ∂ρ fχ∂σφ)− (∂μ fχ∂νφ + ∂ν fχ∂μφ) . (5)

The Lagrange multiplier λ can be eliminated by solving the following equation

� fχ − 2∇μ(λ∂μφ) = 0 , (6)

which can be obtained by varying the action with respect to φ. Equation (6) can be interpreted as
a conservation law for the Noether current associated with the global shift-symmetry of the action (1),
see Refs. [22,37]

Considering a flat FLRW model ds2 = dt2 − a2(t)δijdxidxj, the field Equation (3) lead to
a modification of the Friedmann and Raychaudhuri equations

1
3

χ2 = ρ + ρ̃ + M , (7)

χ̇ = −3
2
[
(ρ + P) + (ρ̃ + P̃) + M

]
. (8)

The quantities introduced in Equations (7) and (8) are defined as follows: ρ and P denote the
energy density and pressure of ordinary matter, whereas ρ̃ and P̃ represent the corresponding quantities
for the effective fluid, given by

ρ̃ = χ fχ − f , (9)

P̃ = −(ρ̃ + fχχχ̇) . (10)

The properties of the effective fluid for a quadratic f (χ) were studied in Ref. [37]. Lastly, we have
M = C

a3 , where C is an integration constant for Equation (6). The quantity M represents the energy
density of so-called mimetic dark matter [30]. We note that for vanishing f the action (1) describes
irrotational dust minimally coupled to gravity, corresponding to a particular case of the Brown-Kuchař
action [38].3 Finally, we observe that the effective fluid satisfies the continuity equation

˙̃ρ + χ(ρ̃ + P̃) = 0 . (11)

3. Theory Reconstruction

We henceforth consider a spatially flat, homogeneous, and isotropic universe, as described by the
FLRW line element ds2 = dt2 − a2(t)δijdxidxj. The proper time gauge N = 1 will be used throughout.
The spacetime geometry is then fully characterized by the evolution of a single degree of freedom:
the scale factor a(t). Given a theory of gravity with second order field equations, cosmological solutions
can be represented as trajectories in the plane (a, χ). In general relativity, the trajectories are determined
by the Friedmann equation

1
3

χ2 = ∑
i

ρi . (12)

Here the quantities ρi denote the energy density of different matter species. For the sake of
simplicity, we can assume that all matter species are non-interacting and have constant equation of
state parameters wi. Thus, we have ρi = ciV−(wi+1), where ci are constants depending on the initial

3 See also Refs. [39,40].
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conditions and V = a3 is the proper volume of a unit comoving cell. It is convenient to introduce
a new variable η = V−1, so that the Friedmann equation can be re-expressed as

1
3

χ2 = ∑
i

ci ηwi+1 . (13)

Such a parametrization is particularly useful in bouncing cosmologies, where η has a bounded
range. In the following, we will denote by Γ the trajectory in the (η, χ) plane given by Equation (13).

Despite the derivation given above, based on the standard Friedmann equation, Equation (13) has
a broader applicability. In fact, it also holds in a more general class of modified gravity theories and
quantum cosmological models, provided that the corrections to the standard Friedmann equation can
be described—at an effective level—as perfect fluids. Such effective fluids may have exotic properties
and, depending on the model, can violate the energy conditions. This is the case, for instance, in the
effective dynamics of both LQC and GFT condensate cosmology. In fact, having a bounce requires that
both the weak and the null energy conditions must be violated due to the effective fluids. The former
violation is necessary to accommodate for a vanishing expansion, see Equation (13). The latter violation
follows instead from the requirement that χ̇ > 0 at the bounce, and from the Raychaudhuri equation
including effective fluids contributions

χ̇ = −3
2 ∑

i
(ρi + Pi) . (14)

It is important to observe that in general Equation (13) allows us to define χ as a function of η

only locally. In fact, in bouncing models, the function χ(η) has (at least) two branches. More branches
are possible if one allows, e.g., for intermediate recollapse eras; we shall disregard this possibility in
the following for simplicity. For a universe undergoing a single bounce, the trajectory Γ has the profile
depicted in Figure 1. The bounce is represented by the point B = (ηmax, 0), where Γ and the η axis
intersect orthogonally. Since we are assuming a flat spatial geometry, both endpoints of Γ will have
η = 0 if the weak energy condition is satisfied for a large universe. The value of χ at the endpoints is
determined by the equation of state of the dominant matter species in such a regime: for w > −1 one
has that χ vanishes as η tends to zero, for w = −1 (cosmological constant) χ approaches a constant
value. We note that for w+ 1 > 0 the two endpoints coincide with the origin; moreover, for−1 < w < 1
the trajectory Γ intersects the η axis orthogonally at the origin, whereas for w ≥ 1 it has a cusp.

0.0 0.2 0.4 0.6 0.8 1.0

-1.0
-0.5
0.0

0.5

1.0

0.0 0.2 0.4 0.6 0.8 1.0

-1.0
-0.5
0.0

0.5

1.0

Figure 1. Trajectories Γ in the (η, χ) plane for a (symmetric) bouncing universe. The upper half-plane
corresponds to the expanding phase, whereas the lower half-plane describes the contracting phase.
The bounce is represented by the point B, where the expansion rate vanishes, and the scale factor attains
its minimum (correspondingly η is maximized). The left figure shows the trajectory Γ for a universe
filled with a scalar field (thick green line), or dust (dashed orange line); parameters are chosen so that
the two trajectories are characterized by the same critical density ρc and limiting expansion rate χm.
The right figure shows the two integration contours γ1, γ2 used in Equation (17).
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3.1. Reconstruction Procedure

Given a background evolution as specified by the trajectory Γ, it is possible to apply a reconstruction
procedure that allows us to uniquely determine the function f (χ) in the mimetic gravity action (1).
The method illustrated in this section extends to a generic background evolution the procedure applied
in Refs. [22,25,26] and ensures that appropriate matching conditions are implemented at the branching
points.4 We start by rewriting Equation (7), using Equation (9), as

χ2

3

[
1− 3

d
dχ

(
f
χ

)]
= ρ . (15)

The solution to this equation can be obtained by quadrature, and is given by

f (χ) =
χ

3

∫ P

A
γ

dχ

(
1− 3ρ(η(χ))

χ2

)
+ c̄ χ , (16)

where c̄ is an integration constant. The integral is computed along an arc of curve γ ⊆ Γ with endpoints
A and P, representing a fixed reference point and a generic point on Γ, respectively.

In bouncing cosmologies, the background dynamics is characterized by the existence of a limiting
curvature scale, which is attained at the bounce. In turn, this scale is related to the existence of
a maximum expansion rate, which will be denoted by χm ≡ max

Γ
χ, see Figure 1. In this class of

models, it is convenient to take the bounce as a reference point, i.e., A ≡ B in Equation (16). Since
the energy density of matter is given as a function of the inverse volume, i.e., ρ = ρ(η), the explicit
computation of the integral (16) requires the determination of the inverse function η(χ). In general,
such an inverse function exists only locally. This implies that in bouncing models the function f (χ)
given by Equation (16) must be multivalued as a function of χ.5 More precisely, in models with
a single bounce f (χ) has two branching points where χ attains its extrema, one in the expanding phase,
the other in the contracting phase. For a generic bouncing background f (χ) would have three branches,
each corresponding to one of the three branches of the inverse functions η(χ). Thus, one branch fB

corresponds to the bounce phase, and two (a priori distinct) branches f c
L , f e

L correspond to the regions
away from the bounce in the contracting and expanding phase, respectively. We will refer to the
latter as the large universe branches, characterized by χ̇ < 0. As shown in Section 3.2, for symmetric
bounces the two branches f c

L , f e
L can be identified, provided that an appropriate choice is made for the

integration constant in Equation (16).
We remark that our solution for f is continuous on Γ by construction. The derivative fχ is also

continuous, except at the origin χ = η = 0.6 This ensures that the energy density of the effective fluid,
Equation (9), is continuous throughout cosmic history. Thus, the matching conditions prescribed in
Ref. [22] are automatically implemented in Equation (16). As a general property of this class of models
fχχ diverges at the branching points, see discussion in Section 4.

After computing the integral in Equation (16), the reconstructed action for mimetic gravity can
then be obtained by replacing χ → �φ in the result. Clearly, the value of the integration constant c̄
has no influence on the equations of motion, since the linear term contributes a total divergence to the
action (1).

4 We note that a different version of mimetic gravity is considered in Ref. [26] that agrees at the background level with the one
presently considered. However, the two theories will differ in general at the level of perturbations.

5 We observe that for models entailing a single bounce, the solution (16) is single-valued if regarded as a function of the pair
(χ, χ̇).

6 The fact that the origin is a singular point in the parametrization adopted here should not be too surprising: in fact,
it corresponds to the infinite volume limit of both contracting and expanding branches. In a flat universe these are clearly
two disconnected regimes.
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3.2. Bounce Asymptotics

For a symmetric bounce model, the function f (χ) is even, provided that an appropriate choice
of the integration constant is made in Equation (16). In fact, defining P1 = (η, χ) and P2 = (η,−χ),
with η and χ satisfying the background equation, one has

∫ P1

B
γ1

dχ

(
1− 3ρ(η(χ))

χ2

)
= −

∫ P2

B
γ2

dχ

(
1− 3ρ(η(χ))

χ2

)
. (17)

Thus, the integral is odd. The curves γ1 and γ2 are depicted in Figure 1. Using Equations (17)
and (16), it is then straightforward to show that setting c̄ = 0 leads to f (χ) = f (−χ). In the
following, we shall restrict our attention to symmetric bounce models and assume that f (χ) be
even, unless otherwise stated.

The value of the function f at the bounce is independent from all other details of cosmic history.
It can be computed as a limit of Equation (16). Denoting by fB the bounce branch of the multivalued
function f , we have

fB(0) = lim
P→B

χ

3

∫ P

B
γ

dχ

(
1− 3ρ(η(χ))

χ2

)
= lim

χ→0

χ

3

∫ χ

0
dχ

(
1− 3ρ(η(χ))

χ2

)
= ρc , (18)

where ρc is the critical density, i.e., the maximum of the energy density of matter, which is attained at
the bounce. Since fB is even by hypothesis, we have for χ � 0

fB(χ) = ρc +
1
2!

ϑ χ2 +O(χ4) , (19)

where we introduced the notation ϑ = ( fB)χχ

∣∣
0 . Hence, it follows that the energy density of the

effective fluid at the bounce is given by ρ̃ = −ρc. The sign of the second derivative can be determined
by the requirement that the effective fluid must also violate the null energy condition (NEC) at the
bounce. In fact, using Equation (10) we have

ρ̃ + P̃ = −( fB)χχ χ̇ < 0 (20)

Since χ̇ > 0 at the bounce, we conclude ϑ > 0.
NEC violation also allows us to derive an upper bound for the duration of the bounce in limiting

curvature mimetic gravity. To prove such a statement, let us assume that at the bounce the most
relevant contributions to the energy density are due to the effective fluid and to a perfect fluid with
equation of state parameter w. The condition χ̇ > 0, which must be valid in a neighborhood of the
bounce, implies

ρ + p + ρ̃ + P̃ < 0 . (21)

In turn, Equation (21) implies

(1 + w)ρc − ( fB)χχχ̇ < 0 . (22)
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For first-order bounce models7 during the bounce phase the expansion χ is well approximated by
a linear function of time. We can estimate the time derivative of χ at the bounce as χ̇ ∼ χm

T , where T is
the bounce duration. Therefore, in this case we obtain from Equation (22)

T � ϑ χm

ρc(1 + w)
. (23)

Typically, ρc ∼ χ2
m and ϑ ∼ O(1), so that T � χ−1

m . When such an approximation applies,
the number of e-folds of expansion during the bounce phase is N = log

(
a(T)
aB

)
� O(1). These

considerations also apply to the models studied in Section 4 (see Equation (33) for the corresponding
expansion of f near the bounce). In fact, the estimate (23) agrees with the upper bound for the number
of e-folds obtained in Ref. [42] for the so-called non-interacting model. We mention that the so-called
fast-bounce models, considered e.g., in Ref. [43], are first-order bounces whose duration is much
shorter than the time-scale linked to the maximum expansion rate, i.e., such that T � χ−1

m ; such

a scenario can be realized in mimetic gravity by requiring ( fB)χχ

fB

∣∣∣
χ=0

� χ−2
m .

3.3. Late Time Asymptotics

Considerations on the evolution of the universe at late times allow us to put restrictions on the
leading order terms of the branch fL around χ � 0. In fact, we observe that the effective fluid is
characterized by a time-dependent equation of state parameter w̃, given by

w̃ =
P̃
ρ̃
= −

(
1 +

fχχ

ρ̃
χ̇

)
, (24)

where we used Equations (9) and (10). It is interesting to examine the case where the universe at late
times is dominated by matter with equation of state w and the effective fluid is sub-dominant, with w̃
approaching a constant value as χ → 0. Clearly, consistency of such assumptions requires w < w̃.
The leading order term in the expansion of fL(χ) around χ � 0 is then given by

fL(χ) � λ χ2( w̃+1
w+1 ) , (25)

where λ is a constant. In fact, since by hypothesis we must leading order χ ∼ η
1+w

2 , Equation (25)
implies ρ̃ ∼ η1+w̃, consistently with our assumptions.

4. Effective Approach to Quantum Gravitational Bouncing Cosmologies

In Ref. [22] the reconstruction procedure outlined in Section 3 was successfully applied to the
cosmological dynamics obtained from group field theory condensates in [5,6]. The evolution equation
for such a model can be expressed in relational form by introducing a minimally coupled massless
scalar field ψ [44]. In fact, provided that its momentum be non-vanishing pψ �= 0, ψ is a monotonic
function of t and thus represents a perfect clock. For definiteness, we will assume pψ > 0. Using the
relational clock ψ as time, the FLRW line element can be expressed as

ds2 = N2(ψ)dψ2 − a2(ψ)δijdxidxj , (26)

where the lapse function reads as

N(ψ) = (ψ̇)−1 = p−1
ψ a3(ψ) . (27)

7 The order of the bounce is defined as the positive integer n such that a(2n)(tB) > 0 is the lowest-order non-vanishing
derivative of the scale factor at the bounce [41].
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We can define a relational Hubble rate as H = a′
a , where a prime denotes differentiation with

respect to ψ. The expansion χ is related toH as follows

χ = 3 pψ
H
a3 . (28)

The relational Friedmann equation governing the dynamics of GFT condensates reads as (recall
V = a3)

H2 =
1
6
+

α

V
− β

V2 , (29)

where α and β > 0 are parameters depending on the details of the microscopic model, see Ref. [5,6].8

An effective Friedmann equation with the same form as Equation (29) was obtained in the GFT models
of Refs. [45,46]. The first term in Equation (29) is the contribution of the massless scalar field ψ,
whereas the remaining two terms represent quantum gravitational corrections; in particular, the α term
represents a correction to the effective dynamics of LQC. It must be stressed that for simplicity, we are
neglecting interactions between GFT quanta, which would contribute additional terms to Equation (29).
The cosmological consequences of interactions were considered in Ref. [42].

Changing time parametrization back to proper time and recalling η = V−1, we have

1
3

χ2 = p2
ψ

(
1
2

η2 + 3α η3 − 3β η4
)

. (30)

The first term to the r.h.s. of Equation (30) gives the energy density ρψ of the scalar ψ; the quantum
gravitational corrections (second and third terms) correspond instead to effective fluids with equation
of state parameter w = 2 , 3. The third term becomes important for large values of η (i.e., small values
of the scale factor); moreover, since β > 0 such a term violates both the weak and the NECs, and is
therefore responsible for the bounce. It must be noted that the bounce is symmetric for any choice of
parameters in this model. The equation for χ̇ is

χ̇ = −3
2

p2
ψ

(
η2 + 9α η3 − 12β η4

)
. (31)

For further details on the effective fluid description of quantum gravity corrections in the effective
Friedmann equation arising in the GFT approach, including interactions between quanta, the reader
is referred to Refs. [42,47]. For a large universe (i.e., small η) the first term in Equation (30) becomes
the dominant one: the standard Friedmann evolution is thus recovered, and the quantum gravity
corrections are sub-leading.

The background evolution (30) can be exactly reproduced in mimetic gravity if the function f (χ)
is given by [22]

f (χ) = ρψ(χ) +
1
3

χ2 +
pψ

3
√

β
|χ|

[
arctan

(
1√

β

d|H|
dη

)
+

π

2

]
. (32)

By construction, the different branches of the multivalued function in Equation (32) satisfy
matching conditions at the branching points, to ensure the regularity of cosmological evolution.
Around the bounce the following expansion holds

fB(χ) = ρc +
1
3

(
2VB + 3α

VB + 3α

)
χ2 +O(χ4) , (33)

8 It is worth remarking that α and β are defined only up to arbitrary constant rescalings of the comoving volume V0, which
was set equal to one above. We have in general V = V0 a3. Under the transformation V0 → kV0 with constant k, α and
β transform according to α → k α, β → k2β. Thus, the scale invariance property of the standard Friedmann equation is
preserved by the quantum corrections. In the GFT formalism such rescaling properties correspond to the invariance of the
dynamics under constant rescalings of the number of quanta, cf. Ref. [5,6].
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where VB = −3α+
√

9α2 + 6β is the volume at the bounce and ρc =
p2

ψ

2V2
B

. For the asymptotic expansion

of f (χ) around the branching points at maximum expansion rate |χ| = χm, see Ref. [22]. Both f
and fχ are continuously matched at the branching points. However, the second derivative fχχ has
a discontinuity there: this is a general property of mimetic gravity theories with a limiting curvature
scale. Nevertheless, the effective pressure P̃(χ) is guaranteed to be finite even when fχχ diverges, since
Equation (8) implies

P̃(±χm) = −(ρ + P) = −(w + 1)ρ . (34)

When the universe is large (i.e., in the regime χ , η ∼ 0) one has the expansion (disregarding the
linear term, which does not affect the equations of motion)

fL(χ) =

√
2
3

α

pψ
|χ|3 − 4

p2
ψ

(
α2 +

1
9

β

)
χ4 +O(|χ|5) , (35)

which can be rewritten as

fL(χ) =
α

2 V∗

√
2 +

6α

V∗
|χ|3
χm

− (V∗ + 3α)(V2
∗ + 9αV∗ + 108α2)

36V3∗

χ4

χ2
m

+O(|χ|5) , (36)

where χm =
pψ

2V∗

√
3 + 9α

V∗ , and V∗ = 1
2

(√
81α2 + 48β− 9α

)
is the volume at χ = χm. Please note that

if α = 0, the next non-vanishing term in the expansion is O(χ6).
Once the function f (χ) has been reconstructed from a given background evolution, one can also

consider different matter species coupled to gravity. It must be pointed out that when matter species
other than a minimally coupled massless scalar field are considered, parameters such as pψ and VB

in Equation (32) lose their usual interpretation. This is to be expected, since the relation between χ

and η will be different from Equation (30) in the general case. Nevertheless, the values of the critical
energy density ρc and the maximum expansion rate χm are not affected by the different matter species,
and represent universal features of the model.

Let us now assume hydrodynamic matter with constant equation of state parameter w. Comparing
Equations (36) and (25), at late times we obtain a simple description of the effective fluid corresponding
to the mimetic gravity corrections as a sum of perfect fluid contributions, each with a constant equation
of state. Specifically, we find for the third order term in Equation (36) w̃3 = 1

2 (3w + 1), whereas for the
fourth order term we have w̃4 = 2w + 1. Clearly, for a massless scalar field w = 1 one recovers the
effective fluid corrections given in Equation (30).

A Special Case: Reproducing the LQC Effective Dynamics

The case α = 0 is special and deserves being discussed separately. In fact, in this case one recovers
the model of Ref. [21], which reproduces the effective dynamics of LQC for a spatially flat, isotropic
universe. After locally inverting χ = χ(η), one finds the two branches of the function f (χ)

fB =
2
3

χ2
m

{
1 +

1
2

q2 +
√

1− q2 + q arcsin(q)
}

, (37)

fL =
2
3

χ2
m

{
1 +

1
2

q2 −
√

1− q2 − |q|
(

arcsin |q| − π
)}

, (38)

where χm = pψ

√
3

48β and we defined q = χ
χm

to make the notation lighter. It must be noted that
Equations (37) and (38) do not make any reference to the scalar field ψ, which was assumed as
the only matter species coupled to gravity in the derivation of Equation (29) in Ref. [5,6]. Thus,
for α = 0 the effective Friedmann equation will take the same universal form regardless of the
matter species considered. Using Equation (18), the critical energy density is determined as ρc =

fB(0) = 4
3 χ2

m. The energy density of the effective fluid can be computed using Equation (9); the result
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is ρ̃ = − ρc
2

(
1− q2

2 ±
√

1− q2
)

, where the upper sign corresponds to the bounce branch and the
lower one corresponds to a large universe. After some straightforward algebraic manipulations,
the Friedmann Equation (7) can then be recast in the following form

1
3

χ2 = ρ

(
1− ρ

ρc

)
, (39)

where ρ denotes the total energy density of all matter species that are present. Similarly, using
Equations (8) and (10) we can obtain the equation for χ̇. We have, for a general f (χ)(

1− 3
2

fχχ

)
χ̇ = −3

2
(ρ + P) . (40)

The bracket to the r.h.s. of Equation (40) can be evaluated using Equations (37) and (38)

1− 3
2

fχχ = ∓ 1√
1− q2

=

(
1− 2ρ

ρc

)−1
, (41)

where we used Equation (39) in the last equality. Finally, we have

χ̇ = −3
2
(ρ + P)

(
1− 2ρ

ρc

)
. (42)

Thus, the time derivative of the expansion is positive for ρc
2 < ρ ≤ ρc (super-inflation). This is

to be contrasted with general relativity, where one always has χ̇ < 0 for matter satisfying the NEC.
Equations (39) and (42) coincide with the effective dynamics of (flat, isotropic) LQC, see e.g., Ref. [4].

It is important to observe that one must change branch of f (χ) when χ̇ = 0 [24]. This happens
when the density reaches the value ρc

2 , see Equation (42), whereby the expansion attains its extremum
χ2 = χ2

m. It must be noted that in both branches, as given by Equations (37) and (38), fχχ diverges as
|χ| → χm; however, the effective pressure P̃ is continuous in the limit since P̃ = − ρ

ρc
(ρ + 2P).

Exact solutions of the effective Friedmann Equation (39) can be derived for hydrodynamic matter
(see Ref. [21])

a(t) = aB

(
1 +

3
4

ρc(w + 1)2(t− tB)
2
) 1

3(1+w)

, (43)

where the origin of time has been set to have the bounce at t = 0. Provided that matter satisfies the
NEC, one finds for the bounce duration (defined to have χ(T) = χm)

T =
1

χm(1 + w)
, (44)

which is in good agreement with the estimate given by Equation (23).
Finally, the expansions (33) and (36) for α = 0 become, respectively

fB(χ) = ρc +
2
3

χ2 +O(χ4) , (45)

and

fL(χ) = −
1

36
χ4

χ2
m

+O(χ6) . (46)

5. Anisotropies near the Bounce

In this Section we generalize the analysis of Ref. [21], studying the evolution of anisotropies near
the bounce in a non-singular Bianchi I spacetime, for the model of Section 4 and in the presence of
hydrodynamic matter with generic equation of state.
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The line element of Bianchi I in proper time gauge is

ds2 = dt2 − a2(t)∑
i

e2β(i)(t)(dxi)2 , (47)

where a(t) is the mean scale factor, and the variables β(i) representing the anisotropies satisfy
∑i β(i) = 0. We will assume hydrodynamical matter with barotropic equation of state. Using the field
Equations (3), it can be shown that the β(i) evolve according to

β̈(i) + χ β̇(i) = 0 . (48)

The solution of Equation (48) gives

β̇(i) =
λ(i)

a3(t)
, (49)

with λ(i) integration constants satisfying ∑i λ(i) = 0. The field equations lead to an effective Friedmann
equation for the mean scale factor, which includes the contribution of anisotropies

1
3

χ2 = ρ + ρ̃ +
1
2 ∑

i
β̇2
(i) . (50)

The last term of Equation (50) represents the effective energy density of anisotropies (cf. e.g., Ref. [48]),
which will be denoted by ρΣ. Using Equation (49), we have

ρΣ =
Σ2

2a6 , (51)

having defined the shear scalar as Σ2 = ∑i λ2
(i). Thus, the contribution of anisotropies to the

modified Friedmann equation is described as a perfect fluid with stiff equation of state w = 1, as in
general relativity.

The evolution of anisotropies, as represented by the β(i), is obtained by integrating Equation (49)

β(i)(t) = λ(i)

∫ dt
a3(t)

, (52)

where a(t) in the integrand is a solution of Equation (50). In the remainder of this Section, we will
determine the evolution of anisotropies during the bounce phase for the function f (χ) given by
Equation (32). Since we are only interested in the region around the bounce, it is convenient to use the
expansion (33). The energy density of the effective fluid then reads as

ρ̃ � −ρc +
1
3

(
2VB + 3α

VB + 3α

)
χ2 . (53)

The effective Friedmann equations in this regime can then be recast as

χ2

3
�

(
VB + 3α

VB

)
(ρc − ρ− ρΣ) , (54)

χ̇ � 3
2

(
VB + 3α

VB

)
(ρ + p + 2ρΣ) . (55)
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At the bounce, the scale factor attains its minimum aB, and the r.h.s. of Equation (54) must vanish.
We can use this condition to determine the energy density of matter at the bounce ρB (not to be confused
with the critical energy density ρc, which includes the contribution of anisotropies). We have

ρB = ρc − ρΣ,B , (56)

with ρΣ,B = Σ2

2a6
B

being the energy density of anisotropies at the bounce. The r.h.s. of Equation (54) can

be expanded around aB; taking into account that ρ = ρB

( aB
a
)3(w+1), this gives

χ2

3
� 3

(
VB + 3α

VB

)
(ρB(w + 1) + 2ρΣ,B)

(
a
aB
− 1

)
. (57)

Taking into account Equation (56), we can rewrite Equation (57) as

χ2

3
� 3(w + 1)

(
VB + 3α

VB

)(
ρc −

w− 1
w + 1

ρΣ,B

)(
a
aB
− 1

)
. (58)

The solution is

a(t) � aB

(
1 +

1
4

Ω2t2
)

, (59)

where we defined

Ω2 = (w + 1)
(

VB + 3α

VB

)(
ρc −

w− 1
w + 1

ρΣ,B

)
. (60)

The solution (59) for the scale factor shows that regardless of the presence of anisotropies, the model
features a first-order bounce, according to the definition given in Ref. [41]. From Equation (59), we find
that the mean expansion rate evolves as

χ(t) � 3
2

Ω2 t . (61)

Finally, using Equations (59) and (52) we find that the β(i) evolve linearly during the bounce

β(i)(t) � β0
(i) +

λ(i)

a3
B

t , (62)

where β0
(i) are integration constants. Our solution (62) shows that anisotropies stay bounded during the

bounce, and can be kept under control by means of a suitable choice of parameters for the model. It is
interesting to compare this result with a similar one obtained in Ref. [48] for a non-singular bouncing
model based on kinetic gravity braiding theories [49].

6. Effective Gravitational Constant(s)

The cosmological background equations of mimetic gravity, Equations (7) and (8), can be recast
in an alternative form which makes no reference to perfect fluids. The effects introduced by the
function f (χ) in the action (1) are then included in two effective gravitational “constants” Ge f f

F and
Ge f f

R , representing respectively the effective coupling of matter to gravity in the Friedmann and the
Raychaudhuri equations

1
3

χ2 = 8π Ge f f
F (χ)ρ , (63)

χ̇ = −12π Ge f f
R (χ)(ρ + P) . (64)
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The effective couplings are functions of the expansion rate, and are defined as

8π Ge f f
F (χ) =

(
1− 3

d
dχ

(
f
χ

))−1
, (65)

8π Ge f f
R (χ) =

(
1− 3

2
fχχ

)−1
. (66)

It is worth remarking that variable gravitational constants arise in this framework despite of the
fact that the action (1) contains no dilaton couplings. In fact, the reformulation provided here hinges
on the presence of a function of the expansion rate f (χ).

From Equations (63) and (64), and the continuity equation for matter, we find the following
equation relating the change of Ge f f

F over time to the difference between the two gravitational constants

Ġe f f
F ρ = χ(Ge f f

F − Ge f f
R )(ρ + p) . (67)

We observe that Ge f f
F = Ge f f

R if and only if f (χ) = k1 χ + k2
2 χ2. In this case, the linear term

in χ has no effect, while the quadratic one leads to a finite redefinition of the Newton constant
8π Ge f f

F =
(
1− 3

2 k2
)−1

(see Ref. [37]); thus, in a large universe we must require k2 < 2
3 to ensure that

the gravitational interaction remains attractive.9 In the general case, both Ge f f
F and Ge f f

R will evolve
with χ. For instance, assuming that in the large universe branch one has f (χ) � k χp with p > 2 to
leading order in χ, leads to

8π Ge f f
F (χ) � 1 + 3k(p− 1)χp−2 , (68)

8π Ge f f
R (χ) � 1 +

3
2

k p(p− 1)χp−2 . (69)

If we assume that the universe (away from the bounce) is dominated by hydrodynamic matter
with equation of state parameter w, we have

8π Ge f f
F (t) � 1 + 3k(p− 1)

(
2

(w + 1)t

)p−2
, (70)

8π Ge f f
R (t) � 1 +

3
2

k p(p− 1)
(

2
(w + 1)t

)p−2
. (71)

The reformulation of the cosmological equations of mimetic gravity offered by Equation (63)
and (64) suggests that the coefficients of the leading order terms in the expansion of the branch fL

can be constrained using observational bounds on the time variation of the gravitational constant.
We have from Equation (70), for a small k and retaining only the main contribution (corresponding to
the radiation dominated era, w = 1

3 )

ΔGe f f
F

Ge f f
F

= 1− Ge f f
F (tBBN)

Ge f f
F (t0)

� 3k(p− 1)
(

3
2

)p−2
(tBBN)

2−p . (72)

where t0 is the age of the universe and tBBN is the time of nucleosynthesis. Bounds on the
time variation of the gravitational constant Ge f f

F can be derived from primordial nucleosynthesis:

−0.10 <
ΔGe f f

F

Ge f f
F

< 0.13 [50,51]. For a given p > 2, such a bound can be translated into a constraint

on k. However, such a constraint is very weak for bouncing models. In fact, if the limiting curvature

9 This must be contrasted with the case of bouncing models examined in Sections 3.2 and 4, where the coefficient of the
quadratic term must satisfy an opposite inequality in order to guarantee that gravity becomes repulsive at the bounce.
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hypothesis is made, dimensional arguments suggest that k ∼ χ
2−p
m . This is in fact the case for the models

considered in Section 4, see Equations (46) and (36). Moreover, typically one has for the limiting value of
the expansion rate χm ∼ t−1

Pl , where tPl is Planck time. Therefore, the time variation of the gravitational

constant is extremely small in such models ΔGe f f
F

Ge f f
F

∼
(

tPl
tBBN

)p−2
.

A more detailed investigation of the phenomenological consequences of the time variation of Ge f f
F

and Ge f f
R is beyond the scope of the present article and will be left for future work.

7. Instabilities

Our presentation of mimetic gravity would not be complete without a discussion of perturbative
instabilities. Instabilities of cosmological perturbations for the mimetic gravity theory with action (1)
have been studied in Refs. [36,52] for a generic f (χ); for earlier studies focused on the case of a quadratic
f see Ref. [53,54].10 Compared to general relativity, the theory has one extra propagating scalar degree
of freedom, whose speed of sound is given by

c2
s =

1
2

fχχ

1− 3
2 fχχ

. (73)

Depending on the sign of the speed of sound, the theory has a ghost instability (for c2
s > 0) or

a gradient instability (for c2
s < 0), see references above. The propagation speed of tensor perturbations

is not affected by the term f (χ) in the action (1).11

In the following we will assume that the analytic properties of the function f (χ) are such as to
accommodate for a bouncing background. Some general conclusions can then be drawn on the profile
of the speed of sound as a function of the expansion, based on the results derived in Section 3.2. In fact,
around the bounce f (χ) must admit the expansion (19). Moreover, since χ̇ > 0 in a neighborhood
of the bounce, Equation (40) implies that we must have ϑ > 2

3 , provided that ordinary matter fields
satisfy the NEC. Thus, at the bounce we have

c2
s =

ϑ

2− 3ϑ
< 0 , (74)

which corresponds to a gradient instability. The expansion rate attains its extremum at |χ| = χm,
where two different branches of the multivalued function f (χ) are joined together; at that point the
second derivative fχχ is divergent, whereby the speed of sound squared takes the universal value
c2

s = − 1
3 . We conclude that a generic feature of bouncing models in mimetic gravity is that the bounce

is always accompanied by a gradient instability of scalar perturbations, which extends beyond the
onset of the standard decelerated expansion. The possibility that c2

s may turn to positive values at
a later stage is not excluded, but depends on the details of the model, and specifically on the functional
form of the branch fL(χ) corresponding to a large universe.

It is interesting to study the behavior of c2
s in the models examined in Section 4, where a bouncing

background is explicitly realized. To begin with, let us start from the special case α = 0, which
reproduces the LQC effective dynamics for the cosmological background. The two branches fB, fL in
this case are given by Equations (37) and (38), respectively. We find, using Equations (73) and (41)

c2
s = −1

3

(
1±

√
1− q2

)
= −2

3
ρ

ρc
. (75)

10 It must be noted that the quadratic case is equivalent with the IR limit of projectable Hořava-Lifshitz gravity [54], see also
Ref. [55].

11 The situation is different in other versions of mimetic gravity, see e.g., [23] for a general analysis based on the DHOST
formulation of (extended) mimetic gravity theories.
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In the second step of (75), the upper sign corresponds to fB, whereas the lower one corresponds
to fL. We note that the speed of sound squared is always negative, has a minimum at the bounce(
c2

s
)

min = − 2
3 when ρ = ρc, and approaches zero from below as ρ → 0. Given Equation (75), and recalling

that maximal expansion rate in this model is reached at ρ = ρc
2 , it is straightforward to check the

general feature c2
s (±χm) = − 1

3 . We observe that c2
s is negative throughout cosmic history for the

model with α = 0, and approaches zero from below in the large universe branch as χ tends to zero
(cf. Ref. [25]). It is interesting to compare these results with those obtained in Ref. [56] for a model based
on generalized Galileons [57], where the speed of sound squared becomes negative—although only for
a short period—around the bounce; see also Ref. [58,59] for a comparison between such effective models
and the dynamics of perturbations in LQC. In the models cited above gradient instabilities arise due to
the violation of the NEC at the bounce (see also [60] and references therein). Recently, the possibility
of establishing a theoretical no-go theorem regarding the realization of a healthy non-singular bounce
(i.e., free of pathologies such as gradient instabilities) has been discussed in the context of generalized
Galileons, see Refs. [61–63].

The example examined above is just a particular case of the model reproducing the background
dynamics of GFT condensates, studied in Section 4. In the general case, i.e., for α �= 0, we have at
the bounce (

c2
s

)
min

= −2
3

(
1 +

α

VB

)
. (76)

In the large universe branch instead and for χ � 0 we have, to leading order in χ

c2
s �

3α

V∗

√
2 +

6α

V∗
|χ|
χm

. (77)

Thus, c2
s and α have the same sign in this regime. Therefore, for α < 0 the situation is qualitatively

similar to the α = 0 case examined above, with a gradient instability extending also to the large
universe branch. For α > 0 the situation is different: there is a cross-over from c2

s < 0 near the
bounce to c2

s > 0 when the universe is large. Such a cross-over must necessarily take place after the
universe enters the phase of decelerated expansion, since c2

s = − 1
3 when χ̇ = 0 (see above). Thus,

while the bounce is always accompanied by a gradient instability, the late universe branch would
be characterized by a ghost instability for α > 0. We remark that the cross-over point where c2

s = 0
corresponds to a regime of strong coupling [54].

8. Discussion

We conclude by reviewing the main results obtained in this work and indicating directions for
future studies.

In Section 3 we illustrated in complete generality the theory reconstruction procedure for the
function f (χ) in mimetic gravity. In the case of bouncing backgrounds, the implementation of the
limiting curvature hypothesis requires that f (χ) be multivalued. This case was carefully examined
and we gave general prescriptions to ensure continuity of f (χ) and its first derivative along the
cosmic trajectory; in particular, by imposing suitable matching conditions at the branching points,
both the energy density ρ̃ and pressure P̃ of the effective fluid are continuous throughout cosmic
history. We showed that local properties of the function f (χ) are directly related to physically relevant
quantities characterizing the evolution of the cosmic background, such as the critical energy density
and the bounce duration, as well as the equation of state of the effective fluid. In particular, the latter
was shown to approach a constant value at late times, which is determined by the dominant matter
species and the leading order term in the asymptotic expansion of f (χ) in that regime.

In Section 4 we focused on a specific model obtained in Ref. [22], where the function f (χ) was
suitably reconstructed in order to reproduce the background evolution obtained from GFT condensates
in Ref. [5,6]. Quantities of physical interest were derived from local analysis of the two branches fB, fL,
using the results of Section 3. The special case corresponding to the effective dynamics of LQC for a flat,
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isotropic universe was studied in detail. As an application, we studied the evolution of anisotropies
near the bounce in a Bianchi I universe for the model of Ref. [22]: our results generalize those obtained
in Ref. [21] and show that anisotropies do not grow significantly during the bounce, and therefore do
not spoil the smoothness of the bounce. It would be interesting to compare the results obtained in the
effective approach considered here, with those of Ref. [64], where the dynamics of GFT condensates
of anisotropic quanta was studied (see also Ref. [65]). As discussed in Ref. [11,29], the evolution
of anisotropies is qualitatively similar in LQC and the corresponding mimetic gravity theory. It is,
therefore, natural to ask whether an analogous statement can be made for GFT cosmology and the
related model in mimetic gravity. We leave this question for future work. Spherically symmetric
geometries are also of interest and can be studied in the present framework by extending the analysis
of Refs. [27,28].

In Section 6 we showed that there is an interesting reformulation of mimetic gravity involving
two distinct time-varying effective gravitational constants Ge f f

F and Ge f f
R , featuring respectively in the

Friedmann and the Raychaudhuri equations. Consistency of such a description with the Bianchi
identities is ensured by Equation (67), which is identically satisfied in mimetic gravity by all choices
of the function f (χ). We derived the time evolution of the effective gravitational constants during
the phase of decelerated expansion for f (χ) ∼ χp, with p > 2. We showed that the predicted time
variation is too small to be observed if the limiting curvature hypothesis is realized. It would be of
interest to further explore the consequences of the time variation of Ge f f

F and Ge f f
R in a more general

and model independent setting.
Our discussion of perturbative instabilities in Section 7 highlights some serious limitations of

bouncing models in mimetic gravity, which may hinder the possibility of using the simplest framework
with the covariant action (1) for an effective description of quantum gravity in inhomogeneous
spacetimes. The presence of gradient or ghost instabilities, which is a distinctive feature of mimetic
gravity, seems to be even more serious in bouncing cosmologies; in fact, in such models the infinite
age of the universe would offer no chance to keep instabilities under control. Remarkably, this issue
has not been much appreciated in the literature on bouncing cosmologies in mimetic gravity. Based on
the analogy with LQC (see Ref. [58]), we expect the bounce to be accompanied by a short-lived
gradient instability around the bounce affecting short-wavelength modes; however, there should
be no instabilities away from the bounce. Some proposals to cure the instabilities by means of
further modification of the mimetic gravity action have been made in Refs. [66,67]; however, their
correspondence with the effective dynamics of quantum gravity models is yet to be established and
shall be investigated in future work.
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Abstract: We study the geometry of Euclidean instantons in loop quantum cosmology (LQC) such as
those relevant for the no-boundary proposal. Confining ourselves to the simplest case of a cosmological
constant in minisuperspace cosmologies, we analyze solutions of the semiclassical (Euclidean) path
integral in LQC. We find that the geometry of LQC instantons have the peculiar feature of an infinite
tail which distinguishes them from Einstein gravity. Moreover, due to quantum-geometry corrections,
the small-a behaviour of these instantons seem to naturally favor a closing-off of the geometry in a
regular fashion, as was originally proposed for the no-boundary wavefunction.

Keywords: no-boundary proposal; loop quantum cosmology; LQC instanton

1. Introduction

Recently, the introduction of the ‘no-boundary’ proposal in loop quantum cosmology (LQC), for
minisuperspace models, has unveiled a lot of interesting physical possibilities [1]. It has been shown
that the original Hartle-Hawking formulation [2], improved by an effective action which includes
corrections due to LQC, can lead to an expanded solution space due to singularity-resolution [3,4]
coming from the latter. In particular, it has been shown that not only is the probability for a de-Sitter (dS)
universe nucleating from nothing increased in such a scenario, there can now be compact, non-singular
instantonic solutions in cases where there were none in Einstein gravity. As an example, the model
of a Friedmann-Robertson-Lemaitre-Walker (FLRW) closed universe, coupled to a massless scalar
field, was considered in [1] and shown to have a nontrivial compact instanonic solution with a finite
probability for nucleation. This study has opened the doors for revisiting the original no-boundary
proposal augmented by quantum-geometry effects governing the dynamics of the early-universe
which are, in any case, expected for a meaningful UV-completion. A detailed study of such effects for
physically relevant questions such as the probability of inflation and number of e-folds predicted by
the (improved) no-boundary measure can now be answered within the purview of LQC. However,
this is not the intention of present work and shall be pursued later elsewhere.

In this work, we focus on the geometry of these Euclidean instanton solutions in LQC. This is
a necessary first step before using such solutions to consider nucleation of universes from nothing
and employing the measure provided by the associated wavefunction for predicting the probabilities
of physically interesting phenomena for the Lorentzian histories. Our starting point shall be the
(Euclidean) path integral for quantum gravity, along with the prescription that the initial conditions
are provided by the no-boundary proposal. The main new ingredient, in comparison to the original
Hartle-Hawking proposal, shall be the ‘effective’ action appearing in the path integral derived from
LQC, as opposed to the usual Einstein-Hilbert one. (It was established in [5,6] that by replacing
the standard FLRW action by the ‘polymerized’ version of it, the path integral formulation of LQC,
in its phase space realization, retains all the crucial aspects of the quantum geometry which appear
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in the canonical LQC.) Other than this, our formalism shall be exactly the same as in the original
no-boundary proposal: We shall look only at the saddle-point approximation of the Euclidean path
integral and consider the wavefunction to be a functional of the value of the scale factor only at the final
(spatial) boundary. Moreover, as shall be obvious throughout our paper, we make a minisuperspace
approximation for all our calculations and consider the matter content to be only that due to a
cosmological constant. The latter approximation ensures that we always have a compact instantonic
solution and do not require dealing with subtleties which can give rise to Euclidean wormholes [7,8].
Since we want to show new features of the LQC instantons with respect to its geometry, as compared
to the original Hartle-Hawking ones, these approximations shall help us emphasize our main result
without unnecessarily complicating the system.

For our purposes, the effective action consists of two main types of quantum corrections specific
to LQC—the holonomy and inverse-triad modifications [9]. The first appears due to the fact that there
are no quantum operators corresponding to the connection or extrinsic curvature (in other words, the
momenta conjugate to the spatial metric) on the kinematic1 Hilbert space of the theory. On the other
hand, there are well-defined operators corresponding to the holonomy (or parallel transport) of the
connection [10]. Therefore, one expresses the curvature operator in terms of these holonomies instead
of the connection itself. Classically, one can take the limit such that one recovers the expression of the
curvature written in terms of the connection from the expression given for the holonomies. However,
the geometrical operators in the full loop quantun gravity have discrete spectra for quantities such as
area and volume [11] on the kinematical Hilbert space spanned by the spin-network states, rendering
taking such a limit unviable. Therefore, one inherits an ‘area-gap’, in analogy with the minimum
energy-gap of the harmonic oscillator, from the full theory in LQC [12,13]. The main effect of this
regularization of the curvature in terms of holonomies, for symmetry-reduced models, lie in replacing
the extrinsic curvature by matrix elements of SU(2)-holonomies which are periodic functions of the
connection. Specifically, for minisuperspace cosmologies, we have H → sin(δH)/δ, where H is the
Hubble parameter and δ is related to the area-gap.

The discrete spectra of area and volume operators also lead to other type of corrections in LQC.
The most significant of them are the inverse-triad corrections which arise from the requirement of
having a well-defined operator corresponding to the inverse of some power of the scale factor whose
spectra contains the zero eigenvalue. Naively, it is impossible to have a densely-defined operator in
such a case. However, using the aforementioned holonomy operators and what is commonly known
as the ‘Thiemann trick’ in the literature, one can express the relation [14,15]

ĥ−1[ĥ,
√

â] = −1
2

h̄δâ−1/2 . (1)

In this definition, ĥ := ̂exp(iδpa), for the momentum, pa ∝ ȧ, conjugate to the scale factor a, is
precisely a SU(2)-valued holonomy operator mentioned previously. Using the usual properties of
a commutator, it is clear from this relation that one can have an operator, whose classical limit
is some inverse power of the scale factor on the RHS although we do not require any inverse
operator on the LHS [16,17]. Using this, one gets rid of the singular behaviour of any function
which contains some inverse power of a due to the replacement by these aforementioned inverse-triad
corrections. Once again, their form for minisuperspace cosmologies is rather simple, as shall be
explicitly demonstrated later.

Let us briefly summarize our main result. Conceptually, at least in the cosmological constant case,
the main effect of the LQC quantum-geometry corrections lies in the small-a behaviour of the Euclidean

1 ‘Kinematic’ here refers to the fact that the Gauss and the (spatial) diffeomorphism constraints have been solved whereas
‘physical’ would imply the solution of the Hamiltonian constraint as well. For a minisuperspace model, these distinctions
are not very important since the only leftover symmetry of the system is time-reparameterization invariance.
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LQC instantons. As shall be demonstrated, due to the inverse-triad corrections, the LQC-modified
Friedmann equation is such that the solution tails off to zero at the symmetry point of the theory.
The geometry of the LQC instanton will emerge to be quite different from the original Hartle-Hawking
proposal with an infinitely stretched tail in Euclidean time; however, their topology remains the same.
Moreover, such an infinitely long tail of the instanton (in imaginary time) is not an inherent problem
since the only meaningful physical quantity is the probability of nucleation which remains finite for
this system. The interesting fact is the quantum-geometry regularization is such that this tail closes
the geometry in a regular way without requiring any additional fine-tuning even though the field
equations are heavily modified in LQC. This is suggestive of the fact that the no-boundary proposal is
robust and, if anything, such a necessary tail-off of LQC instantons to zero points towards it being
more natural in the presence of quantum-geometry corrections.

2. The Hartle-Hawking Proposal Revisited

In this section, we first briefly review the geometry of the no-boundary instantons in Einstein
gravity. In the process, we also fix our notation for the rest of the paper.

2.1. The Wheeler-de Witt Equation and Boundary Conditions

Let us consider Einstein gravity with a scalar field

S =
∫ √

−g dx4
[ R

16π
− 1

2
(∇φ)2 −V(φ)

]
. (2)

In this paper, we shall exclusively focus on a minisuperspace cosmological model [18]

ds2 = σ2
[
−N2(t)dt2 + a2(t)dΩ2

3

]
, (3)

where σ2 = 2/3π is some normalization constant2. Throughout this paper, we shall work with a closed
k = 1 FLRW cosmology, as is typically required for the Hartle-Hawking proposal3. By assuming the
slow-roll limit φ̇ ≈ 0, the Lagrangian can be simplified as

L =
1
2

N
[

a
(

1− ȧ2

N2

)
− V̄a3

]
, (4)

where V̄ = 16V/9. From this, one can get the conjugate momentum pa = −aȧ/N. The HamiltonianH
is obtained by the usual Legendre transform

L = paȧ− NH , (5)

where

H = −1
2

[
p2

a
a

+ a− V̄a3
]

. (6)

2 Note that we choose this normalization at this point for historical reasons and to keep the resulting equations simple.
However, we shall change this normalization later on to facilitate comparison with LQC.

3 The reason why one traditionally has to consider a k = 1 universe is because it is the only case which provides a potential
barrier for the tunneling of the universe from nothing. In other words, from the Friedmann equation, only for the k = 1 case
can the right hand side go to zero for certain choices of matter (a flat potential or a pure cosmological constant). However,
this can be generalized for LQC since one gets a “bounce” in all types of tolopologies for a FLRW universe. We intend to
establish this generalization in future work.
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On quantization, by replacing pa = −i (d/da), one gets the Wheeler-de Witt equation for the
wave function of the scale factor[

d2

da2 +
γ

a
d
da
−U(a)

]
ψ(a) = 0 , (7)

where γ is a constant due to the ambiguity in operator-ordering and

U(a) = a2
(

1− V̄a2
)

. (8)

In the semi-classical regime, the ambiguity due to operator ordering is not that important and can
be ignored in a first approximation [18]. It is straightforward to see that the behavior of the system
in the classically allowed region U < 0 (hence, a > 1/

√
V̄) and in the classically forbidden region

U > 0 (hence, a < 1/
√

V̄) are different. For the classically allowed region, the solution is essentially
oscillatory and can be a superposition of in-going and out-going modes; for the classically forbidden
region, the solution is a superposition of exponentially growing and decaying modes.

In order to extract a specific solution from these general solutions, one needs to impose boundary
conditions. However, quantum cosmology is a closed system in which a set of boundary conditions
cannot be determined by the environment external to the setup as is the normal practice. In general,
there is no fundamental principle to assign all the boundary conditions necessary to specify the wave
function of the universe Ψ. At best, the general consensus is that these boundary conditions need to be
supplied as additional fundamental laws of nature. There are two famous, mathematically consistent
wavefunctions corresponding to the following boundary conditions:

1. The Hartle-Hawking proposal [2]—If we choose the exponentially growing mode for a < 1/
√

V̄, then
the wave function becomes a superposition of in-going and out-going modes for a > 1/

√
V̄.

2. The tunneling proposal [19]—If we choose the out-going mode for a > 1/
√

V̄, then the wave function
becomes a superposition of growing and decaying modes for a < 1/

√
V̄.

The probability of the universe nucleating from ‘nothing’ mainly depends on the contribution
from the classically disallowed (hence, quantum) regime. Therefore, the (leading-order contribution to
the) probability distribution is approximately

P(a, φ) � exp
(
± 3

8V(φ)

)
, (9)

where + corresponds to the Hartle-Hawking wavefunction, and − to the tunneling
wavefunction, respectively.

2.2. Euclidean Path Integral

Since there is no fundamental principle to choose a boundary condition for the universe in general,
we can look towards the path integral quantization for some guidance. In this paper, we shall take
this route of quantizing gravity in the path integral formulation instead of the canonical one outlined
above. We believe this is the most elegant presentation of the original Hartle-Hawking proposal [2]
and shall, therefore, stick to it for the LQC-modified case [1]. However, as an aside, we note that the
Wheeler-de Witt equation mentioned above transforms into a “difference” equation (of finite step-size)
in LQC resulting from a modified Hamiltonian constraint on a non-separable Hilbert space arising in
the theory. It is completely natural to ask if one might impose boundary conditions analogous to the
ones mentioned above for this difference equation in a canonical quantization [20]. We are currently
investigating if it is possible to impose the no-boundary conditions on the (minisuperspace of the)
wave function in order to solve the difference equation in LQC.
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Between two hypersurfaces (which take given values of the 3-metric and scalar field specified on
it) at the initial boundary (hi, φi) and the final one (hf, φ f ), the (Feynmann) propagator is given by

Ψ [hf, φf; hi, φi] =
∫
D[g]D[φ] eiS[g,φ] , (10)

where we sum over all geometries, allowing for topology-changes, which have the specified initial
and final boundaries. This integration is highly-oscillatory and ill-defined, and it was hoped that its
convergence properties can perhaps be improved on introducing a Wick-rotation to Euclidean time
dt = −idτ, as is often done in standard quantum field theories,

Ψ0 [hf, φf; hi, φi] =
∫
D[g]D[φ] e−SE[g,φ], (11)

where now we sum over all Euclidean geometries and corresponding field combinations with the
given boundaries (left of Figure 1). For usual quantum field theories, this corresponds to the ground
state wavefunction. Although there is no straightforward way to define the ground state in quantum
gravity (since the action is unbounded from below), but Hartle and Hawking proposed that the above
form of the Euclidean path integral may correspond to the ground state wavefunction of the universe.

Figure 1. Left: Euclidean path integral that connects from the initial state to the final state. Right: If
two states are disconnected at the Euclidean manifold, one can consider a wave function for the only
final state.

Let us further assume that the intermediating Euclidean geometries between the initial and final
boundaries are disconnected (right of Figure 1). Especially, if we consider a closed universe (i.e., k = +1
FLRW cosmology), then the wavefunction remains well-defined if we remove the initial boundary

Ψ0 [hf, φf] =
∫
D[g]D[φ] e−SE[g,φ]. (12)

This unique boundary condition has been given the so-called nickname no-boundary proposal,
because it has no initial boundary.

There is a lot of justifiable controversy whether this Euclidean path integral is a good
approximation of the original Lorentzian path integral or not [21–27]. However, this no-boundary
proposal, defined as an Euclidean path integral, is attractive because of several nice properties
it possesses.
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• The Euclidean path integral can be interpreted as the partition function of a thermal system [28]

Z = Tr exp
(
−βĤ

)
=

∫
D[g]D[φ] e−SE[g,φ], (13)

where Ĥ is the quantum Hamiltonian of the system and β is the inverse of the Hawking
temperature. The right-hand side can be evaluated in the steepest-descent approximation as

Z = exp (−βF ) � exp
(
+

3
8V0

)
= eA/4, (14)

where F = E− TS is the Helmholtz free energy, E and S being energy and entropy of the system,
respectively. Here, A is the area of the cosmological horizon. Since the ADM energy E is zero
for dS space, we can consistently recover the Bekenstein-Hawking entropy formula S = A/4.
This reveals that the Euclidean path integral is consistent with the expected thermodynamic
properties of gravity.

• Building on this result, one may consider other semi-classical effects in dS space as well.
The classical (Lorentzian) equation of motion for a scalar field on a fixed dS background is
given by

φ̈ = −3Hφ̇−V′ , (15)

where H = ȧ/a. On inserting random ‘white noise’ in the slow-roll limit as a thermal effect due to
Hawking temperature, one obtains the Langevin equation [29,30]

d
dt

φ = − V′

3H
+

H3/2

2π
ξ(t) , (16)

where one imposes the white noise conditions:

〈ξ(t)〉 = 0 , (17)

〈ξ(t)ξ(t′)〉 = δ(t− t′) . (18)

Then, the probability to have the field value φ at t will follow the Fokker-Planck equation [31]

∂P(φ, t)
∂t

=
2
√

2
3
√

3π

∂

∂φ

[
V3/4(φ)

∂

∂φ

(
V3/4(φ)P(φ, t)

)
+

3V′(φ)
8V1/2(φ)

P(φ, t)
]

, (19)

while the probability to have the field value initially χ at t = 0 will follow the equation

∂P(φ, t|χ)
∂t

=
2
√

2
3
√

3π

[
V3/4(χ)

∂

∂χ

(
V3/4(χ)

∂P(φ, t|χ)
∂χ

)
− 3V′(χ)

8V1/2(χ)

∂P(φ, t|χ)
∂χ

]
. (20)

In the static limit, a solution that satisfies both of these equations is given by

P(φ, t|χ) ∼ V−3/4(φ) exp
[

3
8V(φ)

− 3
8V(χ)

]
. (21)

We can interpret this as the tunneling probability of a homogeneous part of a universe that tunnels
from the field value χ to φ via stochastic quantum fluctuations when the wavelength is of the
order of the Hubble radius.

This wave function is consistent with the Euclidean path integral approximated by the
Hawking-Moss instantons [32,33]. On further normalizing the initial boundary, one can obtain
the no-boundary wave function. Therefore, we can conclude that the Euclidean path integral
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describes the stationary limit, or thermal equilibrium, of quantum fluctuations of the Hubble-scale
wavelength modes consistently, whereas in many situations, such a thermal equilibrium is
coincident with the ground state of the system [30].

The above physical motivations are reason enough to investigate and apply the Euclidean path
integral with the no-boundary condition as the wavefuntion of the universe, not only due to its
mathematical simplicity but also due to its self-consistency in the low-energy limit with quantum field
theory in curved spacetime.

2.3. Semiclassical Approximation: Instanton Solutions

One can calculate the Euclidean path integral in the saddle-point approximation by using
Euclidean on-shell solutions, or so-called instantons, as∫

D[g]D[φ] e−SE[g,φ] � ∑
instanton

e−Sinstanton
E . (22)

The on-shell solution in pure dS space, on imposing the no-boundary condition a(0) = 0, becomes
regular to give

a(τ) =
1

H0
sin (H0τ) , (23)

where H2
0 = 8πV̄/3. This solution reveals that at the a(0) = 0 (“South Pole”) point, we need to impose

the condition ȧ = 1 from the Hamiltonian constraint.
Inserting this solution, one can evaluate the Euclidean action. In the phase space formulation, the

action takes the form

SE =
∫

dτ L =
∫

dτ
(

paȧ + pφφ̇− NH
)

. (24)

On plugging the on-shell condition,H = 0 is automatically satisfied. Hence,

Sinstanton
E =

∫
dτ

(
paȧ + pφφ̇

)
. (25)

This solution can be analytically continued to Lorentzian time for any constant-τ hypersurface,
but after the Wick-rotation, the metric is in general complex-valued except at the ȧ = 0 hypersurface
(i.e., τ = π/2H0, left of Figure 2). If we Wick-rotate on this surface, then the metric becomes (right of
Figure 2)

a(t) =
1

H0
cosh (H0t) . (26)

We give more mathematical details corresponding to this solution in the following section.
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Figure 2. Left: A typical time contour over the complex time, where X = π/2H0. Right: Euclidean
and Lorentzian manifold along the given time contour.

3. Geometry of the Hartle-Hawking Instantons

We give a more detailed derivation of the schematics described for the minisuperspace model in
the previous section. The Friedmann equation (or the Hamiltonian constraint) for the k = 1 FLRW
universe, in Euclidean time, is given by

1
N2

(
da
dη

)2
=

8π

3
a2

N2

(
dφ

dη

)2
− 1 +

(
Λ
3
+ V(φ)

)
a2 , (27)

where we use the metric ds2 = N2(η)dη2 + a2(η)dΩ2
3 and set G = 1 throughout4. η denotes the

Euclidean time parameter while reserving t for Lorentzian time, as before. We rewrite the other
relevant equation which is the scalar field equation (also, in Euclidean time)

1
N2

(
d2φ

dη2

)
+

3
aN

(
da
dη

)(
dφ

dη

)
−V′(φ) = 0 . (28)

First of all, let us make a gauge choice and fix the lapse function N = 1. As pointed out in [34], this
can be rigorously achieved by introducing the complex variable τ(η) =

∫ η
0 dη′ N(η′). Given any lapse

function, the variable τ defines a complex contour on the τ-plane. Once we rewrite the above equations
in terms of the variable τ, the task of finding the no-boundary instantons is to solve these equations for
the pair of complex analytic functions a(τ) and φ(τ), given the appropriate boundary conditions.

The set of equations, in terms of this new variable, can be expressed as

ȧ2 = 1−
(

Λ
3
+ V(φ) +

8π

3
φ̇2
)

a2 =: V(a) , (29)

φ̈ + 3Hφ̇−V′(φ) = 0 , (30)

where a dot refers to a derivative with respect to τ and the Hubble parameter H := ȧ/a. The fact that
we can write the RHS of (29) as a function of the scale factor alone is only possible for the simplest
case of a massless scalar or a cosmological constant. There is always the Raychaudhuri equation
involving the second derivative of a but only two of these three equations are linearly-independent.
For our purposes of examining the on-shell Euclidean instantons, required for estimating the path
integral by its saddle-points, considering these two equations is sufficient. The usual procedure is to
solve the above equations for the ‘no-boundary’ boundary conditions [35]: a(0) = 0 and φ̇(0) = 0.
The first condition is a requirement that the geometry must close in a regular fashion while the second
is a necessary condition for keeping the solution for φ regular as a → 0 [7,8]. It is often customary

4 Note the new normalization chosen here to facilitate comparison with LQC later on.
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to quote another condition ȧ(0) = 1; however, this is the consequence of the Friedmann equation.
In general, requiring that the scale factor and the scalar field take some fixed value on the final
surface, (a(τf ) = b, φ(τf ) = χ), and some fixed value initially, (a(0) = 0, φ̇(0) = 0), exhausts all
the conditions necessary to give a unique solution. The value of the derivative of the scalar field
must be fixed from the scalar field Equation (30) to be zero while the value of the scalar field at
the ‘South Pole’—φ(0) = φ0—gives the one-parameter family of instantonic solutions which satisfy
the no-boundary proposal [34,35]. Additional tunings are necessary to ensure the classicality of our
universe at late-times, the details of which are unimportant for our purposes (see [34,36–38]).

If we take the pure gravity model, in the absence of any scalar field, one can analytically
solve for the Euclidean instanton to find that there is a O(5)−symmetric solution given by a(τ) =√

3/Λ sin
(√

Λ/3 τ
)

(this is Equation (23) above written in the new normalization). In the presence
of a scalar field, one requires that the potential is sufficiently flat, i.e., of the inflationary type, for the
solution to be regular. In the case of a slowly varying potential, the solution for a(τ) is a deformed
version of the sine function. However, for the massless scalar field (i.e., in the absence of any potential
term at all), there are no compact instantons which would give rise to a nontrivial universe. This is
obvious from the fact that in this case, the scalar field is in the “no roll” condition and the energy
density of the universe is trivial. However, this scenario, which is beyond the scope of this paper, leads
to new solutions for the no-boundary proposal in the presence of LQC corrections [1,39].

Before going on to the LQC instantons, let us revisit the geometry of these Hartle-Hawking
instantons in Einstein gravity. (This is schematically shown in the right panel of Figure 1). Restricting
to the case of pure gravity is already sufficient to illustrate its salient features. For Lorentzian
signatures, one has the usual dS solution of Einstein’s equations with a positive cosmological constant
as ds2

L = −dt2 + a2
L(t)dΩ2, with aL(t) =

√
3/Λ cosh

(√
Λ/3 t

)
(equivalent to (26) above in the new

normalization). To get the O(5) invariant Euclidean instanton from this result, one analytically
continues t such that τ = τf + it, where τf is the point where a(τ) reaches its maximum value.
In other words, one gets a Lorentzian dS spacetime from a Euclidean hemisphere (right of Figure 2),
by matching the two hypersurfaces across the zero-extrinsic curvature (ȧ = 0) ‘bounce’ surface.
The effective potential, V(a), goes to zero on this surface. Such a sharp transition between a real
Euclidean half-sphere and a real Lorentzian part is only possible for the simplest example of a pure
cosmological constant considered in this paper. In general, in the presence of an inflationary-type
potential, the transition would be in terms of ‘fuzzy’ Euclidean instantons [34,35], whereby the
solutions would be complex in some parts [40–42]. These details, however, are not important for us
while focusing near the ‘South Pole’ to exhibit the general ‘shuttle-cock’ type shape of the no-boundary
instanton in Euclidean gravity.

For the pure dS model, the Friedmann equation, in Euclidean time, takes the form ȧ2 = 1−Λa2/3
which clearly shows that as a → 0, one gets ȧ → 1. The geometric interpretation of this result goes as
follows. The Euclidean 4-metric, possessing the O(5) symmetry, ds2 = dτ2 + a2 dΩ2

3 has to smoothly
close-off in a regular manner into flat space (written in spherical coordinates) ds2 = dr2 + r2 dΩ2

3.
For this to happen, one has to identify a(τ) ∼ τ as a → 0. This suggests that ȧ → 1 in this limit,
as is required from the Hamiltonian constraint. However, as mentioned before, this requirement
for the derivative of the scale factor automatically follows from the constraint and is not part of the
no-boundary condition.

Let us make one last comment before presenting our new results for the LQC instantons.
The no-boundary initial condition is simply that the geometry closes off smoothly, as denoted by
a(0) = 0. This shall be important later on for the LQC instantons. If we try to solve the Friedmann
equation, we get the (famous) unique solution (23) only on imposing the no-boundary condition. Of course,
choosing the ‘initial’ point at τ = 0 is only for convenience. A priori, there is no need for such a
condition to be satisfied by the modified field equations in LQC. However, as we shall show in the
LQC case, the initial condition that compact (Euclidean) instantons in LQC go off to a → 0 is favored

262



Universe 2019, 5, 22

naturally even in the presence of quantum-geometry corrections, at least in the pure gravity case. This is
the main result of our work which we shall elaborate on in the following sections.

4. No-Boundary Instantons in LQC

In [1], it was shown how the effective LQC action modifies the instantons in the theory even
for a simple cosmological constant. Moreover, this leads to slight enhancement of the probability of
nucleation of the dS universe from nothing due to the LQC corrections. The general shape of the
instanton is reproduced in Figure 2. However, we shall only be interested in the small-a behaviour
of this LQC instanton. In particular, what emerges to be intriguing is the infinite tail of the instanton.
Although this infinite tail is in Euclidean time, and therefore not physically relevant directly, it does
have certain distinguishing features which we shall demonstrate below.

However, before proceeding with the calculations, let us clarify a conceptual issue regarding
the path integral formulation of LQC. In LQC, one often introduces ‘holonomy’ and ‘inverse-triad’
corrections in the equations of motion in a heuristic manner, adopting a semiclassical approximation.
Naively, it might seem that we are also following such a semiclassical ‘effective’ Hamiltonian as
the starting point for our path integral quantization. However, this is not correct. Following [5,6],
we first note that the rigorously defined path integral for LQC, in its phase space version, deviates
from the usual gravitational path integral in that the paths are weighted by a ‘polymerized’ action
instead of the Einstein-Hilbert one. This is the crucial point for us—the relevant action for the
LQC path integral is different than the one in Einstein gravity, and it remembers the effects of
quantum-geometry such as holonomy and inverse-triad corrections. So why does it look like we
start from the heuristic quantum-corrected equations in LQC? This is due to the subtlety of taking
the saddle-point approximation of the LQC path integral. As also discussed in [5,6], the saddle-point
approximation of the LQC path integral leads to the so-called ‘semiclassical’ limit, in which one
keeps the ‘area-gap’ (∝ h̄γ3) fixed while taking h̄ → 0 (whereas shrinking the area-gap to zero would
lead to the Einstein-Hilbert action starting from the LQC one). Since we shall only be working in
the saddle-point approximation in this paper, the resulting equations from the LQC path integral
shall indeed be the semiclassical ones. However, this is not an ad hoc choice of including some LQC
corrections but rather the result of working in the saddle-point approximation even when starting
from the rigorous LQC path integral. We also emphasize that this is the same approximation one
usually employs for the Einstein-Hilbert path integral, whereby ignoring the higher loop corrections.
We refer the inquisitive reader to [5,6] for details on deriving the path integral for LQC along with
more analysis of these subtleties.

In this work, our main novelty would be to impose the no-boundary condition on the LQC path
integral thereby necessarily having to consider Euclidean histories, going beyond what exists in the
literature [1]. We begin with the modified Friedmann in LQC [43] due to the quantum geometry
corrections mentioned in the Introduction.

ȧ2 = −a2
(

8π

3

)(
f 2(a)
v2(a)

)
[ρ̃− ρ1]

[
1
ρc

(ρ2 − ρ̃)

]
=: VLQC(a), (31)

where ρ̃ is the contribution from a positive cosmological constant.

ρ̃ :=
(

v(a)
f (a)

)
Λ
8π

, (32)

ρ1 := −ρc

[
sin2(

√
Δ/a)− (1 + γ2)

Δ
a2

]
, (33)

ρ2 := ρc

[
cos2(

√
Δ/a) + (1 + γ2)

Δ
a2

]
, (34)
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where

v(a) := K

(
3

4πγl2
Pl

)3/2

a3V0 , (35)

f (a) :=
(

1
2

)
v(a)||v(a)− 1| − |v(a) + 1|| , (36)

K =
2
√

2

3
√

3
√

3
, (37)

ρc =
3

8πγ2Δ
, (38)

Δ = 2
√

3πγl2
Pl , (39)

with V0 = 16π2. Although we have adhered to the conventions of [43], we have generalized their
results by adding in non-perturbative expressions for the inverse-triad corrections.

On first look, the above set of equations look rather complicated due to the different terms
involved. Here, f (a) represents the inverse-triad corrections whereas holonomy modifications show
up in ρ1 and ρ2. Importantly, note that due to the presence of the inverse-triad corrections, it is always
possible to impose the no-boundary condition a → 0. However, to gain some intuition into the
modified equation, let us begin by setting the holonomy corrections to zero for simplicity. This would
be like taking the area gap Δ to zero. In this limit, Δ → 0, we get

ȧ2 = −a2
(

Λ
3

)(
f (a)
v(a)

)
+

(
f (a)
v(a)

)2

. (40)

This is the modified Friedmann equation only in the presence of inverse-triad corrections. It is
easy to check that in the large a � 1 limit, one gets f (a) ≈ v(a), and therefore we get back the usual
Friedmann equation for a closed universe. However, in the a � 1 limit, one cannot make such an
approximation. Instead, in this limit, we get f (a) ≈ v(a)2. Our aim in this work is not to solve for those
instantons which extremizes the Euclidean path integral but rather to examine its small-a behaviour.
Therefore, considering v(a) ∝ a3 and reinstating the holonomy modifications, we get the leading order
term for a ≈ 0 as

ȧ2 ∼ Ca2 , (41)

for some constant C > 0. To obtain this result, we notice that the leading order term comes from the
ρ̃2 term in (31) whereas the remaining terms are subdominant. This is a term which arises only in
the quantum-corrected Friedmann equation (there is no term quadratic in the energy density in the
classical Friedmann equation). The ρ̃2 term comes with an additional minus sign which leads to a
C > 0. Moreover, note that the dominant contribution in the classical case comes from the curvature
term (1/a2) whereas that term, contained in ρ1, is now sub-dominant. As already argued in the
previous section, the essential requirement of the no-boundary condition is the geometry should be
closed off in a regular manner and the condition on ȧ should follow from the Hamiltonian constraint.
In the LQC case, the modified Hamiltonian constraint implies ȧ = 0 instead of 1. Nevertheless, V(a)
remains regular even in this case.

The above findings for no-boundary instantons in LQC in quite remarkable. In order to appreciate
this properly, let us make a few comments. Firstly, note that there was no reason that the modified
Friedmann equation have to allow for the a → 0 limit to be imposed consistently. It could easily
have been that this limit is singular in LQC. To illustrate this, let us consider only the holonomy
modifications while ignoring the inverse-triad ones. Typically, for the Lorentzian effective trajectories
such an approximation is completely justified and valid even near the ‘bounce’ surface. In this case,
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the RHS of (31) has a singular term coming from ‘ρ1ρ2’ (proportional to Δ2), which is absent in the
classical case. However, luckily for us, when one considers Euclidean histories as is required for
our case, one cannot ignore the inverse-triad corrections any longer. Secondly, the structure of the
modified Friedmann equation is such that the resulting instantons remain regular for all values of
τ even on imposing the no-boundary condition. For a counterexample, imagine if the form of the
equation was such that ȧ2 ∝ an with n > 2, in that case, the limit τ → 0 would have been singular and
there would not have been consistent no-boundary instantons in the theory. Moreover, these inverse-a
modifications not only play a crucial role in ensuring that the no-boundary condition can be imposed
but also modify the geometry of these instantons to distinguish them from the Einstein gravity. It could
also have been the case that the inverse-a modifications are such that one still gets the same condition
for ȧ at the South Pole. In that case, although the explicit solutions of the instantons would have been
different, there would have been no difference in the geometry of LQC and Einstein gravity instantons.
The quantum-geometry corrections in LQC conspire to ensure that we have no-boundary instantons in
the theory with such a geometry that is tapers off to the symmetry point in a novel fashion.

Concretely, the small-a solution for a is given by a0ecτ . Obviously, this implies that the point τ = 0
is not a good point to impose the no-boundary condition. Rather both (a(τ), ȧ(τ)) goes to zero as
τ → −∞. However, this does not represent any difficulty since this infinite stretching is in Euclidean
time and is, thus, not physically relevant directly. This novel feature of LQC instantons can be seen
from Figure 3, where the tail of the compact instanton is stretched infinitely, asymptotically tapering
off to zero. The tail does contribute to the probability of nucleation of the Lorentzian dS universe,
although the path integral and consequently the probability remains finite and well-defined in spite of
this infinitely stretched geometry.

Figure 3. Euclidean and Lorentzian manifold with loop quantum cosmology (LQC) corrections.

4.1. Numerical Results

We give some sample numerical solutions for the LQC instantons, going beyond the small-a
limit, to illustrate our claims regarding their infinite tail. Figures 4 and 5 show a typical shape of the
effective potential VLQC(a) and its solution a(τ) for the HR, respectively. This solution demonstrates
that the instanton is indeed infinitely stretched (Figure 3). The approximate behavior of the nucleation
probability is of the form (Figure 6)

S = −2SE �
A
4
+ c + d logA+ . . . (42)

with a model dependent positive constant c, where A = 4πa2
max. As mentioned before, amax denotes

the max value the instanton takes in the Euclidean regime, on which surface we analytically continue
to the Lorentzian regime. The above constant c can easily be absorbed away in the normalization of
the probability measure and the only relevant correction due to LQC, over the Einstein-Hilbert value,
comes from the parameter d. This parameter d can be approximately expanded by d � 8.7× l2

Pl/γ
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(Figure 7) in terms of the fundamental parameters—Planck length and Immirzi parameter—of the
theory, as shown via numerical reconstruction.
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Figure 4. The black curve is an example of ȧ2 for Λ = 1, G = 1, and lPl = 0.1, where the red dashed
curve is the limit of the Einstein gravity with the same amax that satisfies ȧmax = 0. Right is the behavior
near the a = 0 limit.
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Figure 5. Left: a(τ) (red dashed curve is the limit of the Einstein gravity). Right: log a for small a limit.
It has an infinitely long throat.
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max), where SGR

E is the Euclidean action for the corresponding Einstein limit. Right: SE for
the same parameters.
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Figure 7. Left: By varying lPl , one can calculate d ∝ l2
Pl numerically. Right: By varying γ (with

lPl = 0.1), one can see a linear dependence d ∝ 1/γ. We can numerically conclude that d � 8.7× l2
Pl/γ.

5. Robustness of the No-Boundary Condition

In Einstein gravity, when considering a positive cosmological constant as the only matter source,
the only solution which is regular at the South Pole is given by (23). The crucial point here is that one
gets this solution for the instanton in Einstein gravity from the (Euclidean) Friedmann equation on
imposing the no-boundary condition. Interestingly, as was shown in previous section, the small-a
behaviour for the LQC instantons following the modified Friedmann equation is always of the form

a(τ) ∝ eCτ , (43)

for some constant C. This shows that as τ → −∞, we get a → 0 implying a natural implementation of
the no-boundary condition in LQC instantons, as a result of quantum-geometry regularizations,
at least for the simplest case of a cosmological constant. In this sense, this shows that the
no-boundary condition is robust and more natural when the Einstein-Hilbert action is augmented by
LQG corrections.

The Euclidean instantons, in this pure gravity scenario, are always going to be compact and there
is no risk of an Euclidean wormhole forming for some values of the parameter space. This conclusion
is true both for Einstein gravity as well as the LQC case. Therefore, one always gets compact Euclidean
instantons for the pure dS case in both cases. The overall conceptual picture of the nucleation of
the universe from nothing is also the same in both cases. One quantitative difference is due to the
modified equations in LQC: The ‘bounce’ surface (ȧ = 0), as predicted by the effective trajectories
of sharply-peaked semiclassical states, in LQC is (slightly) different from the hypersurface joining
the Euclidean and Lorentzian parts in Einstein gravity. However, the qualitative behaviour remains
the same and this difference is reflected in enhancing the probability of nucleation of the universe
manifesting as a next-to-leading-order correction in LQC. As mentioned in [1], these type of terms
can also appear in Einstein gravity from going to higher order corrections and there should be a
competition between the two terms in LQC—one appearing from radiative corrections and the other
from the inherent quantum geometry. It is thus difficult to unambiguously state that LQC enhances
the tunneling amplitude for such no-boundary universes.

6. Conclusions

It is an old expectation that mathematical consistency alone shall be sufficient to derive the
boundary conditions in quantum cosmology [44]. The form of the LQC instantons suggest that
it might indeed be possible to identify typical smooth initial conditions due to quantum-geometry
corrections. This demonstrates that one of the most fundamental proposal for the initial condition
in quantum cosmology can appear naturally in another—LQC—due to putative corrections coming
from quantum geometry. The introduction of the no-boundary proposal in LQC has also opened new
physical possibilities for the latter. Instead of replacing the big bang singularity with a deterministic
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bounce, as is predicted by semiclassical states in some restricted models of LQC, this opens up
the opportunity to allow for Euclidean trajectories leading to a bubble nucleation of our universe.
The semiclassical saddle-point approximation of the no-boundary proposal is distinct from the
semiclassical sharply-peaked states in LQC and therefore the former acts as an example of how a new
state can unveil novel features in a well-established theory. At this point, it is difficult to compare
the probability of a bounce versus that of tunneling of the universe from nothing. However, the
no-boundary proposal also provides a (set of) natural initial conditions for considering inhomogeneous
perturbations in LQC leading to effects observable from early-universe cosmology without having to
resort to ad hoc choices for the initial state.

Regarding the geometry of no-boundary instantons in LQC, we have demonstrated that the
feature of having an infinite tail distinguishes these instantons from the original Hartle-Hawking ones
in Einstein gravity. We end our discussion with a few caveats. Firstly, it has been pointed out recently
that the Euclidean path integral in gravity is not a good approximation for the original Lorentzian path
integral due to several conceptual reasons [21]. However, even if one works with the Lorentzian path
integral and applies a different mathematical trick (Pecard-Lefshetz theory) to improve its convergence,
the resulting theory typically has runaway perturbations due to the old conformal factor problem in
gravity [22–24]. Interestingly, LQC can come to the rescue of the no-boundary proposal [45], written as
a Lorentzian path integral, even in this case. However, the main physical effect from LQC responsible
for this is ‘dynamical signature-change’ [46–48], something we have ignored in this work as a first
pass. The second caveat is regarding the fact that our discussions were limited to the case of a pure
cosmological constant in this paper. Indeed, the more interesting physical scenario is that of having
a scalar field in some potential. However, preliminary investigations have already revealed that the
solution space of the no-boundary wavefunction is greatly enhanced for such a system in the presence
of LQG corrections. Finally, one can ask how physical is the fact that the tail of these instantons are
stretched to infinity? As already mentioned, this is only true in Euclidean time and therefore not
directly meaningful. However, it might even be possible that for some different gauge choice (i.e.,
N �= 1), one can even avoid such an infinite stretching altogether. Nevertheless, all the interesting
effects of having such a geometry as explained in this paper would still be valid in this case. Most
importantly, no matter what the gauge choice, the remarkable conclusion that the modified Friedmann
equation in LQC not only allows for the no-boundary condition to be imposed, but also somehow
makes it more natural, seems to be robust and points towards a new paradigm in quantum cosmology
merging these two mainstream approaches.
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Abstract: Hypersurface deformation algebra consists of a fruitful approach to derive deformed
solutions of general relativity based on symmetry considerations with quantum-gravity effects,
of which the linearization has been recently demonstrated to be connected to the DSR program
by κ-Poincaré symmetry. Based on this approach, we analyzed the solution derived for
the interior of a black hole and we found similarities with the so-called rainbow metrics,
like a momentum-dependence of the metric functions. Moreover, we derived an effective,
time-dependent Planck length and compared different regularization schemes.
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1. Introduction

Despite tenacious and enduring efforts over many years of research, the dream of quantizing
gravity is still far from being accomplished. Various attempts, which seemed particularly promising at
their birth, were faced with insurmountable obstacles in the form of several formal complexities [1–7].
In light of this, a more pragmatic approach to the problem of quantum gravity (QG) consisted in
looking for simplified (or, better to say, effective) models, able to encode a few characteristics of what
we expect to be the theory of QG [3,8–11]. Of course, these models could not provide us with the
“final theory”, but may capture some key ingredients of QG, optimistically those that may allow us to
perform experimental tests needed to guide our intuition as well as the construction of more reliable
formal approaches to the problem. Typically, fully fledged QG approaches and more phenomenological
models moved along parallel tracks. However, in the last few years, some steps to shorten the gap
between these two complementary views have been taken.

Given the complexity and variety of the QG panorama, it is useful and common to divide
different approaches in two broad categories: covariant and canonical approaches. The former class
is based on the assumption of diffeomorphism invariance, and seems to leave no room for quantum
deformations of it. On the other hand, the canonical procedure makes the covariance of general
relativity (GR) less evident by construction [12–16] and, indeed, symmetries need to be checked directly
by means of the calculation of the Poisson brackets between gravitational constraints. Interestingly,
such a procedure has been recently proven to allow for modifications of GR covariance that preserve
a certain symmetry structure in a deformed sense [17,18]. We feel this could be insightful for the
construction of QG models, as well as the relations between different models and, hopefully, also for
its phenomenological signatures.

In particular, the approach of canonical loop QG (LQG) [14–16], that counts remarkable
accomplishments, such as singularity resolution in various cosmological and black-hole scenarios
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and a meaningful space discretization, faces major difficulties in finding quantum realization of
the Hamiltonian, difficulties that so far remained unsolved [19–21]. Given that a number of recent
analyses [22–25] have tried to circumvent such a problem by constructing canonical effective theories of
QG, analogously to what is being done for modified theories of gravity in the study of dark matter or
dark energy with several toy models. In this way, one can write modified gravitational constraints
(i.e., Hamiltonian density and momenta) which take into account quantum corrections in the form
of nonlinear modifications of phase-space variables inspired by the LQG quantization techniques.
Remarkably, at least in symmetry-reduced LQG models, it has been shown that modified constraints
still form a closed set of Poisson brackets, which is alternatively deformed with respect to the
case of Arnowitt–Deser–Misner (ADM) GR [24,26–31]. These first studies, performed within the
framework of effective LQG, have attracted renewed interest in the possibility of QG-induced
symmetry deformations, and inspired further analyses in other approaches beyond general relativity,
namely, the gravity sector of multifractional models [32], a certain class of (minimally) modified
theories of gravity in the canonical formulation [9], and finally canonical noncommutative gravity
with �-product deformations of algebra [33]. Thus, this gave additional support to claim that QG may
require a deformation of GR covariance.

Intriguingly, the possibility of symmetry deformations induced by quantum effects is not
something new in the QG research, but rather a recurring idea that, from time to time, has taken
different concrete forms in the literature. Most significantly, it is at the core of the class of models
that goes under the name of deformed (or doubly) special relativity (DSR), where the Planck
length, the characteristic scale of QG physics, is supposed to play the role of a relativistic invariant
scale, analogous to the speed of light [34–38]. Concretely, such a proposal has been realized
in the studies of noncommutative spacetime geometries where, as a consequence of spacetime
noncommutativity, the special relativistic symmetries are modified by Planckian corrections and
in some cases, most notably in the so-called κ-Minkowski geometry, which is the noncommutative
spacetime dual to the κ-Poincaré algebra, MP actually represents a relativistic invariant quantity [39,40].
For the purposes of this work, it is of particular importance that, in the Minkowski limit, LQG-deformed
symmetries are consistent with the κ-Minkowski noncommutative spacetime as shown by one of us in
Reference [41].

The main importance of the results on covariance derived in modified canonical models is
that they may serve to bridge the gap between LQG and observable low-energy physics. In fact,
some studies [42,43] have outlined how modified dispersion relations (MDR), i.e., Planck-scale
corrections to the on-shell relation, and a reduction of dimensions at the Planck scale [44,45]
can be derived from the modified brackets of gravitational constraints. Moreover, the analysis of
Reference [46] suggested that the type of modifications introduced in the gravitational constraints
affects directly the form of the MDR in such a way that future tests of Planck-scale departures
from special relativistic symmetries could hopefully distinguish different theoretical scenarios in
the not-too-distant future. Within the context of deformed covariance, another strategy to extract
phenomenology could be the computation of effective metrics from the LQG-deformed constraint
equations. Such an approach has already proved its richness in the case of loop quantum cosmology
where effective Friedmann–Robertson–Walker (FRW) spacetimes allowed researchers to find robust
solutions to the singularity problem as in bouncing cosmological models. Very recently, effective
line elements for black-hole models have been derived by solving deformed Einstein-like equations
implied by the deformed algebra of constraints [47,48]. This opens the way to the investigation of
semiclassical black-hole solutions with LQG corrections.

In both cases, one has to address the issue of coarse-graining at larger scales (i.e., lower energies)
the microscopic texture of the geometry, which at the Planck scale is described nonperturbatively by
quantum operators and the associated states on a Hilbert space. It is worth stressing that a satisfactory
definition of the (semi-)classical continuum limit has not been accomplished yet by working within the
full complexity of LQG formalism. However, several encouraging results have been obtained in the
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context of symmetry-reduced models. In those cases, the problem of dynamics is greatly simplified and
an analytic expression for the scalar constraint can be found. Then, semiclassical states are defined by
peaking around classical trajectories, and it has been shown that these states exponentially dominate
the partition function that sums over geometries [49]. Thus, effective models can be eventually
considered in analogy with gauge theories defined on a discrete lattice, whereby constraint operators
are regularized by some lattice parameter identified with (or close to) Planck length. As a consequence,
the continuum limit is automatically obtained once such a regulator is removed.

Here, building on the results of Reference [48], we show that LQG modifications of the black-hole
metric can be written as functions of the total radial momentum, thereby introducing an explicit
dependence of the metric on Poincaré charges as proposed in the approach of rainbow gravity
(RG) [35,36,50–53]. Such an observation we here put forward to strengthen the lacking synergy between
fundamental approaches and phenomenological toy models that can be important in order to both
improve our intuition about the formal structures required by QG theory and, at the same time,
conceive experimental tests of potential Planck-scale effects.

The paper is organized as follows: in Section 2 we review basics properties of the algebra of
gravitational constraints (or HDA) and its deformations from LQG corrections, as well as the modified
black-hole solutions derived in Reference [48]. In Section 3 we further analyze this map in order to
map the effective metric found in Reference [48] and rainbow metrics. In Section 4 we compare our
results with the ones previously found in the literature. Then, we conclude in Section 5.

2. Hypersurface Deformation Algebra

In the last decade, one of the most interesting results in LQG has been the emergence of
nonclassical spacetime structures from simplified analyses relying on effective field theory models for
QG. These departures from smooth classical spacetime manifolds can be meaningfully traced back to
quantum modifications of so-called hypersurface deformation algebra (HDA). In classical Hamiltonian
GR, the HDA is given by the following set of Poisson brackets [12,13]:

{D[Ma], D[Na]} = D[L �M Na],

{D[Na], H[M]} = H[L�N M],

{H[M], H[N]} = D[hab(M∂bN − N∂b M)] ,

(1)

which encodes covariance in the Hamiltonian formulation of classical GR. Here, D[Ma] is
the momentum (or spatial) constraint that generates deformations along the three-dimensional
hypersurfaces by an amount Ma (with a = 1, 2, 3), while H[N] is the Hamiltonian (or time) constraint
responsible for translations along the normal direction to these hypersurfaces; finally, hab are the
components of the inverse three metrics. More precisely, given a generic phase-space function
f (hij, πij), πij being the gravitational momentum conjugate to the metric, one has that:

δ−→M f (hij, πij) = { f (hij), D[
−→
M]} , δN f (hij) = { f (hij, πij), H[N]}. (2)

The search for a quantum version of gravitational constraints represents the main objective of
the approach known as canonical quantum gravity and, so far, has not been conclusive. However,
in spite of the fact that full quantum theory is not available (mainly due to renowned difficulties in the
regularization of the Hamiltonian operator), consistency relations implied by the desire to preserve
spacetime symmetries can be used to identify an effective formulation of LQG where a consistent set of
closed Poisson brackets can be found by introducing restricted and simplified correction functions into
the Hamiltonian, which are inspired by the LQG quantization technique (see e.g., Reference [54] and
references therein).

Therefore, the first step consists of correcting the classical scalar and diffeomorphism constraints
with possible modifications motivated by LQG. There is a certain degree of arbitrariness in the specific
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choice of these correction functions, greater than what is commonly acknowledged, and this will be
discussed in some detail later on (see also Reference [46]). Nonetheless, we can fairly divide them
into two broad classes: inverse triad and holonomy corrections. Here, we consider only the latter
type of quantum (or, better to say, semiclassical) contributions. They can be motivated by the fact that
holonomies of Ashtekar connections are the basic LQG variables and, at the effective level, can be taken
into account by replacing the mean connection by a periodic function in the Hamiltonian constraint.
The former are the inverse-triad corrections that come from terms in the Hamiltonian constraint that
cannot be quantized directly, but only after being re-expressed as a Poisson bracket, a procedure
that is usually referred to as the Thiemann trick for the quantization of H[N] [55]. However, as we
already said, they are not contemplated here. One then works with (modified) classical phase-space
functionals that can be understood as the result of the evaluation of a distribution-valued operator
over an orthonormal basis in terms of spin-network states that span the Hilbert space. These quantum
corrections may or may not spoil the symmetry of classical theory under diffeomorphisms. Indeed,
one has to prove that the quantum-corrected constraints form a closed algebra, thereby eliminating the
same number of spurious degrees of freedom as in the classical theory given their role of generators of
gauge transformations. This poses the issue of anomaly freedom, which is the focus of the so-called
deformed-algebra approach to (effective) LQG [24,26–31,56,57]. The goal consists of introducing
these effective quantum corrections into the classical gravitational constraints and then computing
the Poisson brackets between them in order to check the compatibility with the symmetry under
diffeomorphism. A closure of the HDA despite the presence of holonomy corrections would imply
that symmetries are preserved, and it could be regarded as a strong hint that LQG is not anomalous.
On the other hand, any kind of modifications to the brackets (1) could signal that diffeomorphism
transformations are deformed due to “quantum” effects.

In particular, one starts from polymerizing the angular extrinsic curvature component:

K2
φ → h(Kφ) =

[sin(ρKφ)]2

ρ2 , (3)

where ρ is related to some scale, usually �P, as suggested, for instance, by the discrete spectrum of
the area operator (ρ is proportional to the square root of the minimum eigenvalue, or the ‘area gap’
from LQG) or on the size of the loop considered for the definition of holonomies. Clearly, the classical
regime is recovered in the limit ρ −→ 0.1 The above Substitution (3) can be justified as follows.
In quantum theory, there is no well-defined operator corresponding to the Ashtekar–Barbero
connection Ai

a on the LQG kinematical Hilbert space. Instead, in the loop representation, a well-defined
object is the holonomy operator that is defined as parallel transport of the connection:

hα(A) = P exp(
∫

α
ėa Ai

aτi) , (4)

where P is the path-ordering operator and ėa is the three-vector tangent to the curve α. For our analysis,
of particular interest are the holonomies of connections along homogeneous directions, which simplify
as [25]:

hj(A) = exp(μAτj) = cos(μA)I+ sin(μA)σj (5)

and do not require a spatial integration, since they transform as scalars. In fact, so far, one knows
only how to implement (local) holonomy corrections for connections along homogeneous directions

1 The fact that zero does not belong to the spectrum of the area operator in LQG is precisely the input from the full theory
which gives a nontrivial quantum geometrical effect.
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(for a negative result concerning implementation of nonlocal (extended) holonomy corrections in
spherical symmetry, see Reference [58]). In our case, this is given by γKφ (= Aφ cos α):

hφ(r, μ) = exp(μAφ cos αΛA
φ )

= cos(μγKφ)I+ sin(μγKφ)Λ (6)

In order to see how Replacement (3) is implied by Equation (6) one must take into account that
the scalar constraint is quantized by utilizing the Thiemann trick

√
Er ∝ {Kφ, V} (where V is the

volume), whose quantum version contains the commutator hφ[h−1
φ , V̂] = hφh−1

φ V̂ − V̂h−1
φ V̂hφ. (This is

equivalent to regularizing the curvature of the connection by holonomies, with the minimum area
being the ‘area gap’ from LQG.) Using Equation (6) one can easily see that products of holonomies are
given by cosine and sine functions of Kφ. Finally, it turns out that the resulting quantum or ‘effective’
(since we are going to ignore operator ordering issues by working in a semiclassical setting, as they
are not crucial to our goals) scalar constraint could be obtained simply making the replacement of
Equation (3). This justifies the following form of effective Hamiltonian constraint HQ:

HQ[N] = − 1
2G

∫
B

drN

[
[sin(Kφρ)]2

ρ2 Eφ + 2Kr
sin(Kφρ)

ρ
Er + (1− Γ2

φ)Eφ + 2Γ
′
φEr

]
. (7)

On the other hand, the diffeomorphism constraint remains undeformed, since spatial
diffeomorphism invariance translates into vertex-position independence in LQG, which is
implemented directly at the kinematical level by unitary operators generating finite transformations2.
As aforementioned, the crucial point of the deformed algebra approach is to ensure that the resulting
algebra of constraints remains consistent so that Poisson brackets between quantum-corrected
constraints are proportional to a quantum-corrected constraint. Such a procedure has to be performed
“off-shell”, i.e., before the quantum-corrected equations have been solved. In the case of gravity, this is
the only way to guarantee that quantum theory is fully consistent. With a rather straightforward
but lengthy calculation, one can show that gravitational constraints with LQG corrections close the
algebra nonpertubatively. Particularly remarkable is the fact that, at least for symmetry-reduced cases,
there is a unique solution to the anomaly freedom problem. In fact, the full deformed HDA is given
by [24,26–29]:

{D[Ma], D[Na]} = D[L �M Na],

{D[Na], HQ[M]} = HQ[L�N M],

{HQ[M], HQ[N]} = D[βhab(M∂bN − N∂b M)] .

(8)

Thus, these modifications amount to a deformation of the brackets closed by the gravitational
constraints that generate space and time gauge transformations. Specifically, only the Poisson bracket
involving two Hamiltionain constraints is modified by the presence of a deformation function that
depends on the phase-space variables, i.e., β = β(hij, πij) (or, equally, β = β(Aa

i , Ej
b)), whose particular

form depends on the specific holonomy corrections considered, as well as on the symmetry reductions
implemented and so forth.

The angular component of extrinsic curvature Kφ can be consistently quantized and produces
the above result. To see that, we have to briefly introduce the spherically symmetric reduction of
Hamiltonian gravity in Ashtekar–Barbero variables (see e.g., Reference [60]) in the presence of LQG
deformations. In this case, ADM foliation [13] allows a decomposition of the spacetime manifold

2 In fact, there is no well-defined infinitesimal quantum diffeomorphism constraint in LQG for the basis spin network states.
Some progress in constructing it has been achieved in Reference [59].
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asM = R× Σ =M1+1 × S2, whereM1+1 is a two-dimensional manifold spanned by (t, r) and S2

stands for the two-sphere. Given that, the line element reads:

ds2 = −N2dt2 + hrr(dr + Nrdt)2 + hθθ [dθ2 + (sin(θ))2dφ2] , (9)

where the shift vector is purely radial, i.e., Ni = (Nr, 0, 0), due to spherical symmetry, and,
consequently, we are left only with radial diffeomorphisms generated by D[Nr] =

∫
drNrHr (whereHr

is the only nonvanishing component of the momentum density) and time transformations, generated
by H[N] =

∫
drNH (where H is the Hamiltonian density). The components of the spatial metric

(hrr, hθθ) can be written in terms of rotationally invariant densitized triads that are given by:

E = Ea
i τi ∂

∂xa = Er(r)τ3 sin θ
∂

∂r
+ Eφ(r)τ1 sin θ

∂

∂θ
+ Eφ(r)τ2

∂

∂φ
, (10)

where τj = − 1
2 iσj represent SU(2) generators. The densitized triads are canonically conjugate to

the extrinsic curvature components, which, in the presence of spherical symmetry, are conveniently
described as follows:

K = Ki
aτidxa = Kr(r)τ3dr + Kφ(r)τ1dθ + Kφ(r)τ2 sin θdφ . (11)

As a result, the components of the three metrics are:

hθθ = Er(r) , hrr =
(Eφ(r))2

Er(r)
. (12)

At this point, one can show that the bracket {HQ[N], HQ[M]} in Equation (8) reads:

{HQ[N], HQ[M]} = D[β(ρKφ)
Er

(Eφ)2 (N∂r M−M∂r N)] , (13)

where β is related to the second derivative of the holonomy-correction function, i.e., β = h
′′
/2.

In particular, for the simplest case including only local holonomy corrections as in Equation (3)
(see also References [61,62] for a detailed construction and the related discussion), with γ ∈ R and
j = 1/2, deformation β takes the form:

h =
[sin(ρKφ)]2

ρ2 =⇒ β = cos(2ρKφ) . (14)

However, more complicated expressions are possible and are discussed in the next section.
As shown explicitly in Reference [48], given the modified HDA, one can then obtain Einstein-like
equations of motion with LQG corrections from

Ḟ = {F, HQ[N] + D[Mr]} , (15)

with F = (Er, Eφ, Kφ, Kr). For instance, the equations of motion for the two independent triads,
extrinsic curvature Kφ, and the Hamiltonian constraint (that can be used to find Kr) are:

Ėr = N
√

Erh′(Kφ) + Mr∂rEr ,

Ėφ =
N
2

(√
ErKrh

′′
(Kφ) +

Eφ

√
Er

h
′
(Kφ)

)
+ ∂r(MrEφ) ,

K̇φ = − N
2
√

Er
[1 + f (Kφ)] ,

h′(Kφ)ErKr + (1 + h(Kφ))Eφ = 0 .

(16)
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In Reference [48], the above LQG-corrected Einstein equations have been solved explicitly for the
interior of a static black hole. The solutions for the triads read:

Er = t2 , Eφ =
rS
2

h
′
(Kφ)

1 + h(Kφ)
, (17)

and that of the extrinsic curvature Kφ is:

h(Kφ) =
rs

t
− 1 . (18)

where rS is the Schwarzschild radius.3 Finally, the LQG-modified line element is:

ds2 = − 1
F(t)

dt2 + F(t)dr2 + t2dΩ2 , (19)

with

F(t) =
(

2
dh−1

dx

∣∣∣
x= rS

t −1

)−2

. (20)

3. Effective Rainbow Metric

In general, one has as the solution a deformed metric that depends on the spacetime co-ordinates
and on deformation parameter ρ. However, recently, deformation function h(Kφ) gained a different
role. It was shown that such a function, in fact, deforms the Lorentz algebra of the spacetime found
in the flat version of the HDA described above (see Reference [41] and references therein. See also
Reference [42] for a different analysis leading to similar outcomes, i.e., deformed Poincaré symmetries
in the Minkowski limit of (8)).

For our purposes, it is of pivotal importance to find a way to write β in terms of symmetry
generators (see also References [41–43]) and, to this end, it is valuable to notice that observables of the
Brown–York momentum [63],

P = 2
∫

∂Σ
d2zυb(naπab − naπab) , (21)

can be identified by extrinsic curvature components. In Equation (21), we have that υa = ∂/∂xa,
na is the conormal of the boundary of spatial region Σ, and πab plays the role of gravitational
momentum (while the overbarred symbols in the above equation are the same functions but evaluated
at the boundary). From this, it is possible to establish that the radial Brown–York momentum Pr is
related to extrinsic curvature component Kφ in the following way (see, e.g., Reference [43])

Pr = −
Kφ√
|Er|

. (22)

The flat case was discussed in Reference [41] in the context of DSR symmetries. In that case,
since Er is a constant, it was possible to set parameter ρ ∝ |Er|−1/2, which allows to relate deformation
function β to the generator of radial translations Pr:

β = cos(λPr) , (23)

3 We omitted the solution for Kr because it is not used in our analysis.
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where λ is a parameter of the order of the Planck length (λ ∼ �P ∼ 1/MP).4 Such identification
allowed the authors to derive deformed relations for the symmetry generators of the flat spacetime.

That is, on one hand, this approach traces a map between DSR and the Minkowski limit of the
HDA from the point of view of deformed symmetries. On the other hand, an exact solution was
recently found of the field equations derived from a HDA for the curved case of the black-hole interior.
In principle, these two approaches are independent, i.e., there is not yet a local DSR description of the
symmetries of the deformed metric, or a metric description that emerges from this DSR proposal.

A metric description that is able to encode these aspects of the formalism is still unknown.
In this paper, we aim to contribute to this subject by describing the curved effective metric in the light of
the discovered relation between HDA and DSR. In fact, a relevant approach to the metric description
inspired by the DSR scenario conjectures that the spacetime metric determined by an observer by
measurements done with an energetic particle depends on the particle’s energy as measured by that
observer. The deformed relativistic metric description should be given in terms of a rainbow metric [50].
Therefore, we wanted to study whether the intuition of rainbow gravity finds support in this recently
found effective curved metric from HDA, when one uses the prescription that relates HDA and DSR.

3.1. Rainbow Gravity

In this subsection, we review the main aspects of the standard rainbow gravity as proposed in
Reference [50]. In this case, consider an MDR of the type:5

m2 = E2 f 2
1 (�PE)− p2 f 2

2 (�PE), (24)

that can be represented by a simple norm m2 = ημνU[p]μU[p]ν, where U is the map in
momentum space

U[p]μ = (U[p]0, U[p]i) = (E f1(�PE), pi f2(�PE)) , (25)

where Greek indices like (μ, ν), run from 0, ..., 4, and Latin indices like (i, j), run from 1, ..., 3.
The idea is to write this dispersion relation with an energy-dependent metric η̃μν(�PE),

such that ημνU[p]μU[p]ν = η̃μν(�PE)pμ pν, which could also be generalized for a curved
spacetime. A simple way for achieving this consists in transforming the orthonormal frame as
ẽ μ

A = ( f1(�PE)e μ
0 , f2(�PE)e μ

I ), such that

ημνU[p]μU[p]ν = ηABẽ μ
A ẽ ν

B pμ pν, (26)

which defines an energy-dependent metric η̃μν(�PE) = ηABẽ μ
A ẽ ν

B . Here, indices like (A, B) run from
0, ..., 4 and ones like (I, J) run from 1, ..., 3.

This construction can be directly generalized to curved vielbeins. In fact, if one uses the same
definition above, it is possible to construct a metric

g̃μν(�PE) = ηABẽ μ
A ẽ ν

B , (27)

whose inverse is given by
g̃μν(�PE) = ηABẽA

μ ẽB
ν, (28)

where ẽA
μ =

(
( f1(�PE))−1e0

μ , ( f2(�PE))−1eI
μ

)
: this is a rainbow metric.6 This way, one can use this

kind of metric as an input into the Einstein equations as an ansatz for the so-called rainbow gravity.

4 Keep in mind that its exact value also depends on quantization ambiguities [46].
5 We are considering c = h̄ = 1, which implies having the Planck length as the inverse of the Planck energy �P = E−1

P .
6 Energy-momentum dependent metrics, like in curved momentum space have been originally considered in [64].
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For instance, a known solution [50] of the Einstein equation for the static and spherically symmetric
case is the metric

ds2 = − 1− 2M/r

( f1(�PE))2 dt2 +
(1− 2M/r)−1

( f2(�PE))2 dr2 +
r2

( f2(�PE))2 dΩ2. (29)

So, this is a deformation of the Schwarzschild line element by functions that depend on the
energy of the particles that probe such spacetime. Since this is a static spacetime, the energy of a
test particle is, in fact, a conserved quantity and corresponds to the generator of time translations
in this manifold, thus implying that the Schwarzschild metric is being essentially deformed by the
time-translation generator.

When crossing the horizon, the roles of the radial and the time co-ordinates change.
Such modification takes the metric from a static configuration to a purely time-dependent tensor,
which also implies that the energy acquires the role of the conserved radial momentum, i.e.,
the generator of radial translations. In fact, the metric assumes the form

ds2 = − (2M/t− 1)−1

( f2(�PPr))
2 dt2 +

2M/t− 1

( f1(�PPr))
2 dr2 +

t2

( f2(�PPr))
2 dΩ2. (30)

In the next section, we compare this rainbow metric inside the event horizon of a black hole with
the one found from the HDA.

3.2. Momentum-Dependent Metric

Using Equation (18), we can write Equation (20) as

F(t) =
[

2
dKφ(rs/t− 1)

d (rs/t− 1)

]−2

. (31)

However, if we define G(rs/t − 1) .
= dKφ(rs/t − 1)/d(rs/t − 1), which, using Equation (18),

allows us to define Kφ-dependent function Ĝ(Kφ)
.
= G ◦ h(Kφ).

Recalling the relation between the extrinsic curvature and the radial momentum (22), we are able to
define a metric that presents Pr-dependent corrections. It should be stressed that, in this case,
Pr corresponds to the quasilocal radial gravitational momentum, which means that it presents the
information of the test particle in this spacetime (as described in References [41,65] for deforming the
Poincaré symmetry where there is no gravitational field) and of the gravitational interaction (that was
absent in the flat case).

To illustrate this construction, let us consider some examples.

3.2.1. First Case

The most natural choice to begin our analysis is the one exemplified in Reference [48]. In this case

h(Kφ) =
[sin(ρKφ)]2

ρ2 =
rs

t
− 1 (32)

with
β(Kφ) = h′′(Kφ)/2 = cos(2ρKφ). (33)

From Equation (31), we can derive the co-ordinate dependence of the metric function F(t) that
was found in Reference [48]:

F(t) =
( rs

t
− 1

) [
1− ρ2

( rs

t
− 1

)]
. (34)
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However, in order to analyze this effective metric in light of rainbow gravity, we propose to
take a step back and realize that, in fact, the Schwarzschild metric gets deformed due to parameter ρ,
and that such deformation is proportional to rs/t− 1, which, on the other hand, equals to function
h(Kφ) (by Equation (18)), which, in turn, is related to radial momentum Pr by (22).

Combining these expressions, we have:

F(t, Pr) =
( rs

t
− 1

)
[cos (ρt Pr)]

2, (35)

which implies in a rainbow-like metric:

ds2 = −
( rs

t
− 1

)−1
[cos (ρt Pr)]

−2 dt2 +
( rs

t
− 1

)
[cos (ρt Pr)]

2 dr2 + t2 dΩ2. (36)

In this case, the second horizon occurs in the phase space for ρt Pr = (2n + 1)π/2,
which corresponds to th = ρ2rs/(1 + ρ2). In fact, this metric presents the same Penrose diagram,
as pointed out in Reference [48]. According to References [47,48], due to the deformation of the
Hamiltonian constraint in Equation (8), the time reparametrization of the theory also needs to be
modified, leading to a rescaling of lapse function N in Equation (9) as:

N → β(Kφ)N = cos(2ρtPr)N, (37)

which leads to a Euclideanization of the metric for ρtPr = (2n + 1)π/4. For details, see Reference [47].
This rainbow metric presents some differences with respect to the usual approach presented

before (Equation (30)). For instance, there is no rainbow function in the angular sector of the line
element; this rainbow metric presents contributions from the single-particle momentum and from
the gravity sector; and the momentum Pr is multiplied by ρt, instead of the usual Planck length �P.
Such features are repeated in the next examples.

Indeed, we noted that holonomy corrections can be implemented in different ways. Specifically,
the polymerization function (i.e., K �→ f (K)) depends on some choices we can make such as:
the value of the Barbero–Immirzi parameter, the internal gauge group, and finally the spin
representation of the group. How these choices affect symmetry deformation in Equation (8) and,
perhaps, lead to different phenomenological predictions for the form of the MDR, has been recently
discussed [46]. Here, following that line of reasoning, we briefly discuss how, as the reader could
easily expect, these formal ambiguities affect the shape of these effective rainbow metrics, too.

3.2.2. Second Case

A second, rather natural, choice is represented by the complex Ashtekar variables that,
once we turn to the associated effective quantum corrections, give rise to a similar deformation function
through a sort of “Wick rotation” ρ �→ iρ (see Reference [43]) of the standard SU(2) polymerization
Function (3), i.e.,

h(Kφ) = ρ−2[sinh(ρKφ)]
2, (38)

producing the deformed rainbow metric

ds2 = −
( rs

t
− 1

)−1
[cosh (ρt Pr)]

−2 dt2 +
( rs

t
− 1

)
[cosh (ρt Pr)]

2 dr2 + t2 dΩ2. (39)

In this case, since the hyperbolic cosine is never null, there is just the usual horizon for this
black hole.

3.2.3. Third Case

Although complex connection formulations of LQG are receiving restored attention in the recent
literature, it is well known that they also raise major difficulties (for instance, in the analysis of the
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observables of the theory, which need to be real valued operators) for which nobody has been able to
fully and satisfactorily account. Partial progress is given by the proposal of an “analytic continuation”
procedure (see e.g., Reference [66]), which has the advantage of preserving the reality of the spectrum of
the area operator. We direct interested readers to Reference [66]. From References [43,67], we have

h(Kφ) = −
[sinh(ρKφ)]2

ρ2
3

s(s2 + 1) sinh(θφ)

∂

∂θφ

(
sin(sθφ)

sinh(θφ)

)
, (40)

where

sinh
(

θφ

2

)
=

[
sinh

(
ρKφ

2

)]2
. (41)

Leading to

ds2 ≈ −
( rs

t
− 1

)−1
[

1 + (ρt)2 P2
r −

(3s2 + 4)
24

(ρt)4 P4
r

]−1

dt2 (42)

+
( rs

t
− 1

) [
1 + (ρt)2 P2

r −
(3s2 + 4)

24
(ρt)4 P4

r

]
dr2 + t2 dΩ2.

Until the first order, this result coincides with the second case of Section 3.2.2, which is coherent
with results reported in Reference [43] in the flat case. We considered just the second-order deformation
due to the complexity of this deformation function.

3.2.4. Fourth Case

Another possibility is represented by higher spin representations of the internal SU(2) group.
For instance, in this quantization approach to effective LQG, from Reference [46], i.e., j = 1 HR
(holonomy regularization) scheme for regularization, one has:

β(Kφ) = [cos(ρKφ)]
3 − [sin(ρKφ)]

4 − 7
4

sin(ρKφ) sin(2ρKφ) +
3
4
[sin(2ρKφ)]

2, (43)

where β(Kφ) = h′′(Kφ)/2. Then

ds2 ≈ −
( rs

t
− 1

)−1
[

1− (ρt)2 P2
r −

7
24

(ρt)4 P4
r

]−1
dt2 (44)

+
( rs

t
− 1

) [
1− (ρt)2 P2

r −
7

24
(ρt)4 P4

r

]
dr2 + t2 dΩ2.

We also considered just a second-order approximation, which was sufficient for our discussions.

3.2.5. Fifth Case

Now, we consider the case j = 1, but in the connection regularization (CR) scheme. In this case,
following Reference [46], we have

β(Kφ) = [cos(ρKφ)]
4 − [sin(ρKφ)]

4 − 3
2
[sin(2ρKφ)]

2. (45)

Following the same procedures as the previous cases, we are led to the following line element:

ds2 ≈ −
( rs

t
− 1

)−1
[

1− 4 (ρt)2 P2
r +

16
3
(ρt)4 P4

r

]−1
dt2 (46)

+
( rs

t
− 1

) [
1− 4 (ρt)2 P2

r +
16
3
(ρt)4 P4

r

]
dr2 + t2 dΩ2.
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4. Comparison with Previous Definitions

Now that we have discussed these three cases motivated by three different ways to introduce
LQG-inspired corrections into Hamiltonian GR, we recognize that, in general, we obtain metric
deformations of the type

F(t) ≈
( rs

t
− 1

)
[1 + ξ1(ρt)2 P2

r + ξ2(ρt)4 P4
r +O(ρt)6], (47)

where ξi are real numbers. Obviously, the first and second cases could be exactly solved, but they also
match this form by performing a Taylor expansion. Therefore, we can characterize each of the solutions
derived from the HDA by parameters ξi, as can be seen in Table 1 for different j-representations:

Table 1. j-representations and their ξi-parameters.

j ξ1 ξ2
1/2 −1 1/3
∼i/2 1 1/3

1
2 (−1 + is) 1 − 3s2 + 4

24

1 (HR) −1 − 7
24

1 (CR) −4 16
3

The cases analyzed so far do not present deformations as odd functions; therefore, terms with
odd powers of tPr cannot appear, i.e., the first-order correction appears quadratically, the second-order
correction appears in the fourth power, and so on. This could be the consequence of some symmetry
principle underlying the LQG construction that, for instance, would preserve the parity of the MDR
under transformation Pr �→ −Pr.

Originally, rainbow gravity was introduced by the so-called rainbow functions of the particle’s
energy f1,2(�PE), which, in the case of the Schwarzschild metric inside the black hole, reads as
Equation (29). There are some fundamental differences with respect to our case:

• Usual rainbow function f2 deforms the angular sector of the metric, i.e., the line element of unit
sphere S2 is momentum-dependent in usual rainbow gravity;

• our deforming function F(t, Pr) depends on ρt Pr instead of the usual �PPr;
• momentum Pr consists of the momentum of the single test particle and the momentum of the

gravitational field.

The last two points deserve further discussion. Regarding the second point, we are led to speculate
whether the rainbow metric inspired by the HDA is deformed by an effective Planck length given by7

�eff
P = ρt. (48)

This is being generated by the presence of a deformation function on the brackets (Equation (8)).
Therefore, a possible direction that we could investigate consists of searching for a representation of
scalar-tensor theories in rainbow gravity, where Newton’s constant is a scalar field, which would
induce a variable Planck length, comparable to what we found in the present paper.

As a matter of fact, if fundamental constants like h̄, G, and c are functions of spacetime co-ordinates,
this behavior could be explained, as long as

�P(t) =

√
h̄(t) G(t)

c3(t)
= ρt. (49)

7 In the present case, co-ordinate time must satisfy t < rs.
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This is an important difference with respect to previous approaches that build bridges between
energy-momentum-dependent metrics and quantum gravity, since, for the first time, we see a
deformation “parameter” that is co-ordinate-dependent in this particular context. These possible
phenomenological possibilities deserve further investigation.

Such dependence relies on the relation between radial momentum and the extrinsic curvature
given by Equation (22). For the flat case, there is no co-ordinate dependence since the triad Er is
constant, which explains why this feature did not appear in previous analysis of the HDA and DSR,
like Reference [41]. In that case, the term ρt is replaced by a dimensionful parameter λ of the order of
the Planck length.

In this regard, we notice that the possibility of scale-dependence of the characteristic regime at
which we should expect QG effects to be relevant is not something new in the literature. Indeed,
some kind of running of Planck-scale physics is at the cornerstones of many approaches to the QG
problem. Among them, we can count causal dynamical triangulation [68], asymptotic safety [69],
and multifractional geometries [70]. In particular, working within this latter approach, one of us [71,72]
found that the multifractional scale (i.e., the ultraviolet scale at which the spacetime dimension changes,
as it happens by construction in multifractional geometries), �∗, is related to the scale of the observation
at which the measurement is being performed, s, i.e., �∗ = �2

P/s . Within a completely different scenario
and framework, here we obtained a similar outcome. Such an interesting suggestion could be worth
exploring elsewhere.

The third point, by itself, also deserves a deeper investigation about whether it is possible to
uncouple momenta contributions coming from the gravity and test particle sectors, in order to
approximate this new effective metric to the usual one from rainbow gravity, probably similarly to
what was done in Reference [73] in the context of Palatini f (R, Q) gravity (where R is the usual Ricci
scalar and Q = RμνRμν).

We close this section with a remark concerning how one could coherently make contact with
the aforementioned Minkowski limit of the deformed HDA. Since the original Schwarzschild metric
already violates Lorentz invariance, in our approach we do not need to consider deformations of the
Lorentz symmetry. We would need to be concerned about this issue if we had a Minkowski limit of
this metric. However, following the procedures of Reference [48], we cannot simply place rs = 0,
because function h(Kφ) = rs/t− 1 should be a positive definite function; hence, the no-gravity limit
needs to be carefully treated, in order to work on the effective spacetime symmetries of this metric
description. However, this will be the subject for future investigations.

5. Final Remarks

Based on the recently found black-hole solution inside the event horizon from deformations of GR
due to quantum gravitational corrections [48], and on the link between the hypersurface deformation
algebra and deformed Poincaré algebra in the flat limit [41], we connected these two perspectives of the
same problem using the so-called rainbow metrics. In the present case, we found a metric description
for the solutions found in Reference [48] based on the relation between the radial triad, the extrinsic
curvature and the radial momentum given by Pr = −Kφ/

√
|Er|, which is on the very basis of the

linearization of the HDA in terms of DSR symmetries. Such a metric assumes the form of a rainbow
metric, in the sense that it depends on spacetime co-ordinates and on momentum Pr.

We analyzed different realizations of this quantization scheme and realized that a pattern emerged
for the general form of the rainbow metric. We only have even functions of dimensionless quantity
ρt Pr, that we expanded in a Taylor series and collected the first two terms in Table 1.

Important differences with respect to the usual rainbow metric ansatz were found, like the
absence of a rainbow function in the line element of sphere S2. The presence of a variable, effective
Planck length that governs the deformation �eff

P = ρt, which is a novelty in attempts to find rainbow
metrics from quantum-gravity considerations, and the dependence of the metric on the gravitational
and single particle momenta.
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We should stress that, although effective metrics can already be found from the solution of
Reference [48], we here showed a new ansatz of rainbow metrics, given by Equations (19) and (47),
inspired by this approach. Alternative formulations of the rainbow-gravity initial proposal have been
proposed [74–82] and the issue is still under debate. Since the exact form of the semiclassical spacetime
description from quantum gravity is not yet known, we should rely on phenomenological possibilities
driven by deformation functions, like the HDA approach or rainbow-gravity models.

Another key issue on rainbow-gravity and quantum-gravity phenomenology, in general, concerns
the deformed trajectories of test particles, i.e., the geodesics of a quantum spacetime. Following an
approach similar to ours, some efforts have been pushed forward in Reference [83], and MDRs in flat
spacetime have been considered in References [41,43,46], which could, on principle, allow us to find
trajectories from the Hamilton equations. However, for our purposes, it is of pivotal importance to
find exterior or near-horizon metric solutions in order to check deviations of the geodesic equations
from GR in the direction of confronting our findings with observations and with the near-horizon
phenomenology that has been recently developed (see, for instance, Reference [84]).

As discussed in References [41,65], the deformation of the hypersurface algebra induces a
deformation of the Poincaré algebra. On the other hand, we found that the effective metric description
found in References [47,48] resembles rainbow metrics, which are historically related to the DSR
program. Therefore, we wonder whether our approach could be useful for discovering an effective
metric description of the DSR algebraic formalism, such that trajectories found from deformed
Hamilton equations are geodesics, and the deformed symmetries are generated by Killing vectors of
the metric.

Coherently passing from the “gravity-on” to the “gravity-off” geometric description while
preserving the aforementioned structures would be an important step toward a “quantum equivalence
principle”, in which the relations between the geometrical quantities in such emergent spacetime are
preserved even when considering quantum corrections.

In the future, we intend to explore this metric no-gravity limit in order to find a coherent relativistic
metric description of DSR, and to better understand the transition from curved to flat metrics in this
semiclassical approach.
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The following abbreviations are used in this manuscript:

QG Quantum Gravity
GR General Relativity
LQG Loop Quantum Gravity
ADM Arnowitt–Deser–Misner
DSR Doubly (deformed) Special Relativity
MDR Modified Dispersion Relation
FRW Friedmann–Robertson–Walker
RG Rainbow Gravity
HDA Hypersurface Deformation Algebra
CR Connection Regularization
HR Holonomy Regularization
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Abstract: We use the method of the Lewis-Riesenfeld invariant to analyze the dynamical properties of
the Mukhanov-Sasaki Hamiltonian and, following this approach, investigate whether we can obtain
possible candidates for initial states in the context of inflation considering a quasi-de Sitter spacetime.
Our main interest lies in the question of to which extent these already well-established methods
at the classical and quantum level for finitely many degrees of freedom can be generalized to field
theory. As our results show, a straightforward generalization does in general not lead to a unitary
operator on Fock space that implements the corresponding time-dependent canonical transformation
associated with the Lewis-Riesenfeld invariant. The action of this operator can be rewritten as a
time-dependent Bogoliubov transformation, where we also compare our results to already existing
ones in the literature. We show that its generalization to Fock space has to be chosen appropriately in
order to not violate the Shale-Stinespring condition. Furthermore, our analysis relates the Ermakov
differential equation that plays the role of an auxiliary equation, whose solution is necessary to
construct the Lewis-Riesenfeld invariant, as well as the corresponding time-dependent canonical
transformation, to the defining differential equation for adiabatic vacua. Therefore, a given solution
of the Ermakov equation directly yields a full solution of the differential equation for adiabatic vacua
involving no truncation at some adiabatic order. As a consequence, we can interpret our result
obtained here as a kind of non-squeezed Bunch-Davies mode, where the term non-squeezed refers to
a possible residual squeezing that can be involved in the unitary operator for certain choices of the
Bogoliubov map.

Keywords: quantum cosmology; cosmological perturbation theory; Lewis-Riesenfeld invariant;
Bogoliubov transformation; adiabatic vacua

1. Introduction

In the framework of linear cosmological perturbation theory the Mukhanov-Sasaki equation
plays a central role. It encodes the dynamics of the Mukhanov-Sasaki variable, which is a linearized
and gauge invariant quantity that is built from a specific combination of matter and gravitational
perturbations such that the resulting expression is gauge invariant up to linear order. A way to derive
this equation is to consider the Einstein-Hilbert action together with a scalar field minimally coupled to
gravity and expand this action up to second order in the perturbations around an FLRW background.
One decomposes the perturbations into scalar, vector and tensor perturbations since these decouple at
linear order. In the scalar sector, we are left with one physical degree of freedom that can for instance
be expressed in terms of the Mukhanov-Sasaki variable denoted by v(η, x). Given this, we can express

Universe 2019, 5, 170; doi:10.3390/universe5070170 www.mdpi.com/journal/universe289
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the scalar part of the perturbed action entirely in terms of the Mukhanov-Sasaki variable and the
corresponding equation of motion takes the following form [1]:

v′′(η, x)−
(

Δ +
z′′(η)
z(η)

)
v(η, x) = 0, z(η) =

a
H

dφ̄

dη
, η :=

∫ t dτ

a(τ)
,

where Δ is the spatial Laplacian, η denotes conformal time, a the scale factor, φ̄(η) the isotropic
background scalar field andH := a′

a the Hubble parameter with respect to conformal time. Contrary
to the background quantities, the linear perturbations carry a position dependence breaking the spatial
symmetries of the FLRW background spacetime. Throughout this article we will work with the
Fourier transform of this differential equation. For each Fourier mode vk(η), this leads to a differential
equation given by:

v′′k(η) +
(
‖k‖2 − z′′(η)

z(η)

)
vk(η) = 0, (1)

where quantities with k-label corresponds to the associated Fourier transforms. The quantity in the
brackets of the Fourier transformed equation is called the Mukhanov-Sasaki frequency ωk(η) and
reflects the backreaction of the matter degrees of freedom with the background spacetime. Further
commonly used gauge invariant quantities in the context of linear cosmological perturbation theory
are the Bardeen potential ΦB as well as the comoving curvature perturbationR. The latter is related to
the Mukhanov-Sasaki variable v by v = zR. Whether one considers a specific gauge invariant quantity
is often influenced by the choice of a particular gauge in which these variables simplify and have an
obvious physical interpretation. For the Bardeen potential this is the longitudinal gauge, whereas the
Mukhanov-Sasaki variable naturally arises in the spatially flat gauge, where it is directly related to the
perturbations of the inflaton scalar field. More details about the construction of these gauge invariant
variables as well as the derivation of their dynamics from the perturbed Einstein equations in the
Lagrangian framework can for instance be found in Reference [2]. A similar derivation in the canonical
approach is for example presented in References [3–6]. Here we will not work in a particular gauge
but take the form of the Mukhanov-Sasaki equation in (1) as our starting point. As far as a comparison
with experimental data is concerned, the relevant quantity is the power spectrum that is defined as the
(dimensionless) Fourier transform of the real space two-point correlation function, that is in the case of
the quantized Mukhanov-Sasaki variable 〈0| v̂(η, x), v̂(η, y) |0〉.

Obviously the power spectrum can only be determined if some initial state has been chosen with
respect to which the correlation functions are defined. The most common choice for the initial state is
the Bunch-Davies vacuum that can be uniquely selected by the conditions that it is de Sitter invariant
and satisfies the Hadamard condition. The latter requires that the corresponding two-point function
has a specific behavior in the ultraviolet, that is for short distances. If we drop the Hadamard condition,
we obtain the family of so-called α-vacua that include the Bunch-Davies vacuum. Other choices for
the initial conditions than the ones for the Bunch-Davies vacuum have been considered and their
possible fingerprints on the power spectrum have been investigated, see for instance References [7–9]
and references therein. The Bunch-Davies vacuum is selected by requiring that in the limit of η → −∞
the mode functions take the form of the usual Minkowski mode functions. Another method to
choose an initial state is the so-called Hamiltonian diagonalization method, where one minimizes
the expectation value 〈0η0 | Ĥ(η0) |0η0〉 of the Mukhanov-Sasaki Hamiltonian at one moment in time,
say η0. Hamiltonian diagonalization refers to the fact that at η0 the coefficients of the off-diagonal terms
involving second powers of annihilation and creation operators, respectivley, vanish for all modes.
That is, at η0 the Mukhanov-Sasaki Hamiltonian is given by the field theoretical generalization of the
standard harmonic oscillator. Considering this, a natural question to ask is whether such a Hamiltonian
diagonalization can be obtained not only instantaneously but for each moment in time and particularly
how this aspect is related to the choice of initial states. The usual form of Hamiltonian diagonalization
has been critizised in the literature, see for instance Reference [10]. In the framework considered in our
work this corresponds to the question whether there exists a canonical transformation that maps the
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Mukhanov-Sasaki Hamiltonian to the time-independent harmonic oscillator for each moment in time.
In order to work into that direction we take into account that the Mukhanov-Sasaki equation represents
a time-dependent harmonic oscillator in each Fourier mode, whereas the specific form of the time
dependence reflects the properties of the expanding background spacetime. What we are aiming at is
a transformation that maps the time-dependent harmonic oscillator to the time-independent harmonic
oscillator for each mode and all times. Defining such a transformation will only work if we consider
time-depedendent canonical transformations, that are adapted specifically to the two systems of the
time-dependent and time-independent harmonic oscillator, respectively. This is conveniently done in
the extended phase space framework outlined below.

There has been considerable interest in the study of the time-dependent harmonic oscillator, both
in a purely classical and quantum mechanical context. A distinct role in all of these considerations is
played by the Lewis-Riesenfeld invariant, which is a constant of motion with respect to the evolution
governed by a time-dependent harmonic oscillator. At the classical level, this invariant has been
considered in the context of a canonical transformation in the extended phase space [11,12] that
involves time and its momentum as canonical phase space variables among the usual position and
momentum variables. Such an extended phase space provides a convenient platform to implement
time-dependent canonical transformations. The obtained canonical transformation allows to map
the system of the time-dependent harmonic oscillator onto the system of a harmonic oscillator with
constant frequency and thus completely removes the time dependence of the Hamiltonian, which
drastically simplifies the task of finding solutions of the equations of motion after applying the
transformation. As shown in Reference [13], the invariant can also be defined in the context of
quantum mechanics. In this case the eigenstates of the invariant can be used to construct solutions of
the Schrödinger equation involving the original time-dependent Hamiltonian. Further application are
to construct coherent states of the time-dependent harmonic oscillator by means of the eigenstates of
the Lewis-Riesenfeld invariant as for instance discussed in References [13,14].

If we aim at relating the framework of the Lewis-Riesenfeld invariant to the notion of initial states
associated with the Mukhanov-Sasaki equation, we need to generalize this approach to the field theory
context. There exists already some work in this direction, see for example in References [14,15] and
references therein, although with a slightly different focus than we want to consider here, because both
of them do not apply this techniques directly to the Mukhanov-Sasaki equation in the framework of the
extended phase space, meaning that they consider different time-dependent frequencies in general and
particularly the generalization to field theory was not analyzed in very much detail in Reference [15].
The strategy we want to follow in our work is that first we consider the Lewis-Riesenfeld invariant
and the corresponding canonical transformation at the classical level for finitely many degrees of
freedom in the extended phase space, building on former work of References [11,12], who however
did not consider the quantization of the canonical transformation. In order to be able to implement
the corresponding unitary map at the quantum level, we also construct the corresponding generator
of the canonical transformation. For the reason that in the extended phase space the physical system
of the time-dependent harmonic oscillator is described as a constrained system, we construct Dirac
observables and use the technique of reduced phase space quantization to implement this unitary map
on the physical Hilbert space in a quantum mechanical setting, where it can also be formulated in
terms of a time-dependent Bogoliubov transformation. Given this setup, we could take the vacuum of
the time-independent harmonic oscillator, apply the constructed unitary map to it and obtain a in this
sense natural candidate for a vacuum state for the time-dependent harmonic oscillator, that has then
been determined directly by means of the unitary map.

The question we want to address in this article is whether we can carry this idea over from finitely
many degrees of freedom to field theory and use the Lewis-Riesenfeld invariant approach to obtain
possible candidates for initial states. In particular, we are interested in the physical properties of such
initial states and their relation to the Bunch-Davies vacuum and other adiabatic vacua. As we will
show, the most straightforward generalization to field theory is not possible because the so constructed
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map involves an infrared divergence, hence the Shale-Stinespring condition is violated. As we will
discuss, a suitable modification of the map in the infrared range can be obtained to cure the infrared
divergenes. Furthermore, as we will show, if this map is not chosen carefully for all but the infrared
modes it can also involve ultraviolet divergences strictly permitting a unitary implementation on Fock
space. Interestingly, in the context of the Mukhanov-Sasaki Hamiltonian, different choices at this level
can be related to different choices for the initial conditions of the associated mode functions. Moreover
it becomes clear that we can recover the defining differential equation for adiabatic vacua from the
Ermakov equation, where the latter is an auxiliary differential equation whose solution is needed to
explicitly construct the Lewis-Riesenfeld invariant and the corresponding canonical transformation.
This allows us to interpret the initial conditions and the result for the Fourier modes we obtain using
the method of the Lewis-Riesenfeld invariant in the context of adiabatic vacua.

This article is structured as follows: In Section 2 we introduce the framework of the extended phase
space and rederive the canonical transformation that maps the system of the time-dependent harmonic
oscillator to the time-independent one generalizing the approach in Reference [12]. The time-rescaling
that is involved in this canonical transformation naturally occurs in the extended phase space and the
physical interpretation of the Lewis-Riesenfeld invariant can be easily understood. In order to deal with
the constrained system in the extended phase space later on, we want to choose reduced phase space
quantization and thus derive the reduced phase space in terms of Dirac observables. Their dynamics is
generated by the Dirac observable associated with the time-dependent Hamiltonian. As the next step
in Section 3, we consider the quantization of the system and show that the canonical transformation can
be implemented as a unitary map on the one-particle physical Hilbert space, where our results agree
with already existing results in the literature for finitely many degrees of freedom. In order to simplify
the actual application of the unitary operator we perform a generalized Baker-Campbell-Hausdorff
decomposition by means of which we then rewrite the unitary transformation as a time-dependent
Bogoliubov map.

Afterwards we consider the generalization of our results obtained so far to field theory, discussing
the two most common cases in the literature, where one maps from a time-dependent harmonic
oscillator to a harmonic oscillator with either frequency ωk = k or ωk = 1. As far as the implementation
on Fock space is considered, the first choice can be implemented unitarily, whereas the second cannot
due to an ultraviolet divergence. This ultraviolet divergence is caused by a residual squeezing
operation by which the two maps differ. To avoid issues that occur for the infrared modes, we discuss a
possible modification of the map using the Arnold transformation discussed in Reference [16]. Section 6
presents practical applications of this formalism by considering the case of a quasi-de Sitter spacetime
and the corresponding Mukhanov-Sasaki equation in a slow-roll approximation. We construct the
Lewis-Riesenfeld invariant and, in the context of a quantum mechanical toy model, compute the lowest
and next to lowest eigenvalue eigenstates associated to it and analyze their properties. Finally we
summarize and conclude in Section 7.

2. Extended Phase Space Formulation and Time-Dependent Canonical Transformations

A convenient framework for implementing time-dependent canonical transformations is the
extended phase space in which also time and its conjugate momentum are treated as phase
space variables and thus transformations of them can be naturally formulated. Motivated by the
Mukhanov-Sasaki equation, we first investigate a single mode of the equation in a classical context.
This corresponds to a harmonic oscillator with time-dependent frequency. We will consider the single
mode Mukhanov-Sasaki Hamiltonian as a mechanical toy model and later generalize the results
obtained in this case to the field theory context. Our goal is to remove this explicit time dependence by
a time-dependent canonical transformation. This transformation will be defined on the extended phase
space as a symplectic map that also includes the time variable and its associated conjugate momentum
as phase space degrees of freedom.
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2.1. Time-Dependent Hamiltonians on Extended Phase Space

As a first step we reformulate the dynamics encoded in the single mode Mukhanov-Sasaki
Hamiltonian on the extended phase space, where it becomes a constrained system. Let us consider
a system with finitely many degrees of freedom where we denote all configuration variables as
q = (q1, · · · , qn) and the configuration space by Σ. A time-dependent Lagrangian is then defined as
a function L : TΣ×R → R. Because we want to include time among the elementary configuration
variables, closely following the work in References [11,12], we extend the configuration manifold Σ to
M := Σ×R and rewrite the action as

S[L] =
∫
R

ds L
(

q̃(s), t(s),
(dt

ds

)−1 dq̃

ds

)
dt(s)

ds
(2)

:=
∫
R

dsL
(

q̃(s), t(s),
(dt

ds

)−1 dq̃

ds
,

dt(s)
ds

)
=: S[L],

where we will refer to L as the extended Lagrange function now understood as a function
on the extended tangent bundle TM that is even-dimensional and associated to the extended
configuration manifold, including the former system evolution parameter commonly referred to
as time. A non-degenerate symplectic structure on the corresponding cotangent bundle T∗M, whose
elementary variables are (q̃, t, p̃, pt) can be defined as usual. This allows to establish a one-to-one
correspondence between smooth phase space functions and Hamiltonian vector fields. In complete
analogy to the conventional case, one can formulate the Euler-Lagrange equations in terms of the
extended variables by means of the variational principle, which results in equivalent equations of
motion as derived from the original action S[L]. The equations of motion for the time variable are
just given by dt

ds = λ(s) where λ(s) is an arbitrary real parameter reflecting the rescaling symmetry of
the action, this reflects the arbitrary parametrization of time and has no physical significance. If we
perform a Legendre transform, we realize that pt = −H(q̃, p̃, t) becomes a primary constraint since it
cannot be solved for the velocities dt

ds with1

H(q̃, p̃, t) =
p̃2

2
+

1
2

ω2(t)q̃2,

where the Hamiltonian is a function H : T∗M → R that is independent of pt. We denote this constraint
by C := pt + H(q̃, p̃, t). Therefore, we apply the Legendre transform for singular systems and obtain
the following Hamiltonian on the extended phase space T∗M:

H = p̃a
dq̃a

ds
+ pt

dt
ds
− L

∣∣∣
q̇a(q̃,p̃,t,λ), dt

ds =λ
=

(
H(q̃, p̃, t) + pt

)
λ(s) = λ(s)C ≈ 0,

where we used ≈ to denote weak equivalence and used the definition of λ(s) from above. Due to
reparametrization invariance of the extended action, there is no true Hamiltonian but a Hamiltonian
constraint C. From now on we will neglect the tilde on the top of the variables q, p to keep our notation
more compact. For the time-dependent harmonic oscillator the so-called Lewis-Riesenfeld invariant
ILR has played a pivotal role, particularly in the construction of solutions for the corresponding
equations of motion. ILR is a phase space function being quadratic in the elementary variables (q, p)

and its time dependence is encoded in a function ξ : I ⊆ R→ R. Explicitly, it is given by:

ILR
(
q, p, t

)
:=

1
2

((
ξ(t)p− ˙ξ(t)q

)2
+

ω2
0 q2

ξ2(t)

)
. (3)

1 In general we could also take into account a time dependent mass in the Hamiltonian, however in the case of the
Mukhanov-Sasaki equation it is sufficient to set the mass parameter m equal to m = 1.

293



Universe 2019, 5, 170

Since ILR is an invariant, it has to commute with the constraint C on the extended phase space2:

{ILR, C}ext = {ILR, H(t)}+ ∂ILR
∂t

= 0. (4)

This carries over to a condition on the function ξ that has to satisfy the following non-linear,
ordinary, second-order differential equation(

d2

dt2 + ω(t)2
)

ξ(t)−ω2
0 ξ(t)−3 = 0, (5)

known as the Ermakov equation. It has been shown that ILR is an invariant both at the classical
level [11] and at the quantum level [13,17]. In the following, the explicit form of ILR will be our guiding
line for finding an extended canonical transformation that removes the time dependence from the
Hamiltonian of the harmonic oscillator with a time-dependent frequency.

2.2. Extended Canonical Transformations and Hamiltonian Flows

In the framework of the extended phase space formalism we can now regard time as a
configuration degree of freedom and consequently apply a canonical transformation to implement a
time-rescaling. It is worth noting that the Mukhanov-Sasaki equation in conformal time (commonly
denoted η) takes the form of a time-dependent harmonic oscillator, however we shall refer to the time
variable as t in the context of the classical and one-particle quantum theory, respectively. We aim at
finding a symplectic map Φ such that the explicitly time-dependent Mukhanov-Sasaki Hamiltonian is
mapped into an autonomous one, that is, one with time-independent frequency that we denote by ω0.
During this procedure, the Hamiltonian constraint together with the Poisson structure on the extended
phase space remain invariant by construction, that is:

Φ : T∗M → T∗M, H �→ Φ∗H = H. (6)

Correspondingly, the symplectic form Ω on T∗M is invariant under the Hamiltonian flow of the
associated Hamiltonian vector field of Φ that infinitesimally generates this transformation. In order
to apply this procedure to the case of the single-mode Mukhanov-Sasaki Hamiltonian, we need to
impose conditions on the explicit form of Φ. We would like to preserve the functional dependence
of the Hamiltonian constraint on the one hand and keep the quadratic order in both momentum and
configuration variables on the other hand. For this purpose, we make the following ansatz, closely
related to the work presented in Reference [12]:

Φ :

⎛⎜⎜⎜⎝
qa

pa

t
pt

⎞⎟⎟⎟⎠ �→

⎛⎜⎜⎜⎝
Qa(q, t)

F(q, t)pa + Ga(q, t)
T(q, t)

PT(q, t, p, pt)

⎞⎟⎟⎟⎠ s.t. Φ∗Ω = Ω (7)

Note the ansatz p ∝ P + G(q, t) ensures that the transformed Hamiltonian is again quadratic in
the new momentum, whereas the prefactor allows for a time-rescaling of the momentum variable.
Additionally, the only variable that carries a dependence on pt is the new momentum conjugate to T
denoted by PT , which is a choice that preserves the form of the Hamiltonian constraint being linear in
the conjugate momentum of the time variable. We employ the ansatz in (7) for the symplectic map
Φ and from subsequent comparison of coefficients of the two-form basis elements we obtain a set

2 The symplectic form associated with the Poisson bracket {., .}ext on the extended phase space has the form Ω = dq̃a ∧ dp̃a +
dt ∧ dpt.
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of five coupled differential equations that determine the form of Φ to be a canonical transformation.
This system of differential equations corresponds to a generalization to n + 1 configuration degrees
of freedom of the set of equations presented in Reference [12], where only the case for n = 1 was
presented. It explicitly reads:

∂Qa

∂t

(
pa

∂F
∂qb +

∂Ga

∂qb

)
+

∂PT

∂qb
∂T
∂t

=
∂Qa

∂qb

(
pa

∂F
∂t

+
∂Ga

∂t

)
+

∂PT
∂t

∂T
∂qb ,

F
∂Qa

∂t
+

∂PT
∂pa

∂T
∂t

= 0,
∂PT
∂pa

∂T
∂qb + F

∂Qa

∂qb = δa
b , (8)

∂PT
∂pt

∂T
∂qa = 0,

∂PT
∂pt

∂T
∂t

= 1.

We can get a first hint how a solution could look like when we consider the Lewis-Riesenfeld
invariant ILR from Equation (3) in Section 2 above. Hence, there is a natural starting point for finding
the favored canonical transformation we are aiming at, by fixing the transformations of q and p

according to a factorization of ILR. This leads to

Qa(q, t) :=
qa

ξ(t)
⇐⇒ qa(Q, T) = ξ(t(T))Qa, (9)

Pa(q, p, t) := ξ(t)pa − ξ̇(t)qa ⇐⇒ pa(Q, P, T) =
Pa

ξ(t(T))
+ ξ̇(t(T))Qa, (10)

where ξ̇ = ∂tξ is the derivative with respect to the dynamical time variable. In order to proceed, we
need to find a suitable transformation for the time variable T(t) that is consistent with the system of
Equation (8) previously found. A convenient possibility is to use Euler’s time scaling transformation for
the three-body problem, recently introduced by Struckmeier [11] in the context of the time-dependent
harmonic oscillator. However, the approach in Reference [11] differs from the one outlined in this
work in the sense that we derive the explicit form of the transformation instead of making use of the
corresponding generating function. The relevant transformation of t is given by:

T(t) :=
∫ t

t0

dτ

ξ2(τ)
⇐⇒ ∂T

∂t
=

1
ξ2(t)

, (11)

where ξ(t) ∈ C2(R) is an up-to-now arbitrary function with the only restriction that the above integral
needs to be well-defined. Given the explicit form of (11), we can require mutual consistency of the
transformations in (8) in order to fix the form of the transformed canonical momentum PT . Solving
the first equation in (8) for ∂bPT and subsequently integrating the obtained expression yields the
following result:

PT(q, p, t, pt) = ξ2(t)pt + ξ(t)ξ̇(t)q · p− 1
2

(
ξ(t)ξ̈(t) + ξ̇2(t)

)
q2, (12)

with the term ξ2(t)pt arising from an arbitrary additive constant with respect to q and the requirement
of inverse scaling behavior between t and pt according to (8). Now that we have fixed the
transformation to the new canonical coordinates, we can use the invariance of the Hamiltonian
constraint H under the change of canonical coordinates to derive an autonomous Hamiltonian from
the original, time-dependent one:

Φ∗H =
(

Φ∗H + PT

)dT
ds

=
(

Φ∗H + PT

)∂T
∂t

dt
ds

=
(

H(q, p, t) + pt

)dt
ds

= H. (13)
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In fact, using the one before the last equality sign in (13) we find an expression for Φ∗H:

H0 := Φ∗H = ξ2(t)
(

H(q, p, t) + pt

)∣∣∣(
Φ
)
(q,p,t)

− PT , (14)

with q, p and t considered as functions of the new variables Q, P and T via the extended canonical
transformation Φ(q, p, t) defined in Equation (7). Analogous to the treatment displayed in
Reference [11], we would also like to point out the crucial property that not the bare constraint C but
the product with the Lagrange multiplier H = λC(q, p, t, pt) is invariant under this transformation
by construction. As a consequence, the canonical momentum PT drops out in H0. If we evaluate all
expressions using the inverse of Φ to express q, p in terms of Q, P, we finally obtain:

H0(Q, P, T) =
[

ξ2(t)
2

(
p2 + ω(t)2q2

)
− ξ(t)ξ̇(t)q · p +

1
2

(
ξ(t)ξ̈(t) + ξ̇2(t)

)
q2

]∣∣∣∣∣(
Φ−1

)(
Q,P,T

)
=

ξ2

2

(
P2

ξ2 + 2
ξ̇

ξ
Q · P + ξ̇2Q2 + ω(t(T))2ξ2Q2

)
− ξξ̇Q · P− 1

2

(
ξ2ξ̇2 − ξ3ξ̈

)
Q2 (15)

=
1
2

(
P2 + ξ3

(
ξ̈ + ω

(
t(T)

)2
ξ
)

Q2
)
=

1
2

(
P2 + ω2

0Q2
)

,

where we designed the symplectic map Φ in such a way that the requirement that the term in the
brackets multiplying Q2 in Equation (15) equals ω2

0 ∈ R is respected. This leads to the condition that
ξ(t) needs to satisfy the Ermakov differential equation, which we already encountered during the
discussion of the Lewis-Riesenfeld invariant ILR in Section 2 in (5). The so constructed map Φ describes
a time-dependent canonical transformation that maps a harmonic oscillator with time-dependent
frequency ω(t) onto a time-independent harmonic oscillator with constant frequency ω0. The explicit
form of the map of course depends on the time dependence of ω(t) but can be determined from the
Ermakov equation once ω(t) is given. While in principle we could fix the frequency ω0 to one, as it has
been done for the form of the Ermakov equation for instance in References [13,14], we would like our
transformation Φ to correspond to the identity for an already time-independent harmonic oscillator
Hamiltonian. This can only be achieved if not all time-dependent frequencies are mapped to unity,
as even a constant ω0 would then be transformed non trivially, resulting in a residual transformation
analogous to a squeezing operation in quantum theory.

2.3. The Reduced Phase Space Associated with T∗M and the Infinitesimal Generator of Φ

In this section we want to derive the infinitesimal generator corresponding to the finite canonical
transformation Φ on the extended phase space T∗M that we presented in the last section. This will
be relevant later on when we discuss the implementation of Φ in the quantum theory. As we have
discussed, the system under consideration can be understood as a constrained system in the context
of the extended phase space. Consequently, we have two options for handling the constraint, either
we solve it in the quantum theory via Dirac quantization or we reduce with respect to this constraint
already classically and quantize the reduced phase space only. In the first place, both approaches
are equally justified from the physical perspective, so this is a choice one makes for each given
model. In our case this goes along with the selection whether we want to implement the canonical
transformation Φ on the extended or reduced phase space, respectively. Firstly, as the transformation
from t to T(t) in (11) involves a time-rescaling in form of an integral, if we are not able to obtain the
antiderivative of the integrand in closed form, it will be problematic to formulate this kind of canonical
transformation in the quantum theory based on the extended phase space where t becomes an operator.
Secondly, following Dirac quantization, we need to construct a physical inner product for physical
states and this is non-trivial if the constraint is of the form C = pt + H(q, p, t) with H being explicitly
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time-dependent, a similar situation that occurs in loop quantum cosmology if we consider the inflaton
as reference matter. The final physical sector of the theory should be related in both approaches and in
the best case yield the same physical predictions. This might not be the case in general but yields some
restrictions on possible choices in the quantization procedure to match the models based on Dirac
and reduced quantization respectively. In the following we choose the reduced phase space approach
for which the initial phase space T∗Σ can be naturally identified with the reduced phase space of our
system. In order to show this we construct Dirac observables for our constrained system by means of
the formalism presented in References [18,19] and references therein, that is based on the relational
formalism originally introduced in References [20,21]. In the extended phase space, we consider the
configuration variable t as the reference field (clock) for time and introduce the following gauge fixing
condition Gτ := t− τ ≈ 0. Gτ together with the first class constraint C build a second class pair since
{Gτ , C} = 1. The Dirac observables for all degrees of freedom except the clock degrees of freedom
(t, pt) are given by

OC
qa ,t(τ) =

∞

∑
n=0

Gn
τ

n!
{

C(q, p, t), qa}
(n), OC

pa ,t(τ) =
∞

∑
n=0

Gn
τ

n!
{

C(q, p, t), pa
}
(n), (16)

where {A, B}(n) denotes the iterated Poisson bracket defined via {A, B}(n) := {A, {A, B}(n−1)} and
{A, B}(0) := B and we have used that qa and pa both commute with the conjugate momentum pt.
The observable map can also be applied to the clock degrees of freedom, leading to

OC
t,t(τ) =

∞

∑
n=0

Gn
τ

n!
{

C(q, p, t, pt), t
}
(n) = τ, OC

pt ,t(τ) =
∞

∑
n=0

Gn
τ

n!
{

C(q, p, t, pt), pt
}
(n). (17)

We realize that the clock t is mapped to the parameter τ as expected, whereas contrary to the
deparametrized models presented in References [22–29], the physical Hamiltonian retains its time
dependence, hence pt is not yet a Dirac observable by itself. Using the properties of the observable
map we have that pt = −OC

H(q,p,t),t = −H(OC
q,t,OC

p,t, τ) and hence pt can be expressed as a function

of OC
q,t,OC

p,t only, where we introduced the abbreviation OC
q,t := (OC

q1,t, · · · ,OC
qn ,t) and likewise for the

momenta. This shows that (OC
q,t,OC

p,t) are the elementary variables of the reduced phase space and
the degrees of freedom encoded in (t, pt) have been reduced, which leaves us with 2n true degrees of
freedom in the physical sector of the phase space. As a consequence, we can identify the reduced phase
space with T∗Σ and the Hamiltonian can be understood as a function from T∗Σ×R to the real numbers.
In order to analyze the Poisson algebra of the observables we have to construct the corresponding
Dirac bracket, denoted by {., .}∗, associated to the second class system (Gτ , C). However, for the
reason that all variables (q, p) commute with the gauge fixing condition, their Dirac bracket reduces
to the usual Poisson bracket. Given this and considering the result in Reference [19], the algebra of our
Dirac observables reads: {

OC
qa ,t(τ),OC

pb ,t(τ)
}
= OC

{qa ,pb}∗ ,t(τ) = δa
b .

Thus, the kinematical Poisson algebra of (q, p) and the algebra of their corresponding Dirac
observables are isomorphic, which is a big advantage for finding representations of the observable
algebra in the context of the quantum theory in Section 3. The observable map applied to a generic
phase space function f returns the values of f at those values where the clock takes the value τ.
Therefore, the natural evolution parameter for these Dirac observables is τ. If the constraint is linear in
the clock momenta as in our case where C = pt + H(q, p, t), then as shown in References [19,26]
the so-called physical Hamiltonian generating the τ-evolution is given by the Dirac observable
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corresponding to H(q, p, t). Thus, in our case the evolution on the reduced phase space is given
by the following Hamilton’s equations:

d
dτ
OC

qa ,t =
{
OC

qa ,t, H(OC
q,t,OC

p,t, τ)
}

,
d

dτ
OC

pa ,t =
{
OC

pa ,t, H(OC
q,t,OC

p,t, τ)
}

. (18)

Lastly, by an abuse of notation we replace τ by t as well as OC
qa ,t by qa and OC

pa ,t by pa in order to
be closer to the notation used in previous works in the literature and emphasize that the generator
of Φ acts as a one-parameter family of transformations on configuration and momentum degrees
of freedom in T∗Σ. When we have a look at the form of Φ, we immediately recognize that the
generator G ∈ C∞(T∗Σ×R) needs to be a polynomial of second order in the original configuration
and momentum variables, where T∗Σ × R corresponds to the presymplectic space for explicitly
time-dependent systems as for instance used in Reference [11]. This ensures that the action of the
associated Hamiltonian vector field XG with XG( f ) := {G, f } onto the elementary phase space
variables q and p results in a linear combination of those quantities. The explicit form of Φ suggests an
ansatz in order to find G, which naturally depends on ξ, ξ̇, incorporating the parametric dependence
on t:

G(ξ, ξ̇, q, p) := f (ξ, ξ̇)q · p + 1
2 g(ξ, ξ̇)q2, (19)

where the factor in front of g(ξ, ξ̇) was introduced for later convenience. Application of the
exponentiated Hamiltonian vector field XG onto q and p leads to the following results:

exp{XG}qa :=
∞

∑
n=0

1
n!
{G, qa}(n) =

∞

∑
n=0

(−1)n

n!
(

f (ξ, ξ̇)
)nqa = e− f (ξ,ξ̇)qa, (20)

exp{XG}pa :=
∞

∑
n=0

1
n!
{G, pa}(n) = e f (ξ,ξ̇)pa +

1
2

(
e f (ξ,ξ̇) − e− f (ξ,ξ̇)

) g(ξ, ξ̇)

f (ξ, ξ̇)
qa, (21)

with the iterated Poisson bracket defined as above. A direct comparison of the results in (20) and (21)
to the solutions of the system of equations in (8) yields the dependencies of f (ξ, ξ̇) and g(ξ, ξ̇) on ξ

and ξ̇, respectively:

f (ξ, ξ̇) = ln(ξ), g(ξ, ξ̇) =
2 ln(ξ)ξξ̇

1− ξ2 . (22)

Finally, we are able to explicitly write down the generator of the extended canonical transformation
Φ restricted to the constraint hypersurface T∗Σ×R, that is the physical sector. We call this restriction
of Φ, which is a time-dependent canonical transformation on the reduced phase space, Γξ from now
on. In a convenient notation, it has the following form:

G(ξ, ξ̇, q, p) =
1
2

ln(ξ)
(

q · p + p · q + h(ξ, ξ̇)q2
)

, h(ξ, ξ̇) :=
2ξξ̇

1− ξ2 . (23)

In fact, this classical generator precisely corresponds to the exponential operator found in
Reference [17] for a quantized version of the time-dependent harmonic oscillator. It is worth noting
that, regardless of the choice of coordinates, G takes the same form in either q, p or Q, P, that is it
holds that G

(
q(Q, P), p(Q, P)

)
= G

(
Q, P

)
. Not surprisingly, we can switch between the autonomous

Hamiltonian and the Lewis-Riesenfeld invariant in this framework, using the action of Γξ on (analytical)
phase space functions, leading to:

H0
(
Γξ(q), Γξ(p)

)
= H0

(
eXGq, eXGp

)
=

1
2

((
ξ(t)p− ξ̇(t)q

)2
+

ω2
0 q2

ξ(t)2

)
=: ILR, (24)
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Of course this was how Γξ or rather Φ was constructed in the first place. However, relation (24)
will be of importance in the quantum theory, where it is part of the time evolution operator (i.e., the
Dyson series) associated to the time-dependent Hamiltonian. Furthermore, this will allow us to
make contact to previous work and strictly derive the phase factor that was introduced by hand
in Reference [13] in order to construct eigenfunctions of the time-dependent Schrödinger equation.
Referring to the relational formalism outlined in for example, References [18,19], we reconsider the fact
that the Lewis-Riesenfeld invariant strongly commutes with the constraint C as shown in (3). Hence,
in this language ILR is a strong Dirac observable with respect to the constraint C(q, p, t, pt) if and
only if ξ(t) satisfies the Ermakov Equation (5), connecting to the results presented in Reference [13]
in the context of quantization. As a concluding remark, let us introduce e+ := 1

2 p2, e− := − 1
2 q2 and

h := qa pa, which amount to the generators of the classical canonical transformation Γξ we derived in
the preceding section. Then these three generators form a basis of the sl(2,R) algebra, which is evident
due to the structure constants of their Poisson brackets. Hence, the exponential of these generators
(or a subset thereof) constitutes a group element of SL(2,R) and consequently the classical canonical
transformation Γξ is a real representation of SL(2,R) on the space of phase space polynomials or
everywhere-analytic phase space functions, respectively.

Let us briefly summarize what we have established in the previous section. Starting from an
explicitly time-dependent Hamiltonian and its associated Lewis-Riesenfeld invariant, we systematically
constructed a time-dependent canonical transformation on an extended phase space, which removes
the time dependence of the original Hamiltonian. Let us stress at this point that H(t), ILR(t) and H0

are in fact the same object in different coordinates on the extended phase space. Consequently, we were
able to construct the associated infinitesimal generator of this symplectic map and established the
notion of a reduced phase space with the prospect of a corresponding unitary transformation in the
one-particle quantum theory. The construction of the latter will be the content of the next section.

3. Quantization: One-Particle Hilbert Space

In this section we will present the quantization of the time-dependent canonical transformation
derived in the last section on the one-particle Hilbert space. This allows to transform each mode of
the single-mode Mukhanov-Sasaki Hamiltonian into a harmonic oscillator with constant frequency.
In Section 4 we will discuss in which sense the results obtained in this section can be generalized to
field theories. The unitary implementation of the symplectic transformation we considered can be
used for constructing an analytic solution to the time-dependent Schrödinger equation in the form of a
unitary time evolution operator.

3.1. Canonical Quantization of the Time-Dependent Canonical Transformation

From the classical theory, the relevant algebra is P =
(
C∞(T∗Rd), {., .}, ·

)
equipped with the

Poisson bracket and pointwise multiplication, which is the algebra of elementary variables of a classical
point-particle in d-dimensional Euclidean space. This algebra can be further extended by an involution
operation leading to the Poisson *-algebra that will be our starting point for the canonical quantization.
In the following we can restrict our discussion to the case d=1 which is sufficient for the quantization
of the single mode Mukhanov-Sasaki system. As a first step we define a quantization mapQ that maps
elements of P into an abstract operator algebra Q(P). Given any two smooth phase space functions
f , g ∈ P we have

Q : P → Q(P), { f , g} �→ Q
(
{ f , g}

)
= −i

[
Q( f ),Q(g)

]
∈ Q(P), (25)

where we have set h̄ = 1. Requiring thatQ is function-preserving, that isQ
(

F(q, p)
)
= F

(
Q(q),Q(p)

)
for any real function F as usually required for any quantization map, we can now directly write down
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the quantum version of the generator for the one-parameter family (i.e., time-dependent) of canonical
transformations Γξ on T∗Σ and its exponential:

Q(G) := Ĝ =
1
2

ln(ξ)
(

q̂ p̂ + p̂q̂ + h(ξ, ξ̇)q̂2
)

, (26)

where q̂, p̂ denote elements of the abstract operator algebra Q(P). For later convenience we quantize
the inverse of Γξ and hence the inverse map, that is due to the minus sign in the quantization
prescription and to be closer to existing results in the literature, since the mapping to the autonomous
Hamiltonian is classically achieved by the inverse of Φ:

Q
(
Γ−1

ξ

)
= exp

{
i
[
Q(G), .

]}
= exp

{
i
[
Ĝ, .

]}
= exp

{
i adĜ

}
=: AdΓ̂ξ

,

with ’ad’ and ’Ad’ denoting the adjoint representation of the Lie algebra and the corresponding
Lie group, respectively. Now since we want to define the action of Γ̂ξ on some Hilbert space we
need a representation that maps the abstract operators into the set of linear operators on a Hilbert
space respecting the commutator relations of the abstract algebra, that is π : Q(P) → L(H)

such that π(Q( P )) = H, π(Q({q, p})) = −i[π(Q(q)), π(Q(p))] as well as π(Q({q, q})) =

−i[π(Q(q)), π(Q(q))] and π(Q({p, p})) = −i[π(Q(p)), π(Q(p))]. If not otherwise stated we will
work with the standard Schrödinger position representation given by (π,H = L2(R, dx)) with

πq(Q(q)) = πq(q̂) : S(R)→ S(R), (πq(q̂)Ψ)(q) = qΨ(q),

πq(Q(p)) = πq( p̂) : S(R)→ S(R), (πq( p̂)Ψ)(q) = −i
dΨ
dq

(q).

Here S(R) denotes the space of Schwartz functions on R. Given the representation we can define
the action of Γ̂ξ on both operators and elements Ψ in S(R) lying dense in L2(R, dq) according to
the prescription:

πq(Ô) �→ AdΓ̂ξ
(πq(Ô)) := Γ̂ξ πq(Ô) Γ̂†

ξ , Ψ �→ Γ̂ξΨ :=
∞

∑
n=0

(
iπq(Ĝ)

)n

n!
Ψ, (27)

where we used the abbreviation Γ̂ξ := πq(Γ̂ξ) to keep our notation compact. Let us briefly check that
the the adjoint action of Γ̂ξ on πq(q̂) and πq( p̂) is consistent. We have:

AdΓ̂ξ
(πq(q̂)) =

∞

∑
n=0

(−i2)n

n!

(
ln(ξ)

)n
πq(q̂) = ξπq(q̂), (28)

where the iterated commutator [πq(Â), πq(B̂)](n) is defined similarly to the iterated Poisson bracket
with an identity at the zeroth order. For πq( p̂) we get as expected:

AdΓ̂ξ
(πq( p̂)) = ∑∞

n=0
i2n

n!

(
ln(ξ)

)n
πq( p̂) + ∑∞

n=0
(i2)2n+1

(2n+1)!

(
ln(ξ)

)2n+1
h(ξ, ξ̇)πq(q̂) =

πq( p̂)
ξ + ξ̇πq(q̂), (29)

which precisely corresponds to the inverse of the transformation of q and p generated by the classical
Hamiltonian vector field XG . As discussed in Section 2.3, the dynamics of the classical theory is
generated by the physical Hamiltonian H(q, p, t). Thus, we can directly consider the corresponding
Schrödinger equation in the one dimensional case that is given by

i
∂

∂t
Ψ(q, t) =

1
2

(
πq( p̂)2 + ω2(t)πq(q̂)2

)
Ψ(q, t)
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and unitarily equivalent to the corresponding Heisenberg equations for πq(q) and πq(p). If we apply
the transformation induced by Γξ on the Hamiltonian and Ψ, which is the natural choice since
classically, the replacement of q, p in terms of Q, P (the inverse extended map Φ) achieved our aim of
mapping H(t) to H0, we end up with:

Γ̂ξ

(
1
2

(
πq( p̂)2 + ω2(t)πq(q̂)2

)
− i

∂

∂t

)
Γ̂†

ξ Γ̂ξ Ψ(q, t) = 0

⇐⇒
[

1
2

Γ̂ξ

(
πq( p̂)2 + ω2(t)πq(q̂)2

)
Γ̂†

ξ − iΓ̂ξ

∂Γ̂†
ξ

∂t
− i

∂

∂t

]
Γ̂ξΨ(q, t) = 0

⇐⇒
[

1
2

(
πq( p̂)2

ξ2 + ξ
(

ω2(t)ξ + ξ̈
)

πq(q̂)2
)
− i

∂

∂t

]
Γ̂ξ Ψ(q, t) = 0

⇐⇒
[

1
2ξ2

(
πq( p̂)2 + ω2

0πq(q̂)2
)
− i

∂

∂t

]
Γ̂ξ Ψ(q, t) = 0 (30)

⇐⇒
[

1
ξ2 Ĥ0 − i

∂

∂t

]
Γ̂ξ Ψ(q, t) = 0, (31)

with Ĥ0 := 1
2
(
πq( p̂)2 + ω2

0πq(q̂)2). In the second step, we used the t-derivative of the one-parameter
family of transformations Γ̂†

ξ , which has already been derived in References [14,17]. We can rediscover
their result by using the explicit form of the generator πq(Ĝ) using (26) and a Baker-Campbell-
Hausdorff decomposition of Γ̂ξ in the position representation. Later a similar but slightly generalized
procedure for the occupation number representation will be discussed in Section 3.2. We realize that
Ĥ0 in Equation (31) does not carry any explicit time dependence, hence we can construct a solution
of the Schrödinger equation in (31) by integration. Further note that the inverse square of the time
scaling function ξ(t) precisely corresponds to the Lagrange multiplier λ(s) = dt/ds that is involved in
the extended classical Hamiltonian (14). Given this result we can now give an explicit solution of the
Schrödinger equation as was already shown in Reference [17]:

Ψ(q, t) = Γ̂†
ξ exp

{
− iπq

(
Ĥ0

) ∫ t

t0

dτ

ξ2(τ)

}
Γ̂ξ,0Ψ(q, t0), Ψ(q, t0) ∈ S(R)t0 , (32)

with S(R)t0 denoting a one-parameter family of Schwarz spaces, each corresponding to a different
initial time t0. In a cosmological context, this behavior is a very natural one, as the instantaneous vacuum
on cosmological backgrounds shows an analogous behavior. Using that ÎLR(t) = Γ̂†

ξ Ĥ0Γ̂ξ , the time
evolution in Equation (32) can also be rewritten as:

Û(t0, t) = Γ̂†
ξ exp

{
− iπq

(
Ĥ0

) ∫ t

t0

dτ

ξ2(τ)

}
Γ̂ξ,0 = exp

{
− iπq

(
ÎLR

) ∫ t

t0

dτ

ξ2(τ)

}
Γ̂†

ξ Γ̂ξ,0 (33)

At this point let us further discuss the result in the quantum theory: Firstly, the integrand in the
exponential corresponds exactly to our time-rescaling transformation in (11) that we naturally obtained
in the extended phase space approach of the classical theory. Secondly, if we compare the result here to
that in Reference [13], they use the eigenstates of the Lewis-Riesenfeld invariant multiplied by a phase
factor to construct the solutions of the time-dependent Schrödinger equation. Now, if Γ̂†

ξ Γ̂ξ,0Ψ(q, t0)

corresponds to an eigenstate of the Lewis-Riesenfeld invariant, then this reproduces precisely the phase
factor that was introduced in Reference [13] in a rather ad hoc manner. In fact, it can be easily shown
that Γ̂†

ξ Ψ0(q, t0) for the time-independent vacuum Ψ0 corresponds to the time-dependent vacuum state
of the Lewis-Riesenfeld invariant as we will see later. The expression in Equation (33) corresponds
to the unique time evolution operator, that is the Dyson series associated to the time-dependent
Hamiltonian Ĥ(t), since it satisfies identical initial conditions. Moreover, Û(t0, t) is closely related to
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the unitary operator found in Reference [14] (see the equation above (3.15) in that reference). In our
framework, it is very natural to find the time-independent Hamiltonian in the central exponential
operator on the left-hand-side of (33). The reason for this is twofold: Firstly, the extended canonical
transformation Φ maps the Hamiltonian Ĥ(t) into the time-independent one Ĥ0 by transforming
the Schrödinger equation via Γ̂ξ . Secondly, the time-rescaling that is used in the extended phase
space appears as a Lagrange multiplier in the extended Hamiltonian constraint and consequently as
the integrand in the time-evolution operator. Lastly, let us mention that compared to Reference [14]
we use a slightly different Ermakov equation here because the prefactor of ξ−3(t) in the Ermakov
equation in (5) corresponds to the squared frequency ω2

0 of the time-independent oscillator. In the
prospects of a field theoretical treatment of this transformation, it is rather unnatural to map every
time-dependent mode ωk(t) onto the Minkowski case ω

(0)
k = 1 for all k as done in Reference [14].

As we will discuss later on, our choice of mapping ωk(t) onto ω
(0)
k = k is of advantage when we

analyze the implementation of the unitary map on the bosonic Fock space in Section 4.

3.2. Baker-Campbell-Hausdorff Decomposition

Explicit calculations involving the evolution operator derived in the last section turn out to be
rather tedious, even for simple initial conditions. This is due to the structure of the exponential in
Γ̂†

ξ and the associated generator, respectively. As we will show in this section, we can perform a
generalized Baker-Campbell-Hausdorff (BCH) decomposition of the operator Γ̂ξ that brings it into
a form that is more suitable for actual practical computations. For this purpose it is of advantage
to change the representation and henceforth work in the occupation number basis, that is with the
usual ladder operators defined as (where we omit the explicit mentioning of the representation from
now on):

πq(q̂) =
1√
2ω0

(Â† + Â), πq( p̂) = i
√

ω0

2
(Â† − Â), [Â, Â†] = 1H, (34)

where we set as before h̄ = 1 and m = 1. Inserting these identities into the generator πq(Ĝ) from (26)
and Γ̂ξ , we obtain (again without the explicit representation):

Γ̂ξ = exp
{

i
2

ln(ξ)
(

i
(

Â† Â† − ÂÂ
)
+

h(ξ)
2ω0

(
Â† Â† + Â† Â + ÂÂ† + ÂÂ

))}

= exp
{

1
2

ln(ξ)
((

1 +
ih(ξ)
2ω0

)
ÂÂ−

(
1− ih(ξ)

2ω0

)
Â† Â† +

ih(ξ)
ω0

(
Â† Â +

1

2
))}

(35)

= exp
{

α(ξ)
ÂÂ
2
− α(ξ)

Â† Â†

2
+ iλ(ξ)

(
Â† Â +

1

2
)}

=: exp
{

α(ξ)σ̂− − α(ξ)σ̂+ + iλ(ξ)σ̂3

}
,

where we made the following redefinitions for later notational convenience:

σ̂+ :=
1
2

Â† Â†, σ̂− :=
1
2

ÂÂ, σ̂3 := Â† Â +
1

2
, [σ̂3, σ̂±] = ±2σ̂±, [σ̂−, σ̂+] = σ̂3. (36)

The coefficients are in fact explicitly time-dependent functions α(ξ), λ(ξ), where the time
dependency is carried by the solution ξ of the Ermakov Equation (5) as we have seen in the discussion
of the classical setup. They are defined as:

α = ln(ξ)
(

1− ih(ξ)
2ω0

)
, λ =

h(ξ)
2ω0

ln(ξ), |α|2 > λ2 ∀ ξ : R ⊇ I→ R. (37)
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After this replacement the resulting expression for Γ̂ξ takes the form of a generalized,
time-dependent squeezing operation. The commutation relations in Equation (36) are those of sl(2,R),
which was already evident in the classical sector of the theory. It is straightforward to see that the
standard Baker-Campbell-Hausdorff decomposition does not work, since the iterated commutator
structure leads to infinitely many non-vanishing contributions in the well-known formula. However,
a BCH decomposition of SL(2,R) elements has been performed using analytic techniques as shown in
Reference [30]. This was done by introducing a parametric rescaling of Γ̂ξ and allowing a corresponding
dependence of the coefficient functions in the decomposition on this parameter. In our case, a rescaling
of the original Γ̂ξ leads to:

Γ̂ξ(μ) := exp
{

μĜ
}
= exp

{
μ
(

α(ξ)σ̂− − α(ξ)σ̂+ + iλ(ξ)σ̂3

)}
, (38)

with an arbitrary rescaling by some parameter μ ∈ R. Let us denote the decomposed version of Γ̂ξ(μ)

by ˜̂Γξ(μ), with a semicolon representing a parametric dependence:

˜̂Γξ(μ) =: exp
{

β+(ξ; μ)σ̂+
}

exp
{

γ(ξ; μ)σ̂3

}
exp

{
β−(ξ; μ)σ̂−

}
(39)

Then we aim at determining the coefficient functions β+(ξ; μ), γ(ξ; μ) and β−(ξ; μ) such that
we have Γ̂ξ(μ) =

˜̂Γξ(μ). This rescaling allows us to differentiate Γ̂ξ(μ) and ˜̂Γξ(μ) with respect to μ.
Considering this we start with a consistency requirement for Γ̂ξ(μ) and ˜̂Γξ(μ) given by:

(
∂

∂μ
Γ̂ξ(μ)

)(
Γ̂ξ(μ)

)†

=

(
∂

∂μ
˜̂Γξ(μ)

)(
˜̂Γξ(μ)

)†

. (40)

In the next step we will omit the arguments of the coefficient functions for the sake of a more
compact notation. Explicitly evaluating the differentials and using the unitarity of Γ̂ξ , we end up with
three contributions. A closer look reveals that these contributions contain the adjoint action of Γ̂ξ onto
the three generators of the algebra in (36), which can be easily computed due to the simple structure
of their commutators. The linear independence of the generators then leads to a coupled system of
differential equations for the coefficient functions:

α = exp{−2γ}∂β−
∂μ

(41)

iλ =
∂γ

∂μ
− β+ exp{−2γ}∂β−

∂μ
(42)

α = 2β+
∂γ

∂μ
− ∂β+

∂μ
− β2

+ exp{−2γ}∂β−
∂μ

. (43)

Performing a number of substitutions, this system of differential equations can be cast into the
form of a complex Riccati-type ordinary differential equation, for more details we refer the reader to the
explicit computations done in Reference [30]. An appropriate ansatz for this equation yields a solution,
subsequent resubstitution then leads to the desired BCH coefficient functions of the normal-ordered
decomposition of Γ̂ξ . A similar procedure can be performed for the normal and anti-normal ordering
of both Γ̂ξ and Γ̂†

ξ , respectively, while we have chosen that σ̂3 remains in the middle for computational
convenience. Although depending on the given initial state Ψ(q, t0) at our disposal, the most useful
forms of the coefficients (or operator orderings, respectively) regarding computational convenience are
given by:
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δ+(μ) = +
α sh(Δμ)

Δ ch(Δμ) + iλ sh(Δμ)

δ−(μ) = −
α sh(Δμ)

Δ ch(Δμ) + iλ sh(Δμ)

ν(μ) = − ln
(

ch(Δμ) +
iλ
Δ

sh(Δμ)

)
,︸ ︷︷ ︸

normal ordering of Γ̂†
ξ

τ+(μ) = +
α sh(Δμ)

Δ ch(Δμ)− iλ sh(Δμ)

τ−(μ) = −
α sh(Δμ)

Δ ch(Δμ)− iλ sh(Δμ)

ρ(μ) = ln
(

ch(Δμ)− iλ
Δ

sh(Δμ)

)
.︸ ︷︷ ︸

anti-normal ordering of Γ̂†
ξ

β+(μ) = −
α sh(Δμ)

Δ ch(Δμ)− iλ sh(Δμ)

β−(μ) = +
α sh(Δμ)

Δ ch(Δμ)− iλ sh(Δμ)

γ(μ) = − ln
(

ch(Δμ)− iλ
Δ

sh(Δμ)

)
,︸ ︷︷ ︸

normal ordering of Γ̂ξ

ε+(μ) = −
α sh(Δμ)

Δ ch(Δμ) + iλ sh(Δμ)

ε−(μ) = +
α sh(Δμ)

Δ ch(Δμ) + iλ sh(Δμ)

ι(μ) = ln
(

ch(Δμ) +
iλ
Δ

sh(Δμ)

)
.︸ ︷︷ ︸

anti-normal ordering of Γ̂ξ

with Δ2 := |α|2 − λ2 and Δ2 > 0 for all real solutions ξ(t) of the Ermakov Equation (5). By fixing the
parameter μ = 1, we recover the unitary transformation we initially started with. Let us note that for
an initially time-independent Hamiltonian, the decomposed transformation reproduces the identity
operator, as expected. This is due to the fact that in this case ξ(t) = 1, which in turn leads to a vanishing
generator. Furthermore one can explicitly check that the adjoints of the decompositions of Γ̂ξ and Γ̂†

ξ are
the decompositions of the adjoints, which illustrates mutual consistency and conservation of unitarity
among the obtained results. To briefly summarize this chapter, we have used analytical techniques to
perform a decomposition of the exponentiated generator in (35) into three individual contributions.
Due to the fact that we are working with unitary representations of the algebra of non-compact Lie
group with mutually non-commuting elements, this result is nontrivial and enables the realization
of computations in a compact form. Examples of applications of the Baker-Campbell-Hausdorff
decomposition of Γ̂ξ can be found in Sections 3.3 and 6, respectively.

3.3. Time-Dependent Bogoliubov Maps

In this section we will show that the transformation induced by the operator Γ̂ξ can be understood
as a time-dependent Bogoliubov transformation when applied to the ladder operators. Given the
action of Γ̂ξ on the elementary position and momentum operators, it can naturally be extended to the
ladder operators as well. The same applies also to the adjoint action, which is however tedious to
evaluate in the original form of the generator. Due to the possibility of decomposing the operator Γ̂ξ

and its adjoint, we can take advantage of the result in the last section and compute the action on Â and
Â† with a normal and anti-normal ordered decomposition, respectively.
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Using the commutator structure of the generators in (36), we obtain:

AdΓ̂ξ
(Â) = e−γ(ξ)

(
Â− β+(ξ)Â†), (44)

AdΓ̂ξ
(Â†) = eι(ξ)

(
Â† + ε−(ξ)Â

)
, (45)

AdΓ̂†
ξ
(Â) = e−ν(ξ)

(
Â− δ+(ξ)Â†), (46)

AdΓ̂†
ξ
(Â†) = eρ(ξ)

(
Â† + τ−(ξ)Â

)
, (47)

with the corresponding coefficient functions derived in the preceding section. These functions carry
an explicit time dependence via ξ(t), which is a solution of the Ermakov Equation (5) with the
time-dependent frequency of the initial Hamiltonian. In fact, the transformations of the ladder
operators in (47) look already close to that of a time-dependent Bogoliubov transformation. Whether
this is indeed the case depends on the coefficient functions involved and will be analyzed in the
following. For this purpose, let us rewrite the action of Γ̂ξ on these operators as a 2 × 2 matrix
representation, considering the Equations (44)–(47):(

g(ξ, ξ̇) h(ξ, ξ̇)

h(ξ, ξ̇) g(ξ, ξ̇)

)(
Â

Â†

)
=

(
g(ξ, ξ̇)Â + h(ξ, ξ̇)Â†

h(ξ, ξ̇)Â + g(ξ, ξ̇)Â†

)
:=

(
B̂

B̂†

)
, (48)

with the additional requirement that if [Â, Â†] = 1H, then similarly [B̂, B̂†] = 1H needs to hold, usually
required for a Bogoliubov transformation. In order to achieve this, we need to impose the condition
that the determinant of the matrix on the left-hand side of (48) involving g(ξ, ξ̇) and h(ξ, ξ̇) is equal to
one, which amounts to:

[B̂, B̂†] = 1H ⇐⇒
∣∣g(ξ, ξ̇)

∣∣2 − ∣∣h(ξ, ξ̇)
∣∣2 = 1.

Applying this to the transformation in (44), we get:(
g(ξ, ξ̇) h(ξ, ξ̇)

h(ξ, ξ̇) g(ξ, ξ̇)

)
=

(
e−γ(ξ) −e−γ(ξ)β+(ξ)

−e−γ(ξ)β+(ξ) e−γ(ξ)

)
=⇒ e−(γ+γ)

(
1−

∣∣β+

∣∣2) !
= 1.

Given the explicit functional form of the BCH coefficients, it can be easily shown that Γ̂ξ indeed
describes a time-dependent Bogoliubov transformation and the expression above equals one. For all
remaining cases this can be also shown using the same method. We are now in a situation where we
can formulate the time evolution of Â, Â† in the Heisenberg picture, using the time-evolution operator
Û(t0, t). It consists of the aforementioned Bogoliubov map together with an exponential operator
involving the Lewis-Riesenfeld invariant or the autonomous Hamiltonian, respectively. The additional
exponent also carries the information of the time-rescaling encoded in the function ξ(t) and hence is
sensitive to the underlying spacetime geometry. In the following, we introduce the following notation
for the coefficient functions β+(ξ(t)) = β+(ξ) and β+(ξ(t0)) := β+(ξ0) involved in the decomposition
of Γ̂ξ and Γ̂ξ,0, respectively. Carefully applying Û(t0, t) and collecting everything together, we obtain:
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ÂH(t0, t) = exp
{
−
(

γ(ξ) + iω0

∫ t

t0

dτ

ξ2(τ)
+ ν(ξ0)

)}(
Â− δ+(ξ0)Â†

)
− exp

{
−
(

γ(ξ)− iω0

∫ t

t0

dτ

ξ2(τ)
+ ν̄(ξ0)

)}
β+(ξ)

(
Â† − δ̄+(ξ0)Â

)
, (49)

Â†
H(t0, t) = exp

{
−
(

γ̄(ξ)− iω0

∫ t

t0

dτ

ξ2(τ)
+ ν̄(ξ0)

)}(
Â† − δ̄+(ξ0)Â

)
− exp

{
−
(

γ̄(ξ) + iω0

∫ t

t0

dτ

ξ2(τ)
+ ν(ξ0)

)}
β̄+(ξ)

(
Â− δ+(ξ0)Â†

)
. (50)

Although the expressions (49) and (50) look rather complicated at first, as expected they reduce
to Â, Â† in the limit t → t0. This can be seen by replacing t by t0 in the expression above and using
the definitions of the Baker-Campbell-Hausdorff coefficients from Section 3.2. One finally observes
that all contributions apart from Â or Â†, respectively, cancel upon inserting the definition of Δ and
using the fact that cosh2(Δ)− sinh2(Δ) = 1. In principle, these results allow to compute expectation
values for various initial conditions and investigate the behavior of these operators for the single-mode
Mukhanov-Sasaki equation. We will discuss some application of this framework in Section 6, where
we consider the derived unitary map for the single-mode Mukhanov-Sasaki equation in the context
of quasi-de Sitter spacetimes. Prior to that, in the next section we will discuss whether the results
obtained so far can be carried over to field theory, that is whether the obtained unitary map can be
extended to the bosonic Fock space.

4. Implementing the Time-Dependent Canonical Transformation as a Unitary Map on the
Bosonic Fock Space

For the reason that we were able to construct a unitary map for the toy model of the single-model
Mukhanov-Sasaki Hamiltonian, the next obvious step is to aim at a unitary implementation of the
time evolution operator Û(t0, t) on the full Fock space F . Since every mode of the Mukhanov-Sasaki
equation is a time-dependent harmonic oscillator, we need to treat every mode separately and with a
different frequency, depending on the absolute value of k. Hence it is natural to equip the solution
of the Ermakov equation, which also differs from mode to mode for precisely this reason, with a
corresponding mode label, which in turn carries over to the time-dependent Bogoliubov transformation
Γ̂ξ . In the conventional formalism, the Mukhanov-Sasaki Hamiltonian and the mode expansion of the
Mukhanov-Sasaki variable and its conjugate momentum are of the form:

Ĥ(η) =
1
2

∫
d3x

(
π̂2

v(η, x) +
(
∂av̂(η, x)

)(
∂av̂(η, x)

)
− z′′(η)

z(η)
v̂2(η, x)

)
, (51)

v̂(η, x) =
∫ d3k

(2π)3

(
vk(η)âk exp{ik · x}+ vk(η)â†

k exp{−ik · x}
)

, (52)

π̂v(η, x) =
∫ d3k

(2π)3

(
∂0vk(η)âk exp{ik · x}+ ∂0vk(η)â†

k exp{−ik · x}
)

, (53)

with ∂0 denoting a derivative with respect to conformal time η, a(η) is the scale factor, H is the
conformal Hubble function and φ̄ stands for the homogeneous and isotropic part of the inflaton scalar
field. Given the canonical commutator [v̂(η, x), π̂v(η, y)] = iδ(3)(x, y) H together with the mode
expansion of v̂(η, x) and π̂v(η, x) as well as the following choice for the Wronskian

W(vk, vk) := vkv′k − v′kvk = i, (54)
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the corresponding annihilation and creation operators satisfy the commutator algebra

[âk, â†
m] = (2π)3δ(3)(k, m) H,

where all remaining commutators vanish. Compared to the one-particle case we obtain an additional
factor of (2π)3 here, which in principle needs to be considered when deriving the corresponding
Bogoliubov coefficients in (44)–(47) for the field theory case. In order to avoid to include appropriate
powers of 2π in the derivation of the Bogoliubov coefficients, as an intermediate step we rescale the
creation and annihilation operators such that they satisfy a commutator algebra that involves just the
δ-function. This yields:

Âk := (2π)−
3
2 âk, Â†

k := (2π)−
3
2 â†

k, [Âk, Â†
m] = δ(3)(k, m) H. (55)

Note that we consider a quantization of the inflaton perturbation in the context of quantum field
theory on a curved background, where the background quantities are considered as external quantities
and we thus neglect any backreaction effects.

Now we can let the Bogoliubov transformation act on the rescaled operators Âk, Â†
k and all results

obtained in the previous Section 3.3 can be easily carried over to the field theoretic case, where the
Bogoliubov transformation maps Âk, Â†

k to a new set of creation and annihilation operators B̂k, B̂†
k that

fulfill the same rescaled commutation relation. Due to the linearity of the Bogoliubov transformation,
the rescaling affects both sides of the equation and thus can be easily removed and the standard algebra
we started with is restored. In the field theory the generator in the exponential of Γ̂k

ξ is smeared with
the Baker-Campbell-Hausdorff coefficient functions that act as the smearing functions. The action
on the operators Âk, Â†

k is then diagonal, because at each order of the iterated commutator, the to
be found Dirac distributions can be absorbed into the integral involved due to the smearing. Hence,
the generalization of Bogoliubov coefficients we obtained in the one-particle case in (48) to the field
theory case just consists of equipping them with a mode label. The questions that still needs to
answered is whether the so defined extension of Γ̂k

ξ to Fock space describes a unitary map on the
latter. Fortunately, there exists a criterion whether a given Bogoliubov transformation can be unitarily
implemented on Fock space, called the Shale-Stinespring condition. A review on the Shale-Stinespring
condition with a sketched proof can be for example found in Reference [31]. The theorem essentially
states that the anti-linear part of the Bogoliubov transformation under consideration needs to be a
Hilbert-Schmidt operator. In our case, this condition carries over to the product of the off-diagonal
coefficients in Equation (48) being bounded when integrated over all of R3:∫

R3
d3k hk(ξ, ξ ′)hk(ξ, ξ ′) < ∞, hk(ξ, ξ ′) = − exp

{
− γ(ξk)

}
β+(ξk), (56)

where γ(ξk) and β+(ξk) are the Baker-Campbell-Hausdorff coefficients from the decomposition in
Section 3.2, ξk(t) is the mode-dependent solution of the Ermakov equation and ξ ′k is the derivative
with respect to conformal time. At this point the advantage of rescaling the operator algebra becomes
evident, since we can copy our results from previous computations of the Bogoliubov coefficients.
A discussion on the initial conditions regarding the solutions ξk(t) can be found in Section 6 below,
which will provide the basis for the investigations of the finiteness of the integral over the anti-linear
part of Γ̂k

ξ . Explicitly inserting the coefficients while still keeping ξk(η) in the arguments and
considering the rescaled operators such that they satisfy the same commutator algebra as in Section 3.3
leads to:

|hk(ξ, ξ ′)|2 =

(
ch2(Δk) +

λ2
k

Δ2
k

sh2(Δk)

) |αk|2 sh2(Δk)

Δ2
k ch2(Δk) + λ2

k sh2(Δk)
=
|αk|2 sh2(Δk)

|αk|2 − λ2
k

.

307



Universe 2019, 5, 170

Given the former definition of α, λ and Δ we consider the extension of these quantities to the

multi-mode case given by Δk =
√
|αk|2 − λ2

k. Inserting the explicit form of α and λ from Equation (37)
we end up with:

Δ2
k = |αk|2 − λ2

k =

∣∣∣∣ ln(ξk)

(
1− ih(ξk)

2
(
ω
(0)
k

)2

)∣∣∣∣2 −(
h(ξk)

2
(
ω
(0)
k

)2 ln(ξk)

)2

= ln2(ξk).

Note that ln2(ξk) > 0 for all modes k ∈ R3 with ‖k‖ �= 0 and all conformal times η ∈ R− \ {0},
from which we can conclude that Δk = ln(ξk) since we already know that Δk > 0 holds. Explicitly
substituting the definitions of αk, λk and Δk into vk(ξ, ξ̇), we arrive at the following integral for the de
Sitter case with ξ(η) as derived in the succeeding Section 6:

∫
R3

d3k |hk(ξ, ξ ′)|2 =
∫
R3

d3k
(

1 +
1(

ω
(0)
k

)2

[
ξk(η)ξ

′
k(η)

1− ξ2
k(η)

]2)(1
2

ξ2
k(η)− 1
ξk(η)

)2

=
1
4

∫
R3

d3k
[(

ξ2
k(η)− 1
ξk(η)

)2

+

(
ξ ′k(η)

ω
(0)
k

)2]

=
1
4

∫
R3

d3k
[(

(kη)2

1 + (kη)2
1

(kη)4

)
+

1
k2

(
(kη)2

1 + (kη)2
1

k4η6

)]
.

This expression allows us to consider a simple power-counting procedure of the individual
contributions. For large k, the first term behaves as k−4 whereas the second term decays as k−6, so there
is no divergence in the ultraviolet. For small k we observe the first term to be proportional to k−2 and
the second contribution to k−4, which leads to an infrared divergence of the latter, which in turn shows
that the integral above is not finite. Consequently, the Shale-Stinespring condition is not satisfied
in our case and the Bogoliubov transformation Γ̂ξ cannot be unitarily implemented on Fock space
by simply extending the toy model of the single-mode case to the multi-mode case due to ’infinite
particle production’ between mutually different vacuum states. Interestingly, there is no issue with the
ultraviolet here but just in the infrared sector, showing that next to the large k behavior one also needs
to check whether there are occurring singularities in the infrared, as they can equally add a diverging
contributions to the number operator expectation value with respect to different vacua. It is not
obvious to us that this aspect has been considered in the recent work of Reference [15], where a similar
Bogoliubov transformation is used on Fock space. As can be seen form our analysis, the behavior of
the BCH coefficients is different for small k than it is for large k, hence it is not obvious that even if
the Bogoliubov coefficients are finite for large k this is a sufficient check in order to conclude that the
Bogoliubov transformation under consideration can be unitarily implemented on Fock space.

As discussed before at the end of Section 3.1, the most common transformation in the literature
in the context of the Lewis-Riesenfeld invariant is the one where the time-dependent Hamiltonian is
mapped to the Hamiltonian of a harmonic oscillator with frequency ω

(0)
k = 1. For this reason we also

analyze what happens to the Shale-Stinespring condition if we do not require the time-independent
frequency to be just ω

(0)
k = k but unity instead. This changes the solution ξk(η) by an additional

factor of k−
1
2 if we impose similar initial conditions, that is ξ

(sq)
k (η) = k−

1
2 ξk(η) and leads to the

residual squeezing transformation in Γ̂k
ξ in the limit of past conformal infinity already mentioned in

Section 3.1. Considering this modification in ξ
sq
k compared to ξk, we can also analyze whether the

Shale-Stinespring conditions is satisfied here. We have:
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∫
R3

d3k |hk(ξ
(sq), ξ

(sq)′
k )|2 =

1
4

∫
R3

d3k
[((

ξ
(sq)
k (η)

)2 − 1

ξ
(sq)
k (η)

)2

+
(

ξ
(sq)′
k (η)

)2
]

=
1
4

∫
R3

d3k
[(

ξ
(sq)
k

)−2
(

1
k3η2 −

k− 1
k

)2

+
1
k

(
(kη)2

1 + (kη)2
1

k4η6

)]

=
1
4

∫
R3

d3k

[
k
(

(kη)2

1 + (kη)2

)(
1

k3η2 −
k− 1

k

)2

+
1
k

(
(kη)2

1 + (kη)2
1

k4η6

)]
.

We apply a similar power counting to the two terms involved in the last line separately. For small
k the second summand in that line decays as k−3, whereas it is proportional to k−5 in the limit of large
k, which yields a finite contribution in the ultraviolet and an infrared divergence. Similarly, in the
small k region at lowest order, the first summand behaves as k−3 and thus is divergent in the infrared.
Furthermore, it increases linearly in k in the large k limit causing a divergence in the ultraviolet. As a
consequence, also the transformation associated with ξ

(sq)
k is not unitarily implementable on Fock

space, just as it was the case with ξk. However, there is a subtle distinction between the two cases.
For ξk we found that the infrared modes lead to a divergence, whereas this time both small and large
values of ‖k‖ are problematic. Let us understand a bit more in detail why it is expected that the
infrared modes can be problematic in the case of the map corresponding to ξk. This map transforms
the time-dependent harmonic oscillator Hamiltonian with frequency ω2

k(η) = k2 − z′′(η)
z(η) into the

Hamiltonian of the harmonic oscillator with constant frequency ω
(0)
k = k. Hence, for k = 0 the latter

corresponds to the Hamiltonian of a free particle because here the frequency just vanishes. This aspect
has not been carefully taken into account in the map constructed so far. Therefore, in the next section
we will discuss how the map constructed up to now could be modified for the low ‖k‖modes such
that the infrared singularity can be avoided. For the map corresponding to ξk, this attempt is possible
because the problematic behavior of these modes constitutes only a compact domain in the space
of modes, in contrast to the additional ultraviolet divergence involved in the map associated with
ξ
(sq)
k . For this purpose, we will introduce the so-called Arnold transformation that has been used

already in Reference [16] at the quantum level, which is designed to perform a mapping to the free
particle Hamiltonian.

Proposal of a Modified Map for the Infrared Modes: The Arnold Transformation

In the previous section we have observed that the map Γ̂ξ that maps the time-dependent harmonic

oscillator system onto the system of a harmonic oscillator with constant frequency ω
(0)
k = k with

k := ‖k‖ is not a unitary operator on Fock space due to an infrared divergence that occurs in the
off-diagonal trace of the Bogoliubov coefficients for the infrared modes. Given the fact that no
ultraviolet singularities arise, the strategy we will follow in this section is to consider a modification of
the map induced by Γ̂ξ for a finite spherical neighbourhood 1 � ‖kε‖ > 0 of the infrared modes in
such a way that no infrared singularities occur. As mentioned above, the natural target Hamiltonian
we should map to in the case of the zero mode is the Hamiltonian of a free particle. At the classical level
this so-called Arnold transformation [32] was introduced in order to transform a generic second-order
differential equation, that physically describes a driven harmonic oscillator with time-dependent
friction coefficient and time-dependent frequency, into the differential equation corresponding to
the motion of a free particle. Its implementation as a unitary map at the quantum level has been
investigated for instance in Reference [16]. From our approach we can make an immediate connection
to this formalism by going back to Equation (15) that has played an important role in deriving our
classical transformation. Now if we aimed at mapping the original time-dependent Hamiltonian H(η)

onto the free particle Hamiltonian, ξ(η) would need to satisfy the harmonic equation of motion with the
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frequency ωk(η) for each mode instead of the Ermakov equation, as it was presented in our case before.
As already discussed in Reference [16], one can recover the Ermakov equation when considering three
physical systems, a time-dependent and a time-independent harmonic oscillator together with the
free particle. Then one constructs the two Arnold transformations that relate the time-dependent and
the time-independent harmonic oscillator to the free particle. From combining one of these Arnold
transformation with the inverse of the second one, one obtains a map that relates the systems of the
time-dependent harmonic oscillator with the time-independent one via a time-rescaling. For more
details regarding this aspect we refer the reader to the presentation in Reference [16]. In order to be
able to discuss the approach from Reference [16] and ours in parallel, we will denote the time-rescaling
function associated with the Arnold transformation by Θkε

(η). The non-zero ‖kε‖ modes lead to
the well-known solutions of the Mukhanov-Sasaki equation for finite ‖k‖, whereas for the k = 0
mode we need to find appropriate solutions. By construction, Θkε

(η) satisfies the Ermakov equation

with vanishing ω
(0)
k , that is the time-dependent harmonic oscillator equation of the associated mode,

given by:

Θ′′kε
(η) + ω2

kε
(η)Θkε

(η) = 0,

where we are interested in the case where ωkε
(η) is determined by the Mukhanov-Sasaki equation.

If we compare the time rescaling in Equation (11) with the one given in Reference [16], we obtain an
exact agreement if we take into account that the Wronskians of two solutions of the time-dependent
and time-independent harmonic oscillator, respectively, are constant and can be chosen to be identical.
Since in our work the physical system under consideration is described by a time-dependent harmonic
oscillator (that is, the Mukhanov-Sasaki equation), let us first consider this equation for arbitrary
modes k and prior to any gauge-fixing:

v′′k(η) +
(
‖k‖2 − z′′(η)

z(η)

)
vk(η) = 0, (57)

For the particular case of a quasi-de Sitter spacetime, the explicit form of this equation can be
given in terms of the so-called slow-roll parameters. The Friedmann equations together with the
Klein-Gordon equation describing the dynamics of the background scalar field φ on a slow-rolling
quasi-de Sitter background can be used to rewrite the Mukhanov-Sasaki equation in a convenient way.
For this purpose we define a set of three slow-roll parameters ε, τ and κ, that describe the fractional
change of Ḣ per Hubble time, the fractional chance of ε per Hubble time as well as the fractional
change of τ per Hubble time, respectively:

ε = − Ḣ
H2 , τ =

ε̇

εH
, κ =

τ̇

τH
,

where a dot denotes a derivative with respect to cosmological time in these expressions. Inserting the
Klein-Gordon equation and using the Friedmann equations along with an assumed subdominance
of the second-order derivatives of φ, we can rewrite z(η) and its derivatives in terms of ε, τ

and κ. By truncating the resulting expressions after the first order in the slow-roll parameters,
the time-dependent part of the frequency ωk(η) becomes:

z =
a2ε

4π
,

z′

z
= H

(
1 +

τ

2

)
,

z′′

z
=

1
η2

(
1 + ε

)2
(

2− ε +
3τ

2

)
≈ 4ν2 − 1

4η2 , ν =
3
2
+ ε +

τ

2
.
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Thus, the Mukhanov-Sasaki equation up to first order in the slow-roll parameters for a quasi-de
Sitter background reads:

v′′k(η) +
(
‖k‖2 − 4ν2 − 1

4η2

)
vk(η) = 0. (58)

Given the equation above we can read off the time-dependent frequency that we considered for
the time-dependent harmonic oscillator in our single-mode toy model approach. This is also precisely
the equation that Θ(η) needs to satisfy for a given but finite ‖kε‖. Let us emphasize that the solutions
to Equation (58) need to be computed separately for vanishing and non-vanishing ‖k‖, respectively.
The real-valued solutions for ‖k‖ > 0 are given by the Bessel functions of first and second kind,
for details the reader is referred to Section 6. If we consider the limiting case of k = 0 in the context
of the quantum Arnold transformation, we obtain the following linear differential equation with
time-dependent coefficients for the rescaling function Θkε

(η), omitting the label for the zero mode:

Θ′′(η)− 4ν2 − 1
4η2 Θ(η) = 0 ⇐⇒ η2Θ′′(η)−

(
ν2 − 1

4

)
Θ(η) = 0 for ‖k‖ = 0.

This differential equation with time-dependent coefficients can be transformed into an equation
with constant coefficients, which then again can be solved by means of the substitution y = ln(|η|)
and an exponential ansatz of this new variable incorporating the dependence on the effective slow-roll
parameter ν. The general solution of this differential equation is given by:

Θ(η) = c1|η|r + c2|η|s, with r, s =
1
2

(
1±

√
4ν2

)
for ν2 > 0 (59)

From this solution we readily obtain two linearly independent solutions Θ1, Θ2 that can be used
to construct the Arnold transformation for the k = 0 mode. Note that the differential equation above
can be also solved for ν = 0 or ν2 < 0, respectively. However, according to the parameter space of
the slow-roll parameters in Reference [33], this range is not physically reasonable and hence we only
use the result for strictly positive, real-valued slow-roll parameters. Due to the range of conformal
time (η ∈ R− \ {0}), the relevant solution here is the growing branch proportional to |η|s with s < 0,
since the decreasing branch diverges in the limit of past conformal infinity. This then coincides
with the choice of the final time-rescaling transformation suggested in Reference [16]. We reconsider
the form of the transformation Γ̂ξ and insert the corresponding solution for Θkε

(η) to obtain an
analogous transformation Γ̂Θkε

by means of which we can transform the Schrödinger equation similar
to Equation (31) and according to:

i
∂

∂t
Ψ(q, t) =

1
2

(
πq( p̂)2 + ω2

kε
(t)πq(q̂)2

)
Ψ(q, t) ⇐⇒

(
1

2Θ2
kε

πq( p̂)2 − i
∂

∂t

)
Γ̂Θkε

Ψ(q, t) = 0.

This means that Γ̂Θkε
maps the time-dependent Hamiltonian for the kε mode into the

time-independent Hamiltonian of the free particle modulo a rescaling of the momentum operator. It is
important to emphasize that this unitary map can only be performed at the level of the full Schrödinger
equation, as otherwise the spectrum of the two related operators would have to be equivalent, which
is clearly not the case for the time-dependent harmonic oscillator and the free particle. It is the
time-derivative in the Schrödinger equation that is crucial for removing the term proportional to
πq(q̂)2 altogether. Furthermore we would like to stress that the time rescaling function Θkε

is different
for ‖kε‖ > 0 and ‖kε‖ = 0, respectively. In the first case, depending on the imposed initial conditions,
it is given by the Bessel functions of first and second kind Jν(−kεη) and Yν(−kεη). In the latter case,
Θkε

corresponds to the above power-law solution. Unfortunately, there are some drawbacks of the
implementation of the quantum Arnold transformation with the help of Γ̂Θkε

. Firstly, the limit of past
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conformal infinity is not well-defined in terms of the generator Ĝ as depicted in (26), for neither of
the two cases. This especially means that we do not get an asymptotic identity map for an already
free particle (i.e., the ‖kε‖ = 0 case in the limit of past conformal infinity) as we do with the initially
time-independent harmonic oscillator in the case of the original transformation Γ̂ξ . Secondly, the
attempt to relate the free particle with a Lewis-Riesenfeld type invariant does not work as smoothly as
in the case of the previous map. If we construct a similar invariant in this case here for the initially
time-dependent oscillator Hamiltonian, it can be trivially factorized and has the following form:

ILR =
1
2

Γ̂†
Θkε

πq( p̂)2Γ̂Θkε
=

1
2
(
Θkε

πq( p̂)−Θ′kε
πq(q̂)

)2
= â†

kε
âkε

, âkε
=

i√
2

(
Θkε

πq( p̂)−Θ′kε
πq(q̂)

)
. (60)

This quantity has for example been already obtained in Reference [17] as a quantum invariant
based on orthogonal functions in a similar context. It is immediate that the above factorization is in
this sense pathological, as one can immediately see that the occurring operators âkε

, â†
kε

can not be
interpreted as ladder operators due to [âkε

, â†
kε
] = 0, since they only differ by a global sign. This can

be also seen by looking at the original invariant (24) which has an additional term proportional
to q̂2ξ−2 that is absent in the case of the Arnold transformation for kε by construction, simply
because of the lack of a term proportional to πq(q̂) in the transformed free particle Hamiltonian.
Nevertheless, the transformation Γ̂Θkε

is unitary for all finite times η and all considered modes.
However, due to the non-preservation of the commutator structure between âkε

and â†
kε

, it is not a
Bogoliubov transformation, hence it does not qualify as an infrared continuation of the map Γ̂ξ used
throughout this work.

In summary, it was not possible to find a transformation similar to Γ̂ξ for the infrared modes.
Regarding predictions in inflationary comsology, we are naturally interested in the large k modes,
which are properly implementable in the context of our symplectic transformation. Hence, as an
alternative to the proposed maps for the infrared, we suggest the identity map as a proper choice,
that is:

Γ̂ξ :=

⎧⎨⎩exp
(
− i

[ ∫
Vε

d3k Ĝ(ξk, ξ̇k), ·
])

for ‖k‖ > ‖kε‖,

1H for ‖k‖ ≤ ‖kε‖,
(61)

where Vε := {k ∈ R3 : ‖k‖ > ‖kε‖} is the smearing domain and Ĝk denotes the mode-dependent
generator of the Bogoliubov transformation depicted in Equation (26) and especially in (35) in terms of
annihilation and creation operators, respectively. This is possible and well-defined since the occurring
coefficients in the generator are smooth for ‖k‖ > ‖kε‖ and moreover lie in L1(Vε, d3k) as can be
checked by explicit integration. The reasons for choosing the identity map are twofold. Firstly, this
trivially constitutes a Bogoliubov transformation with the off-diagonal coefficients in (48) vanishing,
rendering the Shale-Stinespring integral finite, thus allowing for unitary implementability of Γ̂k

ξ on
Fock space. Secondly, the functions multiplying the off-diagonal elements in the Mukhanov-Sasaki
Hamiltonian remain unchanged compared to the standard case, which means that they can be neglected
for sufficiently early times. This is due to the fact that the effective friction term in the equation of
motion for these functions is subdominant in this regime. For details the reader is referred to the
discussion in the succeeding section.

5. Relation of the Lewis-Riesenfeld Invariant Approach to the Bunch-Davies Vacuum and
Adiabatic Vacua

In the context of the results of the previous sections, it is a natural question whether there exists
a relation of the mode functions obtained in the framework of the formalism in this work and the
ones obtained in the standard approach in cosmology. As we will show by taking time-rescaling
transformation into account, we can relate the solutions ξk of the Ermakov equation to the mode
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functions associated with the Bunch-Davies vacuum and other adiabatic vacua. For this purpose we
consider the following form of the Mukhanov-Sasaki mode function

vk(η) = Nkξk(η) exp
{
− iω(0)

k

∫ η dτ

ξ2
k(τ)

}
, (62)

corresponding to a polar representation of the complex mode vk into a real function ξk and a complex
phase that was in a similar form already mentioned in Reference [15]. Nk is time-independent for each
mode, ξk(η) remains arbitrary at this point and ω

(0)
k can take the values k or 1 depending on the choice

of map that is considered. We want to show that the Mukhanov-Sasaki equation

v′′k(η) + ω2
k(η)vk(η) = 0 (63)

expressed in terms of the polar representation exactly coincides with the Ermakov equation. Starting
from this polar representation of the mode functions we compute the second derivative and reinsert it
into the Mukhanov-Sasaki equation to obtain:

v′′k(η) = Nk exp
{
− iω(0)

k

∫ η dτ

ξ2
k(τ)

}(
ξ ′′k − iω(0)

k

ξ ′k
ξ2

k

+ iω(0)
k

ξ ′k
ξ2

k

− (ω
(0)
k )2

ξ3
k

)
. (64)

We realize that summands involving ξ ′k cancel each other and the Mukhanov-Sasaki equation can
be rewritten as:

ξ ′′k + ω2
k(η)ξk −

(ω
(0)
k )2

ξ3
k

= 0 ⇐⇒ v′′k(η) + ω2
k(η)vk(η) = 0. (65)

That is, we recover the Ermakov equation for the radial part of the polar representation in
Equation (62). The polar representation of the mode functions can also be obtained if we consider
how the Fourier modes transform under the time-dependent canonical transformation that relates
the time-dependent and time-independent harmonic oscillator. The mode functions in the system
of the harmonic oscillator written as a function of conformal time are given by uk(η) = Nk exp

(
−

iω(0)
k

η∫ dτ
ξ2

k(τ)

)
. Here uk(T) satisfies the standard harmonic oscillator differential equation with respect

to the time variable T. Using that for each mode we have T′k = ξ−2
k , one can easily derive the

corresponding differential equation that uk(η) fulfills with respect to conformal time η. Now the
time-dependent canonical transformation rescales the spatial coordinate by ξ−1

k . Considering this
as well as the fact that the mode uk(η) depends on k only, the corresponding Fourier mode after
the transformation is given by vk(η) = ξkuk(η), yielding again the polar representation of the
Fourier mode shown in (62), where we used how the Fourier transform changes under a scaling of
the coordinates.

A second way to obtain this result is via the explicit form of the Bogoliubov transformation
associated with the time-dependent canonical transformation. We denote the time-dependent
annihilation and creation operators of the harmonic oscillator system by b̂k(T) = uk(T)b̂k and
b̂†

k(T) = uk(T)b̂†
k respectively, where the time-dependent annihilation and creation operators satisfy

the Heisenberg equation associated with the Hamiltonian of the harmonic oscillator. Once more
considering the relation between T and η for each mode, we can also understand b̂k(η) and b̂†

k(η)

as operator-valued functions of conformal time η. The mode expansion in the system of the
time-dependent harmonic oscillator can be written in terms of time-dependent annihilation and
creation operators âk(η) = vk(η)âk and â†

k(η) = vk(η)â†
k which both satisfy the Heisenberg equation

associated to the Mukhanov-Sasaki Hamiltonian. As shown in Section 4, the time-dependent canonical
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transformation corresponds to a time-dependent Bogoliubov map at the quantum level. In the notation
of the last section, this relates the two sets of annihilation and creation operators as follows3:

âk(η) = gk(ξ, ξ ′)b̂k(η) + hk(ξ, ξ ′)b̂†
k(η), â†

k(η) = gk(ξ, ξ ′)b̂†
k(η) + hk(ξ, ξ ′)b̂k(η).

The explicit form of these coefficients is given by:

gk(ξ, ξ ′) =
1
2

(
ξk +

1
ξk

)
+

i

2ω
(0)
k

ξ ′, hk(ξ, ξ ′) =
1
2

(
ξk −

1
ξk

)
− i

2ω
(0)
k

ξ ′. (66)

Given this time-dependent Bogoliubov map, the Fourier modes in the two systems are related via

vk(η) =
(

gk(ξ, ξ ′) + hk(ξ, ξ ′)
)

uk = ξkuk(η) = Nkξk exp
{
− iω(0)

k

∫ η dτ

ξ2
k(τ)

}
. (67)

Hence, we again recover the polar representation of the Fourier mode. At this point we did
not yet clarify the purpose of the Nk, which is intricately connected with the commutator algebra of
annihilation and creation operators as we will see. Recall the well-known (off-diagonal) form of the
Mukhanov-Sasaki Hamiltonian if we insert the mode expansions into the Hamiltonian density:

H =
∫ d3k

(2π)3

[
Fk(η)âk â−k + Fk(η)â†

k â†
−k + Ek(η)

(
2â†

k âk + (2π)3δ(3)(0)
)]

, (68)

where we used the isotropy of the mode functions due to the high degree of symmetry of the spacetime,
the invariance of the measure under reflection and the following definitions:

Fk(η) :=
(
v′k

)2
+ ω2

k(η)v
2
k, Ek(η) := v′kv′k + ω2

k(η)vkv̄k. (69)

Regarding the normalization of the mode functions vk, we can transfer this condition to the polar
representation given in Equation (62) by just inserting the definition into the Wronskian. This removes
the dependence on ξk completely and we can explicitly give a relation between Nk and the Wronskian
of the original mode functions:

W(vk, vk) = 2iω(0)
k N2

k. (70)

This is not surprising upon closer inspection. Recall that the ω
(0)
k in the Ermakov equation

corresponds to the time-independent frequency in the transformed Schrödinger equation.
We conveniently chose to map the Mukhanov-Sasaki frequency into just the k-dependent part,
completely removing the time dependence. This has the effect that Γ̂ξ becomes the identity
transformation for the case of an initially time-independent oscillator, whereas we would obtain
a residual squeezing if we mapped every mode to unity. This freedom of choice is reflected in the
explicit form of the normalization constant Nk, which depends on the choice of the oscillator frequency
in the target system in order to preserve the normalization of the mode functions and hence the
standard commutator algebra of annihilation and creation operators. Given the Mukhanov-Sasaki
Hamiltonian in the form of annihilation and creation operators in (68), we can discuss the assumptions
for the initial condition regarding the Fourier modes associated with the Bunch-Davies vacuum and

3 Note that the roles of âk, â†
k and b̂k, b̂†

k are interchanged in comparison to the one-particle case considered in (48) for
notational convenience, whereas the coefficients are named analogously. Here the first set of operators belongs to the
Mukhanov-Sasaki Hamiltonian, whereas the second set is associated to the time-independent harmonic oscillator. In contrast,
in (48) the operators B̂, B̂† belong to the time-dependent system, whereas Â, Â† are associated with the time-independent
harmonic oscillator.
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the ones obtained in our work and compare them, consequently. First, we rewrite the Fourier mode
associated to the Bunch-Davies vacuum given by

vBD
k (η) =

1√
2k

(
1− i

kη

)
e−ikη (71)

in the polar representation as shown in (62) for our general solution. This yields:

vBD
k (η) = i|vBD

k | exp
{
− iω(0)

k

∫ η dτ

ξ2
k(τ)

}
=

i√
2k

√
1 +

1
(kη)2 exp

{
− iω(0)

k

∫ η dτ

ξ2
k(τ)

}
, (72)

which corresponds exactly to the ξ
(sq)
k that we obtained from the Ermakov equation by requiring

appropriate initial conditions for ξk which carry over to initial conditions on the Fourier mode and the
additional factor i comes from the phase of (71) compared to the one arising from the integral.

As far as the Hamiltonian diagonalization (HD) of the Mukhanov-Sasaki Hamiltonian is
concerned, one diagonalizes this Hamiltonian instantaneously at some time η0 which requires the
coefficients Fk and Fk to vanish at η0. In addition it can be shown that the state satisfying this
requirement also minimizes the energy at that time η0, so that requiring both does not yield to further
conditions on the state. If the requirement Fk = 0 and the normalization of the Wronskian W(vk, vk)

to W(vk, vk) = i is satisfied, we choose the following initial conditions for the model:

HD (I) |vk|(η0) =
1√

2ωk(η0)
and HD (II) v′k(η0) = −iωk(η0)vk(η0). (73)

If we consider the specefic choice η0 → −∞ in this context we exactly end up with the initial
conditions usually chosen to obtain the Bunch-Davies vacuum:

BD (I) |vk|(−∞) =
1√
2k

and BD (II) v′k(−∞) = −ikvk(−∞), (74)

where we used that ωk = k at η0 → −∞, meaning that the modes become the standard Minkowski
modes in this limit. Looking closer into the condition Fk = 0 we can rewrite this non-linear differential
equations as:

Fk = 0 ⇐⇒ v′k(η)
(

v′′k −
(

ω′k(η)
ωk(η)

)
v′k(η) + ω2

k(η)vk(η)

)
= 0. (75)

We realize that Fk = 0 at all times η requires that vk satisfies a differential equations that looks like
the Mukhanov-Sasaki equation but with an additional friction term included. For a constant frequency
ωk the friction term vanishes, which for the case of de Sitter where ω2

k(η) = k2 − 2
η2 is given in the

limit of large k. For de Sitter the friction coefficient reads ω′k
ωk

= 2
η

1
(kη)2−2 and thus, depending on the

values of k and η it will not always be negligible, which is the reason why in the case of Bunch-Davies
one can only achieve an instantaneous Hamiltonian diagonalization. This is due to the fact that vk
satisfies the Mukhanov-Sasaki equation and at the same time needs to fulfill Fk = 0, generally being
in conflict already for the simple case of a de Sitter universe. Note that in our work the Hamiltonian
diagonalization of the Mukhanov-Sasaki Hamiltonian can be obtained for each instant in time and
is not obtained by setting Fk(η) equal to zero but by a time-dependent unitary transformation that
involves also a time-rescaling. Now since we fixed our initial condition in the limit η → −∞ and,
as we will show below, the solution we obtained satisfies the differential equation for adiabatic vacua
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without any approximation, it is very natural that our initial conditions at η0 = −∞ are given by
the following:

LR (I) |vk(η0)| = |Nkξk(η0)| =
1√
2k

and LR (II) v′k(η0) = −iω(0)
k vk(η0), (76)

where we used again the same normalization of the Wronskian for the condition LR (II) and that
lim

η0→−∞
ξk(η0) = 1. Thus the initial conditions obtained here coincide with the initial conditions one

chooses for adiabatic vacua to any order as well as the ones chosen for the Bunch-Davies vacuum
where we fix them in the large k limit and for η0 → −∞. However, in our work the latter was necessary
in order that the unitary operator that implements the Bogoliubov transformation (see Equation (35))
becomes the identity operator for an already time-independent harmonic oscillator and is hence
considerably natural. Now let us discuss how the results obtained in our work are related to the
notion of adiabatic vacua. In the framework of adiabatic vacua one uses the following ansatz for the
mode functions:

vk(η) =
1√
Wk

exp

⎧⎨⎩−i

η∫
dη̃Wk(η̃)

⎫⎬⎭, (77)

where Wk(η) is defined through the following differential equation

W2
k(η) = ω2

k(η)−
1
2

(
W ′′

k (η)

Wk(η)
− 3

2

(
W ′

k(η)

Wk(η)

)2)
, (78)

where ωk(η) is the time-dependent frequency, so in our case the one involved in the Mukhanov-Sasaki
Hamiltonian. If we compare the ansatz in (77) with the form of the solution for the Mukhanov-Sasaki
equation in (62), we realize that we can map the two expression for vk into each other by the substitution

ξk :=
(
ω
(0)
k

) 1
2 W− 1

2
k , where we choose ω

(0)
k = k and ω

(0)
k = 1, respectively to consider the case where

the Mukhanov-Sasaki Hamiltonian is mapped to the harmonic oscillator with frequency k and 1,
respectively. As shown above, rewritten in terms of ξk the Mukhanov-Sasaki equation merges into
the Ermakov equation. Hence, if we express the Ermakov equation in terms of Wk we can rewrite the
Mukhanov-Sasaki equation in terms of Wk. For this we consider the second derivative ξ ′′k expressed in
terms of Wk. We obtain:

ξ ′′k = −

√
ω
(0)
k

2

⎛⎝W ′′
k (η)

W
3
2

k (η)
− 3

2
(W ′

k(η))
2

W
5
2

k (η)

⎞⎠ .

Reinserting this back into the Ermakov equation yields:

−

√
ω
(0)
k

2

⎛⎝W ′′
k (η)

W
3
2

k (η)
− 3

2
(W ′

k(η))
2

W
5
2

k (η)

⎞⎠+ ω2
k(η)

√
ω
(0)
k

W
1
2

k (η)
− (ω

(0)
k )2

(ω
(0)
k )

3
2

W
3
2

k (η) = 0. (79)

Multiplying the entire equation by
(
ω
(0)
k

)− 1
2 W

1
2

k we end up with:

W2
k = ω2

k −
1
2

(
W ′′

k (η)

Wk(η)
− 3

2

(
W ′

k(η)

Wk(η)

)2)
, (80)

and this agrees precisely with the defining differential equation for Wk in (78). The adiabatic condition
required for the modes in this context carries over to a condition on the large k behavior of the function
ξk, being a solution of the Ermakov equation. As usual for adiabatic vacua, they do depend on the
chosen extension to the infraed sector. In the formalism presented in this work this arbitrariness is
encoded in the choice of how the unitary transformation is modified for the modes k with ||k|| ≤
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||kε||. From this we can conclude that the ansatz for adiabatic vacua and the framework of the
Lewis-Riesenfeld invariant leads to equivalent solutions for possible vacuum states if one reformulates
the adiabatic condition in terms of the the solution ξ of the Ermakov equation. Furthermore, we can
understand our solution obtained for quasi-de Sitter and de Sitter in this context now. For the modes
associated with the Mukhanov-Sasaki equation on a de Sitter background, the adiabatic condition
needs to be satisfied for k2 � η−2, that is kη � 1. Using the explicit solution for ξ in the case of de

Sitter given by ξk =
(
1 + 1

(kη)2

) 1
2 we obtain lim

kη→∞
ξk = 1. This corresponds to lim

kη→∞
Wk = ω

(0)
k = k,

where we only considered the map with ω
(0)
k = k here because the second one with ω

(0)
k = 1 was not

unitarily implementable on Fock space. In the case of de Sitter, the integral can be easily computed
and the solution is given by

vk(η) =
1√
2k

√
1 +

1
(kη)2 e−ikηei arctan(kη). (81)

In case the solution for Wk cannot be determined in a simple manner, one uses a WKB
approximation for the integral involved in the adiabatic ansatz in (77), yielding adiabatic vacua of a
certain order at which the expansion is truncated, see for instance [34,35] for applications. However,
since we have determined an analytical solution for the Ermakov equation for ω

(0)
k = k we did not

get an approximate solution for Wk up to some adiabatic order and obtained the full solution for Wk.
This way of relating the two formalisms also provides the possibility to have a very clear interpretation
of the Fourier mode associated with the Bunch-Davies vacuum in the Lewis-Riesenfeld invariant
formalism. Now comparing the phase factors of Fourier modes associated with the Bunch-Davies
vacuum with the ones obtained from the ansatz for the adiabatic vacua in (77), we realize the following:
The Fourier modes we obtain from the Lewis-Riesenfeld invariant formalism, that agree with the
conventional one, can be understood as an adiabatic vacuum of non-linear adiabatic order, that is
without any truncation, using the relation between the Ermakov equation and the defining differential
equation for adiabatic vacua. Considering the solution in (81) in the limit kη � 1, we realize that
these modes merge into the standard Minkowski modes up to an irrelevant phase and thus satisfy
the adiabatic condition. Note that we have chosen the normalization of the Wronskian in such a way
that the final mode functions vk agree, regardless of whether we chose the map that relates the MS
system with a harmonic oscillator to have frequency ω

(0)
k = k or ω

(0)
k = 1, respectively. However,

our analysis shows that on Fock space, the map that intertwines between the harmonic oscillator
with ω

(0)
k = 1 and the Mukhanov-Sasaki equation cannot be implemented unitarily due to ultraviolet

divergences and thus the latter choice cannot be obtained in a natural way in the Lewis-Riesenfeld
formalism. For the reason that the solution in (81) was obtained from a unitary transformation that
maps the Mukhanov-Sasaki Hamiltonian into the harmonic oscillator Hamiltonian for all modes
k with ‖k‖ > ‖kε‖, we can interpret this adiabatic vacuum as the natural one associated to this
unitary transformation.

We summarize these results of the last two sections in Figure 1 below. We have seen that we
can obtain a solution of the Mukhanov-Sasaki equation at the level of the mode functions (and find
the associated vacuum) by means of the solution of the Ermakov equation ξk(η) combined together
with a time-dependent phase that corresponds to the time rescaling from the classical theory in
Equation (11). In our formalism we have the freedom of choosing the target frequency ω

(0)
k as we

map our Hamiltonian, where we considered two different choices in this work here. One natural
choice is to just remove the time dependence and keep the time-independent k2 term in the frequency,
which gives a transformation that is implementable for all but the infrared modes, where one can
choose to modify the map appropriately as has been discussed above. It is in this sense natural to
do so, since in the limit at past conformal infinity, this transformation is the identity as one would
expect. Contrary to that, mapping all frequencies to unity results in a residual squeezing at very
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early times and most importantly in an ultraviolet divergence in the integral of the Shale-Stinespring
condition. Using our results it can be shown that the non-squeezed adiabatic vacua are unitarily
inequivalent to the generalized Bunch-Davies vacuum because the time-independent squeezing map
that relates a harmonic oscillator with frequency ω

(0)
k = k to the one with frequency ω

(0)
k = 1 cannot

be implemented as a unitary operator on Fock space.

Mukhanov-Sasaki Hamiltonian

harm. oscillator ω
(0)
k = ‖k‖ harm. oscillator ω

(0)
k = 1

Bogoliubov transformation
unitarily implementable
(for ‖k‖ ≤ ε identity map)

Bogoliubov transformation
not unitarily implementable
(divergent in the ultraviolet)

vk = Nkξk exp
{
− iω(0)

k

∫ η dη′

ξ2
k(η

′)

}

Nk =

√
W(vk, vk)

2i ‖k‖

vk = Nkξ
(sq)
k exp

{
− iω(0)

k

∫ η dη′

(ξ
(sq)
k )2(η′)

}

Nk =

√
W(vk, vk)

2i

Γ̂k
ξ with ξk(η0) = 1 Γ̂k

ξ(sq) with ξ
(sq)
k (η0) =

(
k
)− 1

2

t-indep. squeezing

ω
(0)
k → 1 or ω

(0)
k → ‖k‖

non-unitary

residual squeezing

Figure 1. Graphical summary of the two different maps analyzed on Fock space.

6. Applications

6.1. Solution of the Ermakov Equation on Quasi-de Sitter Spacetime

In the following we will derive and investigate a specific solution to the Ermakov equation on a
quasi-de Sitter background. This leaves us with the opportunity to simplify this solution to the case of
de Sitter, where the solution is known and perform a quantitative comparison of the behavior of ξ(η)

for these two spacetimes. Our starting point is again the Mukhanov-Sasaki equation shown in (58),
which will be restated for the reader’s convenience:

v′′k(η) +
(
‖k‖2 − 4ν2 − 1

4η2

)
vk(η) = 0.

Naturally, in the limit of vanishing slow-roll parameters ε, τ and κ the equation merges into the
Mukhanov-Sasaki equation on de Sitter, that is, we find that ν2 − 1

4 → 2 as expected. Next, we will
bring the equation into a slightly different but also frequently used form. This is done by multiplying
the entire equation by η2, which is possible since η ranges from −∞ to 0, both obviously excluded.
Further, we introduce new functions w(−kη) with k = ‖k‖ that are related to the original mode
functions by w(−kη) = vk√−η

. This leads to the following differential equation for w(−kη):

χ2 d2w(−χ)

dχ2 + χ
dw(−χ)

dχ
+
(
χ2 − ν2)w(−χ) = 0, χ = kη, (82)

This is an advantage because (82) precisely corresponds to the generalized Bessel differential
equation with a well-studied framework of solution techniques. Primarily, we are interested in a
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set of two linearly independent solutions of this equation in order to construct a solution for the
Ermakov equation following the path taken in Reference [36]. The most general solution to the
Bessel equation is given in terms of Bessel functions Jν(−kη), Yν(−kη) of the first and second kind,
respectively. These can be rewritten in terms of Hankel functions H(1)

ν (−kη), H(2)
ν (−kη) of the first

and second kind, which are given by:

H(1)
ν (−kη) := Jν(−kη) + iYν(−kη), H(2)

ν (−kη) := Jν(−kη)− iYν(−kη). (83)

These functions form a linearly independent set of solutions to Equation (82). Introducing
constants α, β ∈ C we can give a general solution to the Mukhanov-Sasaki equation on quasi-de Sitter
by means of resubstituting vk =

√−η w(−kη) and inserting the previously found basis of solutions
for the Bessel equation:

vk(η) =
√
−η

(
αH(1)

ν (−kη) + βH(2)
ν (−kη)

)
Now we follow Reference [36] and can start to construct a (unique) solution of the Ermakov

equation with either the use of Jν(−kη), Yν(−kη) or H(1)
ν (−kη), H(2)

ν (−kη), respectively. This can be
achieved by the following procedure, which can be straightforwardly verified by direct computation.
We have

ξk(η) =
√

Aku2
k + 2Bkukvk + Ckv2

k, AkCk − B2
k = ‖k‖2 W(uk, vk)

−2,′ (84)

where uk, vk are two linearly independent solutions of the Ermakov equation and W(uk, vk) denotes
the Wronskian determinant. As an additional ’initial’ condition next to the Wronskian, we impose
the well-definedness of the solution in the limit of past conformal infinity where for each mode the
Mukhanov-Sasaki equation reduces to an harmonic oscillator with constant frequency. The function
ξk should also solve the Ermakov equation in this limiting case of constant frequency. Consequently,
we can insert the linear independent solutions (83) into formula in (84) and investigate the behavior
for η → −∞. Analyzing the asymptotic behavior of the Bessel functions (and correspondingly Hankel
functions) according to Reference [37], we get:

H(1)
ν (−kη) ∼

√
− 2

πkη
exp

{
− i

(
kη +

π

4
(2ν + 1)

)}
for |η| � 1,

H(2)
ν (−kη) ∼

√
− 2

πkη
exp

{
+ i

(
kη +

π

4
(2ν + 1)

)}
for |η| � 1.

We realize that in this limit the summand under the square root in (84) is only well-defined
for vanishing coefficients Ak, Ck such that only the mixed term remains. In order to determine the
coefficient Bk we need to find an expression for the Wronskian determinant of Hankel functions,
which is non-trivial to obtain in a straightforward manner. However, we know that the Wronskian
of solutions of the harmonic oscillator equation is constant in time and we have an relation for the
asymptotic behavior of the Hankel functions. Given this we have

W(
√
−ηH(1)

ν (−kη),
√
−ηH(2)

ν (−kη)) = −η W(H(1)
ν (−kη), H(2)

ν (−kη)). (85)
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As the next step, let us rewrite the derivative with respect to conformal time of
W(H(1)

ν (−kη), H(2)
ν (−kη)) in terms of a differential equation by the use of its anti-symmetry and

the Bessel differential Equation (82) obeyed by H(1)
ν , H(2)

ν :

W ′(H(1)
ν , H(2)

ν ) = − 1
η

W(H(1)
ν , H(2)

ν ) =⇒ W
(

H(1)
ν (−kη), H(2)

ν (−kη)
)

∝
Dk

η
, (86)

where we allowed for that the constant Dk can vary for each mode. Note that the proportionality of
the Wronskian of the Hankel functions in (86) is in accordance with the fact that it is conserved on
solutions of the Mukhanov-Sasaki equation, as seen in Equation (85). Finally, after insertion of the
asymptotic behavior of the Hankel functions, we find:

W
(

H(1)
ν (−kη), H(2)

ν (−kη)
)
∼ 4i

πη
for |η| � 1 =⇒ Dk =

4i
π

.

Note that the Wronskian is purely imaginary, which is expected due to the negative sign of the B2
k

term in the condition presented in the second equation in (84) for the coefficients. If we had chosen a
different route and had taken Bessel instead of Hankel functions, we would have to choose Bk = 0 for
consistency and with a corresponding purely real Wronskian determinant. As a final result, we can
determine Bk:

W(
√
−ηH(1)

ν (−kη),
√
−ηH(2)

ν (−kη)) = −η
4i
πη

= −4i
π

= const =⇒ Bk = − kπ

4
(87)

Due to the requirement that the transformation induced by Γξ should be unitary, we need Bk to
be chosen such that the final solution ξk(η) is real, which is always possible in this case due to the
involved squares:

ξk(η) =

√
− kπη

2
H(1)

ν (−kη)H(2)
ν (−kη) =

√
− kπη

2

((
Jν(−kη)

)2
+
(
Yν(−kη)

)2
)

(88)

Another important aspect is the correct limit at past conformal infinity, which we can immediately
deduce from the asymptotic forms of the Hankel functions above. This suggests that for each Fourier
mode ξk(η) solves the Ermakov equation in the case where the Mukhanov-Sasaki frequency becomes
a constant ω

(0)
k

:= limη→−∞ ωk(η) = ‖k‖, that is:

lim
η→−∞

ξk(η) = lim
η→−∞

√
− kπη

2
2

πk|η| = lim
η→−∞

√
−sgn(η) = 1.

At this point we still need to investigate whether given the solution ξk(η) on quasi-de Sitter we
can rediscover the solution for de Sitter in the case of vanishing slow-roll parameters. For this purpose,
we consider the half-integer expressions for the Bessel functions:

J
n+ 1

2
(x) = (−1)n

√
2
π

xn+ 1
2
( d

xdx

)n sin(x)
x

∀ n ∈ N,

Y
n+ 1

2
(x) = (−1)n+1

√
2
π

xn+ 1
2
( d

xdx

)n cos(x)
x

∀ n ∈ N.

Form this we obtain an expression for ξk(η) on de Sitter where ν = 3/2:

ξ
(dS)
k =

√√√√− kπη

2

((√
2
π

kη cos(kη)− sin(kη)

(−kη)
3
2

)2

+

(√
2
π

kη sin(kη) + cos(kη)

(−kη)
3
2

)2)
=

√
1 +

1
(kη)2 ,
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which of course retains the same limit at past conformal infinity as the more complicated solution
for non-vanishing slow-roll parameters. The solution ξ

(dS)
k (η) can be obtained in full analogy to the

procedure outlined above using the well-known solution for the Mukhanov-Sasaki frequency on de
Sitter. Depending on the particular choice of basis for the space of solutions, one needs to eliminate
either of the coefficients in (84) due to the required well-definedness of the limiting case |η| → ∞.
The outcome precisely corresponds to ξ

(dS)
k (η) found in the limit above.

6.2. Eigenstates of the Lewis-Riesenfeld Invariant

As a test scenario for the formalism outlined in this work we construct and analyze the explicitly
time-dependent eigenstates of the Lewis-Riesenfeld invariant. This will happen at the level of a
quantum mechanical toy-model and serve the purpose of exhibiting the mathematical convenience
of the formalism as well as the (squeezing) properties of the unitary transformation obtained in the
context of the Lewis-Riesenfeld invariant. These eigenstates can be easily found by applying the
previously obtained (inverse) Bogoliubov transformation Γ̂†

ξ to the defining property of the vacuum,
that is Â |0〉 = 0. We obtain:

Γ̂†
ξ ÂΓ̂ξ Γ̂†

ξ |0〉 = AdΓ̂†
ξ
(Â)Γ̂†

ξ |0〉 = e−ν(ξ)
(

Â− δ+(ξ)Â†)Γ̂†
ξ |0〉 =: B̂Γ̂†

ξ |0〉 = 0,

with the BCH coefficients ν(ξ) and δ+(ξ) determined in Section 3.2. That is, the vacuum state of
the Bogoliubov transformed annihilation operator B̂ corresponds to the unitarily transformed initial
vacuum state. Recall that Γ̂ξ was capable of relating the time-independent Hamiltonian Ĥ0 and the
Lewis-Riesenfeld invariant ÎLR via the adjoint action, in other words, the Lewis-Riesenfeld invariant
factorizes in terms of B̂, B̂†. Reexpressing the operators above in position representation we end up
with a first-order differential equation for the transformed vacuum state. Understandably, this equation
contains explicitly time-dependent coefficients due to the explicit time dependence of the Bogoliubov
transformation. We obtain the following solution for the ground state Ψ0(q, η):

Ψ0(q, η) =

(
ω0

π ξ2(η)

) 1
4

exp
{(

i
2

ξ ′(η)
ξ(η)

− ω0

2 ξ2(η)

)
q2
}

, (89)

where ξ ′(η) denotes the derivative with respect to conformal time, we again used that the mass
m = 1 here and conveniently have set h̄ = 1 as before. The first excited state can be obtained from
AdΓ̂†

ξ
(Â†)Γ̂†

ξ |0〉 = B̂†Γ̂†
ξ |0〉 and is found to be:

Ψ1(q, η) =

(
ω0

π ξ2(η)

) 1
4
√

2ω0

ξ2(η)
q exp

{(
i
2

ξ ′(η)
ξ(η)

− ω0

2 ξ2(η)

)
q2
}

. (90)

Note that for a time-independent frequency ω(η) = ω0 the solution merges into the standard
quantum harmonic oscillator since ÎLR and Ĥ0 coincide in this limit by construction due to ξ(η) =

ξ0 = 1. The details of the underlying spacetime, that is, what determines the values of the various
slow-roll parameters enters through the solution ξ(η) of the Ermakov equation, which is sensitive to
the background via the Mukhanov-Sasaki frequency ω(η) and consequently through the real index
ν of the Hankel and Bessel functions in the final solution in Equation (88). The plots in Figure 2
display the absolute squares of the solutions in Equations (89) and (90), respectively, at two different
conformal times.

Considering the explicit form of the generator of the Bogoliubov transformation Γ̂ξ , we realize
that it represents a generalized squeezing operator with explicitly time-dependent coefficient functions.
These coefficient functions on the other hand are sensitive to the background spacetime via the
Ermakov equation and consequently the Mukhanov-Sasaki frequency ωk(η) involved in Equation (58).
In this way it is expected that the eigenstates of the Lewis-Riesenfeld invariant, which are, up to

321



Universe 2019, 5, 170

a phase, eigenstates of the single-mode time-dependent Mukhanov-Sasaki Hamiltonian, show a
time-dependent spread which approaches the time-independent case for very large absolute values of
conformal time |η| � 1, that is, close to the Big Bang.

Figure 2. Single-mode probability densities |Ψ0(q, η)|2 (upper line) and |Ψ1(q, η)|2 (lower line)
according to the solutions in (89) and (90) on quasi-de Sitter for three different values of the effective
slow-roll parameter ν from Equation (58), including de Sitter with ν = 3/2 at two different conformal
times and with ω0 = k = 1. The used slow-roll parameters are to be understood as an example,
consider Reference [33] for the allowed parameter space and constraints on them according to the
Planck mission.

A comparison with the work in Reference [38] bears a strong resemblance to the eigenstate of
the Lewis-Riesenfeld invariant found there, however let us compare the results from Reference [38]
and ours in more detail. Firstly, the derivation in Reference [38] is performed in cosmological time,
whereas we have made the transition to conformal time beforehand, so the explicit occurrences
of the scale factor are absent in our work. Secondly, when having a closer look at the Ermakov
equation in Reference [38] it becomes evident that in the context of the canonical transformation Γξ ,
the time-independent frequency of the Hamiltonian H0 is unity. As a consequence, this means for
the case of field theory that every mode with ωk(η) would be mapped to exactly the same frequency
ω
(0)
k = 1, which modifies the solution of the Ermakov equation by an additional k−

1
2 , leading to an

ultraviolet divergence in the Shale-Stinespring condition (56) and diminishing the ability to implement
it by a separate treatment of the infrared modes with ‖k‖ ≤ ‖kε‖. Thirdly, the authors in Reference [38]
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claim that the creation- and annihilation operators that decompose the time dependent Hamiltonian are
related to the ones associated with the Lewis-Riesenfeld invariant via a Bogoliubov transformation.
According to our analysis, while this is true, their relation is more subtle: As it is true that H(t)
can be mapped into ILR in the classical theory by means of an extended symplectic map (which
in a sense corresponds to a Bogoliubov transformation quantum mechanically), this might not be
straightforwardly implementable in the quantum theory even on the one-particle Hilbert space. It can
be implemented if and only if the time-rescaling function is chosen such that ξ(t)−2 has an analytic
anti-derivative, which is for example the case on a de Sitter background. The exponential sandwiched
between Γ̂†

ξ and Γ̂ξ,0 in (33) can then be rewritten as the exponential of an analytic function in the time
operator, conjugate to the momentum operator p̂t. This is the reason why we perform a reduced phase
space quantization of Dirac observables, where this problem is absent, rather than Dirac quantization.
Consequently, the transformation Γ̂ξ acts as a one-parameter (i.e., time-dependent) family of unitary
transformations on the reduced (physical) phase space. This transformation is suitable for transforming
the Hamiltonian within the Schrödinger equation into the independent one Ĥ0, which again can be
related to the invariant ÎLR by means of a time-dependent Bogoliubov transformation.

7. Conclusions

In this work we used the method of the Lewis-Riesenfeld invariant in order to analyze in which
sense the dynamical properties of the Mukhanov-Sasaki equation select possible candidates for initial
states in the context of inflation. We started in the classical theory and rederived a time-dependent
canonical transformation that relates the system of a time-dependent harmonic oscillator to the
one of a time-independent harmonic oscillator, where in our case the explicit time-dependence is
determined by the frequency involved in the Mukhanov-Sasaki equation. Using this map, the entire
time dependence of the oscillator can be removed leading to a simplification as far as finding solutions
for the time-dependent system is concerned. As a first step, this was done for systems with finitely
many degrees of freedom using an extended phase space in which time and its corresponding
momentum are part of the phase space, following the work in Reference [11]. This has the advantage
that the time rescaling involved in this transformation can be naturally embedded in the framework of
the extended phase space, whereas in early work such as Reference [13], the corresponding phase factor
needs to be introduced with a less clear physical motivation. The ansatz we used employed techniques
introduced in Reference [11] and was based on an idea from Reference [12], which was generalized
to arbitrary even and finite phase space dimensions. This transformation revealed the relationship
between the Lewis-Riesenfeld invariant, the time-dependent and time-independent harmonic oscillator
Hamiltonian already implicitly used in Reference [13].

Since at the level of the extended phase space the system of the time-dependent harmonic oscillator
is a constrained system, we could choose between Dirac and reduced quantization in order to later
extract the physical sector of the quantum theory. Because the time rescaling included in the canonical
transformation involves an integral over a time interval, a Dirac quantization might be problematic
if an analytic expression for the anti-derivative does not exist. In order to circumvent this problem,
we chose reduced phase space quantization for which it was necessary to construct Dirac observables
and consider the physical phase space according to the methods introduced in References [18,19].
Fortunately, the Dirac observables satisfy the standard canonical algebra so that representations
thereof can be easily found. Their dynamics is generated by the Dirac observable associated with
the time-dependent Hamiltonian that consequently becomes the physical Hamiltonian of the system.
As a preparation for the quantum theory, we constructed the associated generator of the canonical
transformation on the physical phase space, giving rise to a corresponding flow that represents the
canonical transformation on the physical degrees of freedom. A crucial ingredient for the construction
of the Lewis-Riesenfeld invariant as well as the corresponding canonical transformation that removes
the time dependence from the Hamiltonian is a time-dependent auxiliary function ξ(t) that has
to satisfy the Ermakov differential equation. This requirement ensures that the Lewis-Riesenfeld
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invariant is a quadratic polynomial in the elementary configuration and momentum variables, that can
be interpreted as a Dirac observable in the extended phase space because it commutes with the first
class constraint. Given a solution of the Ermakov equation, we can use it to construct the canonical
transformation on the finite dimensional physical phase space, whose generator is shown in (23).

For the quantum theory we first restricted our analysis to the case of finitely many degrees of
freedom and as a special case considered the one-particle Hilbert space. All results obtained in this
context can be easily generalized to more but finite degrees of freedom. On the one-particle Hilbert
space, the time-dependent canonical transformation can be implemented as a unitary operator Γ̂ξ

whose explicit form is given in (27). With the help of Γ̂ξ we can remove the explicit time dependence
of the Schrödinger equation, analogous to the treatment in Reference [17] and map it to a Schrödinger
equation involving a time-independent harmonic oscillator Hamiltonian. In this way we further
obtain a time evolution operator Û(t0, t) which can be shown to correspond to the Dyson series of the
time-dependent theory, consisting of three individual unitary operators. When having a closer look at
the occurring exponentials, there is an obvious explanation of the required additional phase factor in
the solutions of the Schrödinger equation in Reference [13], amounting to some function multiplying
either the exponentiated time-independent Hamiltonian or the Lewis-Riesenfeld invariant, depending
on the relative ordering we chose in Û(t0, t). The immediate effect of the time-rescaling ξ(t) becomes
evident in this exponential, as the relative phase is sensitive to the background spacetime. Each of
the operators in Û(t0, t) corresponds to an exponentiated unitary representation of the sl(2,R) Lie
algebra, as can be shown by explicitly evaluating the Lie brackets of the generators. For practical
computations and later applications, we used a generalized Baker-Campbell-Hausdorff decomposition
of unitary representations of non-compact groups shown in Reference [30] to decompose Γ̂ξ into
normal- or anti-normal ordered contributions, respectively. This gave us the possibility to rewrite the
unitary transformation Γ̂ξ on the one-particle Hilbert space as an explicitly time-dependent Bogoliubov
transformation, where the time dependence enters through the solution ξ(t) of the Ermakov equation.

This was an important preparation for the generalization to the field theory context we were
mainly interested in in this work. The crucial criterion for the existence of a unitary implementation of a
Bogoliubov transformation on the Fock space is the Shale-Stinespring condition [31], which essentially
denotes that the product of off-diagonal entries of the Bogoliubov map needs to be Hilbert-Schmidt.
As our results show a straightforward generalization to Fock space where the time-dependent oscillator
is described by the Mukhanov-Sasaki equation and the target system is for each mode a harmonic
oscillator with constant frequency does not work because either infrared or infrared and ultraviolet
divergences occur, leading to a violation of the Shale-Stinespring condition. Here we considered two
common choices used in the existing literature, where the constant frequency is either ω

(0)
k = k or

ω
(0)
k = 1 respectively, which corresponds to two slightly different Ermakov equations in our case. Both

choices yield an infrared divergence caused by the infrared modes, whereas for the second choice
in addition an ultraviolet divergence occurs. If we compare our results obtained with the existing
results in the literature, the work in Reference [15] takes as the starting point a charged massive scalar
field in a de Sitter space time and hence the Ermakov equation in this case includes an additional
friction term and cannot directly be compared to our result. The author of Reference [15] also uses the
map to a harmonic oscillator with frequency ω

(0)
k = k and also obtains no ultraviolet divergences for

his slightly different map. However, as far as we can see, a careful analysis of the Shale-Stinespring
condition is not presented in Reference [15] and thus we expect that, similar to our case, infrared
singularities are present. In Reference [14] the map with constant frequency ω

(0)
k = 1 was considered

and in agreement with our results, they also obtain an ultraviolet divergence for the operator Γ̂ξ .
In their work the theory is defined on a torus allowing them to isolate the zero mode and exclude it
from their analysis, hence no infrared divergences occur. Thus, we can conclude that the second choice,
where the target frequency is chosen to be ω

(0)
k = 1, cannot be implemented unitarily on Fock space,

whereas for the first choice there might be a chance to find a unitary implementation for the first case
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with target frequency ω
(0)
k = k if we are able to consistently modify the map for the infrared modes

such that the infrared divergence are no longer present. One possibility can be to also formulate a
model where the spatial slices have the topology of a torus chosen in such a way that experimentally
one cannot distinguish between a model whose spatial slices have the topology of a torus and one
with non compact spatial slices. In this case we could also exlucde the zero mode and modify the map
for this specific mode in a way that the Shale-Stinespring condition is satisfied. The corresponding
Bolgoliubov transformation can then be defined for all but the zero mode. Note that this case further
allows to identify the background with the zero mode, as it is for example usually done in hybrid loop
quantum cosmology, see for instance Reference [39]. However, if we stick to non-compact spatial slices
we have to consider a slightly different strategy.

As possible solutions in this direction we discussed the quantum Arnold transformation
introduced in Reference [16]. The goal was to apply it to the modes below a certain infrared cutoff,
that is for the sphere with ‖k‖ ≤ ‖kε‖ in Fourier space. We found that the Arnold transformation
cannot be understood as a Bogoliubov map, since it renders the creation and annihilation operators in
the transformed picture equal up to a global sign. A closer look at the involved terms shows that the
reason for this pathological behavior is the absence of a the q2 contribution in the Lewis-Riesenfeld
invariant. It is precisely this aspect that disrupts the commutator algebra and hence does not qualify
as an infrared extension of Γ̂ξ . Our proposal for an infrared extension is to use the identity map within
the cutoff region, the reasons are twofold. Firstly, the identity map can be trivially regarded as a
Bogoliubov transformation that exists on this sector of the Fock space. Secondly, by not altering the
form of the Hamiltonian in the infrared regime, the off-diagonal terms remain as in the standard case,
which means that they are subdominant for very early times where kη � 1. Hence, by adopting this
strategy we are able to define a unitarily implementable Bogoliubov transformation on the entire Fock
space as depicted in Equation (61), that performs a Hamiltonian diagonalization on all modes with
norm greater than the infrared cutoff ‖kε‖.

In Section 5 we showed how the solution of the Ermakov equation can be used to construct a
solution of the Mukhanov-Sasaki equation and as expected, the time-rescaling plays a pivotal role
here. If we rewrite the solution to the Mukhanov-Sasaki equation in a polar representation as shown
in (62), the Mukhanov-Sasaki equation requires that the real part in the polar representation needs
to be a solution of the Ermakov equation, opening a clear connection between the two formalisms.
Following this route further, we can also recover the defining differential equation for adiabatic vacua
from the Ermakov equation, meaning that if we have a solution of the Ermakov equation given,
from this we can easily construct a non-linear solution of the adiabatic vacua differential equation,
where non-linear refers to the fact that it is a full solution without truncating the solution at any
adiabatic order. The adiabatic condition usually required in this context carries over to a condition
on the solution of the Ermakov equation for each mode. This in turn can be directly related to
specific properties of the unitary map corresponding to the time-dependent canonical transformation
between the time-dependent and time-indepdendent harmonic oscillator. Hence, there is an interesting
interplay between the characteristic properties of the unitary map and the choice of adiabatic vacua.
Considering this and the fact that we set our initial condition at the limit of conformal past infinity,
the Lewis-Riesenfeld method leads to mode functions that can be interpreted as a non-squeezed
adiabatic vacuum of non-linear order, that is without performing any truncation. The property of being
non-squeezed reflects our freedom of choice of mapping to a target frequency ω

(0)
k = k that causes

no residual squeezing if we apply the unitary operator to an already time-independent harmonic
oscillator. Furthermore, the time rescaling involved in the mode function becomes e−ikη in the limit of
large (negative) conformal times, showing that the mode function obtained here are compatible with
the condition used in the Bunch-Davies case.

Finally, in Section 6 we have illustrated how the formalism we used throughout this work
can be used in terms of computing eigenstates of the Lewis-Riesenfeld invariant associated to a
particular system. In our case, this was a time-dependent harmonic oscillator corresponding to the
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Mukhanov-Sasaki equation on a quasi-de Sitter spacetime for a single mode. Together with the
construction of these eigenstates via Γ̂ξ , we outlined how to find a solution ξ(η) of the Ermakov
equation with this particular time-dependent frequency ω(η) corresponding to the background
geometry of quasi-de Sitter. This was done by using the asymptotic behavior of the Hankel functions
(which solve the Mukhanov-Sasaki equation on quasi-de Sitter analytically) and the fact that the
Wronskian of two linearly independent solutions of this equation is a constant. Finally, we provided a
visualization of the time-dependent squeezing operation Γ̂ξ in terms of the probability densities of
two time-dependent eigenstates of ÎLR for different values of the slow-roll parameters, which precisely
correspond to the probability densities of solutions of the Schrödinger equation of the associated
time-dependent Hamiltonian H(t). As far as the computation of the power spectrum is concerned,
we do not expect new insights from our obtained results because what enters into the computation is
the final Fourier mode that we constructed in both cases in such a way that the results agree with the
standard result for the Mukhanov-Sasaki mode. Our results however, give new insights on whether
there exists a time-independent harmonic oscillator Hamiltonian associated with the Mukhanov-Sasaki
Hamiltonian that is unitarily equivalent in the field theory context. In future work we want to analyze
applications of this formalism to other than quasi de Sitter spacetimes. This requires in particular to find
solutions of the Ermakov equation in this more general case and analyze whether the corresponding
transformation can be implemented unitarily. Furthermore, we plan to investigate in future research
how the transformation in the classical theory on the extended phase space can be lifted to the field
theory context. This might be realizable in the framework of the Gaussian dust model presented
in Reference [26] where the dust fields can be used as reference fields for physical temporal and
spatial coordinates.
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