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Barbara Rothen-Rutishauser and Alke Petri-Fink

Size and Surface Charge Dependent Impregnation of Nanoparticles in Soft- and Hardwood
Reprinted from: Chemistry 2020, 2, 361–373, doi:10.3390/chemistry2020023 . . . . . . . . . . . . . 105

Sara Nasiri Sovari and Fabio Zobi

Recent Studies on the Antimicrobial Activity of Transition Metal Complexes of Groups 6–12
Reprinted from: Chemistry 2020, 2, 418–452, doi:10.3390/chemistry2020026 . . . . . . . . . . . . . 119

Helmut Quast, Georg Gescheidt and Martin Spichty

Topological Dynamics of a Radical Ion Pair: Experimental and Computational Assessment at
the Relevant Nanosecond Timescale
Reprinted from: Chemistry 2020, 2, 219–230, doi:10.3390/chemistry2020014 . . . . . . . . . . . . . 155

Paul R. Rablen

A Procedure for Computing Hydrocarbon Strain Energies Using Computational Group
Equivalents, with Application to 66 Molecules
Reprinted from: Chemistry 2020, 2, 347–360, doi:10.3390/chemistry2020022 . . . . . . . . . . . . . 167

v
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Preface to “Radically Different—A Themed Issue 
in Honor of Professor Bernd Giese on the Occasion 
of His 80th Birthday” 

Dear Bernd, 
Upon the editor’s prompt, your colleagues and friends, took steps and would like to 

dedicate this issue of Chemistry to you for your 80th birthday. We all felt that your birthday 
was a unique opportunity to convey our deep appreciation to an exceptional scientist, a great 
teacher and a man of culture. Many more would have liked to join the Special Issue but a nasty 
combination of ARN, proteins and lipids called COVID-19 prevented them from meeting the 
deadline.  

Three words come to our mind when we look at each step of your scientific career: 
eclecticism, curiosity, and rigor.  

Eclecticism: Your research covers a wide range of subjects, from bridged cations, 
selectivity–reactivity correlations of reactive intermediates, and the polar and steric effects of 
radical addition reactions, stereoselectivity of radical carbon–carbon bond formations and 
conformation determinations of chiral radicals by ESR to important problems of chemical 
biology such as radical-induced DNA strand cleavage, electron transfer through DNA, 
peptides, and, more recently, the electron transfer mechanism used by bacteria to adapt to the 
presence of metal ions in their environment. We should not forget important interludes such as 
the total synthesis of macrolides or the development of photocleavable protective groups.  

Curiosity: Your desire to learn by exploring the unknown has obviously been the driving 
force of your research. It was and is still served by your unique ability to select important and 
fundamental questions. 

Rigor: The way you approach scientific projects obviously originates from your education 
in Munich, where you were nurtured in the principles of physical organic chemistry by your 
former mentor Rolf Huisgen. You certainly belong to a small group of creative physical 
chemists who use the deep understanding of molecular properties to devise new reactions or 
new molecules with important properties. The acclaimed “Giese Reaction” is a textbook 
example of this interplay between “understanding” and “making”.  

You once said to me, “Whatever we have done in research is probably less important than 
our contribution as teacher.” Many young chemists owe you thanks for the stimulating and 
sound mentorship you provided. There is undoubtedly a Giese school in the community of 
chemists. Each of us has enjoyed listening to your stimulating lectures and chatting with you 
about chemical problems, not only because of your knowledge of the field but also because you 
are a man with an original and profound vision of modern society.  

For this, your colleagues and friends who took part in this Special Issue would like to give 
thanks. 

Congratulations and happy birthday! 

Léon  
Prof. Emeritus Dr. L. Ghosez  
Visiting scientist at the Institut de Chimie et Biologie, Université de Bordeaux 
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Professor Giese is a pioneer in selective radical chemistry, electron transfer through 
biomolecules, and, recently, electron transfer through bacterial membranes 

Professor Bernd Giese is Professor Emeritus of Organic Chemistry at the University of 
Basel, Switzerland, and is now “postprof” in the group of Katharina M. Fromm at the 
University of Fribourg, Switzerland.  

He was born in Hamburg, Germany, in 1940, studied in Heidelberg, Hamburg, and 
Munich, and received his Ph.D. in 1969 while working in the group of the late Rolf Huisgen. 
After two years in a pharmaceutical research group at the BASF, Ludwigshafen, he started his 
independent research at the University of Münster and received his Habilitation at the 
University of Freiburg in 1976. One year later, he became a Full Professor at TU Darmstadt, 
Germany, and accepted the position of Chair at the University of Basel in 1989. He served as 
dean at TU Darmstadt and as head of the department at the University of Basel. He is a member 
of the Editorial Advisory Board of several journals and institutes and has acted as a regional 
editor of SYNLETT from its beginning. Professor Giese has published more than 300 papers and 
has authored or co-authored three books on radical chemistry. He is a member of the Deutsche 
Akademie der Naturforscher Leopoldina and the American Academy of Arts and Sciences. His 
awards are numerous and include the Gottfried Wilhelm Leibniz Prize in 1987, the Tetrahedron 
Prize in 2005, the Emil Fischer Medal in 2006, and the Paracelsus Prize of the Swiss Chemical 
Society in 2012. In 2019, on the occasion of his 50th Ph.D. anniversary, his Ph.D. diploma from 
the Ludwig Maximilian University was renewed in the presence of his Ph.D. supervisor Rolf 
Huisgen, then aged 99.  

From left to right: Katharina M. Fromm, Rolf Huisgen, and Bernd Giese on the 
occasion of Bernd Giese’s 50th Ph.D. jubilee and renewal at LMU on June 18th, 2019. 
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Professor Giese’s research encompasses studies on bridged cations, selectivity–reactivity 
correlations of reactive intermediates, polar and steric effects of radical addition reactions, the 
stereoselectivity of radical C–C bond formations, conformation determinations of chiral radicals 
by ESR, the total synthesis of macrolides, radical-induced DNA strand cleavage, photocleavable 
protecting groups, as well as electron transfer through DNA, peptides, and proteins.  

He developed a new synthetic method that involves alkyl halides, metal hydrides, and 
alkenes. This three-component radical chain reaction was one of the starting points of modern 
synthesis with carbon-centered radicals. He applied this method—referred to today as the 
“Giese Reaction” in textbooks and much of the recent literature—to the synthesis of several 
target molecules. Bernd has thus developed important concepts for the understanding of 
kinetics and the selectivity of complex reactions. He has pioneered the introduction of radical 
reactions as powerful synthesis methods and contributed substantially to the area of physical–
organic chemistry. 

Today, modern physical–organic chemistry plays a major role in biochemistry. In his 
bioorganic studies, Bernd Giese’s experiments were crucial in elucidating the controversial 
problem of long-distance electron transfer through DNA. He showed that electrons migrate 
through DNA in a multistep hopping reaction, where each single hopping step depends 
strongly on the distance, using appropriate DNA bases as stepping stones. He also proposed 
new mechanisms for DNA strand breaks via intermediate radicals. Another topical case is the 
study of electron transfer through proteins that connect distant molecule parts and enable redox 
reactions, for example, ribonucleotide reductase—the only enzyme that makes 
deoxyribonucleotide (DNA) available from ribonucleotide (RNA). The production site of the 
reactive intermediate is 3.5 nm from the reduction site, and the intervening protein is the 
medium for long-distance electron transfer. Bernd Giese was able to show here that amino acid 
side groups are used as stepping stones in this process by generating radical cations in the 
ground state at one end of a peptide model and studying the kinetic of electron transfer as a 
function the amino acid sequences and further charges at the end groups.  

From model systems, Bernd Giese recently moved to living microorganisms, in particular, 
Geobacter sulfurreducens, which is able to reduce metal ions outside of the cell and can 
produce metal nanoparticles in aqueous solutions. Here, electrons can migrate from the inside 
to the outside of the cell using either filaments (pili) of aggregated proteins or c-type 
cytochromes, which transport electrons through the periplasm and the inner and outer 
membrane. These studies are important for understanding basic processes in life. They can also 
lead to enzyme inhibitors and nanoelectronic devices or help to clean polluted water. The 
interplay between the understanding of molecular behavior and the creation of new materials 
or devices is crucial, and Bernd Giese will further contribute to these exciting research activities.  

Bernd Giese’s seminal contributions have thus not only shaped organic synthesis but also 
had a profound impact on chemical biology research. Happy Birthday, and many more 
important results to come! 

Katharina M. Fromm 
Guest Editor 
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Abstract: Today, we universally understand radicals to be chemical species with an unpaired electron.
It was not always so, and this article traces the evolution of the term radical and in this journey,
monitors the development of some of the great theories of organic chemistry.

Keywords: radicals; history of chemistry; theory of types; valence; free radicals

1. Introduction

The understanding of chemistry is characterized by a precision in language such that a single
word or phrase can evoke an entire back-story of understanding and comprehension. When we use
the term “transition element”, the listener is drawn into an entire world of memes [1] ranging from the
periodic table, colour, synthesis, spectroscopy and magnetism to theory and computational chemistry.
Key to this subliminal linking of the word or phrase to the broader context is a defined precision of
terminology and a commonality of meaning. This is particularly important in science and chemistry,
where the precision of meaning is usually prescribed (or, maybe, proscribed) by international bodies
such as the International Union of Pure and Applied Chemistry [2]. Nevertheless, words and concepts
can change with time and to understand the language of our discipline is to learn more about the
discipline itself. The etymology of chemistry is a complex and rewarding subject which is discussed
eloquently and in detail elsewhere [3–5]. One word which has had its meaning refined and modified
to an extent that its original intent has been almost lost is radical, the topic of this special issue.

This article has two origins: firstly and most importantly, on the occasion of his 80th birthday, it is
an opportunity to express our gratitude and thanks for the friendship and assistance of Bernd Giese in
our years together in Basel, and secondly to acknowledge a shared interest with Bernd in the history of
our chosen discipline.

2. Modern Understanding

It seems relevant to present the IUPAC definition of a radical in full at this point in the text as it
both provides a precision for modern usage and also contains hints of the historical meaning:

“A molecular entity such as ·CH3, ·SnH3, Cl· possessing an unpaired electron. (In these formulae
the dot, symbolizing the unpaired electron, should be placed so as to indicate the atom of highest spin
density, if this is possible.) Paramagnetic metal ions are not normally regarded as radicals. However,
in the ‘isolobal analogy’, the similarity between certain paramagnetic metal ions and radicals becomes
apparent. At least in the context of physical organic chemistry, it seems desirable to cease using the
adjective ‘free’ in the general name of this type of chemical species and molecular entity, so that the
term ‘free radical’ may in future be restricted to those radicals which do not form parts of radical pairs.
Depending upon the core atom that possesses the unpaired electron, the radicals can be described as
carbon-, oxygen-, nitrogen-, metal-centered radicals. If the unpaired electron occupies an orbital having

Chemistry 2020, 2, 293–304; doi:10.3390/chemistry2020019 www.mdpi.com/journal/chemistry1
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considerable s or more or less pure p character, the respective radicals are termed σ- or π-radicals.
In the past, the term ‘radical’ was used to designate a substituent group bound to a molecular entity,
as opposed to ‘free radical’, which nowadays is simply called radical. The bound entities may be called
groups or substituents, but should no longer be called radicals” [6].

To summarize, in accepted modern usage, a radical possesses an unpaired electron.

3. A Radical Birth

3.1. de Morveau’s Introduction

The word radical was introduced by the French politician and chemist, Louis-Bernard Guyton,
Baron de Morveau (1737–1816, prudently identified after the French revolution without the aristocratic
rank as Louis-Bernard Guyton-Morveau, Figure 1) [7]. In 1782, de Morveau published an article
entitled Sur les Dénominations Chymiques, La nécessité d’en perfectioner le systême, et les règles pour y
parvenir in which he identified the need for a new systematic nomenclature in chemistry [8]. In this
paper, he not only formulated his five principles of nomenclature which later became embodied in the
Méthode de Nomenclature Chimique [9,10], but also introduced the word radical to describe a multiatomic
entity; in his own words “Having found the adjectives arsenical and acetic consecrated by usage,
it was necessary to preserve them and form only such close nouns to the radicals of these terms that
they could be understood without explanation. Arseniates and acetates seemed to me to fulfil this
condition.” He makes no further comment on the term in this paper, which also includes a table which
lists acids, the generic names of salts derived from these acids, bases or substances that bind to acids.
This table also confirms that he was still a phlogistonist [11,12] in 1782, as phlogiston is listed amongst
the bases or substances that bind to acids. The word radical itself seems to derive from the Latin word
radix (root).

 
Figure 1. Louis-Bernard Guyton, Baron de Morveau (1737–1816, subsequently Louis-Bernard Guyton-
Morveau) was a French chemist and politician who introduced the word radical in 1782. (Public
domain image. Source https://en.wikipedia.org/wiki/Louis-Bernard_Guyton_de_Morveau#/media/File:
Louis-Bernard_Guyton_de_Morveau.jpg).

By the time of the publication of the Méthode, the concept of radicals was embedded in the core of
the model in five classes of substances which had not been decomposed into simpler materials (the
second class includes all the acidifiable bases or radical principles of the acids) [9,10]. In this work,
the “radical of the acid” was precisely defined as “the expression of acidifiable base”. The explanations
given in the text are difficult for the modern reader to follow as the conversion of the radical (such
as nitrate or acetate) to the parent acid did not involve the addition of protons but rather oxygen.
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Although the credit for the discovery of oxygen should be shared between William Scheele, Joseph
Priestley and Antoine Laurent de Lavoisier [13,14], Lavoisier’s contribution included the name oxygène,
from the Greek ὀξύς (acid, sharp) and -γενής (producer, begetter), on the basis of his belief that oxygen
was a constituent of all acids. On this basis, the Méthode continues to clarify the nomenclature of radicals
defining known acids as arising from the addition of oxygen to “pure charcoal, carbon or carbonic
radical . . . Sulphur or sulphuric . . . radical and phosphorus or phosphoric radical”. The identification
of oxygen as the essential component of an acid was not without its difficulties and for elements such
as sulfur, with variable oxidation states, it was necessary to state that “it is evident that the sulphur is
at the same time sulphuric radical, and sulphureous radical”. Additional problems arose with nitrogen
derivatives, with de Morveau using both Azote and Radical Nitrique for the parent radical. It took Jean
Antoine Chaptal [15] to introduce the name nitrogène in his 1790 work Eléments de chimie [16,17].

The text of the Méthode uses the term radical extensively to describe acids and their salts and the
construction of the names is illustrated in the extensive tables correlating the old names with the ones
which are newly proposed. One of the most important features of the Méthode was the folding table of
substances in which the core radicals are identified.

One aspect of the establishment of the concept of radicals is reminiscent of the later work of
Mendeleev, who proposed missing elements from the periodic table and identified their likely properties.
In the same way, the Méthode recognizes that muriatic acid (modern name hydrochloric acid) contained
an unknown radical, described as muriatic radical or muriatic radical principle. The extention of the
radical concept to organic chemistry was also pre-empted by de Morveau when he noted that the
reaction of sucrose with nitric acid to give ethanedioic acid (acide saccharin), which is a combination of
oxygen and radical saccharin.

3.2. Lavoisier’s Adoption

The use of the term radical in the original sense of de Morveau was broadly adopted by
Antoine-Laurent de Lavoisier and his wife Marie-Anne Pierrette Paulze Lavoisier [18–21] in a number
of subsequent and influential texts (Figure 2). The Méthode was republished and expanded [22], but the
most influential was the Traité Élémentaire de Chimie, Présenté dans un Ordre Nouveau, et d’Après des
Découvertes Modernes [23–25]. This also served to further bring the changes in nomenclature and
philosophy to the attention of the anglophone world, which received the first translation of the Méthode
in 1788 and was able to delight in the English translation of the Traité from 1791 onwards [22,26–30].
The radical concept is intrinsic to the book and is also clearly defined “The word acid, being used
as a generic term, each acid falls to be distinguished in language, as in nature, by the name of its
base or radical. Thus, we give the generic names of acids to the products of the combustion or
oxygenation of phosphorus, of sulphur, and of charcoal; and these products are respectively named,
phosphoric acid, sulphuric acid, and carbonic acid”. In his list of elements in the Traité, Lavoisier lists
Radical muriatique, Radical fluorique and Radical boracique (the elements chlorine, fluorine and boron
respectively) as unknown (Inconnu). In the context of organic chemistry, Lavoisier recognized that
organic compounds contained compound radicals which could combine with oxygen to form more
complex substances, such as ethanol or ethanoic acid. We are fortunate that not only was Marie-Anne
Pierrette Paulze Lavoisier an enthusiastic and gifted co-worker (and according to the mores of the times,
not listed as a co-author), but that she also actively contributed to the Traité and preserved many of
Antoine Lavoisier’s writings, including his notebooks, for the benefit of future generations.
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Figure 2. Antoine-Laurent de Lavoisier (1743–1794, subsequently Antoine Lavoisier) popularized
the use of the term radical (Public domain image. Source https://commons.wikimedia.org/wiki/File:
Antoine_Laurent_de_Lavoisier.png).

4. From Radical Particulier to the Radical Theory and the Theory of Types

4.1. Gay-Lussac and the CN Radical

The next player in our drama of radicals should be Joseph Louis Gay-Lussac [31] (Figure 3a) and,
in particular, his work on cyanides. Although HCN (hydrocyanic acid, prussic acid) was a known
compound, Gay-Lussac established its formula and showed that it contained no oxygen, another of the
nails in the coffin of Lavoisier’s theory that all acids contained oxygen. By 1815, he had prepared metal
cyanide salts as well as ClCN and cyanogen and correctly identified that the CN unit was retained
throughout chemical transformations. His publication Recherches sur l’acide prussique, repeatedly refers
to the radical de l’acide prussique [32–35]. This, in turn, necessitates a subsequent and consequent
linguistic distinction between “simple radicals” (iron, sulphur, nitrogen, phosphorus and carbon) and
“compound radicals”; containing multiple elements bonded together but which behave as distinct (and
inseparable) units. As Gay-Lussac wrote “Here, then, is a very great analogy between prussic acid
and muriatic and hydriodic acids. Like them, it contains half its volume of hydrogen; and, like them,
it contains a radical which combines with the potassium, and forms a compound quite analogous to
the chloride and iodide of potassium. The only difference is, that this radical is compound, while those
of the chloride and iodide are simple” [36]. In isolating cyanogen, Gay-Lussac claimed to have isolated
the first compound radical (actually the dimer, (CN)2).

The identification of compound radicals was further expanded by Jöns Jacob Berzelius in 1817.
Berzelius (Figure 3b) was the leading exponent of the electrochemical dualism theory which considered
that all compounds are salts derived from basic and acidic oxides [37,38]. As one of the most
respected chemists of the time, Berzelius’ support for this model resulted in its widespread acceptance.
For example, Berzelius would regard the compound potassium sulfate, K2SO4, as arising from the
combination of the positively charged metal oxide K2O and negatively charged SO3. The radical theory
as applied to inorganic compounds meshed well with his views, but he had difficulties in extending
these to organic species. Nevertheless, he considered that the new concept of simple and compound
radicals would clarify the differences between the inorganic acids with simple radicals and the organic
acids with compound radicals “In inorganic nature all oxidized bodies contain a simple radical,
while all organic substances are oxides of compound radicals. The radicals of vegetable substances
consist generally of carbon and hydrogen, and those of animal substances of carbon, hydrogen and

4
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nitrogen” [39]. In reality, Berzelius refused to accept the possibility that a radical could contain oxygen
and this, ultimately, led to the discrediting of the theory. In the intermediate period, however, the
compound radical model was the origin of a new radical theory for organic chemistry and ultimately
the modern functional group model.

 
Figure 3. (a) Joseph Louis Gay-Lussac (1778 – 1850) showed that CN was a compound radical and
opened the doors to the Radical Theory of organic chemistry. (Public domain image. Source https:
//en.wikipedia.org/wiki/Joseph_Louis_Gay-Lussac#/media/File:Gaylussac.jpg) (b) Jöns Jacob Berzelius
(1779 – 1848) was one of the leading chemists of his age and in 1817 he laid the basis for the Radical
Theory in organic chemistry. (Public domain image. Source https://en.wikipedia.org/wiki/Jöns_Jacob_
Berzelius#/media/File:Jöns_Jacob_Berzelius.jpg).

4.2. The General Radical Theory

The stage is now set for the generalization of the radical theory. The major players in this were
Friedrich Wöhler (Figure 4a) [40], Justus Freiherr von Liebig (Figure 4b) [41,42] and (at least for a period)
Jean Baptiste André Dumas (Figure 4c) [43]. The three had a vision of radicals as collections of atoms
that behaved like elements and persisted through chemical reactions, although Dumas subsequently
shifted his allegiance to the theory of types (Section 4.3).

Figure 4. (a) Friedrich Wöhler (1800–1882) showed that CN was a compound radical and opened the
doors to the Radical Theory of organic chemistry. (Public domain image. Source https://en.wikipedia.
org/wiki/Friedrich_Wöhler#/media/File:Friedrich_Wöhler_Litho.jpg) (b) Justus Freiherr von Liebig
(1803–1873) was one of the leading chemists of his age and in 1817 he laid the basis for the Radical
Theory in organic chemistry. (Public domain image. Source https://en.wikipedia.org/wiki/Justus_von_
Liebig#/media/File:Justus_von_Liebig_NIH.jpg) (c) Jean Baptiste André Dumas (1800–1884).
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One of the critical publications was Untersuchungen über das Radikal der Benzoesäure by Liebig
and Wöhler in 1832 [44], which introduces synthetic chemistry in a manner that we rarely see today
“If it is possible to find a bright point in the dark area of organic nature, which seems to us to be
one of the entrances through which we can perhaps reach true paths of exploration and recognition.
From this point of view, one may consider the following attempts, which, as far as their extent and
their connection with other phenomena is concerned, leave a wide, fertile field to cultivate”. In a
way, this publication was somewhat heretical, at least in the eyes of Berzelius, as Wöhler and Liebig
maintained that a radical could be more than just the base of an acid. Specifically, Wöhler and
Liebig showed that the benzoyl radical (C6H5CO in modern formulation) persisted in the compounds
C6H5CO-H, C6H5CO-OH, C6H5CO-Cl, C6H5CO-I, C6H5CO-NH2, C6H5CO-Br, and (C6H5CO-)2S.
The conclusion was that the benzoyl radical behaved in a similar manner to an inorganic radical and
persisted unchanged through multiple reactions.

The impact of this publication on the organic chemistry community cannot be underestimated
and resulted in an explosive reporting of new radicals over the next few years, including acetyl, methyl,
ethyl, cacodyl (Me2As), cinnamoyl (C6H5CH=CH), and n-C16H33. Originally, Dumas was opposed to
the radical theory but eventually became convinced by Liebig’s arguments. Dumas was responsible for
the recognition of the methyl, cinnamoyl and n-C16H33 radicals. Although the radical theory has not
survived, the nomenclature introduced is still in use today. Berzelius himself was responsible for the
identification of the ethyl radical [37,45]. The state-of-the-art in radical theory in the Berzelius spirit
is found in another publication of Liebig which interprets a large number of experimental results on
ethers in terms of the Berzelius radical model [46].

By 1837, although Dumas and Liebig still disagreed in detail on which groups of atoms were to be
considered radicals, they were sufficiently confident in the universality of their radical model, that they
published their “Note on the present state of organic chemistry”, which is a comprehensive overview
of the radical theory at that time [47]. It appears that Liebig was given to flights of purple prose “and
that, we are convinced, is the whole secret of organic chemistry. Thus, organic chemistry possesses its
own elements which at one time play the role belonging to chlorine or to oxygen in mineral chemistry
and at another time, on the contrary, play the role of metals. Cyanogen, amide, benzoyl, the radicals of
ammonia, the fatty substances, the alcohols and analogous compounds—these are the true elements
on which organic chemistry is founded and not at all the final elements, carbon, hydrogen, oxygen,
and nitrogen elements which appear only when all trace of organic origin has disappeared. For us,
mineral chemistry embraces all substances which result from the direct combination of the elements as
such. Organic chemistry, on the contrary, should comprise all substances formed by compound bodies
functioning as elements would function. In mineral chemistry, the radicals are simple; in organic
chemistry, the radicals are compound; that is all the difference One year later, in 1838, Liebig clearly
defined what he understood by the term radical, in the context of the CN radical: ”So we call cyanogen
a radical, because 1) it is the non-changing constituent in a series of compounds, because 2) it can
be replaced in them by other simple bodies, because 3) it can be found in its connections with a
simple body of the latter, and represented by equivalents of other simple bodies. Of these three main
conditions for the characteristic of a composite radical, at least two must always be fulfilled if we are to
regard it in fact as a radical” [48].

The proposals of Liebig were not universally accepted. Robert Hare in the United States of
America published a number of articles dismissing the commonality of the oxoacids and “simple” acids
such as the hydrogen halides, well summarized in his monograph “An attempt to refute the reasoning
of Liebig in favor of the salt radical theory” [49]. Berzelius, in particular, came to have difficulties with
the radical theory of Wöhler and Liebig because it directly challenged his electrochemical dualism
theory [50]. For example, the relationship between benzaldehyde C6H5CO-H and benzoyl chloride
C6H5CO-Cl could not possibly be correct because the hydrogen which has a positive charge cannot be
replaced by a negative chlorine.
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Not only were ever more radicals being identified, but they were also being isolated as chemical
species. A few highlights serve to exemplify this. Robert Wilhelm Bunsen (1811–1899) reinvestigated
some arsenic compounds first reported by Cadet and obtained a foul-smelling and highly toxic liquid
which he called Alkarsin, although Berzelius suggested that cacodyl (or kakodyl) was more appropriate.
The compound, formulated (CH3)2As [51] was obtained from the reaction of (CH3)2AsCl with zinc
and was widely thought to be the free cacodyl radical. This compound was subsequently shown to be
the dimer, (CH3)2AsAs(CH3)2. Similarly, Kolbe isolated the free methyl radical [52] and Frankland the
free ethyl radical [53], although both were actually the dimers (ethane and butane, respectively).

4.3. The Theory of Types

The theory of types is rather a difficult concept for the modern chemist to appreciate. Put simply,
it retains the fundamentals of the radical theory, but allows the replacement of elements and groups
within a radical. With hindsight, it is possible to see the origins of the functional group model of
organic chemistry within this approach. The development leading to the theory of types came from
Dumas, who in 1838 described the chlorination of acetic acid to give trichloroacetic acid [54–57].
The substitution of hydrogen by chlorine generated a new radical (trichloroacetyl or trichloromethyl
rather than acetyl or methyl) but did not change the molecular type. The chemical properties of acetic
acid and trichloroacetic acid were very similar, indicating the same molecular type. Dumas published
two papers which enunciated his theory of types [55,56] The level of vitriol and animosity in the
debate is well exemplified by the spoof publication by S. C. H. Windler (actually written by Wöhler) in
Annalen in which he rather wickedly parodies the substitution theories of Dumas and collagues [58].
He describes sequentially replacing atoms in manganese(II) acetate (his formulation, MnO + C4H6O3)
with chlorine, initially producing manganese(II) trichloroacetate and eventually, Cl2Cl2 + Cl8Cl6Cl6
(i.e., Cl24). This compound was a yellow solid resembling the original manganese(II) acetate, because
“hydrogen, manganese, and oxygen may be replaced by chlorine, there is nothing surprising in this
substitution”. In a footnote, he adds “I have just learned that there is already in the London shops a
cloth of chlorine thread, which is very much sought after and preferred above all others for night caps,
underwear, etc.”

By 1853, primarily due to the work of Charles Adolphe Wurtz, Hoffman, Williamson and Gerhardt,
four different types had been identified; the water type, the hydrogen type, the hydrogen chloride
type and the ammonia type. The water type included water, alcohols, ethers and carboxylic acids,
the hydrogen type, dihydrogen, and alkanes, the hydrogen chloride type included organohalogen
compounds such as C2H5Cl and finally, the ammonia type which included all primary, secondary and
tertiary amines [59].

4.4. Laurent and the Theory of Types

Auguste Laurent (1807–1853) also studied substitution reactions and from 1834 onwards described
numerous examples in which hydrogen atoms within radicals were replaced by halogens or
oxygen [60–62]. Probably, the credit for the theory of types should be shared by Laurent with
Dumas, because the former clearly recognized that the fundamental properties of the compound
were not significantly changed by the substitution [63–65]. His theories are clearly stated in his
book Méthode de Chimie from 1854 [66] but the ideas are clearly formulated (and seen to be almost
identical to those of Dumas) as early as 1836 “All organic compounds are derived from a hydrocarbon,
a fundamental radical, which often does not exist in its compounds but which may be represented by a
derived radical containing the same number of equivalents” [67]. It appears that Dumas deliberately
underplayed the importance of Laurent and over-emphasized the relevance of his protegé Henri Victor
Regnault. On occasion, Laurent expressed his feelings in plain rather than scientific language “ . . .
others, pretend that I have taken some ideas of M. Dumas. M. Dumas. . . . has done much for the
science; his part is sufficiently great that one should not snatch from me the fruit of my labors and
present the offering to him” [68]. And concerning radicals, he wrote “I claim with a conviction most
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profound that to me belongs, and to me alone, the most part of the ideas developed by M. Dumas” [69].
The arguments continued!

In 1837, Laurent developed a theory of fundamental and derived radicals, subsequently known
as his nucleus theory, which was based upon an obscure geometrical argument and attempted to
rationalize the carbon core of radicals undergoing substitution. Like much of his work, this was an
interesting and novel attempt to bring order to organic chemistry [70]. Nevertheless, the theory of
Laurent was anathema to Liebig, who in his usual offensive manner discussed it “not because he found
something in it worthy of mention, not in order to admit its having an influence on the development of
chemistry but in order to demonstrate that it is unscientific, good for nothing”.

4.5. Dualities, Inconsistencies and Ambiguities within the Radical Theory

Even at the time of its greatest success, there were many inconsistencies and dualities within
the radical theory. Today, we would understand the term acetyl radical to refer to the species
CH3CO. Unfortunately, this was not the case in the 19th Century CE. In 1835, Henri Victor Regnault
(1810–1878) [71,72] reported a new radical C2H3 (formulated C4H6 at the time) which he termed
aldehydène [73]. This radical was present in the compounds H2C=CHCl, H2C=CHBr, BrCH2CH2Br
and many others that he isolated. He also linked the radical aldehydène to ethanal and ethanoic
acid, which Regnault formulated as {C4H6O + H2O} and {C4H6O3 + H2O}, respectively. In 1839,
Liebig suggested that the radical C2H3 should be called acetyl, in accord with his own system of
nomenclature [74]. This 1839 paper of Liebig served to link together in a more-or-less coherent manner
the various radicals and radical theories which had been proposed for C2 compounds (although with
the atomic weight confusion at the time many of these were formulated C4 species). The Aetherin (or
etherin) theory was proposed by Dumas and Boullay in 1828 and considered that C2H4 (formulated
C4H8 at the time) was the common radical in C2 compounds: thus, C2H5OH, C2H5OC2H5 and
C2H5Cl were the aetherin radical with water, ethanol and HCl, respectively [75]. In contrast, Berzelius
formulated these compounds in terms of the C2H5 (ethyl) radical [37,45].

5. Valency Displaces Radicals

The real death of the old radical theory and the theory of types came in 1852 when Edward
Frankland formulated what was to become the concept of valency, “When the formulae of inorganic
chemical compounds are considered, even a superficial observer is struck with the general symmetry
of their construction . . . it is sufficiently evident . . . no matter what the character of the uniting atoms
may be, the combining power of the attracting element, if I may be allowed the term, is always satisfied
by the same number of these atoms” [76]. Frankland’s combining power was the first formulation of
the basic idea of valence and the entry to the electronic view that has dominated chemistry ever since.

A few years later, in 1858, Kekulé proposed a fixed valence for elements; although he did not
equate the combining power with valence [77]. Kekulé successfully rationalized the structures of
organic compounds by assuming a fixed valence of four for carbon, and extended this fixed valence
idea to the elements nitrogen and oxygen which had fixed valences of three and two, respectively.
The fixed valence of four for carbon necessitated multiple bonds (or free valences) in appropriate
compounds. And so modern organic chemistry was born—or rather, as we have seen on a number of
occasions in this article, we can testify to another of its births!

It is one of the pleasures associated with the study of the development of chemistry in the
19th Century CE, to read not only the contemporary primary literature, but also the textbooks and
monographs of the period. These often provide a unique view of the way in which views changed
and also give an understanding of the tensions and controversies in the science of the time. One of
the lesser known works of this period is “A Short History of the Progress of Scientific Chemistry in
Our Own Times” by William Tilden, which gives a detailed account of the evolution of chemistry to
the last year of the 19th Century CE. The sections on the development of the Theory of Types and
the subsequent Valency Model are excellent and also document a number of the poorly documented
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highways and by-ways associated with the scientific journey to the Valency Model [78]. An excellent
contemporary (1867) overview of the Theory of Types and the relationship to the atomicity of the
radicals is given by Adolphe Wurtz [79].

An interesting historical overview of the development of the subject written after the triumph of
valency theory is to be found in the books by von Meyer [80] and Venable [81].

6. The Freeing of the Radical—the First Modern Radicals

Although transition metal compounds with unpaired electrons were well-known, and “simple”
inorganic substances, such as Frémy’s salt (K4[ON(SO3)2]2) [82], NO or NO2, which fulfill our modern
definition of a radical had been long established, the dominance and success of the valence theory
in organic chemistry, based upon the invariable and inviolable tetravalency of carbon led to the
widely accepted opinion that organic radicals (modern sense) could not exist. The confidence in
the tetravalency of carbon and the complacency of the organic community was shattered in 1900,
when Moses Gomberg at the University of Michigan reported the preparation of triphenylmethyl
radical, Ph3C, as the product from the attempted preparation of hexaphenylethane from the reaction
of chlorotriphenylmethane with zinc [83]. The title of the paper, “An instance of trivalent carbon:
triphenylmethyl” hints at the supremacy of the “tetravalent carbon” dogma [84].

The rest, dear reader, is history.

7. Final Words

In this short article, we have presented a story which describes the evolution of organic chemistry
and which laid the basis for our modern understanding based on the electronic, molecular orbital and
functional group approaches. Perhaps surprising for the modern reader is the passion with which the
debate was conducted and the manner in which the personalities of the individual involved come
though and, indeed, the personalization of the rhetoric. The well-known Schwindler article has already
been referred to. The correspondence between Berzelius, Liebig, Dumas and Wöhler is a wonderful
introduction to the art and science of denigrating your rivals in language that is rarely found in the
scientific literature [85]. The discourse was not limited to scientific matters, but also to the character
and nationality of the players, for example, Liebig described Dumas on various occasions as a swindler,
charlatan, tightrope dancer, Jesuit, highwayman, and a thief, like “nearly all Frenchmen” [86]. As he
became older, Berzelius became increasingly cantankerous, and writes of Liebig “I will say nothing of
Liebig’s ruthless, thoughtless and unjustified criticism, . . . it just disappoints and saddens me . . . with
the manner of a dictator, who wishes to abolish an old constitution and create a new one . . . I hold it
unlikely that he will take the slightest notice of my advice” [85]. Berzelius again, talking of Liebig
“Either Liebig is mad, which I already began to painfully fear a year ago, in which case he deserves the
pity of everyone and needs to be treated accordingly, or he is an unwise, inflated fool” [85]. Wentrup
has recently published an assessment of some aspects of the debate in the context of Zeise’s discovery
of his eponymous salt, K[Pt(C2H4)Cl3] which also documents the acrimonious exchanges between the
players [86].
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Abstract: Two classes of mechanically interlocked molecules, [3]rotaxanes and knotted [1]rotaxanes,
were the subject of this investigation. The necessary building blocks, alkyne-terminated axles
containing two ammonium ions and azide-terminated stoppers, and azide-containing substituted
macrocycles, have been synthesized and characterized. Different [3]rotaxanes were synthesized
by copper-catalyzed “click” reactions between the azide stoppers and [3]pseudorotaxanes formed
from the dialkyne axles and crown ethers (DB24C8). Methylation of the triazoles formed by the
“click” reaction introduced a second binding site, and switching via deprotonation/protonation was
investigated. In preliminary tests for the synthesis of a knotted [1]rotaxane, pseudorotaxanes were
formed from azide-containing substituted macrocycles and dialkyne substituted diammonium axles,
and copper-catalyzed “click” reactions were carried out. Mass spectral analyses showed successful
double “click” reactions between two modified macrocycles and one axle. Whether a knotted
[1]rotaxane was formed could not be determined.

Keywords: mechanically interlocked molecules; knot; rotaxane; macrocycle; click reaction;
switching; shuttle

1. Introduction

Chemical elements bind each other through metallic, ionic and covalent bonds. Furthermore,
molecules may bind each other supramolecularly, and in addition, for half a century, the mechanical
bond has been known of [1]. The latter is responsible for the formation of rotaxanes [2], catenanes [3,4],
molecular knots [5] and other mechanically interlocked molecules (MIM). Although only known since
the second half of last century, a plethora of unusual MIMs have been synthesized and investigated [1],
and some MIM types have even been combined. In 2003, Vögtle and co-workers described a MIM they
called knotaxane because it is a rotaxane with molecular knots as stoppers [6].

In this work, we would like to discuss a “real” knotaxane. In contrast to Vögtle’s MIM, it is not a
combination of a rotaxane and a knot but a molecule in which the rotaxane property arises from a
knotting. The fundamental feature of a “normal” rotaxane is the fact that the stoppers prevent the
ring from slipping off the axle. However, from a mathematical-topological point of view, a rotaxane
is topologically not special because by deformation (shrinking of the stoppers or enlargement of the
ring), the ring may slip off—as it does in pseudorotaxanes [7–9]. Figure 1 (right) shows a sketch of a
“real” knotaxane. The rings sit on a central axle as in a [3]rotaxane (Figure 1, left), but connections
between the rings and the ends of the axle rather than stoppers prevent their slipping-off. This special
MIM is a knotted molecule but also contains rings on an axle, as in a rotaxane. However, in contrast
to standard rotaxanes, all atoms in this MIM are covalently connected. It may therefore be called a
“knotted [1]rotaxane”.

Chemistry 2020, 2, 305–321; doi:10.3390/chemistry2020020 www.mdpi.com/journal/chemistry13
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Figure 1. Comparison of the geometry of a [3]rotaxane with that of a knotted [1]rotaxane.

By introducing different binding sites into the axle of a rotaxane, the position of rings on the
central axle may be switched, as demonstrated first by Stoddart [10]. Introduced into the knotaxane,
this switching will result in a breathing of the molecule, or if suspended at its ends, it may act as a type
of spring. We chose crown ethers as macrocyclic rings and ammonium and triazolium ions as binding
sites (see below; for instance, 15 in Figure 6 and 17 in Figure 7). Such a pair of binding sites allows the
controlled shuttling of a ring [11].

In acidic media, the ammonium nitrogen atoms are protonated. In comparison to ammonium ions,
triazolium ions are poorer binding sites, since the charge is not localized and there are no hydrogen
bonds. Therefore, a crown ether binds to an ammonium ion preferentially due to stronger Coulomb
interactions and hydrogen bonds. Upon deprotonation, the interactions of the positive charge and one
hydrogen bond vanish. In basic media, the triazolium ion is the only positively charged site and is,
therefore, the better binding site, and the ring binds there after deprotonation.

Retrosynthetically, triazolium ions call for a “click” reaction between an azide and an alkyne
(copper-catalyzed alkyne-azide cycloaddition, CuAAC) followed by alkylation. We chose to place
the azides on the stopper side. Therefore, bis-alkyne terminated, diammonium-containing central
parts of the axles were needed. In order to study the CuAAC and to allow the investigation of the
switching, we first synthesized [3]rotaxanes by using simple azide stoppers. For the synthesis of
the knotaxane, the azide function had to be connected to the crown ether. Therefore, the following
tasks had to be accomplished: synthesis of the central axles, the alkyne terminated diammonium
ions and crown ethers, each with an azide-terminated side chain; syntheses of [3]rotaxanes from
the central axles, crown ethers and azide stoppers; alkylation of the triazoles; subsequent study of
switching of the [3]rotaxanes; and finally, the study of the connection between the central axles with
the azide-terminated crown ethers to give the knotted [1]rotaxane (Figure 2). As depicted in Figure 2,
after formation of the [3]pseudorotaxane, there are two possibilities for “click” reactions. Either the
azide connected to ring a reacts with alkyne end b or it reacts with b′. In the latter case, the desired
knotaxane is formed (Figure 2, top right); in the other case a different topology is produced in which
the rings may even slip off each end to form a handcuff topology (Figure 2, bottom right). The exact
dimensions of the axle and the lengths of the tethers at the macrocycles needed to obtain the knotaxane
cannot be forecasted. Therefore, different axles and tethers had to be synthesized.
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Figure 2. A double click reaction between macrocyclic rings carrying an azide function a and a′, and the
alkyne ends b and b′ of the axle in a [3]pseudorotaxane (left) may generate a knotted [1]rotaxane
(top, right) by reaction of a with b′ and a′ with b, respectively, or a handcuffmolecule (bottom, right)
by reaction of a with b and a′ with b′, respectively.

2. Materials and Methods

2.1. Methods

1H and 13C NMR spectra were recorded with Bruker DRX 500 MHz or Bruker Avance 600 MHz
spectrometers (Bruker, Billerica, MA, USA) Mass spectrometric analysis was performed with
AccuTOFGCv4G (HR-MS, electron ionization) from Jeol (Tokyo, Japan); a Q Exactive Plus mass
spectrometer (HR-MS, electrospray ionization, positive mode) from Thermo Scientific (Waltham, MA,
USA); and Autoflex speed (MALDI) from Bruker (Billerica, MA, USA). HPLC-MS experiments were
carried out with VWR-Hitachi HPLC system Elite LaChrom coupled to an expression CMS mass
spectrometer (electrospray ionization, positive mode) from Advion (Ithaca, NY, USA). IR spectra were
recorded with Perkin–Elmer Spectrum100 FT-IR spectrometer (Perkin-Elmer, Waltham, MA, USA).
The spectra were recorded using a MKII Golden GateTM Single Reflection ATR A531-G system from
Specac (Orpington, UK). The elemental analyses were performed with the CHNS-O elemental analyzer
EURO EA 3000 Series from Euro Vector (Pavia, Italy) and vario MICRO CUBE from Elementar at the
Institut für Anorganische Chemie of the Christian-Albrechts-Universität zu Kiel (Germany). For this
purpose, the samples were burned in zinc containers in a stream of oxygen.

2.2. General Synthetic Procedure

The detailed synthetic procedures and all analytical data for molecules not known in the literature
are described in the Supplementary Materials. General procedures:

2.2.1. Reductive Amination of Aldehydes

Under a nitrogen atmosphere, a diamine (1,8-diaminooctane, 1,10-diaminodecane) and two
equivalents of aldehyde 1 were dissolved in dry methanol. Sodium borohydride was added in portions
while cooling with an ice bath followed by stirring at room temperature. Water was added and the
solvent was removed in vacuo. The aqueous layer was extracted three times with dichloromethane.
The combined organic layer was dried with magnesium sulfate and the solvent was removed in vacuo.
Pale yellow solid diamines 2a/b were obtained in good yields. Diamine 6 was synthesized analogously
by starting with one equivalent of 4 and two equivalents of amine 5.
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2.2.2. Protonation and Ion Exchange

The secondary amines 2a/b or 6 were dissolved in ethanol and then mixed with concentrated
aqueous hydrochloric acid. The suspensions were stirred at room temperature and then filtered.
The hydrochlorides were suspended in acetone and mixed with a saturated aqueous ammonium
hexafluorophosphate solution. The solvent was removed in vacuo and the residue was stirred in water.
The colorless solids 3a/b and 7 were filtered and dried in vacuo.

2.2.3. Click Reaction to Form [3]rotaxanes

Under nitrogen atmosphere, an axle 3a/b or 7 and dibenzo-24-crown-8 (DB24C8, 13) were
suspended in dry dichloromethane. The mixture was stirred at room temperature until a clear
solution was obtained. Then, stopper 11, tetrakis(acetonitrile)copper(I) hexafluorophosphate and
2,6-dimethylpyridine were added. The solution was stirred for 1 d at room temperature and then
water was added. The aqueous layer was extracted with dichloromethane and the solvent was
removed in vacuo. The residue was filtered through silica gel (dichloromethane:methanol (80:20)).
The solvent of the filtrate was removed in vacuo and the residue was purified by chromatography
on silica gel (dichloromethane:methanol (1:0) → (24:1)). The resulting yellow solid was dissolved
in ethyl acetate and excess DB24C8 (13) precipitated. The solid was filtered off and the process was
repeated. Finally, after concentration, the residue was again purified by chromatography on silica gel
(dichloromethane:methanol (1:0)→ (24:1)). Pale yellow solid rotaxanes 14a/b or 16 were obtained.

2.2.4. Methylation of the Triazole

A rotaxane 14a/b or 16 was dissolved in methyl iodide and stirred for 4 days at room temperature.
The solvent was removed in vacuo and the residue was dissolved in dichloromethane. An identical
volume of saturated aqueous ammonium hexafluorophosphate solution was added and the mixture
was stirred vigorously. The aqueous layer was extracted with dichloromethane. The organic layer
was dried with sodium sulfate and filtered, and the solvent was removed in vacuo. Pale yellow solids
15a/b or 17 were obtained in good yields.

2.2.5. Switching of the Rotaxanes (Deprotonation and Protonation)

Deprotonation: The rotaxane 15a/b or 17 was dissolved in chloroform (5 mL), mixed with 1 n
sodium hydroxide solution (5 mL) and shaken vigorously. The layers were separated, the organic layer
was dried with sodium sulfate and the solvent was removed in vacuo. Pale yellow solids were obtained.

Protonation: The residue of the deprotonation experiment was dissolved in chloroform (5 mL)
and treated with a 0.2 n solution of trifluoroacetic acid in chloroform (3 mL). The solution was shaken
vigorously and was then mixed with a saturated, aqueous ammonium hexafluorophosphate solution
(3 mL). The mixture was again shaken vigorously followed by separation of the layers. The organic
layer was dried with sodium sulfate, and the solvent was removed in vacuo. Pale yellow solids
were obtained.

2.2.6. Etherification of 4-Benzyloxyphenol (25)

Under nitrogen, 4-benzyloxyphenol (25) and potassium carbonate were suspended in acetonitrile
and a dibromoalkane was added. The suspension was stirred under reflux for 20 h and then filtered.
The solvent was removed in vacuo and the residue was dissolved in dichloromethane. The organic layer
was washed with an aqueous sodium hydroxide solution (10%) several times, dried with magnesium
sulfate and filtered. The solvent was removed in vacuo and the residue was recrystallized from
n-hexane. Colorless solids 26a–d were obtained.
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2.2.7. Reductive Deprotection of the Benzyl Protecting Group

Under a hydrogen atmosphere, the benzyl-protected hydroquinone derivative (26a–d) was
dissolved in chloroform, and palladium on activated carbon (10% Pd content, 0.1 equivalent) was
added. The suspension was stirred for 16 h at room temperature, then filtered through Celite, and the
solvent was removed in vacuo. Pale grey solids 27a–d were obtained.

2.2.8. Substitution of Bromide by Azide

A bromide (27a–d) was dissolved in dimethyl sulfoxide, sodium azide was added and the
mixture was stirred at room temperature for 18 h. Water was added, and the aqueous layer was
extracted with diethyl ether. The organic layer was dried with magnesium sulfate and filtered, and the
solvent was removed in vacuo. The crude product was purified by chromatography on silica gel
[dichloromethane→ dichloromethane:methanol (93:7)]. Colorless oils 28a–d were obtained.

3. Results and Discussion

3.1. Syntheses of the Axles

All dialkyne substituted central axles contain two secondary amine functions. These were
synthesized by condensation of aldehydes with primary amines followed by reduction.

Alkyne substituted aldehyde 1 was synthesized following a literature-known synthesis [12].
In a ratio of 2:1, it was reacted with commercially available diamines (1,8-diaminooctane and
1,10-diaminodecane) (Figure 3). Quickly, the diimines precipitated as colorless solids. The imines were
not isolated, but were directly reduced using an excess of sodium borohydride to obtain the secondary
amines 2a or 2b. 2a/b were obtained in very good yields after aqueous work-up and without further
purification. Next, the secondary amines 2a/b were dissolved in ethanol and mixed with concentrated
hydrochloric acid. The hydrochlorides precipitated directly. In a mixture of acetone/water, the chloride
ions were then exchanged by hexafluorophosphate ions in good yields.

 
Figure 3. Synthesis of the axles 3a/b. (a) 1. 1,8-diaminooctane or 1,10-diaminodecane, MeOH, 2 h, r.t.;
2. NaBH4, 16 h, 95% (2a), 90% (2b). (b) 1. HCl, EtOH, 2 h, r.t.; 2. NH4PF6, acetone/water, 2 h, r.t.,
74% (3a), 86% (3b).

The starting materials for the synthesis of axle 7, dialdehyde 4 and amine 5, were prepared following
synthetic procedures from the literature [13–15]. As in the reactions to give 2a/b, the reductive amination
of 4 was performed with sodium borohydride in methanol (Figure 4). Due to the poor solubility
of dialdehyde 4, the reaction was carried out under reflux. The secondary amine 6 was obtained
after aqueous work-up in a yield of 89%. Chromatographic purification was not possible. Therefore,
the crude diamine 6 was directly protonated with hydrochloric acid to give the ammonium salt.
The dihydrochloride was obtained after precipitation from ethanol in a yield of 87%. The subsequent
ion exchange was again carried out in a solvent mixture of acetone and water with ammonium
hexafluorophosphate. The bishexafluorophosphate salt 7 was obtained with a yield of 99%.
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Figure 4. Synthesis of axle 7. (a) MeOH, 3 h, reflux; 2. NaBH4, 16 h, 89%. (b) 1. HCl, EtOH, 2 h, r.t.;
2. NH4PF6, acetone/water, 2 h, r.t., 99%.

3.2. Syntheses of the [3]rotaxanes

In order to synthesize a rotaxane by the capping method, an axle, a macrocycle and stoppers
are needed. In this work, the capping was performed by a “click” reaction between the dialkyne
terminated central axles and stoppers carrying an azide function. Azide 11, whose synthesis is
literature-known [16,17], was chosen as the stopper (Figure 5). It was synthesized from the respective
trityl alcohol 8, first connecting it with phenol, and then forming the aryl alkyl ether 10. The synthesis
of the phenol is possible following two different routes: direct reaction of the trityl alcohol 8 with
phenol under acidic conditions or generation of the trityl chloride 12 first. It turned out that the route
via the chloro intermediate 12 gave better yields [18]. Finally, bromide 10 was converted to azide 11 in
90% yield by reaction with sodium azide.

 
Figure 5. Synthesis of stopper 11. (a) Phenol, HCl, 24 h, 160 ◦C, 63%; (b) 3-bromopropanol, PPh3,
DIAD, THF, 17 h, r.t., 73%; (c) acetyl chloride, toluene, 1 h, reflux, 92%; (d) phenol, HCl, 4 d, 120 ◦C,
98%; (e) NaN3, DMF, 20 h, 80 ◦C, 90%.

For a successful synthesis of [3]rotaxanes, it is beneficial to generate a pseudorotaxane first before
stoppering takes place. For this purpose, the axles 3a/b or 7 and two equivalents of macrocycle 13 were
mixed in dichloromethane. Due to the insolubility of the diammonium ions in non-polar solvents, first,
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a suspension was formed. Upon stirring, the mixture turned into a clear solution, indicating that the
pseudorotaxanes formed. Then, two equivalents of stopper 11, a copper(I) salt as a catalyst for the
CuAAC “click” reaction and a catalytic amount of 2,6-dimethylpyridine were added. All reactions
were carried out in the non-polar solvent dichloromethane to allow strong ion-dipole interactions
and hydrogen bonds between the ammonium ions of the axles and the macrocycles. After hydrolytic
work-up and extraction, the copper salt was removed by filtration and the product was purified by
chromatography on silica gel. Remaining stopper 11 could be removed, indicating that the conversion
had not been complete. By addition of ethyl acetate, excess crown ether precipitated. This process was
repeated several times until no more solid precipitated. Finally, the products were purified again by
chromatography on silica gel.

[3]Rotaxane 14a was isolated as a pale yellow solid in a yield of 34% (Figure 6). [3]Rotaxane 14b was
synthesized analogously. NMR analysis of 14b showed more than two crown ethers per rotaxane.
Two sets of NMR signals for the macrocycle were found in an approximate ratio of 2:1, both sets of
signals differing from those of the free macrocycle DB24C8 (13). Due to overlapping signals, the amount
of the additional macrocycle cannot be determined precisely. As discussed below, additional macrocycle
was also found in the next product, the dimethylated [3]rotaxane 15b. After deprotonation, the amount
of excess 13 was determined to be one equivalent per rotaxane. A possible explanation for additional
macrocycle 13 in the rotaxanes 14b and 15b could be that this macrocycle adheres to the outside of the
[3]rotaxanes 14b and 15b. The interaction to rotaxane 14b must have been strong enough to survive
the chromatography. [3]Rotaxane 14b was obtained in a yield of 39%.

 

Figure 6. Syntheses of the rotaxanes 15a/b. (a) CH2Cl2, Cu(MeCN)4PF6, 2,6-dimethylpyridine, 1 d, r.t.,
34% (14a), 39% (14b); (b) MeI, 4 d, r.t,. quantitative (15a), 98% (15b).
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Due to the two positive charges of the two ammonium functions, the [3]rotaxanes 14a/b possess
one binding site for each of the two macrocycles. Since, as discussed in the introduction, the rotaxanes
should be switched by addition of a base or an acid, additional binding sites had to be introduced; i.e.,
by methylation of the triazole rings. The resulting triazolium ions are permanently positively charged
and will serve as secondary binding sites, and the only ones after deprotonation. The bis(triazolium ion)
15a was formed by reacting [3]rotaxane 14a with excess methyl iodide. After aqueous work-up,
methylated [3]rotaxane 15a was obtained in quantitative yield. The same conditions were used
for the analogous [3]rotaxane 14b. The methylated [3]rotaxane 15b was obtained in a yield of
98%. Unfortunately, the excess crown ether in the 14b sample could also not be separated from the
dimethylated product 15b.

Axle 7 differs from the axles 3a/b in the substitution pattern of the ammonium ions: dibenzyl versus
benzyl-alkyl. Using the same synthetic procedure as for the rotaxanes 14a/b, [3]rotaxane 16 with
two benzyl units in the proximity of each of the ammonium ions was obtained in a yield of 6% after
purification (Figure 7). NMR spectroscopy showed again that the ring starting material, crown ether 13,
also could not be completely separated from 16. The subsequent methylation of 16 was carried
out identically to the methylation of 14a/b. After aqueous work-up, the methylated [3]rotaxane 17

was obtained with a quantitative yield. Again, the excess crown ether was detected and could not
be removed.

 

Figure 7. Synthesis of rotaxane 17. (a) CH2Cl2, Cu(MeCN)4PF6, 2,6-dimethylpyridine, 1 d, r.t., 6%;
(b) MeI, 4 d, r.t. quantitative.

3.3. Switching of the [3]rotaxanes

Having introduced the additional binding sites by methylation of the triazoles, the base/acid
switching of the methylated [3]rotaxanes 15a/b and 17 was investigated. By addition of sodium
hydroxide, the ammonium ions were deprotonated, leaving only the triazolium ions as positively
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charged binding sites. Protonation by trifluoroacetic acid regenerated the ammonium functions.
The switching process was followed by NMR spectroscopy.

3.3.1. Switching of [3]rotaxane 15a

In the aromatic region of the 1H NMR spectrum of rotaxane 15a, deprotonation caused a low
field shift of almost 0.6 ppm for triazolium proton at 8.51 ppm (Figure 8, green). Binding of the crown
ether to the triazolium ion leads to a deshielding. All other aromatic signals show much smaller
shift changes, but no signal has an identical chemical shift as in the previous spectrum (Figure 8,
blue). The multiplet at 6.8 ppm has split to become three individual signals. In the aliphatic range,
more distinct differences can be observed. The two methylene groups (5.22 ppm and 4.76 ppm) near
the triazolium unit exchange their positions. Additionally, the methylene groups at 3.0 ppm and
2.5 ppm switch positions. In this region, most signals experience a high field shift after deprotonation,
except for the signal at 3.4 ppm, which has low field shifted. In the deprotonated [3]rotaxane (Figure 8,
green), the signals for the central methylene groups appear between 1.2 and 1.5 ppm, as expected for
oligomethylene H atoms. In the protonated cases (Figure 8, blue and red), however, these signals are
high field shifted (1.3, 0.8 and 0.75 ppm), indicating the vicinity of the aromatic benzene rings of the
macrocycles to these methylene groups.

 
Figure 8. 1H NMR spectra (500 MHz, CDCl3) of the base/acid switching of rotaxane 15a. Blue: before;
green: after deprotonation; red: after protonation.

3.3.2. Switching of [3]rotaxane 15b

Analogous to the previous experiment, a pH-dependent NMR investigation was also carried out
with rotaxane 15b (Figure 9). In the aromatic range, the triazolium proton (8.51 ppm) shows a low field
shift of almost 0.4 ppm after deprotonation. Compared to the switching of the analogous [3]rotaxane 15a,

this shift is smaller by 0.2 ppm. Reasons for this difference are unclear. But overall, the same trend can
be observed in the aromatic sector as for [3]rotaxane 15a. In the aliphatic sector, changes similar to those
observed with rotaxane 15a can be observed as well. Additionally, the two signals of the methylene
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groups near the triazolium group exchange positions. It is noticeable, however, that signals which can
be assigned to the free macrocycle 13 are observed after deprotonation (two centered multiplets at
4.14 and 3.92, and a singlet at 3.84 ppm). This supports the postulated formation of a complex that
was formed during the synthesis of rotaxane 14b. Deprotonation released the ring from the complex,
resulting in the observation of signals for the free ring 13. After reprotonation, the signals of the free
macrocycle 9 cannot be detected anymore. This supports the assumption that the free macrocycle 13 is
attached to [3]rotaxane 15b in the protonated form. After protonation, all other signals are also found
at their original positions. Repeated deprotonation/protonation cycles resulted in the identical changes
of the chemical shifts.

 

Figure 9. 1H NMR spectra (500 MHz, CDCl3) of the base/acid switching of rotaxane 15b.
Blue: before; green: after deprotonation (the arrows highlight the signals of additional crown ether 13);
red: after protonation.

3.3.3. Switching of [3]rotaxane 17

Additionally, dimethylated [3]rotaxane 17 was deprotonated and reprotonated, and the switching
was investigated by 1H NMR spectroscopy (Figure 10). Additionally, in this case, the spectra are in
accordance with a base/acid shuttling of the rings from the ammonium ions to the triazolium ions and
back. For the proton of the triazolium ion, a low field shift of the signal from 8.49 to 9.10 ppm was
detected. The changes in the aromatic and the aliphatic regions of the spectra are comparable to what
was observed when rotaxanes 15a and 15b were switched. For example, again, the methylene groups
near the triazolium ions reverse positions, from 5.21 or 4.75 ppm to 4.73 or 5.16 ppm, respectively.
The signals of the methylene groups near the ammonium ions exhibit a high field shift from 4.48 to
3.72 ppm. Additionally, in this case, signals for free macrocycle (13) can be observed after deprotonation
(4.16, 3.90 and 3.83 ppm).
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Figure 10. 1H NMR spectra (500 MHz, CDCl3) of the base/acid switching of rotaxane 17.
Blue: before; green: after deprotonation (the arrows highlight the signals of additional crown ether 13);
red: after protonation.

After reprotonation and counter ion exchange, all signals are back at their original positions,
and no more free macrocycle 13 can be detected, arguing for a strong binding of an additional macrocycle
to the “outside” of the [3]rotaxane 17, its release in basic media and re-binding in acidic media.

3.4. Synthesis of Crown Ether DB24C8-CH2Br (24)

In the envisaged knotted [1]rotaxane, no separate stoppers are needed, as the macrocycles
themselves prevent the slipping-off. For this purpose, the macrocyclic rings must be connected to
azide functions which are then reacted with the alkynes by the CuAAC “click” reaction. An obvious
position to connect an azide tether to the macrocycle is position 4 of one of the benzene rings
of DB24C8 (13). The synthesis of a respective hydroxymethylated DB24C8 23 is described in the
literature [19–21]. Tosylation of triethylene glycol (18), connection with catechol, tosylation of the
remaining hydroxyl groups of 20, macrocyclization with methyl 3,4-dihydroxybenzoate and reduction
of the ester group of 22 were reproduced in good yields (total yield: 68% over five steps) (Figure 11).
Finally, the hydroxysubtituted macrocycle 23 was converted to bromide 24 in quantitative yield using
phosphorus tribromide.
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Figure 11. Synthesis of the bromomethyl macrocycle 24. (a) pTsCl, NaOH, THF/H2O, 18 h, r.t., 91%;
(b) 1,2-dihydroxybenzene, K2CO3, MeCN, 60 h, reflux, 98%; (c) pTsCl, NaOH, THF/H2O, 18 h, r.t., 90%;
(d) methyl 3,4-dihydroxybenzoate, K2CO3, MeCN, 60 h, reflux, 86%; (e) LiAlH4, THF, 2 h, reflux, 99%;
(f) PBr3, CH2Cl2, 2 h, r.t., quant.

3.5. Syntheses of Azide Substituted Phenols 28a–d

Next, the azide tethers had to be synthesized. The three step syntheses of azides 28a–d begin with an
ether formation to give mono-protected hydroquinone 25 (Figure 12). For this purpose, conditions from
the literature were chosen [22]. The resulting 4-(benzyloxy)phenol (25) was dissolved in acetonitrile
and was reacted under alkaline conditions with an excess of dibromoalkanes. After alkaline work-up,
bromoalkyl ethers 26a–d were obtained with yields of 14% to 75%. Deprotection of the benzyl
ethers 26a–d adapting a literature protocol [23] yielded the phenols 27a–d in yields of 65% to quant.
The work-up was easy. Filtration of the suspensions through Celite and evaporation of the solvent
yielded pure products 27a–d; no further purification was needed. In the last step, the phenols 27a–d

were dissolved in dimethyl sulfoxide and sodium azide was added. After stirring at room temperature
for 18 h and chromatographic purification, azides 28a–d were obtained in yields of 65%–93% which is
comparable to the literature yield of the already known azide 28a (67%) [24].

Figure 12. Syntheses of the azide compounds 28a–d. (a) Dibromoalkane, MeCN, K2CO3, 20 h, reflux,
14% (26a), 46% (26b), 36% (26c), 75% (26d); (b) Pd/C, H2, CHCl3, 18 h, r.t, 94% (27a), 98% (27b), 65% (27c),
quant. (27d); (c) NaN3, DMSO, 18 h, r.t., 93% (28a), 69% (28b), 65% (28c), 90% (28d).

All azides 28a–d possess oligomethylene chains. To allow a different rotational flexibility in the
chain, an additional azide 32 with a triethylene glycol chain could be made. The length of the tether
in 32 is identical to that of the octamethylene derivative 28d, but two methylene groups are replaced
by oxygen atoms. The first three reactions were described in the literature [25–27]. In the last step,
a substitution reaction with sodium azide gave azide 32 in a yield of 84% (Figure 13).
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Figure 13. Synthesis of the azide 32. (a) 19, DMF, 90 ◦C, 24 h, 61%; (b) pTsCl, NEt3, DMAP, CH2Cl2,
24 h, r.t., 86%; (c) Pd/C, H2, CHCl3, 16 h, r.t., 97%; (d) NaN3, DMF, 2 d, 70 ◦C, 84%.

3.6. Syntheses of the Azide Containing Crown Ethers

The final reaction to give the azide substituted macrocycles 33a–e was the connection of the
macrocyclic bromide precursor 24 with the azide-terminated phenols 28a–d and 32. Cesium carbonate
in acetone was used as deprotonating reagent. The yields varied strongly. For the aliphatic azides 33a–d,
the yields were between 26% and 75% (Figure 14). It shall be noted that in all four reactions a double
purification had to be performed to obtain the crown ethers in crystalline form. Chromatography was
performed first followed by crystallization. Macrocycle 34 containing a triethyleneglycol chain was
obtained after recrystallization in a yield of 37% (Figure 15).

Figure 14. Synthesis of azide-terminated macrocycles 33a–d. (a) DB24C8-CH2Br (24), Cs2CO3, KI,
acetone, 16 h, reflux, 57% (33a), 34% (33b), 75% (33c), 26% (33d).

 

Figure 15. Synthesis of the azide-terminated macrocycle 34. (a) DB24C8-CH2Br (24), Cs2CO3, KI,
acetone, 16 h, reflux, 37%.

3.7. Knotting Attempts

For first orientational experiments, two of the azides (33c/d) were selected, primarily due to
their better availabilities. First, an axle and the macrocycles were dissolved in dichloromethane and
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pseudorotaxane formation was allowed. Then, the resulting solution was added very slowly to a
highly diluted solution of copper(I) hexafluorophosphate and 2,6-dimethylpyridine. The resulting
suspension was filtered through silica gel. After evaporation of the solvent, the residue was analyzed
by MALDI mass spectrometry. The results for azide 33c are shown in Table 1. No mass signal matching
a double click reaction could be found when axles 3a or 3b were used. But with axle 7, signals in
the mass spectrum could be observed which were in accordance to a successful double click reaction.
But please note that mass spectra cannot differentiate between the desired knotted [1]rotaxane and
the alternative product in which the azides and alkynes have reacted “wrongly” with one another
(handcuff, see Figure 2).

Table 1. MALDI mass spectra signals for the “click” reactions with azide-terminated macrocycle 33c.

Axle m/z Product

3a - -
3b - -

7
2127.2

and 1981.2
7•2 33c − PF6

−
7•2 33c − 2 PF6

−−H+

Azide-terminated macrocycle 33d was also investigated. The knotting attempts were performed
using the optimized conditions of the previous experiments. After purification on silica gel, mass spectra
were also recorded (Table 2). In all experiments, signals for doubly charged ions without counter
ions for 2:1 adducts could be observed. This indicates a successful reaction, and thus the formation
of a [1]rotaxane. Again though, the question of whether the [1]rotaxane is knotted or not cannot be
answered from these data.

Table 2. ESI mass spectral signals for the experiments with the macrocycle 33d.

Axle m/z Molecule

3a 940.5175 3a•2 33d − 2 PF6
−

3b 955.0352 3b•2 33d − 2 PF6
−

7 1019.0300 7•2 33d − 2 PF6
−

Next, the triethyleneglycol analog of 33d, 34, was tested by applying the same reaction conditions.
Additionally, with 34, signals matching a [1]rotaxane were found in the MS (3a•2 34 − 2 PF6

− −H+,
m/z = 1889.2).

In summary, with azide-terminated macrocycle 33c, a mass signal corresponding to a [1]rotaxane
was only found in one case, but the longer tethers (33d and 34) showed respective signals in all
tested combinations.

The reaction mixtures were then investigated by reverse-phase HPLC coupled with ESI-MS.
The HPLC runs revealed numerous reaction products probably also arising from intermolecular “click”
reactions. The fact that no mass spectral signals were found for larger parts of the HPLC traces argues
for oligomers. However, also in the HPLC runs, mass spectral signals corresponding to the products of
a double “click” reaction could be found.

4. Conclusions

Dialkyne-substituted axles which contain two ammonium ions as primary binding sites for
macrocyclic crown ethers can be used to form [3]pseudorotaxanes with these rings followed by locking
of the rotaxane structure by two-fold copper-catalyzed “click” reaction between the alkynes and azides.
In the [3]rotaxanes, the resulting triazoles can be methylated, which introduces a second type of
binding site. Upon deprotonation and reprotonation, the macrocycles can be shuttled between the two
binding sites, the ammonium ions and the triazolium ions. The click reaction is also possible when
the azide function is connected to the DB24C8 macrocycle. But the isolation of the coupling products
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from by-products is still a challenge. Preparative HPLC might be the solution. Then, whether the
applied dimensions of the tethers and the axles were allowing the formation of the desired knotaxane
or whether axles and tethers have to be modified (other lengths and rigidity) can be studied.

Supplementary Materials: Supplementary material with synthetic procedures and analyses is available online at
http://www.mdpi.com/2624-8549/2/2/305\T1\textendash321/s1.
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Abstract: Radical reactions have found many applications in carbohydrate chemistry, especially
in the construction of carbon–carbon bonds. The formation of carbon–heteroatom bonds has
been less intensively studied. This mini-review will summarize the efforts to add heteroatom
radicals to unsaturated carbohydrates like endo-glycals. Starting from early examples, developed
more than 50 years ago, the importance of such reactions for carbohydrate chemistry and recent
applications will be discussed. After a short introduction, the mini-review is divided in sub-chapters
according to the heteroatoms halogen, nitrogen, phosphorus, and sulfur. The mechanisms of radical
generation by chemical or photochemical processes and the subsequent reactions of the radicals at
the 1-position will be discussed. This mini-review cannot cover all aspects of heteroatom-centered
radicals in carbohydrate chemistry, but should provide an overview of the various strategies and
future perspectives.

Keywords: radicals; carbohydrates; heteroatoms; synthesis

1. Introduction

Radical reactions of carbohydrates are important for chemistry, biology, and medicine. For example,
free radicals are involved in several biosynthetic pathways or are used for cancer-treatment [1–4].
On the other hand, radiation can cause DNA strand break by H atom abstraction and radical
generation at the sugar backbone [5–7]. Bernd Giese’s group proved that radical cations are involved
in the mechanism [8] and investigated how the positive charge is transferred through the DNA [9].
For synthetic applications, Bernd Giese’s group also made carbohydrate radicals available for the
formation of carbon–carbon bonds under mild conditions [10]. Due to steric interactions, carbohydrates
provide high stereoselectivities [11,12], and the importance of such reactions has been reviewed many
times [13–18]. Furthermore, under appropriate conditions, 2-deoxy sugars can be synthesized from
bromo sugars in only one step [19].

To develop efficient radical reactions, it is important to understand the reactivities of the
corresponding radicals [12,20,21]. Thus, such reactive species can have a nucleophilic or an electrophilic
character [22], which controls their addition to alkenes. Applied to the anomeric center of carbohydrates,
the radicals 1 exhibit a nucleophilic character due to the adjacent oxygen atom, and add preferentially
to electron poor double bonds with electron withdrawing (EWG) and nondonating (EDG) groups
(Scheme 1a). If the carbohydrate is used as radical acceptor, unsaturated carbohydrates like endo-glycals
2 become attractive substrates, which can be easily synthesized on a large scale [23]. However, once the
double bond becomes electron rich the reaction proceeds only with electrophilic radicals (Scheme 1b).
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Scheme 1. Examples for radical reactions in carbohydrate chemistry: (a) starting from a carbohydrate
radical 1 and (b) radical additions to glycals 2.

During the last 25 years, we developed C-C bond formations by the addition of electrophilic radicals,
mainly derived from malonates, to glycals 2 with various further synthetic transformations [24–27].
However, the addition of heteroatom radicals to glycals is very attractive as well, since such radicals
exhibit the required electrophilic character [22,28]. On the other hand, heteroatom radicals are prone to
undergo H atom abstraction, which is problematic in carbohydrate chemistry with various functional
groups. Thus, although alkoxyl radicals [29] can be generated from carbohydrates and undergo fast
fragmentations [30,31], of the way in which such radicals can be added to glycals is unknown. Since
halogen atoms, nitrogen-, phosphorus-, and sulfur-centered radicals are less prone to undergo H atom
abstraction, this mini-review will focus on the addition of such radicals to endo-glycals.

2. Addition of Halogen Atoms

The halogenation of endo-glycals 2 is one of the oldest transformations of such unsaturated
carbohydrates, already described by Lemieux in 1965 [32]. Thus, tri-O-acetyl-d-glucal (2a) or the
corresponding isomer tri-O-acetyl-d-galactal (2b) reacted with chlorine or bromine in high yields to
the main products 3a and 3b (Scheme 2).

 
Scheme 2. Halogenation of glycals 2a and 2b.

Although the authors proposed an ionic pathway via halonium ions, the 1,2-cis-configurations
might be explained by homolysis of the labile halogen bonds and addition of the resulting electrophilic
radicals. To distinguish between a radical or an ionic pathway, halogen azides are attractive precursors
because they easily undergo homolysis and are used in regio- and stereoselective syntheses [33]. Thus,
reaction of tri-O-acetyl-d-glucal (2a) with chlorine azide afforded regioisomers 4 and 5, depending on
the reaction conditions (Scheme 3) [34].
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Scheme 3. Reaction of tri-O-acetyl-d-glucal (2a) with chlorine azide.

In the dark, 2-chloro-2-deoxy sugars 4 were isolated as main products, whereas irradiation gave
the 2-azido-2-deoxy isomer 5. Such different regioselectivities were explained by an ionic pathway via
chloronium ions 6a in the dark and a radical mechanism during irradiation via radical 7. However, it
was not possible to add the generated chlorine atom to the glucal, because the azide radical is more
reactive (see Section 3).

More recently, Vankar developed a reagent system based on oxalyl chloride and silver nitrate
to activate the carbon-chlorine bond [35]. An intermediate 8 was proposed, which cleaves into
nitrate and carbon monoxide and transfers chlorine to the double bond of tri-O-acetyl-d-galactal
(2b). The chloronium ion 6b is subsequently trapped by the solvent acetonitrile/water to afford the
2-chloro-2-deoxy sugar 9 in high yield (Scheme 4).

 
Scheme 4. Reaction of tri-O-acetyl-d-galactal (2b) with oxalyl choride/silver nitrate.

Compared to 2-chloro derivatives, the corresponding iodides are even more attractive because the
carbon-iodine bond can be easily reduced to 2-deoxy sugars, important building blocks for carbohydrate
chemistry. Thus, various strategies have been developed by oxidation of iodides by hypervalent
iodine(iii) [36,37] or sodium periodate [38] in the presence of endo-glycals 2, affording 2-iodo-2-deoxy
sugars 10 in very good yields (Scheme 5). The mechanism proceeds by oxidation of iodide to iodine in
the first step, formation of an iodonium ion similar to intermediate 6a (Scheme 3), and trapping of the
1-position with the carboxylate with high 1,2-trans selectivity. In summary, halogen atoms can be easily
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introduced at the 2-position of glycals. However, the reactions proceed mainly by ionic pathways, and
irradiation of halogen azides results in the formation of C-N bonds in the 2-position.

 
Scheme 5. Synthesis of 2-iodo-2-deoxy sugars 10 from endo-glycals 2.

3. Addition of Nitrogen-Centered Radicals

In contrast to halogenations (chapter 2), the oxidative addition of azides to endo-glycals clearly
proceeds by a radical pathway. The azidohalogenation was one example (Scheme 3); however, it is
more attractive to generate the radicals by electron transfer. Cerium(iv) ammonium nitrate (CAN)
is a very versatile single-electron oxidant, which can oxidize anions efficiently and has found many
applications in organic synthesis [39]. We used this reagent for the generation of malonyl radicals
and investigated the mechanism of their reactions with glycals 2 [25,26,40]. The pioneer Lemieux
described the first application of azide oxidation in carbohydrate chemistry by addition of sodium
azide to tri-O-acetyl-d-galactal (2b) in the presence of CAN (Scheme 6) [41].

 
Scheme 6. Addition of sodium azide to tri-O-acetyl-d-galactal (2b) in the presence of cerium(iv)
ammonium nitrate (CAN).

In the first step, CAN oxidizes the azide anion to the corresponding radical, which has electrophilic
character and adds to the double bond exclusively at the 2-position. The preferential formation of the
equatorial product (only 8% of the talo isomer is formed as well) can be explained by the steric demands
of the substituents in the 3- and 4-position. The resulting C-1 radical 11 is further oxidized by CAN
to the carbenium ion 12, which is finally trapped by the nitrate ligand from both faces to afford the
2-azido-2-deoxy sugar 13 in 75% yield. Thus, this addition is not a typical radical chain-reaction [13]
because more than two equivalents of CAN are required.

The azidonitration of glycals was later extended to tri-O-acetyl-d-glucal (2a), but with lower
stereoselectivity because not all substituents shield the same face. Furthermore, Paulsen [42] and
Schmidt [43] found with this glucal 2a different selectivities depending on the reaction conditions
and temperature. However, up to now the azidonitration of glycals has been the best method to
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synthesize 2-amino sugars by simple reduction of the azide group, and has found many applications
in carbohydrate chemistry, like in a very recent synthesis of a bisphosphorylated trisaccharide [44].

However, a disadvantage of the azidonitration of glycals is the lability of the nitrate group at the
anomeric center, which can be easily hydrolyzed. Although it is possible to use glycosyl nitrates directly
for glycosidations [45], they usually have to be transformed into suitable glycosyl donors. To overcome
this problem, an interesting azidophenylselenylation has been developed [46–48]. Now, sodium azide
is oxidized by (diacetoxyiodo)benzene to the corresponding radical, which adds regioselectively to
glycals like tri-O-acetyl-d-galactal (2b) (Scheme 7). In the presence of diphenyldiselenide, the C-1
radical is trapped to afford directly selenoglycoside 14 in high yield and steroeselectivity [47].

 
Scheme 7. Azidophenylselenylation of tri-O-acetyl-d-galactal (2b).

An interesting intramolecular version of a radical C-N bond formation was developed by Rojas
(Scheme 8) [49] In the first step, azidoformate 2c reacts with FeCl2 under extrusion of nitrogen to
intermediate 15, which can be discussed as a Fe-complexed nitrogen-centered radical. Addition to
the double bond affords C-1 radical 16, which is trapped by chlorine to the labile complex 17; after
work-up, tricycle 18 is formed in moderate yield.

 
Scheme 8. Intramolecular addition of a nitrogen-centered radical 15.

A similar intermolecular addition of hydroxylamines as radical precursors to glycals was described
recently as well [50] In summary, the formation of C-N bonds in the 2-position of carbohydrates can
be easily accomplished by the addition of nitrogen-centered radicals to glycals. The best method is
azidonitration in the presence of cerium(iv) ammonium nitrate, or azidophenylselenylation, which has
found many applications in carbohydrate chemistry.

4. Addition of Phosphorus-Centered Radicals

The reaction of phosphorus-centered radicals is well-established and has many synthetic
applications, summarized in several reviews [28,51,52]. Because phosphorus can exist in different
oxidation states, it is possible to generate phosphinyl, phosphinoyl, or phosphonyl radicals.
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Furthermore, the lability of the phosphorus-hydrogen bond allows for efficient chain-reactions
with only catalytic amounts of radical initiator or under photochemical conditions. However, in
contrast to nitrogen, only a few examples of the addition of phosphorus-centered radicals to glycals
have been described in literature. Already in 1969, Inokawa demonstrated that diethyl thiophosphite
reacts with unprotected glucal 2d under UV irradiation with a high-pressure mercury lamp to the
2-deoxy-2-phosphorus analogue 21 in high yield and stereoselectivity (Scheme 9) [53].

 
Scheme 9. Addition of diethyl thiophosphite to d-glucal (2d) under irradiation.

After the radical initiation step, the thiophosphonyl radical 19 adds regioselectively to the
2-position of the carbohydrate, due to its electrophilic character. The resulting C-1 radical 20 abstracts
a hydrogen atom from diethyl thiophosphite, regenerating the phosphorus-centered radical 19, closing
the chain.

A very similar approach with protected tri-O-acetyl-d-glucal (2a) was published more recently
(Scheme 10) [54]. This time, the radical chain was initiated by triethylborane/air, which generates
ethyl radicals, and the additions of diethyl thiophosphite and diethyl phosphite were realized.
However, the reactions afforded products 22a and 22b in somewhat lower yields compared to the
photochemical process.

 
Scheme 10. Addition of diethyl phosphites to tri-O-acetyl-d-glucal (2a) initiated by BEt3/air.

Recently, phosphinoyl radicals were added to tri-O-acetyl-d-glucal (2a) by a similar mechanism.
The radicals were generated from diphenylphosphine oxide and manganese(ii) acetate and air, affording
the 2-deoxy-2-phosphorus analogue 23 in high yield and stereoselectivity (Scheme 11). The authors
could extend this reaction to various other endo-glycals 2 as well [55].
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Scheme 11. Addition of diphenylphosphine oxide to tri-O-acetyl-d-glucal (2a) in the presence of
manganese(ii) acetate and air.

However, all methods have the disadvantage that the 1-position is reduced under the reaction
conditions. Therefore, we investigated the addition of dimethyl phosphite to various benzyl-protected
glycals 2e in the presence of cerium(iv) ammonium nitrate (CAN) (Scheme 11) [56]. Now, the C-1
radical is further oxidized to a carbenium ion (see Scheme 6), which is trapped by the solvent methanol,
generating the anomeric center of carbohydrates. The yields of the 2-deoxy-2-phosphorus analogues
24 are good, but stereoisomers had to be separated. Subsequent Horner–Emmons reaction with
benzaldehyde afforded unsaturated carbohydrates 25 as E/Z isomers in only one step (Scheme 12) [56].

 
Scheme 12. Addition of dimethyl phosphite to benzyl-protected glycals 2e in the presence of CAN and
subsequent Horner–Emmons reaction.

5. Addition of Sulfur-Centered Radicals

Sulfur-centered radicals can be easily generated from thiols by chemical or photochemical
processes, because the S-H bond is much weaker than the corresponding O-H bond [28]. Subsequent
addition to alkenes can initiate efficient chain reactions by hydrogen atom abstraction (thiol-ene
reaction) or polymerizations. Indeed, the application of thiyl radicals in organic synthesis [52,57] or
polymer chemistry [58] has been reviewed extensively. Even thio sugars are suitable radical precursors,
and have been used for cyclizations and additions to other unsaturated carbohydrates at various
positions [59,60] Therefore, this mini-review will focus only on the additions of sulfur-centered radicals
to endo-glycals.

The first example of a C-S bond formation by radical addition to glycals was published in 1970 [61].
Thus, the chain-reaction was initiated by cumene hydroperoxide (CHP) with thioacetic acid as radical
precursor. The 2-thiocarbohydrates 26 were isolated in high yields with the manno isomer 26a as main
product (Scheme 13).
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Scheme 13. Addition of thioacetic acid to tri-O-acetyl-d-glucal (2a), initiated by CHP.

The addition of alkyl thiols to tri-O-acetyl-d-glucal (2a) was realized by photochemical initiation
with acetone as sensitizer [62]. The 2-S analogues 27a and 27b were isolated in even higher yields but
with lower stereoselectivities (Scheme 14).

 
Scheme 14. Photochemical addition of alkyl thiols to tri-O-acetyl-d-glucal (2a).

More recently, 2,2-dimethoxy-2-phenylacetophenone (DPAP 28) became more attractive as radical
initiator, which was developed for polymerizations and fragments under UV irradiation by an
interesting mechanism (Scheme 15) [58]. Thus, in the first step a carbon–carbon bond is cleaved to
generate a benzoyl radical 29, which can abstract hydrogen atoms from thiols to initiate the chain
reaction. The second dimethoxybenzyl radical 30 can fragment into benzoate 31 and methyl radicals
32, which act as initiators as well.

 

ν

Scheme 15. Mechanism of the decomposition of 2,2-dimethoxy-2-phenylacetophenone (DPAP 28).

Dondoni applied this initiator for the synthesis of S-disaccharides 33 [63]. Starting from thiosugar
34 and tri-O-acetyl-d-glucal (2a), the products 33 were isolated in high yield as a 1:1 mixture of epimers
(Scheme 16).

 
Scheme 16. Addition of thiosugar 34 to tri-O-acetyl-d-glucal (2a), initiated by DPAP 28.
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In all reactions described above (Schemes 13–16), the C-S bond is formed selectively at the 2-position
of the carbohydrates, due to the enol structure of the glycals. To obtain this bond at the 1-position of
sugars, another strategy was developed by Borbas [64,65]. Thus, 2-acetoxy-3,4,6-tri-O-acetyl-d-glucal
(2f) was used as radical acceptor, which reacted with various thiols in the presence of DPAP. Because of
the additional oxygen substituent in the 2-position, orbital interactions allow the attack of electrophilic
radicals from the 1- and 2-position. However, steric interactions result in the sole formation of
1-thiosugars 35 (Scheme 17, only one example with thiosugar 34 is shown).

 
Scheme 17. Addition of thiosugar 34 to 2-acetoxy-3,4,6- tri-O-acetyl-d-glucal (2f).

The addition of thiols by radical chain reactions to the 2-position of glycals has only one
disadvantage: that the 1-position is reduced under the reaction conditions. Therefore, we investigated
the oxidation of ammonium thiocyanate by cerium(iv) ammonium nitrate (CAN) and addition of the
generated sulfur-centered radicals to various benzyl-protected glycals 2e (Scheme 18) [66]. Similarly to
the reaction of dimethyl phosphite (Scheme 12), the C-1 radical is further oxidized to a carbenium ion,
which is trapped by the solvent methanol, generating the anomeric center of carbohydrates. The yields
of the 2-deoxy-2-sulfur analogues 36 are moderate to good, but stereoisomers have to be separated.
The thiocyanate groups can be cleaved to the corresponding thiols, which can bind to concanavalin
A [66] or gold nanoparticles [67].

 
Scheme 18. Addition of thiocyanate to benzyl-protected glycals 2e in the presence of CAN.

6. Summary and Perspectives

The addition of heteroatom radicals to glycals has been known for more than 50 years and
has found various applications. The aim of this mini-review was to highlight early examples and
discuss recent developments. Heteroatom radicals can be easily generated by initiators, photochemical
processes, or by electron transfer. They exhibit electrophilic character and add regioselectively
to the 2-position of the electron-rich double bond of endo-glycals. On the other hand, they are
prone to H atom abstraction, which limits, especially for alkoxyl radicals, their applications in
carbohydrate chemistry. The simple reaction of unsaturated sugars with halogens is possible, but
proceeds mainly by ionic pathways. Nitrogen-centered radicals can be generated by oxidation of
azides with cerium(iv) ammonium nitrate and add readily to glycals, which is still the best method
to synthesize glycosamines. Phosphorus-centered radicals have been less intensively studied in
carbohydrate chemistry, but addition products can be used for further transformations. On the other
hand, the addition of sulfur-centered radicals to glycals has become very attractive for the synthesis
of thio-disaccharides [68–72]. Photochemical initiators based on ketones have been developed for
thiol-ene-reactions with unsaturated sugars, affording products in high yields. Finally, simple 2-thio
sugars were synthesized by oxidation of thiocyanate and addition to glycals.
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In conclusion, many methods for the introduction of heteroatoms in the 2-position of carbohydrates
by radical processes exist in the literature. However, the addition to endo-glycals has been limited to
nitrogen-, phosphorus-, or sulfur-centered radicals until now. Therefore, there is still space for new
developments for other heteroatom additions, like boryl radicals, which can be easily generated [73–75],
or future applications of such radical reactions in carbohydrate chemistry.
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Abstract: The properties of several hydrazon-diketone rotary switches with OH
groups in the stators (2-(2-(2-hydroxy-4-nitrophenyl)hydrazono)-1-phenylbutane-1,3-dione,
2-(2-(2-hydroxyphenyl)hydrazono)-1-phenylbutane-1,3-dione and 2-(2-(4-hydroxyphenyl)hydrazono)-
1-phenylbutane-1,3-dione) were investigated by molecular spectroscopy (UV-Vis and NMR), DFT
calculations (M06-2X/TZVP) and X-ray analysis. The results show that, when the OH group is in
ortho position, the E’ and Z’ isomers are preferred in DMSO as a result of a stabilizing intermolecular
hydrogen bonding with the solvent. The availability, in addition, of a nitro group in para position
increases the possibility of deprotonation of the OH group in the absence of water. All studied
compounds showed a tendency towards formation of associates. The structure of the aggregates was
revealed by theoretical calculation and confirmed by X-ray analysis.

Keywords: rotary switch; UV-Vis spectroscopy; NMR; DFT; X-ray; aggregation

1. Introduction

The hydrazone functional group has found extensive use in medicine [1–6], supramolecular
chemistry (molecular switches and chelate ligands) [7–10] and in combinatory chemistry [11–13].
One important facet of hydrazine-group-containing compounds is the fact that upon appropriate
substitution they can exist in solution as a mixture of isomers. 1,2,3-tricarbonyl-2-arylhydrazones
are a typical example—they are presented in solution as an equilibrated mixture of intramolecularly
H-bonded E and Z isomers [14–16]. The position of the isomerization equilibrium can be altered by
catalytic amounts of acid or base. Upon external stimulation, a controlled switching between the
isomers is possible through C-N bond rotation, giving the name “rotary switches”. The position of the
equilibrium and the switching can be strongly affected by structural modifications, as has already been
shown [17–21].

Recently, the spectral properties of 1 (Schemes 1 and 2) were studied in respect of the possible
tautomerism and E/Z isomerization in solution [17,22]. The results show that the availability of the
OH group in the stator does not lead to azo-hydrazone tautomerism as could be expected at a first
glimpse. The compound exists as a mixture of isomers of the single ketohydrazone tautomer, as shown
in Scheme 1. In DMSO, due to the specific stabilizing effect of the solvent, only the E’ and Z’ forms are
presented [22,23]. Moreover, the availability of the OH group leads to some side effects, according
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to the spectral and crystallographic data [22,24]: compound 1 deprotonates at low concentrations in
DMSO and aggregates at high concentrations (10−4 M and higher), forming linear (E’-E’) aggregates.

 

Scheme 1. Conformational isomers of 1.

Scheme 2. Sketch of the investigated compounds.

It is an interesting question whether the lack of tautomerism, the existence of the “ ‘ “ isomers
(indicating E’ and Z’ forms) and the side effects could be attributed to the strong electron acceptor
ability of the nitro group. To answer it, we have studied compounds 2 and 3, in which two effects
could be clarified: the role of the existence of a nitro group (2 vs. 1) and of the position of the OH group
by itself (2 vs. 3). A combined approach (theoretical calculation, UV-Vis and NMR investigations
in solution, and X-ray analysis in solid state) was applied, and the results obtained are presented in
the current communication. To best of our knowledge, no such comparative study of 1–3 has been
performed before.

2. Results and Discussion

The 1,2,3-tricarbonyl-2-arylhydrazones are potentially tautomeric compounds even without an
OH group in the stator. The possible tautomers include ketohydrazone, azoketone and azoenol forms,
depending on the substitution [25]. The availability, in addition, of an ortho or para OH group in the
stator makes the tautomeric situation even more complex. The possible tautomers of 2 are sketched in
Scheme 3 as an example. Theoretical prediction of the stabilities of the individual forms is complicated
by the large number of possible conformers. For instance, the tautomer I of 2 can be presented as
24 possible isomers (Scheme SI).
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Scheme 3. Sketch of the possible tautomeric forms of 2 (The same is valid for 1 and 3).

We have shown theoretically that, in the case of 1, only tautomer I could be present [22]. As
shown in Table S1, the same conclusion can be drawn for 2 and 3. The theoretical calculations are in
agreement with the NMR data in solution [22] and the recent crystallographic data [21]. In analogy,
compounds 2 and 3 also should exist as the same single tautomeric form, stabilized as a mixture of E
and Z conformers. The most stable isomers of 2 and 3, as predicted in DMSO as an environment, are
shown in Figures 1 and 2, respectively.

 
Figure 1. Relative energies (in kcal/mole units) and predicted positions of the long-wavelength bands
of the most stable isomers of 2(I) in DMSO. The corresponding relative energies for 1, taken from [24],
are given in brackets.
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Figure 2. Relative energies (in kcal/mole units) and predicted positions of the long-wavelength bands
of the most stable isomers of 3(I) in DMSO. The corresponding relative energies for 5, taken from [24]
and 4, are given in brackets.

As seen from the figures, the stabilization is a result of the strength of the formed intramolecular
hydrogen bonds. While better proton-attracting ability of MeCO through the NH..OMe determines a
better stabilization of the E isomer, additional stabilization through OH..N bonding makes the E/Z
pairs more stable compared to E’/Z’ in 1 and 2. The effect of the nitro group in 1 leads to an overall
weak stabilization in the E/Z forms and a more pronounced stability of the “ ‘ “ isomers. In the
case of 3, the effect of the OH group is limited to a non-hydrogen bonding substituent and leads to
stabilization of the Z isomer. The predicted stabilization effect in the series 5 [22], 4 and 3 follows
the experimentally observed trend for a destabilization of the Z isomer (molar fractions of 15%, 10%
and 5%, correspondingly) going from electron acceptor to electron donor substituents in para position
in the stator [19]. Most probably, the absence of the OH..N hydrogen bonding in E’/Z’ of 2 and in 3

reduces the steric hindrance between the rotor and the stator, leading to an overall stabilization of the
corresponding isomers.

The solvation model used so far describes the solvent as a dielectric medium and does not take
into account the possible specific solute–solvent interactions. As known previously in the case of 1,
the proton of the OH group interacts with proton-acceptor solvents (such as DMSO), when it is not
involved in the intramolecular hydrogen bond with the rotor part, which leads to strong additional
stabilization of the “ ‘ “ isomers. The model of this specific solvent effect is illustrated in Figures 3
and 4, showing the most stable complexes with DMSO. As can be seen, the interaction between the
solvent molecule and the free OH proton in E’ and Z’ leads to their stabilization. Moreover, in 2E and
2Z, there are no conditions for the formation of any OH..O = SMe2 hydrogen bond, and the formed NH
. . . O = SMe2 is weak due to the low acidity of the NH proton and steric effect from adjacent functional
groups (Figure 3). The changes in the case of 3 are caused by reducing the electron donor ability of the
OH group and hence to a rise in the polarization of the N-H bond, leading finally to the stabilization of
the Z isomer.
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Figure 3. Relative energies (in kcal/mole units) and predicted positions of the long-wavelength bands
of the most stable isomers of 2(I) in DMSO, accounting for the specific solute–solvent interactions.

Figure 4. Relative energies (in kcal/mole units) and predicted positions of the long-wavelength bands
of the most stable isomers of 3(I) in DMSO, accounting for the specific solute–solvent interactions.

In addition to the relative stability of the isomers, the predicted positions of the long-wavelength
bands in the absorption spectra are shown in Figures 1–4 as well. The absolute values should be
considered with care due to the systematic blue shift of the used M06-2X functional. The relative
changes indicate, as expected, that it is practically impossible to distinguish between the most stable
isomers by means of UV-Vis spectroscopy. The absorption spectra of 2 and 3, shown in Figure 5,
indicate that there are no substantial changes in the spectral shape upon changing the solvent. This
figure strongly supports the hypothesis, in analogy to 1; there is no tautomeric equilibrium, because
the tautomers of 1–3 have different conjugated systems, and substantially different spectra could be
expected upon changing the solvent [26]. It is seen that the observed long-wavelength absorption band
consists of two sub-bands, whose intensity slightly varies with the solvent. They can be associated
with the most stable isomers according to the theoretical predictions. However, the strong overlapping
between them does not allow either precise estimation of the positions of the bands by derivative
spectroscopy (Figure S1) nor a quantitative estimation of the isomers’ molar fractions [27].
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Figure 5. Experimental absorption spectra of 2 (a) and 3 (b) in various solvents.

The conformational isomers existing in solution can be identified and quantified using NMR.
Due to their low solubility in acetonitrile, the investigations were performed in DMSO-d6. The
corresponding 1H NMR spectra of 2 and 3 in DMSO-d6 are shown in Figures S2 and S3. The data
from the NMR measurements are summarized in Table 1. The obtained data for chemical shifts can be
compared with those for 1 [22]. From the 1H NMR spectra of 2 and 3, it can be seen that, in both cases,
two isomers are present in DMSO-d6. The chemical shifts in DMSO-d6 for NH for the major and minor
form of 2 are at 14.55 ppm and 12.62 ppm, and for 3 at 14.48 ppm and 11.42 ppm. Based on the NH
signals, the ratio between the isomers is 80%/20% and 45%/55%, respectively for 2 and 3 (65%/35% for
1), which corresponds to ΔG values (RT) of 0.36, 0.82 and −0.11 kcal/mol for 1–3.

Table 1. 1H and 13C chemical shiftsf of the major form (minor form) of 1, 2 and 3 in DMSO-d6.

Compound 1 2 3

Conformers (%) 65/35 80/20 45/55

Protons 1H chemical shift
1 2.51 (2.56) 2.52 (a) 2.50 (2.44)
2′ - - 7.16 (7.27)
3′ 7.72 (7.70) 6.93 (ab) 6.74 (6.76)
4′ - 7.00 (ab) -
5′ 7.75 (7.85) 6.79 (ab) 6.74 (6.76)
6′ 7.21 (7.78) 7.09 (ab) 7.16 (7.27)
2” 7.91 (7.72) 7.82 (ab) 7.78 (7.73)
3” 7.55 (7.51) 7.51 (ab) 7.50 (7.52)
4” 7.67 (7.66) 7.61(ab) 7.59(7.65)

NH 14.14 (11.56) d 14.55 (12.62) 14.46 (11.42)
OH 11.56 (11.56) d 10.56 (10.56) c 9.58 (9.29)
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Table 1. Cont.

Compound 1 2 3

Carbons 13C chemical shift
1 30.67 (25.92) 30.62 (b) 30.48 (25.31)
2 198.08 (b) 197.49 (b) 197.03 (195.86) e

3 135.66 (b) 133.27 (b) 134.21 (132.15) e

4 191.95 (b) 192.25 (b) 194.96 (192.13) e

1′ 136.25 (b) 139.06 (b) 136.67 (135.54) e

2′ 145.99 (b) 146.76 (b) 118.31 (116.94)
3′ 110.60 (b) 116.19 (b) 116.50 (116.27) e

4′ 143.78 (b) 126.38 (b) 156.15 (154.43) e

5′ 116.78 (b) 120.53 (b) 116.50 (116.27) e

6′ 114.08 (b) 114.98 (b) 118.31 (116.94)
1” 137.96 (b) 133.27 (b) 139.34 (137.06) e

2” 130.75 (b) 130.49 (b) 130.32 (128.99)
3” 128.50 (b) 128.20 (b) 128.16 (129.14)
4” 133.10 (b) 132.30 (b) 132.05 (134.03)

a Could not be assigned due to overlap; b Could not be assigned due to low intensity; c The hydroxyl signals of the
two forms are overlapped; d The hydroxyl signals of two forms and the NH signal of minor form are overlapped;
e May be interchanged; f Numbering according to the Scheme 4.

Scheme 4. Numbering of the carbon atoms in 1 (X1=OH, X2=NO2), 2 (X1=OH, X2=H) and 3 (X1=H,
X2=OH).

In analogy to 1 [22,24] and following the theoretically predicted relative stabilization, it can be
concluded that in DMSO there is an equilibrium between E’ (major) and Z’ (minor) forms in 2 and
between E and Z of 3. The theoretically predicted values for the chemical shifts of the NH proton
of the major and minor form at 2 and 3, respectively, are 14.61 ppm (2E’) and 13.67 ppm (2Z’) and
14.51 ppm (3E) and 13.44 ppm (3Z), i.e., the theoretical results are consistent with the experimental
ones. Although the NMR determined Gibb’s free energies are lower comparing the predicted relative
energies (ΔE), the latter correctly predict the general trend of stabilization of the Z’ isomers (3 > 1 > 2)
with a good linearity (ΔG = 1.28 × ΔE − 0.98, R2 = 0.92).

Three additional factors influence the conformational equilibrium in 2 and 3 in solution, namely
the temperature, the concentration and the water content of the used solvent. As previously shown in
the case of 1, a spontaneous deprotonation (loss of OH proton) occurs in diluted solutions of dry proton
acceptor solvents [22], leading to a new red-shifted band. Actually, 1 is almost fully deprotonated
in dry DMSO (Figure S4), while, as seen in Figure 5, deprotonation in 2 is weak and negligible in 3.
Obviously, the effect of the nitro group is decisive in this case. Upon addition of water, the equilibrium
is fully shifted towards the neutral isomers (Figure S5). According to the theoretical calculations
(Table S2), deprotonation does not substantially change the isomers’ ratios.

The concentration is an essential factor determining the deprotonation of the investigated
compounds. In 2, as in 1, the increase in the concentration leads to a decrease in the content of the
deprotonated form, as shown in Figure 6. No such effect is observed in 3.
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Figure 6. Experimental absorption spectra of 2 (left) and 3 (right) in DMSO as a function of the
concentration, keeping the cell thickness (b) × concentration (c) constant.

The results above indicate that the association is a possible reason for the observed changes. The
theoretical calculations and X-ray data (Figure 7 and Scheme 5) suggest that cyclic aggregates are
formed in the case of 2. In the solid state, compound 2 exists as an E’ conformer, stabilized via a cyclic
dimer. The major difference with 1 is in the shape of the aggregate—again, the E’ form is stabilized in
1, but in form of a linear aggregate [24]. The stability of the E’-E’ cyclic dimer in 2 is probably due
to the stronger proton acceptor properties of the CH3CO group compared to the PhCO moiety of 1.
The formation of aggregates, as in 1 [22,24], limits the deprotonation, which explains the observed
concentration effects.

Figure 7. Relative energies (in kcal/mol) of the most stable dimers of 2 in DMSO.
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Scheme 5. Crystal structure of 2 and a cyclic dimer model via an intermolecular hydrogen bond.
Ellipsoids are drawn with a probability of 50% and H-bonds are represented as dashed blue lines, #1:
2 − x, 1 − y, 2 − z.

The increase in the concentration did not lead to significant spectral changes in 3 (Figure 6).
This is also expected since the OH group is not polar enough in this particular case, but some linear
aggregation cannot be excluded. According to the theoretical simulations (Figure S6) and the crystal
structure (Scheme 6), linear E-E aggregates are expected in solution.
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Scheme 6. Crystal structure of 3 and a cyclic dimer model via an intermolecular hydrogen bond.
Ellipsoids are drawn with a probability of 30% and H-bonds are represented as dashed blue lines, #1:
x − 1, 1 + y, z; #2: x − 2, y + 2, z; #3: x + 1, y − 1, z.

The availability of crystallographic data for the series 1–8 allows qualitative estimation of the
strength of the existing intra- and intermolecular hydrogen bonding according to Steiner [28] and
Jeffrey [29]. The corresponding bond length and angles are collected in Table 2. According to the
classification given in [28], the existing N-H . . . O hydrogen bonds are classified as moderate ones
using the H . . . A and D . . . .A distances and the D-H . . . A angle. It seems that the strength (at least in
solid state) of this bond is almost independent on the substitution in the stator. In the cases where this
bond is bifurcated, namely 1, 2 and 6, the contribution from N-H . . . O(=C) is the dominant one. This
explains why, according to the theoretical calculations using the solvent only as media, the E and Z
isomers are always more stable compared to the “ ‘ “ ones. The data in Table 2 show clearly that the
formation of associates through intramolecular hydrogen bonding with strong directionality (D-H . . .
A angle > 160◦) has a noticeable stabilizing effect.

Table 2. Parameters of the hydrogen bonds of the studied compounds, taken from their crystallographic data.

Comp. Type D-H . . . A Bond
Distances [Å] D-H . . . A

Angle, [◦] Ref.
D-H H . . . A D . . . A

1

intramolecular N-H . . . O(=C) 0.896(9) 1.890(7) 2.565(1) 130.6(7)
[24]intermolecular N-H . . . O(-H) 2.266(9) 2.619(1) 103.1(6)

(linear dimer) O-H . . . O(=C) 0.85(2) 1.89(2) 2.738(1) 176(1)

2

intramolecular N-H . . . O(=C) 1.03(3) 1.79(2) 2.567(4) 128(1)
current workintermolecular N-H . . . O(-H) 2.242(8) 2.609(4) 99(1)

(cyclic dimer) O-H . . . O(=C) 0.92(6) 1.79(7) 2.677(4) 161(6)

2

intramolecular N-H . . . O(=C) 0.873 1.898 2.572(1) 132.5
[30]intermolecular N-H . . . O(-H) 2.257 2.617(1) 104.5

(complex with water) O-H . . . OH2 0.908 1.736 2.678 170.2

3

intramolecular
intermolecular
(linear dimer)

N-H . . . O(=C) 0.95(2) 1.83(2) 2.565(2) 132(2)
current work

O-H . . . O(=C) 0.93(3) 1.75(3) 2.667(2) 168(2)
4 intramolecular N-H . . . O(=C) 0.82(2) 1.93(2) 2.581(2) 135(2)

[31]6 intramolecular
N-H . . . O(=C) 0.91(2) 1.85(2) 2.561(2) 133(2)
N-H . . . O(-Me) 2.26(2) 2.609(2) 102(1)

7 intramolecular N-H . . . O(=C) 0.86(3) 1.89(3) 2.559(3) 133(2)
8 intramolecular N-H . . . O(=C) 0.935 1.866 2.594(2) 132(8) [32]

The absorption spectra of 2 and 3 in DMSO in the temperature range of 20–70 ◦C are shown
in Figure 8 and Figure S7. In both compounds, it can be seen that with increasing temperature,
the absorption maximum of the neutral form (~400 nm) decreases slightly, while the amount of the
deprotonated form absorbing at ~500 nm increases.
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The result can be interpreted in analogy to 1 [22]. Increasing the temperature leads to the
destruction of existing aggregates, which subsequently facilitates the deprotonation of the monomers.
The temperature effect was strongest in 1 (Figure S8), followed by 2 (Figure 8) and lowest for 3

(Figure S7). This indicates that 1 has the highest tendency to aggregate again related to the effect of the
nitro group. The percentage contents (in %) of the two neutral isomers were determined by measuring
NMR spectra as a function of the temperature (Table S3). It could be thereby shown that the ratio
does not change significantly (Figures S9–S11), which probably indicates that they exist in the form of
associates in the concentration range used in NMR.

 

Figure 8. Experimental absorption spectra of 2 in dry DMSO at different temperatures.

3. Materials and Methods

3.1. Synthesis

Reagents and solvents were analytical grade, purchased from Sigma-Aldrich Chemical Co.
and used as received unless otherwise stated. Fluka silica gel/TLC-cards 60778 with fluorescence
indicator 254 nm were used for TLC chromatography. Merck silica gel 60 (0.040–0.063 mm, Merck,
Darmstadt, Germany) was used for flash chromatography purification of the products. LC/MS
was carried out on a Bruker MicrOTOF-QIII-system with an ESI source with nebulizer 1.2 bar,
dry gas 10.0 L/min, dry temperature 220 ◦C, capillary 4500 V, and end plate offset −500 V, Bruker,
Hamburg, Germany. The title 2-(2(2-Hydroxy-4-nitrophenyl)hydrazono)-1-phenylbutane-1,2,3-trione 1,
2-[2-(2-Hydroxyphenyl)diazenyl]-1-phenyl-1,3-Butanedione 2 and 2-[2-(4-Hydroxyphenyl)diazenyl]-1-
phenyl-1,3-Butanedione 3 were synthesized as follows.

3.1.1. 2-(2(2-Hydroxy-4-nitrophenyl)hydrazono)-1-phenylbutane-1,2,3-trione 1

The synthesis of the compound 1 has been described previously [22].

3.1.2. 2-[2-(2-Hydroxyphenyl)diazenyl]-1-phenyl-1,3-butanedione 2

A solution of 2-aminophenol (0.2728 g, 2.5 mmol) in concentrated hydrochloric acid (1.5 mL)
was cooled in an ice bath for 30 min with stirring. Sodium nitrite (0.1725 g, 2.5 mmol) was added
gradually in small portions over 30 min. The diazonium salt was left stirring in the cold for 45 min
and added slowly over 30 min into a well-cooled stirred mixture of sodium acetate (1.5 g, 18.3 mmol)
and 1-phenylbutane-1,3-dione (0.4061 g, 2.5 mmol) in absolute ethanol (15 mL). The mixture was
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stirred in an ice-bath for 3 h, and then left to warm to room temperature over 12 h. The solid was
filtered off and washed with water (3 × 25 mL) to give a light brown solid. The ethanol portion was
evaporated under reduced pressure to give dark brown solid. The combined solids were dissolved
in dichloromethane (30 mL) and washed with water (3 × 50 mL) and the organic portion dried over
anhydrous sodium sulfate, filtered and the solvent evaporated under reduced pressure to obtain a
crude brown solid. This was purified by flash column chromatography using a silica flash column
and ethyl acetate-dichloromethane (1:20) as eluent to give the pure compound as a light brown solid
(0.48 g, 68%). HRMS-ESI (m/z): (M + H) calculated for C16H14N2O3, 282.1004; found 282.1084.

3.1.3. 2-[2-(4-Hydroxyphenyl)diazenyl]-1-phenyl-1,3-butanedione 3

A solution of 4-aminophenol (0.2728 g, 2.5 mmol) in concentrated hydrochloric acid (1.5 mL)
was cooled in an ice bath for 30 min with stirring. Sodium nitrite (0.1725 g, 2.5 mmol) was added
gradually in small portions over 30 min. The diazonium salt was left stirring in the cold for 45 min and
added slowly over 30 min into a well-cooled stirred mixture of sodium acetate (1.5 g, 18.3 mmol) and
1-phenylbutane-1,3-dion (0.4061 g, 2.5 mmol) in absolute ethanol (15 mL). The mixture was stirred in
an ice bath for 3 h, and then warmed to room temperature over 12 h. The solid was filtered off and
washed with water (3 × 25 mL) to give a yellow solid. The ethanol portion was evaporated under
reduced pressure to give a dark yellow solid. The combined solids were dissolved in dichloromethane
(30 mL) and washed with water (3 × 50 mL) and the organic portion was dried over anhydrous
sodium sulfate, filtered, and the solvent evaporated under reduced pressure to obtain a crude brown
solid. This was purified by flash column chromatography using a silica flash column and ethyl
acetate-dichloromethane (1:20) as eluent to give the pure compound as a light-yellow solid (0.52 g,
74%). HRMS-ESI (m/z): (M + H) calculated for C16H14N2O3, 282.1004; found 282.1066.

3.2. Spectral Measurements

Spectral measurements were performed on a Jasco V-570 UV-Vis-NIR spectrophotometer, equipped
with a thermostatic cell holder (using Huber MPC-K6 thermostat with precision 1 ◦C), in spectral
grade solvents.

The 1H-NMR and 13C-NMR spectra were recorded at 600 MHz and 150 MHz or 400 MHz and
100 MHz on a Bruker Avance II+ 600 or Bruker Avance III 400 spectrometer using CDCl3 or DMSO-d6

as a solvent and TMS as internal standard.

3.3. X-ray Measurements

Single crystals of C16H14N2O3 (2) were obtained from a mixture of ethanol:water (5:1) by slow
evaporation. A suitable single crystal was selected and mounted on a loop with oil and measured on a
STOE IPDS 2T diffractometer. The crystal was kept at 200 K during data collection. Using Olex2 [33],
the structure was solved with the ShelXT [34] structure solution program using intrinsic phasing and
refined with the ShelXL [35] refinement package using least squares minimization. All the crystal
structures have been deposited at the CCDC 1858058 (1), 1993960 (2) and 1993961 (3).

Crystal Data for C16H14N2O3 (M = 282.29 g/mol): triclinic, space group P-1 (no. 2), a = 5.8853(12)
Å, b = 8.0633(16) Å, c = 15.944(3) Å, α = 77.760(15)◦, β = 88.887(16)◦, γ = 68.978(15)◦, V = 688.9(2) Å3,
Z = 2, T = 200 K, μ(Cu Kα) = 0.785 mm−1, Dcalc = 1.361 g/cm3, 5325 reflections measured (14.428◦ ≤ 2θ
≤ 138.228◦), 5365 unique (Rint = 0.0571, Rsigma = 0.0392) which were used in all calculations. The final
R1 was 0.0712 (I > 4 u(I)) and wR2 was 0.2505 (all data).

Single crystals of C16H14N2O3 (3) were obtained from a mixture of ethanol:chloroform:water
(10:1:2) by slow evaporation. A suitable single crystal was selected and mounted on a loop with oil and
measured on a STOE IPDS 2T diffractometer. The crystal was kept at 298(2) K during data collection.
Using Olex2 [33], the structure was solved with the ShelXT [34] structure solution program using
intrinsic phasing and refined with the ShelXL [35] refinement package using least squares minimization.
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Crystal Data for C16H14N2O3 (M = 282.29 g/mol): triclinic, space group P-1 (no. 2), a = 6.3843(4) Å,
b = 8.0018(5) Å, c = 15.0129(10) Å, α = 96.235(5)◦, β = 101.298(5)◦, γ = 107.252(5)◦, V = 706.78(8) Å3,
Z = 2, T = 298(2) K, μ(MoKα) = 0.093 mm−1, Dcalc = 1.326 g/cm3, 8242 reflections measured (2.812◦ ≤
2θ ≤ 52.618◦), 2808 unique (Rint = 0.0164, Rsigma = 0.0146) which were used in all calculations. The
final R1 was 0.0390 (I > 2σ(I)) and wR2 was 0.1142 (all data).

3.4. Quantum-Chemical Calculations

Quantum-chemical calculations were performed using the Gaussian 09 program suite [36]. M06-2X
functional [37,38] was used with the TZVP basis set [39]. This fitted hybrid meta-GGA functional
with 54% HF exchange has especially been developed to describe main-group thermochemistry and
non-covalent interactions, showing very good results in the prediction of the position of the tautomeric
equilibrium in azonaphthols possessing intramolecular hydrogen bonds [40] and in the description of
the proton transfer reactions in naphthols [41,42]. All structures were optimized without restrictions,
using tight optimization criteria and an ultrafine grid in the computation of two-electron integrals
and their derivatives, and the true minima were verified by performing frequency calculations in the
corresponding environment. Solvent effects are described by using the Polarizable Continuum Model
(the integral equation formalism variant, IEFPCM, as implemented in Gaussian 09) [43]. The absorption
spectra of the compounds were predicted using the TD-DFT formalism. TD-DFT calculations were
carried out at the same functional and basis set, which is in accordance with conclusions about the
effect of the basis set size and the reliability of the spectral predictions [44–46].

4. Conclusions

The effect of the position of the OH group and the availability of a nitro group substitution in the
stator was investigated in solution by means of DFT calculations, NMR and UV-Vis spectroscopy. The
results indicate that, when the OH group is in ortho position, the E’ and Z’ isomers are present in DMSO,
stabilized by intermolecular hydrogen bonding with the solvent. The availability, in addition, of a
nitro group in para position increases the possibility for deprotonation of the OH group in the absence
of water. In all studied compounds, a clear tendency towards formation of associates is evident. The
obtained X-ray data explain the types of the possible homo-aggregates and correspond very well to the
theoretical predictions. The obtained results, revealing the effect of the structural modifications in the
stator and the influence of the environment, could be useful in the design of new rotary switches.
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Abstract: Radical-mediated lipid oxidation and the formation of lipid hydroperoxides has been a
focal point in the investigation of a number of human pathologies. Lipid peroxidation has long been
linked to the inflammatory response and more recently, has been identified as the central tenet of the
oxidative cell death mechanism known as ferroptosis. The formation of lipid electrophile-protein
adducts has been associated with many of the disorders that involve perturbations of the cellular
redox status, but the identities of adducted proteins and the effects of adduction on protein function
are mostly unknown. Both cholesterol and 7-dehydrocholesterol (7-DHC), which is the immediate
biosynthetic precursor to cholesterol, are oxidizable by species such as ozone and oxygen-centered free
radicals. Product mixtures from radical chain processes are particularly complex, with recent studies
having expanded the sets of electrophilic compounds formed. Here, we describe recent developments
related to the formation of sterol-derived electrophiles and the adduction of these electrophiles to
proteins. A framework for understanding sterol peroxidation mechanisms, which has significantly
advanced in recent years, as well as the methods for the study of sterol electrophile-protein adduction,
are presented in this review.

Keywords: peroxidation; free radical; sterol; cholesterol; lipid electrophiles

1. Introduction

Unsaturated lipids are prone to undergoing reactions with oxidizing species, such as oxygen-centered
free radicals, singlet molecular oxygen, and ozone. The high abundance of these vulnerable lipids in
humans is associated with pathologies that result from exposure to such reactive oxidants. Ozone,
for example, is the most widespread air pollutant found in the U.S. and contributes to a growing variety
of health problems, all of which potentially increase the risk of premature death [1,2]. Reactive oxygen
species (ROS), such as alkoxyl and peroxyl free radicals, are generally linked to oxidative stress, which
has been associated with many human disorders. Indeed, ROS and free radical lipid peroxidation has
been invoked as a cause or consequence in diseases such as asthma [3], cardiovascular disease [4–6],
diabetes [5,7,8], Alzheimer’s [9–11], Parkinson’s [12,13], cancer [14,15], and macular degeneration [16].
More recently, a form of regulated necrosis associated with the accumulation of lipid hydroperoxides has
been characterized, which may link specific oxidative events and tissue dysfunction in these pathological
contexts. This process, coined ferroptosis, which may also serve as a vulnerability that may be exploited
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for cancer treatment, implicates a labile iron pool and lipid hydroperoxides as causal agents and
a glutathione-dependent enzyme (GPX4), radical trapping antioxidants (RTAs), and iron chelating
compounds as protective agents [17–19].

Reactive electrophiles have been suggested to be products of lipid peroxidation since the 1940s,
when thiobarbituric acid (TBA) was shown to give a characteristic red-orange color with animal tissue
that had been exposed to air [20]. The colored lipid-derived species was subsequently identified as
a 2:1 complex of TBA with malondialdehyde (MDA) [21,22]—an electrophilic byproduct of the free
radical peroxidation of polyunsaturated fatty acids (PUFAs) and esters with three or more double
bonds. While a number of methods have been developed over the decades to assay the overall levels of
peroxidation and identify specific products of lipid oxidation, the TBARS assay (TBA ‘reactive species’)
is still used to give a semi-quantitative measure of MDA levels.

At the time that reactive lipid-derived electrophiles like MDA were being associated with lipid
oxidation reactions in animal tissues, the chemistry of free radical chain reactions responsible for
their formation was also drawing significant attention. While early work on the mechanism of
autoxidation was principally centered on the degradation of commercially important hydrocarbons,
lipid peroxidation drew increased interest during the latter half of the 20th century, with efforts
to describe mechanisms for the autoxidation of polyunsaturated fatty acids (PUFAs) [23–30] and
sterols [27,31–42] attracting interest that has continued to this day.

The chemistry and biology of PUFA-derived electrophiles has drawn attention since MDA was
shown to be present in cells, fluids, and tissues under conditions of oxidative stress. Mechanisms for its
formation were proposed [43,44], and routes were suggested for the formation of other fatty acid-derived
electrophiles, such as the cytotoxins 4-hydroxy-2-nonenal (4-HNE) and 5-oxo-2-nonenal (4-ONE) [45–49].
Another set of reactive electrophiles with a core 4-oxo-pentanal structure, the isolevuglandins (IsoLGs),
were also found in cells, tissues, and fluids undergoing oxidative stress. Mechanisms for the formation
of IsoLGs centered on the decomposition of endoperoxide intermediates formed in the peroxidation of
arachidonate esters [50–53]. In fact, the same unstable endoperoxide intermediate serves as a precursor
to both MDA and the IsoLGs.

In the decades following the identification of MDA as a byproduct of lipid peroxidation, the
formation and repair of DNA adducts caused by MDA was the subject of extensive investigation [14].
Adducts of 4-HNE and 4-ONE with DNA have also drawn interest, leading to suggestions that
small-molecule electrophile adduction to nucleic acids may be a major cause of cancers linked to
lifestyle and dietary factors [15].

Reactions between PUFA-derived electrophiles and protein nucleophiles have also been studied
in detail. MDA-promoted crosslinking of proteins has been linked to the formation of the fluorescent
age-related pigment lipofuscin [54], and the protein adduction of 4-HNE, 4-ONE, and IsoLGs has
been the subject of extensive investigation and several excellent reviews [55–57]. MDA and IsoLG
adduction to proteins generally involves initial reversible imine formation, which is generally followed
by molecular rearrangement to give stable end-products. The α,β-unsaturated aldehydes (4-HNE and
4-ONE) usually undergo Michael addition with cysteines, histidines, and lysines.

Free radical-, singlet oxygen-, and ozone-promoted cholesterol oxidation also leads to several
reactive compounds [31–38], but the reactions of these sterol-derived electrophiles with biological
nucleophiles has drawn relatively little attention compared to the many studies on PUFA-derived
compounds such as MDA and 4-HNE. Cholesterol levels are particularly high in the brain and central
nervous system and neurons are among the most vulnerable cells to reactive oxygen species (ROS),
due to their elevated metabolic activity, highly unsaturated neuronal lipid composition (such as
docosahexaenoic acid, arachidonic acid, and cholesterol), high level of transition metals, and modest
antioxidant defense systems [58,59]. This background, along with the suggestion that reactive oxysterols
may promote protein aggregation [10,11,60], has led to an increase in interest in the chemistry and
biology of cholesterol-derived electrophiles.
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Recent discoveries have stimulated interest in post-lanosterol sterols other than cholesterol. One of
the immediate biosynthetic precursors to cholesterol, 7-dehydrocholesterol (7-DHC, see Figure 1),
is highly vulnerable to free radical chain oxidation [61] and reactive electrophiles are major products
of its peroxidation [62,63]. Elevated levels of 7-DHC are found in tissues and fluids of patients
with the genetic disorder Smith-Lemli-Opitz syndrome (SLOS) [64], which is caused by mutations
in the gene encoding 7-dehydrocholesterol reductase (DHCR7)—the enzyme that converts 7-DHC to
cholesterol [65]. The high levels of 7-DHC found in SLOS tissues, the proclivity of this sterol to participate
in radical chain oxidation reactions, and the formation of highly reactive sterol electrophiles in the
process have led to recent suggestions that SLOS is a disorder driven by lipid peroxidation [63,66–69].

 
Figure 1. Selected cholesterol biosynthetic precursors and enzymes (in blue) that promote the
transformations shown.

The increased interest in sterol-derived electrophiles, their reactions with biologically important
nucleophiles, and the link between these reactive species and human disorders, including
neurodegenerative disease, were the principal stimuli for undertaking this review. In this work,
we describe recent advances in the chemistry leading to sterol-derived electrophiles and the reaction
of these species with proteins, peptides, and amino acids. An introduction to the chemical tools
developed to date to study electrophile-protein adduction and a discussion of what insights these have
provided are a part of this contribution, as are the potential biological consequences of the formation
and transformations of these species.

2. Primary Reactions

The oxidation of cholesterol by singlet molecular oxygen, ozone, and peroxyl free radicals has been
particularly well-studied. While hydroxyl radicals will also undoubtedly react with cholesterol, these
species will react with virtually any C-H bond encountered, eliminating these reactions as likely sources
of oxysterols in a complex cellular environment. Isolated olefins like the Δ5,6 double bond in cholesterol
will undergo “ene”-type reactions with singlet oxygen to primarily give chol 5α-OOH, and to a lesser
extent, the chol 6-OOHs, and conjugated dienes like those present in 7-DHC give cyclic peroxides
by Diels-Alder type transformations (see Figure 2A). Ozone’s primary reaction with isolated double
bonds is a [3+2] cycloaddition, producing an unstable adduct (ozonide). Subsequent decomposition of
this (primary) ozonide eventually results in carbonyls as the major products, although, under some
conditions, α-substituted hydroperoxides are formed, as are epoxides (Figure 2B). The link between
primary ozone exposure and deleterious health consequences has been a topic of continued interest.
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When inhaled, ozone reacts with cholesterol in airway epithelial cells by mechanisms such as those
presented in Figure 2B [70–74].

 
Figure 2. Common reactions of olefins with (A) singlet oxygen and (B) ozone.

Free radical peroxidation (autoxidation) is a chain reaction mediated by peroxyl free radicals.
The two primary propagation steps in the process are rate-limiting hydrogen atom transfer (HAT)
from an organic substrate to a peroxyl radical and the near diffusion controlled addition of oxygen to
an intermediate carbon radical (see Figure 3) [75]. The events that initiate the chain sequence have
been of interest for as long as the process has been studied with a general understanding that the
peroxide products of the reaction can themselves serve as initiators of the process. As a consequence,
a single radical-generating event can lead to the cascade formation of peroxide initiators and a dramatic
increase in the rate of “auto” oxidation.

Figure 3. Mechanisms of initiation and propagation for free radical chain oxidation (peroxidation or
autoxidation). Propagation steps are illustrated with an isolated alkene reactive substructure.

The nature of important radical-generating events in biology has been the topic of some debate,
with McCord’s suggestion of a metal-mediated Haber–Weiss reaction [76] and the iron-promoted
decomposition of lipid hydroperoxides [77–81] having been suggested some four decades ago. The latter
has gained prominence with the recent characterization of ferroptosis as the oxidative cell death
modality associated with the accumulation of lipid peroxidation products [17–19].
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3. Cholesterol Autoxidation

As a monounsaturated lipid, cholesterol may be expected to autoxidize by a mechanism analogous
to that of oleic acid—the prototypical monounsaturated fatty acid. Oleic acid autoxidizes via an
analogous mechanism to more highly unsaturated fatty acids (vide infra, Figure 4). Specifically, H-atom
abstraction from one of the two allylic positions (C8 or C11) leads to two isomeric allylic radicals to
which O2 can add, and the resultant peroxyl radicals propagate the chain reaction to yield a mixture
of regio- and stereoisomeric hydroperoxides [82]. The autoxidation chemistry of cholesterol differs
from that of oleic acid because the reactivity of the two allylic positions is not identical. The proximity
of the electronegative 3-OH substituent and the integration of the allylic positions in two distinct
carbocyclic rings have a substantial impact on both the rates of H-atom abstraction and the stability of
the peroxyl radicals that are formed upon the addition of O2 to the resultant allylic radicals. In oleic
acid, the electronegative carboxylic acid moiety is seven carbon atoms away and both allylic positions
are part of acyclic aliphatic carbon chains, such that they are essentially identical in reactivity.

.
Figure 4. Propagation mechanisms for the autoxidation of (A) oleate, where H-atoms at C8 and C11
have similar reactivities toward hydrogen atom transfer (HAT), and (B) cholesterol, where H-atoms at
C7 are significantly more reactive than C4 hydrogens.

The C-H bond dissociation enthalpies (BDEs) of the two allylic positions at C4 and C7 have been
computed to be 89.0 and 83.2 kcal/mol, respectively, whereas the allylic positions in oleate have been
computed to have a C-H BDE value of 83.4 kcal/mol [41]. The stronger bond at C4 results from (1)
the electron-withdrawing effect of the neighboring C3-OH, (2) the lower substitution of the terminal
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ends of the allylic radical where the unpaired electron spin density is localized, and (3) the associated
planarization of both the A and B rings of the steroid required to maximize radical delocalization.
As a result, H-atom abstraction from C7 is favored by a significant margin. The resultant allylic radical
can, in principle, be oxygenated at C5 and C7 to yield peroxyl radicals that can propagate the chain
reaction, However, since the C5-peroxyl radical is relatively unstable, it generally undergoes rapid
β-fragmentation instead of propagation, leaving the C7-peroxyl-derived product, C7-OOH, as the
major autoxidation product. C4-OOH and C6-OOH resulting from initial H-atom abstraction from C4
are also formed in measurable amounts because H-atom abstraction from C4 is faster than predicted
by its relatively strong bond due to favorable interactions in the H-atom transfer transition state [41].

Radical trapping antioxidants (RTAs) can have a profound effect on the profile of peroxide
products formed in the course of inhibited free radical lipid oxidations [83–86]. The autoxidation of
cholesterol in solution and in the presence of high concentrations of a very good H-atom donor, such
as pentamethylchromanol (PMC), which is a truncated version of α-tocopherol, yields a significant
amount of C5α-OOH [39,41]. PMC traps peroxyl radicals in solution with a rate constant in excess of
106 M−1 s−1, making hydroperoxide formation from C5α-OO• competitive with β-fragmentation—a
unimolecular process that occurs with a rate constant of kβ = 3.8 × 105 s−1. No C5β-OOH is observed,
presumably due to a much larger kβ of the precursor peroxyl radical arising from repulsion from the
C9β-methyl substituent.

The autoxidation of cholesterol incorporated into phosphatidylcholine liposomes gives the same
set of products that are found in solution, but the dynamics of reactions in membrane-like vesicles
have a significant effect on the product profiles observed when compared to the product distributions
found in isotropic solutions. One notable feature of cholesterol autoxidation in phosphatidylcholine
liposome is that no evidence of C5α-OOH formation was found when α-tocopherol or PMC was
incorporated into the vesicles [40]. This can be understood when consideration is given to the fact
that α-tocopherol is a much poorer H-atom donor in phospholipid bilayers (kinh= 4.7 × 103 M−1 s−1)
compared to organic solutions (kinh= 3.6 × 106 M−1 s−1) due to phenolic hydrogen bonding with the
polar headgroup of the phospholipid (see Figure 5A) [87]. Phenolic RTAs have thus been proven
to be much less effective at trapping short-lived peroxyl radicals in membrane-like vesicles than in
isotropic media, which is a conclusion that may have consequences for the ultimate success of phenolic
antioxidant therapies. In contrast to the results obtained with α-tocopherol, the use of aromatic amine
RTAs, such as phenoxazine [87], in the oxidation of cholesterol in liposomes leads to the formation
of C5α-OOH (see Figure 5B). Phenoxazine has an apparent rate constant for reactions with peroxyl
radicals in liposomes (kinh= 2.4 × 105 M−1 s−1) that is some 50 times greater than α-tocopherol, making
H-atom transfer from the amine competitive with β-fragmentation of the C5α peroxyl radical [40].

Figure 5. (A) Hydrogen bonding in membrane bilayers reduces the effect of phenolic antioxidants like
α-tocopherol. (B) Phenoxazine scavenges 5α-OOH in bilayers, while α-tocopherol does not.

In competition with H-abstraction from the allylic positions in cholesterol, peroxyl radicals add to
the C5-C6 double bond. Addition yields a short-lived alkyl radical that can undergo an intramolecular

64



Chemistry 2020, 2

homolytic substitution (SH
i) reaction on the peroxide moiety to yield an epoxide or undergo O2 addition

to produce a different chain-propagating peroxyl radical. Epoxides make up a significant fraction of
the product mixture formed in autoxidation, with the a:β epoxide ratio of ~3:1 having been found.
Epoxide formation can be eliminated by antioxidants, since the process involves an intermolecular
addition of the peroxyl radical to cholesterol. Antioxidants trap peroxyl radicals, completely suppressing
the radical addition pathway, while the formation of product hydroperoxides is reduced, but not
eliminated. Antioxidant-mediated peroxidation has been suggested to account for the differential effect
of antioxidants on epoxide and hydroperoxide products [41]. The tocopheryl radical, for example,
can mediate peroxidation by H-atom abstraction, but it cannot facilitate reactions leading to epoxides.

4. Cholesterol-Derived Electrophiles

Although epoxides are nominally electrophilic, the cholesterol 5,6-epoxide is too highly substituted
for efficient nucleophilic substitution. C5 is fully substituted and thus unreactive to bimolecular
nucleophilic substitution (SN2) and, although C6 is a tertiary center, the adjacent fully substituted C5 and
the C19β-methyl substituent hinder the addition of nucleophiles to the α-epoxide, while the adjacent
axial C-H bond at C9 hinders the addition to the β-epoxide [88]. The epoxides are, however, substrates
for hydrolase-catalyzed ring-opening hydration [89–93], as well as non-enzymatic reactions with
thiol and amine nucleophiles [89,94–101]. Dendrogenin A, the product of the enzymically-promoted
ring-opening reaction of the α-epoxide with histamine shown in Figure 6, was recently discovered in
mammalian tissues [94–101]. This sterol alkaloid has a specific potency with regards to inducing cell
differentiation at low doses, suggesting its possible existence as a cholesterol metabolite.

 
Figure 6. Epoxide formation and ring opening reactions. Intermolecular addition of a peroxyl radical
followed by intramolecular homolytic substitution (SH

i) attack of the intermediate carbon radical on
the peroxide gives an alkoxyl and the α- and β-epoxides. Oxygen addition can compete with SH

i.
Dendrogenin A is a product of histamine and the α-epoxide.

Dehydration or further oxidation of the cholesterol α- and β-stereoisomers of C4-OOH, C6-OOH,
and C7-OOH yields the corresponding ketones. Although these are α,β-unsaturated carbonyls—the
quintessential motif of Michael acceptors—studies with the most abundant of these, 7-ketocholesterol,
have indicated that it is not particularly electrophilic [102]. It remains unclear whether sufficient
levels of 4-ketocholesterol or 6-ketocholesterol are formed in vivo to be relevant. However, should
they be, they are expected to be more reactive than 7-ketocholesterol, because the β-carbons are
monosubstituted and less sterically hindered than the disubstituted and sterically-hindered β-carbon
in 7-ketocholesterol.

The fragmentation of cholesterol hydroperoxides leads to highly electrophilic aldehydic species.
Both C5α-OOH and C6β-OOH readily undergo acid-catalyzed (Hock) fragmentation [103–105] to give
the B-ring cleavage product secosterol A, and its aldolized product, secosterol B (see Figure 6) [39–41,106].
These derivatives are precisely the same compounds as those formed from the reaction of cholesterol
with ozone [70,71,74,107,108]; their character as reactive electrophiles will be subsequently discussed in
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this review. The C5α-OOH and C6β-OOH compounds are minor products in the free radical oxidation
of cholesterol compared to products formed with hydroperoxide functionality at C7, so the propensity
for Hock fragmentation and the products derived from the C7 hydroperoxides are of interest.

Recent studies showed that C7α-OOH undergoes Hock fragmentation readily, while C7β-OOH is
unreactive [40]. This rearrangement does not follow the typical Hock mechanism shown in Figure 7A;
instead, an intermediate epoxy carbocation is formed, followed by water entrapment or fragmentation,
to give an allylic epoxide that should be highly electrophilic. Indeed, under the conditions of Hock
treatment and workup in the presence of ethanol, epoxide hydrolysis and/or ethanolysis products are
observed, as shown in the figure. Presumably, amine and thiol nucleophiles would add to either the
C4 or C6 centers, opening the possibility of protein adduction from this reactive species. The C4-OOH
compound is a minor product of free radical oxidation and the identities of the products formed from
this precursor have yet to be reported. Potential pathways for the reaction of C4-OOH under Hock-like
conditions are suggested in Figure 6. The Grob-like pathway outlined in the figure would provide an
electrophilic di-carbonyl compound similar to secosterol A that would adduct to proteins in either
aldol form.

 
Figure 7. Hock fragmentation mechanisms. (A) General mechanism for the acid-promoted fragmentation
of allylic hydroperoxides. (B) Acid-catalyzed fragmentation of cholesterol hydroperoxides.
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It is noteworthy that glutathione peroxidase-4 (GPX4), which is primarily responsible for the
detoxification of lipid hydroperoxides [109], reacts with the different regio- and stereoisomers of
cholesterol hydroperoxides at different rates (i.e., 5α-OOH< 6αR-OOH≈ 7α/β7-OOH< 6β-OOH) [110].
As such, although 5α-OOH may form at a slower rate than the other regio/stereoisomers, it may
accumulate due to its slower reduction by GPX4, and fragment to afford secosterol A and B. To the best of
our knowledge, the relative reactivity of C4-OOHs as substrates for GPX4 has not yet been determined.

5. Autoxidation of 7- and 8-Dehydrocholesterols

7-DHC, the immediate biosynthetic precursor to cholesterol, is usually found in human tissues and
fluids at very low levels compared to cholesterol. The isomer 8-DHC, which has a homo-conjugated
5,8-diene [111], is found at comparably low concentrations in tissues and fluids, with an isomerase
(EBP) able to interconvert them. 7-DHC occupies a branchpoint in isoprenoid biosynthesis between
cholesterol and vitamin D3 [112]—the B-ring diene undergoing a photochemically-promoted ring
opening on the pathway to the vitamin (see Figure 8) [113,114].

 
Figure 8. 7-dehydrocholesterol (7-DHC) is a biosynthetic branchpoint between cholesterol and vitamin
D3; 7- and 8-DHC are equilibrated by an isomerase enzyme.

The autoxidation of 7- and 8-DHC has drawn increased attention in recent years [61,62], but the
susceptibility to the oxidation of ergosterol, which is a 5,7-diene analog of 7-DHC found in fungi and
protozoa, was noted over a century ago [115–117]. The 1933 publication of Meyer on ergosterol is
particularly noteworthy [117]. Three mechanisms for oxidation were suggested, with two involving
photolysis in the presence or absence of dyes that likely involve the intermediacy of singlet molecular
oxygen. A third mechanism that has all of the characteristics of a free radical chain reaction consuming
over 2 moles of oxygen per ergosterol, is promoted by heme in the dark and is diminished if ergosterol
is carefully purified, thus removing peroxides that could initiate autoxidation.

Nearly 50 years after Meyer, the enhanced susceptibility of 7-DHC to oxidation was noted in studies
of its free radical co-oxidation in liposomes made up of unsaturated linoleate phospholipids [118].
Linoleate gives trans-cis and trans-trans conjugated dienes under conditions of free radical chain
oxidation and the ratio of these products was found to reflect the H-donor character of the medium
undergoing oxidation (see Figure 9) [119]. The oxidation of liposomes of phospholipids bearing a
linoleate and a palmitate on the glyceryl headgroup, for example, gave linoleate conjugated diene
products at a trans-cis/trans-trans ratio of 0.69, but if the liposomes were made up as a mixture of
0.7 moles of the linoleate phospholipid to 0.3 moles of 7-DHC, the trans-cis/trans-trans ratio determined
was nearly 3.0. In the presence of good H-atom donors, more trans-cis products were formed, and in
the absence of H-atom donors, more trans-trans products were found.
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Figure 9. Linoleate oxidation mechanism and basis of a free radical clock for determining the
propagation rate constant kp for the autoxidation of any Ri-H.

The linoleate mechanism describes a unimolecular process—the loss of oxygen from the trans-cis
peroxyl (kβ) in competition with bimolecular H-atom transfer from Ri-H to a peroxyl radical that
occurs with rate constant kp. This kinetic competition is the basis for a radical clock approach to
determine propagation rate constants for the autoxidation of a number of small molecules, fatty esters,
and sterols [61,83,120]. The rate constant originally determined in benzene at 37 ◦C for cholesterol by the
clock method was 11 M−1 s−1, and a more recent value of 8.4 M−1 s−1 confirms that cholesterol is roughly
10-times more reactive than oleic acid [40]. These rate constants represent the sum of the values for
H-atom transfer from C-7 and C-4 of the molecule, although, since C7-derived products dominate HAT,
from C7, it is presumably much faster than from C4, as predicted by computations. For comparison, the
kp of 7-DHC was found to be ca. 2260 M−1 s−1, some 200 times the cholesterol value. Indeed, 7-DHC
has the largest rate constant for free radical propagation found to date for a lipid molecule. The values
of kp determined for other lipids of interest were 197 M−1 s−1 for arachidonate and 960 M−1 s−1 for
8-DHC [121]. The kinetics of the autoxidation of linoleate phospholipid liposomes has also been
examined and the relative reactivity of lipids studied in isotropic media is mirrored in liposomal
bilayers, with 7-DHC having the greatest effect on the linoleate hydroperoxide trans-cis/trans-trans
product ratio of any oxidizable co-substrate [61].

Studies on the products formed from the autoxidation of 7-DHC suggest that it is reactive as
both an H-atom donor and a peroxyl radical addition acceptor [29,61,67]. Based on product and
mechanistic studies, the high reactivity of 7-DHC was rationalized by the planarity of the conjugated
system, the perfectly aligned allylic C-H bonds at C9 and C14 for hydrogen abstraction, the highly
substituted pentadienyl radical after H-atom removal, and the formation of a stabilized allylic radical
after peroxyl radical addition. Therefore, both H-atom transfer (loss of the H-atom at C9 or C14) and
peroxyl radical addition (to the conjugated diene) contributes to the free radical oxidation of 7-DHC
(Figure 10). The loss of H-9 from 7-DHC (or H-7 from 8-DHC) leads to a pentadienyl radical in ring-B,
which then undergoes oxygen addition [122] and a series of intramolecular radical rearrangements to
give a number of oxysterol products, including compounds 1 (5α,6α-epoxycholest-7-en-3β,9α- diol
or 9-OH-7DHCep), 2a (5,9-endoperoxy-cholest-7-en-3β,6α(β)-diol or EPCD-a), 2b (EPCD-b), and 3

(5α,9α-Epidioxy-8α,14α-epoxycholesta-6-en-3β-ol or EnPep). The loss of H-14 leads to a pentadienyl
radical across rings B and C and eventually to compounds 3 and 4, as major products. On the other
hand, peroxyl radical addition to 7-DHC results in the formation of 7-DHC 5α,6α-epoxide (7DHCep).
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α α

Figure 10. Mechanisms of the formation of 7-DHC-derived oxysterols in solution (A,B) and in biological
systems (C). (A) Primary pathways of 7-DHC autoxidation in organic solution at 37 ◦C; (B) 7-DHC
autoxidation in the presence of α-tocopherol (only loss of the H-9 pathway is shown); (C) metabolism of
primary 7-DHC oxysterols in cells. Compounds highlighted in the rectangle are potential electrophiles.

As was the case for cholesterol, when the oxidation of 7-DHC was carried out in the
presence of tocopherol, the peroxyl radical addition pathway was completely suppressed while
other oxidation products were still observed, most likely by tocopheryl-mediated H-atom
transfer. The abstraction of H-9 leads to the formation of a number of oxysterols containing the
enone moiety, including 3β,5α,9α-trihydroxycholest-7-en-6-one (THCEO), 3β,5α-dihydroxycholesta-
7,9(11)-dien-6-one (DHCDO), and 7-keto-8-dehydrocholesterol (7-keto-8-DHC), and the H-14 pathway
gives peroxyl radicals that lead to simple dienol products (not shown) [121]. It should be noted that
compounds 1–4 have not been observed in cell and animal models of SLOS, but metabolites of 1,
2a, and 2b, including THCEO and DHCDO, have been observed in vivo along with 7-keto-8-DHC.
Furthermore, a metabolite of 7DHCep, 3β,5α-dihydroxycholest-7-en-6-one(DHCEO), has been observed
at high levels in cell and animal models of SLOS, particularly in fibroblasts and mice brains [68,123].
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The observation of DHCEO is interesting because it suggests that the level and distribution of
α-tocopherol in vivo is not sufficient to completely suppress the peroxyl radical addition pathway.

6. 7- and 8-Dehydrocholesterol-Derived Electrophiles

The oxysterols 1 and 7DHCep derived from 7- and 8-DHC oxidation are excellent electrophiles
based on the presence of their substructure allylic epoxide moiety, while DHCEO, THCEO, and DHCDO
may also be electrophiles due to their α,β-unsaturated enone. Indeed, evidence will be presented in
a subsequent section of this review that 7DHCep or 7-DHC readily adduct proteins. Compound 1

appears to be as reactive as 7DHCep toward nucleophilic adduction, while the enone-containing
oxysterols, DHCEO and THCEO, are hindered toward Michael addition due to the γ-alkyl substituents
and the axial C-H or C-OH bonds at C9 and C14, while such addition for DHCDO is less hindered and
a likely Michael acceptor. Although all of these enone moieties can potentially form imine adducts
with protein lysine residues, this reactivity typically requires acid catalysis and is reversible.

7-DHC-derived oxysterols exert varied cytotoxicity in vitro that is dependent on their specific
structures. Specifically, oxysterols EPCD-a and -b are toxic in Neuro2a cells and retina-derived cell
lines, with EnPep and DHCEO showing a lower toxicity in these cells [124,125]. Among all of the
cells tested, primary neurons appear to be the most susceptible to oxysterol exposure, with an IC50 of
approximately 0.75 μM for DHCEO—the most abundant autoxidation-derived oxysterol observed in
the brain of SLOS rodent models. Interestingly, at a physiological concentration (5 μM) [63], DHCEO
accelerates the formation of neuronal processes from primary neurons, such as dendrites [68]. On the
other hand, the electrophilic 9-OH-7DHCep (compound 1) did not display any toxicity to Neuro2a
cells, indicating that electrophilicity may not be the most important determinant of cytotoxicity [124].
Cytotoxicity of the precursor of DHCEO, 7DHCep, has not been examined, but a large number of
protein adducts with this oxysterol have been reported in Dhcr7-knock down Neuro2a cells [69].

It is interesting to note that the concentrations of DHCEO in the brain of SLOS rodent models are
much higher than those in the matching liver and retina. For example, in AY9944-treated rats, even
after normalization by the levels of 7-DHC (DHCEO/7-DHC), the amount of DHCEO observed in the
brain is 2.7-fold of that in the liver and 11-fold of that in the retina. We speculate that several factors
could account for such tissue-specific variation. The metabolism of 7DHCep may be tissue-specific,
as the ring-opening of the epoxide is likely an enzymatic process based on the precedent of the soluble
cholesterol 5,6-epoxide hydrolase (ChEH) [126] More recently, ChEH was identified as a hetero-oligomer
of the cholesterol biosynthesis enzymes DHCR7 and 3β-hydroxysterol-Δ8-Δ7- isomerase (EBP), and the
same hetero-oligomer also serves as the antiestrogen binding site (AEBS) [89]. No study has been
carried out to determine if 7-DHCep can be a substrate of ChEH, but an earlier report concluded that
7-DHC 5β,6β-epoxide can serve as a mechanism-based inhibitor of rat microsomal ChEH via covalent
modification of the active site by the reaction intermediate [91]. 7DHCep (epoxide on the α-face of
the sterol ring) was not tested in that study, but the stereochemistry of the C5-hydroxyl group of the
cationic intermediate resulting from α- or β-epoxide could potentially lead to different fates of this
intermediate, i.e., covalent modification of the enzyme active site vs. nucleophilic attack by water to
give the diol on C5 and C6.

It should also be noted that the amount of DHCEO is likely dependent on the extent of reactions
between 7DHCep and nucleophiles in a particular tissue. Therefore, nucleophiles could be protein
residues or glutathione (GSH), which is an abundant nucleophile in some tissues. The more adduction
of 7DHCep that occurs in any organ, the less DHCEO that is found in that tissue. GSH conjugation with
electrophiles is normally catalyzed by glutathione S-transferases (GST) [127]. Indeed, a rat microsomal
GST (isoform B, which is equivalent to GST A1 in current nomenclature) has been found to catalyze
the conjugation between cholesterol 5α,6α-epoxide and GSH [93,128].

It is known that the human liver contains much higher (2.6-fold) levels of various isoforms of
GSTs (with A1 as the predominant isoform), than those in the human brain (with P1 being the major
isoform, followed by M3 and M2) [127], which indicates that 7DHCep could be more readily detoxified
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in the liver than in the brain. The levels of GSTs in the human retina have not been reported, but
the GST isoform M1 is expressed at the highest level in photoreceptor cells in the rat retina, where
most of the degeneration occurs in the AY9944-rat model, followed by isoforms A4 and P1. Therefore,
the variation in the level of DHCEO could arise from the different expression patterns and levels of
GST isoforms in each tissue.

Although the level of DHCEO in the retina is low and other 7-DHC autoxidation-derived
oxysterols were not observed, retinal degeneration and increased lipid peroxidation are hallmarks
of the AY9944-rat model of SLOS, suggesting that the protein adduction of electrophilic oxysterols
could be a significant factor contributing to the retinal pathophysiology. Indeed, in a recent pre-clinical
therapeutic study using the AY9944-rat model, a combination of cholesterol and antioxidant (vitamin
E, vitamin C, and selenite) completely prevented retinal degeneration in this model, while cholesterol
supplementation alone only partially prevented this phenotype [129]. An analysis of protein-oxysterol
adducts with and without antioxidant treatment has not been accomplished due to current limitations
in antibody availability and in vivo pull-down methodology, but such a study would presumably reveal
whether protein adduction is indeed underlying the retinal degeneration pathobiology. On the other
hand, protein adducts with lipid electrophiles, particularly 4-HNE, have been found to be significantly
(9-fold) higher in the retinas of AY9944-treated rats than in matching controls [130], supporting the
general elevation of lipid peroxidation and protein-lipid electrophile adducts in this SLOS model.

7. Protein Adduction of Lipid-Derived Electrophiles

7.1. PUFA-Derived Protein Adducts

The formation of protein adducts with fatty acid-derived electrophiles has been the subject
of extensive investigations, with 4-HNE (Figure 11) [48,131]—the electrophile generated from
the peroxidation of ω-6 fatty acids [132–135]—being a principal focus of interest [49,132–138].
Michael addition of protein cysteines, lysines, or histidines is the most common means of protein
covalent attachment to 4-HNE. Lysine also undergoes reversible imine formation that may lead to
cyclodehydration with the irreversible formation of a pyrrole protein adduct. Strategies have been
developed to isolate and identify protein adducts from PUFA-derived electrophiles [55–57,139–145]
and excellent reviews of these topics have been published [57,146,147].

Figure 11. Mechanisms of 4-hydroxy-2-nonenal (4-HNE) protein adduction. Michael-lactol and
imine-pyrrole formation.

7.2. Cholesterol-Derived Protein Adducts

In contrast to the extensive effort to characterize protein modification by 4-HNE and other
PUFA-derived species, protein adduction by sterol-derived electrophiles has received much less
attention. The reports of Wentworth, Kelly, and collaborators [11,60,148–151] suggested that secosterol
electrophiles are present in human atherosclerotic and neurodegenerative tissue, stimulating interest in
the field, and subsequent studies showed that protein misfolding is a consequence of protein adduction.

The structural elucidation of protein adducts formed from cholesterol-derived electrophiles has
been a topic of extensive research in recent years. While the secosterols have been of particular interest,
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it should be noted that other cholesterol-derived electrophiles have the same mass as the secosterols
(see Figure 7), making the unambiguous structural assignment of adducts found in vivo difficult.
For secosterols A and B, the assignment of the structure is further complicated by the fact that these
two electrophiles are present in an aldol-retroaldol equilibrium.

Both secosterol A and B have a free aldehyde that can react with protein lysines (see Figure 12),
causing some ambiguity about the nature of the adduct or adduct mixture formed. Reversible
imine formation is the presumed initial step of adduction and in most studies of secosterol-protein
reactions, imine reduction with borohydride or cyanoborohydride has been used to stabilize the adduct.
This reduction strategy is required to “fix” the secosterol-protein covalent bond, since imine bond
formation is reversible. The basic conditions of reduction likely minimize this problem; nevertheless,
it should not be overlooked. It is also worth emphasizing that the mixture formed after imine reduction
is only a close approximation of the authentic adducts formed in a biological setting, with the difference
being a labile imine bond for adducts in cells or tissues and a stable sterol protein amine bond after
reduction and isolation.

Figure 12. Mechanisms of secosterol-protein reactions resulting in imine reduction to stabilize adducts.

As an example of an important early study of oxysterol conjugates of Alzheimer’s amyloid
Aβ-peptides, Usui et. al. used solid phase synthesis to prepare secosterol adducts of specific Aβ

peptide lysines, as well as the conjugate of the peptide terminal Asp amine [10]. Reduction of the
imine A/B mixture with cyanoborohydride was used to fix the secosterol conjugates at Lys-16 and
Lys-28, as well as the N-terminal Asp-1 amine of the Aβ peptide. It is of interest that the secosterol
conjugates at Lys-16 and Lys-28 significantly increased the kinetics of Aβ peptide aggregation, while
the terminal amine Asp-1 adduct had no measurable effect on the process. The aggregates formed
from the Lys-16 secosterol A/B adducts were also found to be highly toxic to cultured cortical neurons.

In a detailed study of adduction, Windsor et. al. reported on the reactions of a mixture of secosterol
A/B with amino acids, peptides, and isolated proteins [102]. The reaction of secosterol A with lysine
under mild conditions (pH 7.4 buffer) gave multiple products, including m/z = lysine + secosterol A/B,
lysine + secosterol A/B-H2O, and lysine + secosterol A/B-2H2O. Dehydration apparently competes
with the aldol cyclization of secosterol A, affording multiple electrophilic species that can react with
lysine from the single secosterol A precursor, as shown in Figure 13. Two of the dehydration products
have structures that make them likely Michael acceptors and thus capable of adduction with cysteines
and histidines and, indeed, histidine adducts are formed when either secosterol A or B is reacted with
the model peptide Ac-Ala-Val-Ala-Gly-His-Ala-Gly-Ala-Arg.

72



Chemistry 2020, 2

Figure 13. Dehydration of secosterols gives a complex mixture of electrophiles, including two
Michael acceptors.

The exposure of cytochrome c to secosterol A gave evidence of significant adduction, as measured
by MALDI-TOF MS analysis of the product mixture, which showed the addition of up to five secosterols
to the protein [152]. Following borohydride reduction to fix lysine-derived imines, tryptic digestion
and a proteomics assay of the major peptides indicated the presence of both lysine imine and histidine
Michael adducts.

Tryptic peptides of lysine-secosterol adducts undergo characteristic mass fragmentations that
have proved useful in determining the specific site of secosterol adduction. This was demonstrated
in reactions of secosterol A or B with the model peptide Ac-Ala-Val-Ala-Gly-Lys-Ala-Gly-Ala-Arg
and is shown in Figure 14, where the neutral loss of a sterol fragment gives the peptide + 12 Da at
the site of lysine modification. Subsequent fragmentation of the +12 Da ion gives b and y ions that
indicate the site of the modified lysine on the tryptic peptide, making identification of the protein
adduct straightforward.

Figure 14. Neutral loss of a sterol fragment gives the tryptic peptide with +12 Da at the modified lysine.

Histidine adducts having m/z = peptide + (secosterol A-2H2O) at His-33 were found when
cytochrome c was reacted with secosterol A in pH 7.4 buffer. This His-33 residue has also been found
to be a major site for adduction with the electrophile 4-HNE. Genaro-Mattos et al. reported that when
cytochrome c-secosterol A exposure was carried out with micellar SDS present, the major adduct
formed was at Lys-22, rather than His-33, which is a result that emphasizes the importance of the
protein tertiary structure and nucleophile access [152].

8. Alkynyl-Sterol Probes

The development of bio-orthogonal reagents and their use in probing mechanistic pathways
and metabolism have seen widespread application in recent years. Sharpless–Huisgen or “click”
cycloaddition [153,154] (see Figure 15A), has been applied in a variety of settings to monitor cellular
processes and the application of this strategy in studies of electrophile-protein adduction has been
particularly useful. Alkynyl versions of PUFAs and their derived electrophiles, including 4-HNE,
have been prepared and their use as surrogates for endogenous species has been employed for over
a decade [55–57,139–145]. The synthesis and study of alkynyl surrogates of sterols (see Figure 15B),
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and their derived electrophiles, have occurred more recently, but the sterol compounds have a utility
comparable to those in PUFA series.

Figure 15. (A) Click cycloaddition of an alkynyl lipid and an azide “Tag”. (B) Illustrative alkynyl lipids
or lipid electrophiles. (C) Products of adduction of alkynyl-secosterol A (a-seco A) with human serum
albumin (HSA) in pH 7.4 buffer, followed by “click” cyclo-addition with an azido-biotin. Gel visualized
with a streptavidin fluorophore. (D) Protein-lipid adducts of Neuro2a cells treated with 20 μM of
cholesterol, a-Chol, a-7-DHC, and a-DHCEp for 24 h.

Figure 15C shows an SDS gel for the lipid-adducted protein products that are formed from the
reaction of human serum albumin (HSA) with alkynyl-secosterol A (a-seco A) at concentrations from 5
to 100 μM. After borohydride reduction to fix any adducts, Sharpless–Huisgen cycloaddition (click
reaction) was carried out on the protein extracts, with the azide (shown in the figure) having an
ethylene glycol linked to biotin. Gel electrophoresis of the protein product (western blotting using the
streptavidin-AlexaFluor 680 conjugate) showed that a-seco A forms adducts with HSA, with protein
aggregates being one consequence of adduction. The nature of the protein aggregates has not been
established, but it is worth noting that the secosterol A and B dehydration product (secosterol – 2 H2O)
could serve as a protein crosslinking agent, since it is both a Michael acceptor and an imine precursor.

Figure 15D shows a western blot comparison of the proteome modification by alkynyl sterols
obtained from protein extracts of Neuro2a cells that were treated with 20 μM of either cholesterol
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(as a control), a-Chol, a-7-DHC, or a-DHCEp for 24 h. Proteins adducted with alkynyl lipids were
ligated with biotin via a click reaction and adduction was determined as in Figure 15C. As shown in
Figure 15D, a-Chol gives only background levels of adduction, with a blot intensity comparable to
the cholesterol control. In contrast, both a-7-DHC and a-DHCEp show substantial levels of protein
adduction covering a range of protein molecular weights. Since a-DHCEp is a reactive electrophile,
the observation of significant protein adduction with this oxysterol is not surprising, but a-7-DHC is
not itself an electrophile. The results obtained with this sterol imply that a significant conversion of
a-7-DHC to alkynyl electrophilic species occurs over the course of the exposure, generating protein
adducts in situ. This conclusion is consistent with the fact that 7-DHC is extremely vulnerable to free
radical peroxidation, with electrophiles like 7-DHCEp being formed in the process.

Miyamoto and collaborators recently reported that Cu, Zn superoxide dismutase (SOD1) formed
high molecular weight aggregates when the apo-enzyme was exposed to either seco A or seco B [155].
This observation is of interest since the accumulation of SOD1 aggregates has been associated with the
development of familial amyotrophic lateral sclerosis ALS [12,156]. MALDI-TOF MS analysis showed
that seco A and seco B react at multiple lysine sites on SOD1 with as many as five secosterols attached
to the protein. The application of click methods similar to those described above for cytochrome
c revealed that SOD1-secosterol adducts were primarily associated with high molecular weight
aggregates. Therefore, click ligation of the secosterol-SOD1 product mixtures to a fluorophore and an
SDS gel showed that the highest level of protein adduction was in the high molecular weight region
of the gel. The protein adduction of highly hydrophobic sterol electrophiles will affect the protein
structure, and it was suggested that protein aggregation is initiated by hydrophobic-hydrophobic
interactions of sterol adducts. When SOD1 was exposed to a-4-HNE, dimers, trimers, and multimers
were formed, but there was no evidence of very high molecular weight aggregates from this less
hydrophobic electrophile.

Speen et al. recently reported on the use of alkynyl sterols and secosterols to study protein adduction
in human epithelial cells [157]. Cultured cells were exposed to alkynyl seco A or B and, after reduction
with sodium borohydride, cellular proteins were treated with a biotin azide (photo-azide), as shown
in Figure 16A. The specially designed photo-azide had a photo-cleavable linker insert between the
azide and biotin functional groups so that the “catch and photo-release” sequence shown in Figure 16B
could be applied. In the experiment, the mixture of un-modified proteins and biotinylated adducts
was treated with a slurry of streptavidin beads, binding the adducted proteins to the beads and, after
the unmodified proteins were removed from the beads by filtration, the protein adducts were released
by photolysis and eluted from the beads. SDS gels of the protein input to the streptavidin beads and
the photo-released (eluted) protein adducts are shown for the treated (exposure) and control cells in
Figure 16C. The blue gels on the left of the figure show that photolysis of the beads released adducts with
a range of molecular weights in the eluted/exposure lane. Adducts of specific proteins can be identified
if selective antibodies for a protein are available, as shown in Figure 16C for the chaperone protein
HSP90, which is an important therapeutic target for the treatment of a variety of cancers dependent on
the chaperone-mediated stabilization of oncogenic proteins [158,159]. Levels of this protein input to the
streptavidin beads were comparable for the control and treated cells, but no HSP90 was found in the
photo-release fraction from the control cells, while this protein was evident in the release fraction of the
treated cells, confirming that HSP90 is adducted by seco A/B in epithelial cells. In the same way, the liver
X receptors LXRα and LXRβ were identified as targets for seco A/B adduction, as was the peroxisome
proliferator-activated receptor PPAR.
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Figure 16. (A) Work-flow for the treatment of epithelial cells with a-seco A. (B) a-seco A adducted
proteins were pulled-down on streptavidin beads. Beads were washed and adducted proteins
photo-released (hv eluted). (C) SDS gels of control and a-seco A-treated cells were input to streptavidin
beads and photo-released from the beads. Total adducted proteins are shown in blue, and HSP90
adducted proteins are presented in black and white. (D) Epithelial cells treated with a-Chol under air
or ozone. Total protein adduct detected with anti-biotin fluorophore. (E) Pull-down on streptavidin
beads and photo-release shows HSP90 adduction with a-Chol under air or ozone.

Figure 16D,E show the results of an experiment in which a-Chol was incorporated into epithelial
cells, followed by exposure of those cells to ozone. This experiment parallels the seco A/B study
described above, but in this case, the electrophiles that formed adducts were generated in situ. Overall
protein adduction from cellular treatment with a-Chol and ozone is shown in Figure 16D and the
adduction of HSP90 by this same combination treatment is demonstrated in Figure 16E.

The photo-azide strategy for adduct pull-down and photo-release was also used to define the
adductome for 7-DHC-derived electrophiles in Neuro2a cells (see Figure 17) [160]. In this study,
Neuro2a and dhcr7-deficient Neuro2a cells were incubated with alkynyl lanosterol (a-Lan) for 24 h
and the alkynyl sterols present in the cells were assayed by HPLC-MS. In Neuro2a cells, most of the
a-Lan was converted into a-Chol, demonstrating that the biosynthetic apparatus tolerated the alkynyl
modification in the tail of the sterol. The same experiment carried out in dhcr7-deficient Neuro2a cells
gave a-7-DHC as the major product, since the critical enzyme that carries out the last step in cholesterol
biosynthesis is missing in these cells.

76



Chemistry 2020, 2

Figure 17. (A) Alkynyl sterols are viable surrogates for endogenous sterols in cell culture.
Alkynyl lanosterol (a-Lan) undergoes multiple biosynthetic steps to give a-Chol in Neuro2a.
In dhcr7-deficient Neuro2a, the biosynthesis is terminated at a-7-DHC. (B) dhcr7-deficient Neuro2a
cells were treated with either a-Lan or a-7-DHC. Adducted proteins were pulled-down on streptavidin
beads. Beads were washed and adducted proteins photo-released (hv eluted). SDS gels of control,
a-Lan-treated, and a-7-DHC-treated cells were input to streptavidin beads and photo-released
from the beads. Total adducted proteins, shown in blue, were subjected to proteomics assays.
(C) a-7-DHC-derived electrophiles adducted nearly 800 proteins, whilst a-Lan-derived electrophiles
adducted only 457 proteins, and 423 proteins were common to adduction by both a-Lan- and
a-7-DHC-derived electrophiles.

9. Questions and Prospects

HPLC-MS has been particularly helpful in defining mechanistic pathways and providing product
profiles for the oxidation of cholesterol, 7-DHC, and other sterols. Product mixtures from radical chain
processes are particularly complex, with recent reports expanding the sets of known electrophilic
compounds. Cellular protein adduction by specific sterol-derived electrophiles has also been established,
as have methods to identify the adductomes of various sterol-derived electrophiles. Indeed, oxysterol
protein adduction appears to be a common outcome of many cellular oxidative exposures. Therefore,
pieces of the puzzle linking oxidative stress exposure with electrophile formation and protein adduction
are in place, but the picture remains blurry. In the simplest example, it was established that cholesterol
reacts with ozone to yield electrophilic secosterols and that cellular exposure to secosterols gives
protein adducts. The evidence that cellular ozone exposures leads to secosterol protein adducts has not
yet been confirmed by a proteomics analysis from in vivo exposures. Radical chain oxidation provides
an even more circumstantial picture, with the nature of the active electrophilic species in doubt for the
radical chain-promoted oxidation of both cholesterol and 7-DHC.

In spite of the lack of detail outlined above, it seems highly likely that sterol-protein adduct
formation occurs, raising general questions about the consequences of and control mechanisms for the
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process. The inhibition of oxidation serves as a control mechanism against adduct formation, with
natural antioxidants forming a primary line of defense. If no electrophiles are generated, no adducts
will be formed.

The disposal of protein adducts once formed would also appear to be a plausible defense
mechanism. A 300 m/z hydrophobic sterol mass decorating any protein would be a significant structural
perturbation and it seems likely that mechanisms exist to repair adducts and recover the native
protein. In this regard, it seems worth mentioning that protein adduction should be reversible for
many electrophiles. Secosterol adduction occurs by initial imine formation, which is a process that is
chemically reversible. The reversible nature of adduct formation opens the possibility of an equilibrium
distribution of a given secosterol among a set of available proteins in the locus of electrophile generation.
Given this dynamic, it seems reasonable to speculate that a mechanism exists for the equilibration of a
hydrophobic adduct from protein to protein, until a sink is found for disposal. We note that this idea is
speculative and while it is conceptually pleasing, no evidence to support this suggestion has, to our
knowledge, been presented.

Reversible electrophile-protein adduction, which can be considered a type of post-translational
modification, can also serve as a signaling mechanism, because many of the protein targets of lipid
electrophiles are involved in stress and inflammatory responses, such as Keap1/Nrf2, HSF1, PPARγ,
and NF-κB [161]. Therefore, a small amount of electrophilic adduction likely serves as a protective
mechanism in response to elevated oxidative stress. However, it remains to be elucidated whether
sterol-derived electrophiles can also play the same roles in inducing protective cellular responses.

Given the recent recognition that the accumulation of phospholipid hydroperoxides drives the
oxidative cell death modality now known as ferroptosis, it is compelling to suggest that sterol oxidation
may contribute to either the initiation or execution of this process. As far as we are aware, all attention
to date has been focused on (phospho)lipids. However, given the abundance of cholesterol and the
integral structural role it plays in the lipid bilayers that are compromised during ferroptotic cell death,
sterol oxidation and the products derived therefrom may be (the) key players. Along these lines,
Birsoy and co-workers recently reported that cells devoid of squalene monooxygenase activity and
that accumulate squalene at the expense of cholesterol are resistant to ferroptosis [162].

Many questions remain, but research on sterol peroxidation and sterol-derived electrophiles
has advanced rapidly in recent years, with many tools now available to allow progress in the field.
It seems likely that the links between oxidative stress, oxidizable sterols, oxysterol electrophiles, and the
lipid-protein adductome will provide a fertile ground for exploration for years to come.
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Abstract: Pyrimidine cyclobutane dimers are hazardous DNA lesions formed upon exposure of DNA
to UV light, which can be repaired through oxidative electron transfer (ET). Laser flash photolysis
and computational studies were performed to explore the role of configuration and constitution at the
cyclobutane ring on the oxidative repair process, using the nitrate radical (NO3

•) as oxidant. The rate
coefficients of 8–280 × 107 M−1 s−1 in acetonitrile revealed a very high reactivity of the cyclobutane
dimers of N,N’-dimethylated uracil (DMU), thymine (DMT), and 6-methyluracil (DMU6-Me) towards
NO3

•, which likely proceeds via ET at N(1) as a major pathway. The overall rate of NO3
• consumption

was determined by (i) the redox potential, which was lower for the syn- than for the anti-configured
dimers, and (ii) the accessibility of the reaction site for NO3

•. In the trans dimers, both N(1) atoms
could be approached from above and below the molecular plane, whereas in the cis dimers, only the
convex side was readily accessible for NO3

•. The higher reactivity of the DMT dimers compared
with isomeric DMU dimers was due to the electron-donating methyl groups on the cyclobutane ring,
which increased their susceptibility to oxidation. On the other hand, the approach of NO3

• to the
dimers of DMU6-Me was hindered by the methyl substituents adjacent to N(1), making these dimers
the least reactive in this series.

Keywords: pyrimidine cyclobutane dimers; nitrate radicals; kinetic studies; DFT calculations;
oxidation

1. Introduction

Exposure to UV light from the sun (λ = 180–400 nm) causes hazardous DNA lesions in the human
body, which can lead to melanoma, basal cell, and squamous cell skin cancer [1]. The primary photo
adducts implicated in skin cancer are pyrimidine cyclobutane dimers, which are formed through [2 + 2]
cycloaddition between adjacent thymine nucleobases in the same oligonucleotide strand (Scheme 1,
path A). A minor pathway (ca. 25%) proceeds through [2 + 2] photocycloaddition between the alkene
and carbonyl moiety to give an oxetane intermediate that undergoes ring-opening to the 6–4 adduct
(Scheme 1, path B) [2]. Cytosine forms the same type of dimers as thymine, but deamination occurs within
only a few hours to yield the highly mutagenic uracil dimer (not shown) [3]. In general, pyrimidine
cyclobutane dimers can exist in four isomeric structures with head-to-head (syn, s), head-to-tail (anti, a),
as well as cis (c) and trans (t) configuration at the cyclobutane ring. However, because of geometrical
constraints, only the cis,syn dimer is formed in DNA [4]. Such pyrimidine dimers can prevent DNA
polymerases from transcribing DNA, thereby promoting the accumulation of errors [5].

Chemistry 2020, 2, 453–469; doi:10.3390/chemistry2020027 www.mdpi.com/journal/chemistry87
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cis syn

Scheme 1. Light-induced dimerization of pyrimidines. The deoxyribose phosphate backbone of DNA
is abbreviated as Rb; thymine (R =Me), uracil (R = H).

The endogenous repair mechanism of damaged DNA nucleotides in placental mammals involves
excision and replacement of the affected base or strand cluster that is orchestrated by a large system of
reparative enzymes [6,7]. Other species, such as plants or fish, employ the enzyme photolyase and
its reducing cofactor FADH (reduced flavine adenine dinucleotide) to repair dimer lesions through a
reductive one-electron transfer (ET) process [8,9].

In addition to repair by excision or enzymatic reduction, pyrimidine cyclobutane dimers can also
be oxidatively cleaved into their monomers, for example, by oxidizing radicals and radical ions [10].
Heelis et al. showed that the reaction of the thymine cyclobutane dimer with sulfate radical anions
(SO4

•−) or hydroxyl radicals (•OH, this radical is commonly formed in vivo and can lead to oxidative
damage in biomolecules [11]) led to the recovery of the monomeric pyrimidine and suggested a
mechanism initiated by the abstraction of a hydrogen atom at C(6) (see below) [12]. In experiments
involving the cis,syn-configured N,N’-dimethyluracil cyclobutane dimer (c,s-DMU<>DMU), Yan et al.
showed that oxidative repair and formation of N,N’-dimethyluracil (DMU) occurred by reaction with
•OH (possibly through initial hydrogen abstraction) and bromide radical anions (Br2

•−, presumably
through initial oxidation) but not with the azide radical (N3

•) [13], which could be due to the only
moderately high oxidizing ability of this radical (E0 (N3

•/N3
−) = 1.35 V vs. NHE [14])). Comparable

results were obtained by Ito et al., who found in the reaction of the C(5)–C(5′) linked thymine dimer
with •OH, SO4

•− and N3
• that repair only occurred in the case of the former two radicals [15].

In previous published and unpublished work, we performed product studies of the oxidative
repair of pyrimidine cyclobutane dimers by nitrate radicals (NO3

•), which are important oxidants in the
nighttime troposphere. NO3

• was generated through photo-induced ET from cerium(IV) ammonium
nitrate (CAN) at λ = 350 nm in acetonitrile in the presence of various stereoisomeric N,N’-dimethylated
cyclobutane dimers of uracil (DMU), thymine (DMT), and the unnatural pyrimidine 6-methyl uracil
(DMU6-Me), according to Reaction (1) [16,17]:

(NH4)2Ce(NO3)6 + hν (350 nm)→ NO3
• + (NH4)2Ce(NO3)5 (1)

Table 1 shows the major products formed after a reaction time of two hours with a reactant ratio
of [dimer]:[CAN] = 5. The data were obtained by gas chromatographic (GC) analysis of the reaction
mixture from the relative peak areas [17] and, therefore, provided only a qualitative picture. In the
case of c,s-DMU<>DMU, the major products were the monomer DMU and the partially cleaved
dimer 1, whereas only small amounts of the intact dimer remained (entry 1). Cyclobutane cleavage
was considerably less efficient with t,s-DMU<>DMU, where mainly 1 and smaller amounts of DMU
were obtained (entry 2). Likewise, repair of c,a-DMU<>DMU, t,a-DMU<>DMU, c,s-DMT<>DMT,
and c,a-DMT<>DMT was also incomplete with c,a-DMT<>DMT being the least efficiently cleaved
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dimer under these conditions (entries 3–6). Repair of the cis,syn configured dimer of DMU6-Me, on the
other hand, appeared to be more efficient with only 22% of c,s-DMU6-Me<>DMU6-Me still present after
the reaction (entry 7).

Table 1. Product and competition studies of the reaction of NO3
• with isomeric pyrimidine cyclobutane

dimers of DMU, DMT, and DMU6-Me.1

 

c s
c s
c s

t s  c a
 c a

t a

Entry Dimer(s) 1 E0 2 Products 3

Product Studies 4

1 5 c,s-DMU<>DMU 1.825 c,s-DMU<>DMU (7%),
DMU (50%), 1 (33%)

2 5 t,s-DMU<>DMU 1.850 t,s-DMU<>DMU (37%),
DMU (14%), 1 (35%)

3 5 c,a-DMU<>DMU ≈2.195 c,a-DMU<>DMU (39%),
DMU (33%)

4 5 t,a-DMU<>DMU t,a-DMU<>DMU (30%),
DMU (34%)

5 c,s-DMT<>DMT 1.815 c,s-DMT<>DMT (48%),
DMT (48%)

6 c,a-DMT<>DMT c,a-DMT<>DMT (58%),
DMT (25%)

7 c,s-DMU6-Me<>DMU6-Me c,s-DMU6-Me<>DMU6-Me

(22%), DMU6-Me (73%)

Competition Studies 6

8 c,s-DMU<>DMU +
t,s-DMU<>DMU

c,s-DMU<>DMU (76%),
t,s-DMU<>DMU (24%)

9 c,a-DMU<>DMU +
t,a-DMU<>DMU

c,a-DMU<>DMU (60%),
t,a-DMU<>DMU (40%)

10 c,s-DMT<>DMT +
c,a-DMT<>DMT

c,s-DMT<>DMT (19%),
c,a-DMT<>DMT (81%)

11 c,s-DMU<>DMU +
c,s-DMT<>DMT

c,s-DMU<>DMU (29%),
c,s-DMT<>DMT (71%)

12 c,s-DMU<>DMU +
c,s- DMU6-Me<>DMU6-Me

c,s-DMU<>DMU (8%), c,s-
DMU6-Me<>DMU6-Me (92%)

13 c,s-DMT<>DMT +
c,s- DMU6-Me<>DMU6-Me

c,s-DMT<>DMT (31%), c,s-
DMU6-Me<>DMU6-Me (69%)

1 DMU = 1,3-dimethyluracil, DMT = 1,3-dimethylthymine, DMU6-Me = 1,3,6-trimethyluracil; c = cis, t = trans, s = syn,
a = anti, 2 E0(dimer•+/dimer) in V vs. SCE (in MeCN; error ±0.025 V) determined by cyclic voltammetry [18]. 3 GC
analysis, relative peak area of unreacted dimer and major products (>10%). 4 Reaction time 2 h, in acetonitrile;
[dimer]:[CAN] = 5, unless stated otherwise. 5 Ref [17]. 6 Reaction time 2 h, in acetonitrile; [dimer 1]:[dimer 2]:[CAN]
= 1:1:0.5; only the ratio of unreacted starting material was given, products arising from the reaction were not included.
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Since NO3
• is a strong one-electron oxidant (E0 (NO3

•/NO3
−) = 2.3–2.5 V vs. NHE [19]), these data

suggested that NO3
• initiated the cleavage process by oxidative ET to form the dimer radical cation,

as shown in Scheme 2a for c,s-DMU<>DMU. Stepwise scission of the C(6)–C(6′) bond followed by the
C(5)–C(5′) bond gives the repaired monomer DMU and its radical cation DMU•+ [17,18]. Similarly,
oxidative repair of c,a-DMU<>DMU should proceed through the first scission of the C(6)–C(5′) and
then the C(5)–C(6′) bond (Scheme 2b). However, according to the standard potentials E0 available for
some of the dimers [18], the rate of oxidation should not be significantly different for dimers with a cis
or a trans configuration at the cyclobutane ring and whether or not a methyl group at the C(5) and
C(5′) position is present (entries 1, 2, and 5) [13], which contradicts some of the experimental findings
from the product studies. On the other hand, the observed lower efficiency of the oxidative repair of
the anti-configured dimers by NO3

• confirmed previous findings with other oxidizing species [20] and
could be rationalized by their higher E0 value (see entry 3 as an example) [18,21]. It should be noted
that in many cases, the extent of dimer consumption was larger than would be expected on the basis of
the reactant ratio, suggesting that the monomer radical cation, such as DMU•+, could subsequently
oxidize another dimer molecule, thereby propagating a radical chain process [17].

 

c s c s c s

c a c a c a

Scheme 2. Suggested cleavage mechanism of (a) c,s-DMU<>DMU and (b) c,a-DMU<>DMU following
one-electron oxidation by NO3

•.

The discrepancies become even more apparent in competition studies, where equal amounts
of two isomeric dimers were irradiated in the presence of one equivalent of CAN (entries 8–13).
For example, a mixture of c,s- and t,s-DMU<>DMU revealed a much more efficient cleavage of the
trans,syn-configured isomer (entry 8), whereas in a mixture of c,s-DMU<>DMU and c,s-DMT<>DMT,
preferential cleavage of the former dimer occurred (entry 11) [22]. However, as mentioned above,
it is highly likely that, apart from NO3

•-induced dimer cleavage, additional oxidation of both dimers
could also occur by the monomer radical cations formed. Such competition experiments can, therefore,
only provide qualitative information about the susceptibility of particular dimers for radical-induced
oxidative repair. To obtain quantitative data whether and how the configuration and constitution at the
cyclobutane ring affect the rate of the initial step of the oxidative repair, we performed kinetic studies
to determine the absolute rate coefficients for the reaction of a series of stereo- and regioisomeric
pyrimidine cyclobutane dimers with NO3

•, using laser flash photolysis techniques. Apart from being
an important environmental oxidant, a major advantage of NO3

• is that this radical allows investigating
irreversible oxidation processes in biological molecules, since the back-electron transfer, which often
hampers studies where the oxidant is produced through photo-induced ET in donor-acceptor pairs,
cannot occur. The experimental studies were augmented with density functional theory (DFT)
calculations to provide further mechanistic insight.
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2. Materials and Methods

2.1. Synthesis of the Pyrimidine Cyclobutane Dimers

2.1.1. General

The starting materials for the synthesis were purchased from commercial suppliers (Sigma-Aldrich,
Castle Hill, Australia) and used without purification. Thin-layer chromatography (TLC) was performed
to monitor the reactions using aluminum plates coated with silica gel 60 F254 (Merck, ASIS Scientific,
Hindmarsh, Australia). UV light at λ = 254 nm, potassium permanganate (KMnO4) stain followed by
heating, or iodine ground in Davisil Chromatography Silica Gel LC60A (40–63 microns, 230–400 mesh)
were used to visualize TLC plates. The crude products were purified by recrystallization from hot solvent
or silica column chromatography with approximately 30–50 g of dry silica (Davisil Chromatography
Silica Gel LC60A, 40–63 microns, 230–400 mesh) per 1 g of the crude product mixture. The eluting
solvent consisted of a mixture of chloroform and acetone. Solvents were removed under reduced
pressure and elevated temperature using a rotary evaporator (Büchi, In Vitro Technologies, Melbourne,
Australia). The purity was assessed by an Agilent 1100 reversed-phase HPLC on a Phenomenex Aeris
XB-C18 column 250 mm × 4.5 mm × 3.6 μm (Gradient: 100% water buffered with 0.1% trifluoroacetic
acid (TFA) to 100% acetonitrile buffered with 0.1% TFA over 25 min, 4% min−1, flow rate: 1 mL min−1).

1H and 13C-NMR spectra were recorded on an Agilent MR 400 MHz NMR spectrometer or an
Agilent DD2 500 MHz NMR spectrometer in deuterated dimethyl sulfoxide (DMSO-d6) or in deuterated
chloroform (CDCl3) at 25 ◦C. Chemical shifts were expressed in parts per million (ppm, δ) relative to
either DMSO-d6 (1H δ = 2.50 ppm, 13C δ = 39.5 ppm) or CDCl3 (1H δ = 7.26 ppm, 13C δ = 77.2 ppm).
High-resolution mass spectrometry (HRMS) was performed by ionizing the sample using electrospray
ionization (ESI) into a Thermo Scientific Exactive Plus Orbitrap mass spectrometer (Thermo Scientific
Australia, Scoresby, Australia). The detected molecular ions were formed in the positive ion mode
and were expressed as [M +H]+. The 1H and 13C-NMR spectra of the pyrimidines and pyrimidine
cyclobutane dimers prepared in this study are provided in the Supplementary Material.

2.1.2. Synthesis of N-Methylated Pyrimidines

Method 1. The pyrimidine was stirred in a solution of powdered potassium hydroxide (8 equiv.)
and dimethyl sulfoxide (1 mL per mmol of KOH) at 0 ◦C for 10 min under an inert atmosphere.
Methyl iodide (16 equiv.) was then added dropwise, and the mixture was stirred overnight at room
temperature. The solution was diluted with cold water and extracted three times with dichloromethane.
The combined organic layers were washed with 2 M aqueous sodium hydroxide solution and brine,
dried over magnesium sulfate, and the solvent was removed in vacuo. The crude product was purified
by recrystallization from ethanol.

Method 2. The pyrimidine and potassium carbonate (3.5 equiv.) were refluxed in acetone (2 mL
per mmol of pyrimidine) for 10 min under an inert atmosphere. Methyl iodide (8 equiv.) was then
added dropwise, and the reaction mixture was stirred overnight. The reaction was quenched with
water (2 mL per mL of acetone) and extracted three times with dichloromethane. The combined organic
layers were washed with 2 M aqueous sodium hydroxide solution and brine, dried over magnesium
sulfate, and the solvent was removed in vacuo. The crude solid was purified by recrystallization
from ethanol.

1,3-Dimethyluracil (DMU)

Prepared from uracil using both methods 1 and 2. 1H-NMR (400 MHz, DMSO-d6): δ 7.66 (d,
J = 7.8 Hz, 1H), 5.66 (d, J = 7.8 Hz, 1H), 3.29 (s, 3H), 3.15 ppm (s, 3H). 13C {1H}-NMR (101 MHz,
DMSO-d6): δ 162.8, 151.5, 144.6, 99.6, 36.4, 27.2 ppm. HRMS (ESI) m/z calcd. for [C6H9N2O2]+: 141.0664
[M + H]+, found 141.0660.
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1,3-Dimethylthymine (DMT)

Prepared from thymine using both methods 1 and 2. 1H-NMR (400 MHz, DMSO-d6): δ 7.56 (s, 1H),
3.26 (s, 3H), 3.16 (s, 3H), 1.79 ppm (s, 3H). 13C {1H}-NMR (101 MHz, DMSO-d6): δ 163.4, 151.3, 140.7,
107.1, 36.1, 27.4, 12.5 ppm. HRMS (ESI) m/z calcd. for [C7H11N2O2]+: 155.0821 [M +H]+, found 155.0815.

1,3.6-Trimethyluracil (DMU6-Me)

N,N’-Dimethylurea (8.81 g, 100 mmol), 4-dimethylamino pyridine (12.2 g, 100 mmol), and acetic
anhydride (31.2 mL, 330 mmol) were stirred in anhydrous pyridine (150 mL) under an inert atmosphere
at room temperature for 2 h. The resulting red solution was concentrated in vacuo; the residue was
diluted with dichloromethane (700 mL) and washed sequentially with 2 M aqueous hydrochloric acid
(100 mL), 2 M aqueous sodium bicarbonate solution (100 mL), and 2 M aqueous copper(II) sulfate
solution (100 mL). The organic layer was dried over magnesium sulfate. The solvent was removed
in vacuo. The crude pale-yellow solid was recrystallized from ethyl acetate and washed repeatedly
with cold ethyl acetate until the yellow color had disappeared. White crystals (10.9 g, 70%). 1H-NMR
(400 MHz, CDCl3): δ 5.61 (s, 1H), 3.39 (s, 3H), 3.32 (s, 3H), 2.23 ppm (s, 3H). 13C {1H}-NMR (101 MHz,
CDCl3): δ 162.4, 152.6, 151.4, 101.2, 31.7, 27.9, 20.2 ppm. HRMS (ESI) m/z calcd. for [C7H11N2O2]+:
155.0821 [M + H]+, found 155.0817.

2.1.3. Dimerization of N-Methylated Pyrimidines

The pyrimidine was dissolved in UV-grade acetone and degassed under an inert atmosphere with
sonication for 30 min. The solution was then added to a Pyrex reactor and diluted to 300 mL with
UV-grade acetone. Under an inert atmosphere, the solution was stirred for 10 min before exposure
to a medium-pressure mercury lamp. Reaction progress was monitored using TLC (KMnO4 stain)
until complete consumption of starting material was observed. The solvent was removed in vacuo
to afford a mixture of the dimerized substrates as a white solid, which were separated by column
chromatography (SiO2, a mixture of CHCl3/acetone). The separated dimers were further purified
by recrystallization from ethyl acetate or ethanol and identified by X-ray crystallography. The X-ray
structures are given in the Supplementary Material.

Synthesis of DMU<>DMU Isomers

DMU (14.00 g, 100.00 mmol) was dimerized with an overall yield of 25% (3.57 g, 12.70 mmol).

(a) t,a-DMU<>DMU: White crystals (0.35 g, 1.25 mmol, 3%, Rf = 0.26 (EtOAc)). 1H-NMR (400 MHz,
CDCl3): δ 4.10 (dd, J = 9.4, 4.9 Hz, 2H), 3.53 (dd, J = 9.4, 4.9 Hz, 2H), 3.24 (s, 6H), 3.08 ppm (s,
6H). 13C {1H}-NMR (101 MHz, CDCl3): δ 167.1 (2C), 151.6 (2C), 53.7 (2C), 44.5 (2C), 33.8 (2C),
28.1 ppm (2C). HRMS (ESI) m/z calcd. for [C12H17N4O4]+: 281.1250 [M + H]+, found 281.1245.

(b) t,s-DMU<>DMU: White crystals (1.12 g, 4.00 mmol, 8%, Rf = 0.18 (EtOAc)).1H-NMR (400 MHz,
CDCl3): δ 3.87 (d, J = 8.0 Hz, 2H), 3.62 (d, J = 8.0 Hz, 2H), 3.25 (s, 6H), 3.06 ppm (s, 6H).
13C {1H}-NMR (101 MHz, CDCl3): δ 168.1 (2C), 151.8 (2C), 59.3 (2C), 39.1 (2C), 35.1 (2C), 28.3 ppm
(2C). HRMS (ESI) m/z calcd. for [C12H17N4O4]+: 281.1250 [M + H]+, found 281.1245.

(c) c,a-DMU<>DMU: White crystals (0.56 g, 2.00 mmol, 4%, Rf = 0.08 (EtOAc)). 1H-NMR (400 MHz,
CDCl3): δ 4.09 (t, J = 8.5 Hz, 2H), 3.77 (t, J = 8.6 Hz, 2H), 3.12 (s, 6H), 3.11 ppm (s, 6H).
13C {1H}-NMR (101 MHz, CDCl3): δ 166.1 (2C), 152.2 (2C), 49.3 (2C), 45.4 (2C), 35.7 (2C), 27.8 ppm
(2C). HRMS (ESI) m/z calcd. for [C12H17N4O4]+: 281.1250 [M + H]+, found 281.1245.

(d) c,s-DMU<>DMU: White crystals (1.54 g, 5.49 mmol, 11%, Rf = 0.04 (EtOAc)). 1H-NMR (400 MHz,
CDCl3): δ 4.06 (dd, J = 6.1, 3.9 Hz, 2H), 3.78 (dd, J = 6.1, 3.9 Hz, 2H), 3.16 (s, 6H), 3.00 ppm (s,
6H). 13C {1H}-NMR (101 MHz, CDCl3): δ 165.8 (2C), 152.8 (2C), 55.5 (2C), 39.6 (2C), 35.7 (2C),
28.0 ppm (2C). HRMS (ESI) m/z calcd. for [C12H17N4O4]+: 281.1250 [M + H]+, found 281.1245.
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Synthesis of DMT<>DMT Isomers

DMT (9.30 g, 60.30 mmol) was dimerized with an overall yield of 29% (2.73 g, 8.85 mmol).

(a) c,a-DMT<>DMT: White crystals (0.70 g, 2.27 mmol, 7%, Rf = 0.04 (1:1 n-pentane/EtOAc)). 1H-NMR
(400 MHz, CDCl3): δ 3.27 (s, 2H), 3.16 (s, 6H), 3.08 (s, 6H), 1.58 ppm (s, 6H). 13C {1H}-NMR
(101 MHz, CDCl3): δ 169.6 (2C), 151.9 (2C), 64.4 (2C), 48.8 (2C), 36.3 (2C), 27.9 (2C), 25.0 ppm (2C).
HRMS (ESI) m/z calcd. for [C14H21N4O4]+: 309.1563 [M + H]+, found 309.1557.

(b) c,s-DMT<>DMT: White crystals (2.03 g, 6.58 mmol, 22%, Rf = 0.10 (EtOAc)). 1H-NMR (500 MHz,
CDCl3): δ 3.72 (s, 2H), 3.14 (s, 6H), 3.00 (s, 6H), 1.50 ppm (s, 6H). 13C {1H}-NMR (126 MHz, CDCl3):
δ 169.5 (2C), 152.5 (2C), 60.6 (2C), 47.6 (2C), 35.9 (2C), 28.3 (2C), 19.4 ppm (2C). HRMS (ESI) m/z
calcd. for [C14H21N4O4]+: 309.1563 [M + H]+, found 309.1582.

Synthesis of DMU6-Me<>DMU6-Me Isomers

DMU6-Me (7.71 g, 50.00 mmol) was dimerized with an overall yield of 67% (5.16 g, 16.70 mmol).
The crystal structure of t,s-DMU6-Me<>DMU6-Me could not be solved, and this compound was,
therefore, characterized by comparing the NMR data with ref. [22].

(a) t,s-DMU6-Me<>DMU6-Me: White crystals (0.21 g, 0.67 mmol, 3%, Rf = 0.05 (1:1 n-pentane/EtOAc)).
1H-NMR (400 MHz, CDCl3): δ 3.27 (s, 6H), 3.23 (s, 2H), 3.00 (s, 6H), 1.42 ppm (s, 6H). 13C {1H}-NMR
(101 MHz, CDCl3): δ 168.1 (2C), 152.4 (2C), 62.2 (2C), 45.1 (2C), 31.2 (2C), 28.5 (2C), 22.3 ppm (2C).
HRMS (ESI) m/z calcd. for [C14H21N4O4]+: 309.1563 [M + H]+, found 309.1556.

(b) c,a-DMU6-Me<>DMU6-Me: White crystals (4.11 g, 13.30 mmol, 53%, Rf = 0.19 (EtOAc)). 1H-NMR
(400 MHz, CDCl3): δ 3.21 (s, 6H), 3.16 (s, 2H), 2.82 (s, 6H), 1.65 ppm (s, 6H). 13C {1H}-NMR
(101 MHz, CDCl3): δ 165.3 (2C), 152.0 (2C), 58.0 (2C), 53.6 (2C), 31.2 (2C), 28.2 (2C), 27.8 ppm (2C).
HRMS (ESI) m/z calcd. for [C14H21N4O4]+: 309.1563 [M + H]+, found 309.1557.

(c) c,s-DMU6-Me<>DMU6-Me: White crystals (0.82 g, 2.67 mmol, 11%, Rf = 0.03 (2:1 n-pentane/EtOAc)).
1H-NMR (400 MHz, CDCl3): δ 3.41 (s, 2H), 3.16 (s, 6H), 2.92 (s, 6H), 1.52 ppm (s, 6H). 13C {1H}-NMR
(101 MHz, CDCl3): δ 165.6 (2C), 152.8 (2C), 62.5 (2C), 44.9 (2C), 32.2 (2C), 28.0 (2C), 21.6 ppm (2C).
HRMS (ESI) m/z calcd. for [C14H21N4O4]+: 309.1563 [M + H]+, found 309.1557.

2.2. X-ray Data

Intensity data were collected on a Rigaku XtalLAB Synergy at 100.0(1) K diffractometer using
either Cu-Kα or Mo-Kα radiation at 100.0(1) K. The temperature was maintained using an Oxford
Cryostream cooling device. The structures were solved by direct methods and difference Fourier
synthesis [23]. The thermal ellipsoid plot was generated using the program Mercury-3 [24] integrated
within the WINGX [25] suite of programs. Detailed information on the crystal structures is provided in
the Supplementary Material. X-ray crystal structures have been deposited at the Cambridge Structural
Database and assigned the CCDC codes 1995805–1995812.

2.3. Laser Flash Photolysis Studies

Kinetic measurements were performed using an Edinburgh Instruments LP920 spectrometer
using the third harmonic of a Quantel Brilliant B Nd:YAG laser (6 ns pulse; 10–20 mJ/pulse, λ = 355 nm)
to generate the radical transient. A Hamamatsu R2856 photomultiplier tube (PMT) interfaced with a
Tektronix TDS 3012C Digital Phosphor Oscilloscope was used for the detection system. Samples were
exposed to laser light in Starna Spectrosil Quartz fluorometer cells (10 × 10 × 48 mm).

All kinetic experiments were carried out under pseudo-first-order conditions following the
established procedure described in refs. [26–28], with the pyrimidine monomer and cyclobutane dimer
as the excess component ([substrate] = 0.2–11 mM, [CAN] = 0.33 mM; using the molar extinction
coefficient of ε= 1350 M−1 cm−1 at λ= 630 nm in acetonitrile [29], [NO3

•] in the range of 108–135μM was
generated). Each data point was determined from the average of three measurements. Experimental
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details of the kinetic measurements and data evaluation are given in the Supplementary Material
(Figures S1–S4).

2.4. DFT Calculations

Density functional theory (DFT) calculations were carried out with the Gaussian suite of
programs [30] using the M062X method [31–33] in combination with the 6-31+G* basis set, which has
been employed previously to investigate reactions of NO3

• with biomolecules [26,28]. Calculations
in acetonitrile were performed using the conductor-like polarizable continuum model (CPCM) [34].
All equilibrium geometries and transition structures were verified by vibrational frequency analysis at
the same level of theory, and all identified transition structures showed only one imaginary frequency.
The spin expectation value, <s2>, was very close to 0.75 after spin annihilation. The Gaussian archive
entries for all optimized geometries, including free energy data and imaginary frequencies of the
transition structures, are given in the Supplementary Material.

3. Results

The pyrimidine cyclobutane dimers studied in this work are shown in Figure 1. These compounds
were prepared by photochemical dimerization of the respective N,N’-dimethylated pyrimidine
using acetone as triplet sensitizer, as described previously (see Materials and Methods section) [17].
Under such conditions, dimerization was not stereospecific, and formation of syn- and anti-isomers
with both cis and trans stereochemistry at the cyclobutane ring could principally occur. However, only
in the case of DMU, all four possible stereoisomers were formed in synthetically useful yield, whereas,
for DMT, only the cis-configured isomers, and, in the case of DMU6-Me, all isomers, except for the
trans,anti-isomer, were obtained.

 

c s
c s
c s

t s
t s

 c a
 c a
 c a

t a

Figure 1. Pyrimidine cyclobutane dimers studied in this work. DMU = 1,3-dimethyluracil, DMT = 1,3-
dimethylthymine, DMU6-Me = 1,3,6-trimethyluracil; c = cis, t = trans, s = syn, a = anti.

The laser flash photolysis experiments were performed in acetonitrile under pseudo-first-order
conditions with the dimer as an excess component by monitoring the decay of the NO3

• signal at
λ = 630 nm. In previous work, we found that purging the solutions to remove oxygen was detrimental
to the NO3

• signal for reasons not yet understood [26]. However, since the lifetime of NO3
• is

independent of the presence of oxygen [29], the rate data were measured without degassing the
reaction mixtures.

The decay profiles depicted in Figure 2a for the exemplary reaction of NO3
• with different

excess concentrations of c,s-DMT<>DMT clearly showed that the rate of NO3
• consumption

increased with increasing [c,s-DMT<>DMT]. Determination of the second-order rate coefficient
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of the reaction, k, was obtained from the slope of the plot of the pseudo-first-order rate coefficient
kobs vs. [c,s-DMT<>DMT] (Figure 2b).

  
(a) (b) 

Figure 2. The reaction of NO3
•with c,s-DMT<>DMT. (a) Concentration-time profiles for NO3

• recorded
at λ = 630 nm with different excess concentrations of c,s-DMT<>DMT: red 1.1 mM, yellow 2.2 mM,
green 3.3 mM, blue 4.4 mM, purple 5.5 mM. (b) The plot of the pseudo-first-order rate coefficient kobs

vs. [dimer] to determine the second-order rate coefficient k from the slope.

The intercept in Figure 2b could be attributed to the background reaction of NO3
• with the solvent

acetonitrile, which proceeded via hydrogen abstraction (HAT) with a rate coefficient of 9 × 102 M−1 s−1

and led to the depletion of the NO3
• signal after about 300 μs [26]. However, this decay was much

slower than the consumption of NO3
• through reaction with the cyclobutane dimers, which occurred

on the nanosecond timescale and could, therefore, be neglected.
The second-order rate coefficients k for the reactions of NO3

• with the pyrimidine cyclobutane
dimers and with the respective monomers are compiled in Table 2.

Table 2. Absolute second-order rate coefficients k for the reaction of NO3
• with pyrimidine cyclobutane

dimers and the corresponding monomers using nanosecond laser flash photolysis 1,2.

Entry Dimer k/M−1 s−1 Monomer:
k/M−1 s−1

1 t,s-DMU<>DMU 2.8 × 109

DMU: 1.0 × 1092 c,s-DMU<>DMU 9.0 × 108

3 t,a-DMU<>DMU 5.5 × 108

4 c,a-DMU<>DMU 3.1 × 108

5 c,s-DMT<>DMT 1.2 × 109
DMT: 6.3 × 109

6 c,a-DMT<>DMT 5.2 × 108

7 t,s-DMU6-Me<>DMU6-Me 5.7 × 108

DMU6-Me: 4.8 × 1098 c,s-DMU6-Me<>DMU6-Me 3.9 × 108

9 c,a-DMU6-Me<>DMU6-Me 8.0 × 107

1 In acetonitrile, at 25 ± 1 ◦C. 2 Experimental error ±15%.

The rate data ranged from 8–280 × 107 M−1 s−1, revealing a very high susceptibility of all
pyrimidine cyclobutane dimers towards reaction with NO3

•. This high reactivity was further
illustrated by comparison with the rate coefficients for the reaction of NO3

• with amino acids and
short peptides, which were in the range of 106–108 M−1 s−1, with the fastest reactions occurring with
aromatic amino acids and proline [26–28,35]. In general, for a particular pyrimidine, the syn isomers
reacted faster than the anti-configured isomers by a factor of about 2–4 (entries 1 vs. 3, 2 vs. 4, 5 vs.
6, and 8 vs. 9), and the trans isomers reacted faster than the cis isomers by a factor of about 1.5–3
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(entries 1 vs. 2, 3 vs. 4, and 7 vs. 8). This finding largely supported the observations from the previous
competition studies (see Table 1; for example, entries 8 vs. 9 and entry 10). Overall, the reactivity
increased in the order DMU6-Me<>DMU6-Me→DMU<>DMU→DMT<>DMT for dimers with similar
geometry and configuration at the cyclobutane ring. For example, the ratio of the rate coefficients for
c,s-DMU6-Me<>DMU6-Me and c,s-DMT<>DMT was about 0.3 (entry 8 vs. 5) and only about 0.15 for
the pair c,a-DMU6-Me<>DMU6-Me and c,a-DMT<>DMT (entry 9 vs. 6). This finding was remarkable
since the only difference between the latter two dimers was the site of the methyl groups at the
cyclobutane ring.

Rate coefficients were also determined for the reaction of NO3
• with the monomers formed

upon dimer cleavage (see Scheme 2). The data, which are included in Table 2, revealed also a very
high reactivity with these pyrimidines. According to previous work by us, the initial step in the
reaction of NO3

• with pyrimidines likely proceeded through oxidative ET, leading to different products
depending on the nature of the pyrimidine [36,37]. However, since the kinetic measurements were
performed with a large excess of the dimers to ensure pseudo-first-order conditions, errors arising
from the second-order consumption of NO3

• through reaction with the respective monomers should
be negligible.

4. Discussion

The overall trend that for the same stereochemistry and configuration at the cyclobutane ring
(where available), DMT<>DMT is the most reactive and DMU6-Me<>DMU6-Me the least reactive
dimer system is remarkable: it indicates that not only the absence or presence of a methyl group
at the cyclobutane ring but also the site of methyl substitution significantly impacts the reaction
rate. For example, the rate coefficients for the cis,syn-configured dimers, which would be expected
to react with NO3

• through ET with similar rates on the basis of the available E0 data (see Table 1),
varied by a factor of 3 (entries 2, 5, vs. 8). This finding raised the question of whether these reactions
proceeded indeed via initial ET, in particular since reactions of NO3

• with biomolecules, such as
peptides, commonly also occur through HAT [26,28]. Therefore, we explored possible alternative
mechanisms in the reaction of NO3

• with selected pyrimidine cyclobutane dimers using density
functional theory (DFT) calculations (see Materials and Methods section).

Using c,a-DMU<>DMU as a model system, potential HAT pathways were examined by calculating
the energies associated for hydrogen abstraction from the four different positions in the dimer,
i.e., from C(6), C(5), and from the methyl groups at N(1) and N(3), respectively (Scheme 3a).

The computations predicted the formation of a charge-transfer (CT) complex between the dimer
and NO3

• prior to any actual reaction. The optimized geometry of the CT complex, which is included
in Scheme 3, showed that NO3

• coordinated via two of its oxygen atoms to N(1) and the hydrogen at
C(6) of the dimer, but the structure of c,a-DMU<>DMU itself was very similar to that of the ‘intact’
dimer (not shown). However, analysis of the spin density in this reactant complex showed a partition
of the spin between NO3

• and N(1). Furthermore, the Mulliken charges showed a value of −0.39e
on NO3

•, indicating an accumulation of negative charge on this moiety. The calculated energy of a
reactant complex without such CT interactions was higher by 27.4 kJ mol−1 (not shown), and this
complex was used as a reference point in Scheme 3a with its energy set to 0 kJ mol−1.

NO3
•-induced HAT from all four positions in c,a-DMU<>DMU was thermodynamically highly

favorable with reaction energies exceeding −40 kJ mol−1. Of the four possible HAT pathways,
abstraction from the methyl group at N(1) via TS3 is predicted to be the kinetically most preferred
pathway, which is only about 8 kJ mol−1 above the energy of the CT complex. Hydrogen abstraction
from C(6) is slightly less favorable, with TS1 being about 10 kJ mol−1 higher in energy than TS3.
In contrast to this, the barriers for HAT from C(5) via TS2 and from the methyl group at N(3) via TS4
are considerably higher, and both pathways are, therefore, not kinetically competitive compared with
the reaction channels via TS1 and TS3 [38].
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Scheme 3. Possible pathways in the reaction of NO3
• with c,a-DMU<>DMU. M062X/6-31+G*

geometries and free energies in kJ mol−1 (in acetonitrile). Spin density in percentage, distances in Å,
Mulliken charge on the NO3 fragment in square brackets. For the HAT pathway (a), the energy of the
reactant complex without CT interactions was used as a reference point; the energy for the radical ring
scission in (b) was given relative to the dimer radical 1; for the ET pathway (c), the energy of the dimer
radical cation was used as a reference point (see text).

It is highly unlikely that the dimer radical 3 resulting from the kinetically most favorable HAT
from the N(1)-Me group could lead to cleavage of the cyclobutane ring in a straightforward fashion.
On the other hand, to explore whether the formation of a radical site at the cyclobutane ring itself could
principally lead to ring scission, which has been suggested for the reaction of pyrimidine cyclobutane
dimers with other O-centered radicals [12], homolytic fragmentation in the C(6) radical 1 was exemplary
calculated. The energy profile for this reaction is given in Scheme 3b, which showed that the stepwise
bond scissions were associated with high barriers TS5 and TS6. The geometry of TS5 was characterized
by a similar spin density at C(6) and C(6′) on both pyrimidine moieties and a considerably large
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distance between C(5) and C(6′) of 2.053 Å, suggesting a relatively late transition state. Furthermore,
while the formation of 5 through scission of the C(5)–C(6′) bond was exothermic, the subsequent
cleavage of the C(6)–C(5′) bond and formation of the product complex consisting of the repaired
monomer and the monomer vinyl radical was endothermic, rendering repair through a radical-only
mechanism as highly unlikely. Based on these data, NO3

•-induced HAT in c,a-DMU<>DMU could,
therefore, not be considered as a ‘productive’ pathway with regards to cleavage of the cyclobutane
ring under these conditions.

In contrast to this, oxidation of c,a-DMU<>DMU by NO3
• led to the dimer radical cation

[c,a-DMU<>DMU]•+, which still had an intact cyclobutane ring where most of the spin was localized
on N(1). The energy diagram for the cleavage of c,a-DMU<>DMU]•+ is shown in Scheme 3c. Thus,
fragmentation of the C(6)–C(5′) bond was associated with a barrier TS7 of only about 18 kJ mol−1

and gave the singly bonded dimer 7 in an exothermic process. The distance between C(6) and C(5′)
in TS7 was considerably shorter than that of the breaking bond in TS5, which was in line with an
earlier, energetically more favorable process. Subsequent homolytic scission of the C(5)–C(6′) bond via
TS8 was only about 8 kJ mol−1 higher in energy than 7 and should occur rapidly to give the product
complex 8 in a highly exothermic reaction.

Scheme 4a shows the calculated energy profile for the reaction of NO3
• with the isomeric dimer

c,s-DMU<>DMU. Interestingly, the formation of a complex with a broken C(6)–C(6′) bond occurred,
as revealed by the distance of 1.955 Å (Scheme 4a). A complex with an intact cyclobutane ring could
not be located, which suggested that c,s-DMU<>DMU underwent barrierless ring scission upon
encountering NO3

•. Analysis of the spin density and Mulliken charges in this complex showed
complete loss of radical character and accumulation of negative charge on the NO3 fragment. The spin
was distributed over the dimer with 27% located on each of C(6) and C(6′) and about 20% on each of
N(1) and N(1′). These data suggested that the complex should, in fact, be regarded as a nitrate-dimer
radical cation pair resulting from ET, i.e., [NO3

−] [c,s-DMU<>DMU]•+. The energy of [NO3
−]

[c,s-DMU<>DMU]•+ was about 43 kJ mol−1 lower than the sum of the energies of the free reactants,
which were used as a reference point for the energy profile. A reactant complex without any CT
contribution (similar to c,a-DMU<>DMU) could not be located computationally for c,s-DMU<>DMU.

To explore a potential homolytic fragmentation of the cyclobutane ring in c,s-DMU<>DMU, the first
step through NO3

•-induced HAT from C(6) was calculated. This process was associated with a barrier
(TS9) of about 28 kJ mol−1 relative to [NO3

−] [c,s-DMU<>DMU]•+ and led to the product complex of
the C(6) dimer radical 9 and HNO3 in an overall exothermic reaction with respect to the free reactants.
Inspection of the spin density in TS9revealed that only 18% of the spin was remaining on the NO3 fragment,
indicating a relatively late transition state that was also supported by the comparably long C(6)–H
distance of 1.255 Å compared with 1.087 Å in the dimer (not shown). Interestingly, in TS9, the C(6)–C(6′)
distance was only 1.630 Å, indicating a nearly restored cyclobutane ring (1.568 Å in the intact dimer,
not shown). Intrinsic reaction coordinate (IRC) calculations confirmed that the complex and TS9 were
connected and that with increasing C(6)–H distance, the C(6)–C(6′) bond snapped close. Together with
the reduced negative charge on the NO3 moiety in TS9(Mulliken charge−0.52e), these findings suggested
that if a radical HAT from C(6) starting from [NO3

−] [c,s-DMU<>DMU]•+ were to occur, a reverse charge
transfer from the dimer to the NO3 moiety would be required to traverse TS9.
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Scheme 4. Possible pathways in the reaction of NO3
• with c,s-DMU<>DMU. M062X/6-31+G* geometry

and free energies in kJ mol−1 (in acetonitrile). Spin density in percentage, distances in Å, Mulliken charge
on NO3 fragment in square brackets. For the HAT pathway (a), the sum of the energies of the free
reactants was used as a reference point; for the ET pathway (b), the energy of the dimer radical cation
was used as a reference point (see text).

On the other hand, scission of the remaining C(5)–C(5′) bond in the dimer radical cation
[c,s-DMU<>DMU]•+, which according to the calculations should be immediately formed when NO3

•
encounters c,s-DMU<>DMU, was both barrier-less (i.e., a TS could not be located) and led to the
product complex 10 in an exothermic reaction, relative to [c,s-DMU<>DMU]•+ (Scheme 4b). From these
data, it could, therefore, be concluded that repair of c,s-DMU<>DMU was initiated by NO3

•-induced
ET, whereas a HAT pathway was not competitive.

Calculations of the reactant complexes with other pyrimidine cyclobutane dimers used in the
kinetic studies clearly revealed that all syn-configured dimers formed similar nitrate-dimer radical
cation pairs, where the dimer had an already cleaved C(6)–C(6′) bond and should undergo barrierless
scission of the remaining C(5)–C(5′) bond. This behavior was not limited to acetonitrile as a solvent but
was similarly also found in water (data not shown). It should be noted that it was not possible to locate
a geometry for any syn-configured dimer radical cation in which the cyclobutane ring was not broken.

The reactant complexes between NO3
• and anti-configured dimers generally constituted CT

complexes with a largely intact cyclobutane ring, in which the spin density was distributed over
both NO3

• and dimer and negative charge accumulating on the NO3 moiety. These data suggested a
less favorable ET process, which was in line with the higher E0 value determined for anti-configured
dimers (see Table 1). The scission of the cyclobutane ring was associated with a barrier, which slowed
the overall repair process down. Because ET was less favorable, it should be noted that it could not
be excluded that a competing HAT reaction at the methyl group at N(1) or at C(6) could occur in
anti-configured dimers to some extent. However, the rate coefficient determined experimentally for
HAT from Namide-alkyl groups of about 6–10 × 107 M−1 s−1 [35] suggested that such a reaction should
only be a minor contributor to the overall reaction of NO3

• with the dimer.
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The finding that the trans-configured dimers reacted faster with NO3
• than the isomeric

cis-configured dimers of the same pyrimidine could be rationalized by steric effects. Analysis
of the spin densities in the NO3

• complexes with the dimers (see Schemes 3 and 4) suggested that
oxidation occurred at the amide nitrogen N(1) in both pyrimidine moieties. Therefore, accessibility
of this site for NO3

• should be a factor that modulates the rate of oxidation—a proposition that is
supported by recent findings that steric hindrance at tertiary amides slows down the rate of oxidation by
NO3

• [35]. Figure 3 shows in the top row the X-ray structures of t,s-DMU<>DMU and c,s-DMU<>DMU.
t,s-DMU<>DMU had a largely linear shape, where N(1) in both pyrimidine rings could be accessed by
NO3

• from both above and below the molecular plane, as indicated by the green arrows. In contrast to
this, c,s-DMU<>DMU clearly had a freely accessible convex side, but the approach of NO3

• from the
concave side was sterically hindered, which should lower the rate of oxidation.

t s c s

c s c s

Figure 3. X-ray structures for selected dimers and likely approach by NO3
• (green arrow).

Similarly, steric hindrance could also explain the slower reaction of the dimers of DMU6-Me,
compared with those of DMU and DMT with similar configurations. Figure 3 presents in the bottom
row the X-ray structures of c,s-DMT<>DMT and c,s-DMU6-Me<>DMU6-Me. It would be expected that
the higher degree of alkyl substitution at the cyclobutane ring in both dimers, compared with the
isomeric c,s-DMU<>DMU, should facilitate oxidation. Indeed, the rate coefficient, shown in Table 2,
for the reaction with c,s-DMT<>DMT was about 30% higher than with c,s-DMU<>DMU. On the other
hand, the considerably lower reactivity of c,s-DMU6-Me<>DMU6-Me suggested that steric hindrance
caused by the methyl substituents at C(6) was impeding NO3

• access to the adjacent amide N(1) in
both pyrimidine moieties, which slowed down the rate of oxidation.

5. Conclusions

NO3
• reacted with pyrimidine cyclobutane dimers via a rapid ET at N(1), which triggered cleavage

of the cyclobutane ring and regeneration of a pyrimidine monomer and a monomer radical cation.
The four possible geometric isomers of the pyrimidine cyclobutane dimers differed considerably

in their reactivity towards NO3
•, with the syn-configured dimers being more reactive than their

anti-configured counterparts. The higher reactivity of the former was manifested by the formation of a
nitrate/dimer radical cation pair, where the negative charge had accumulated on the nitrate moiety,
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and the C(6)–C(6′) bond in the dimer was already broken. The scission of the remaining C(5)–C(5)’
bond was barrierless and exothermic. In the case of the anti-configured dimers, ET was less progressed,
which was in line with the higher E0 value, and a CT complex with NO3

• was formed. The cyclobutane
ring in this complex, as well as in the corresponding dimer radical cation, was still intact. Therefore,
ring-opening in the dimer radical cation required sequential cleavage of two bonds, of which the first
step was associated with a moderate barrier. However, because of the slower ET in the anti-configured
dimers, it could not be excluded that NO3

•-induced HAT at the methyl group of N(1) and from C(6)
at the cyclobutane ring might also occur to some extent. However, subsequent fragmentation of the
cyclobutane ring through radical-only pathways was not competitive with the cleavage process in a
dimer radical cation.

Steric effects were likely responsible for the higher reactivity of trans-configured dimers compared
with their cis isomers. Thus, the geometry of the trans dimers allowed the approach of NO3

• to the N(1)
atoms in the pyrimidines from both sides of the molecular plane, whereas, in the cis dimers, only the
convex side was readily accessible for NO3

•. Likewise, the order of reactivity of DMU6-Me<>DMU6-Me

→DMU<>DMU→DMT<>DMT towards NO3
•was a result of steric and electronic effects. The dimers

of DMT generally showed the highest reactivity due to the electron-donating methyl groups at C(5,5′)
on the cyclobutane ring that increased their susceptibility to oxidation by NO3

•. Remarkably, methyl
substituents at C(6,6′) in the DMU6-Me dimers lowered their reactivity, even below that of the
DMU dimers. This finding could be rationalized by the difficulty for NO3

• to approach N(1) in
DMU6-Me<>DMU6-Me due to steric hindrance caused by the adjacent methyl groups.

Overall, this study clearly revealed that the rate of the NO3
• reaction was not only determined

by the redox potential of the dimers but also to a considerable extent by the accessibility of the
reaction site for NO3

•. In future work, we will further explore the role of steric effects on the
radical-induced oxidative damage of DNA constituents, such as pyrimidine deoxy nucleosides and
their cyclobutane dimers.
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Abstract: Recent progress in wood preservative research has led to the use of insoluble copper
carbonate in the form of nano- to micron-sized particles in combination with known triazole fungicides
to combat fungal decay and thus decrease physical material properties. Evidently, particle-based
agents could lead to issues regarding impregnation of a micro-structured material like wood. In this
study, we analyzed these limitations via silicon dioxide particles in impregnation experiments of
pine and beech wood. In our experiments, we showed that limitations already existed prior to
assumed particle size thresholds of 400–600 nm. In pine wood, 70 nm sized particles were efficiently
impregnated, in contrast to 170 nm particles. Further we showed that surface functionalized silica
nanoparticles have a major impact on the impregnation efficiency. Silica surfaces bearing amino
groups were shown to have strong interactions with the wood cell surface, whereas pentyl chains on
the SiO2 surfaces tended to lower the particle–wood interaction. The acquired results illustrate an
important extension of the currently limited knowledge of nanoparticles and wood impregnation
and contribute to future improvements in the field of particle-based wood preservatives.

Keywords: wood; nanoparticles; surface modification; localization; distribution; impregnation;
scanning electron microscopy

1. Introduction

Wood has unique properties and is a renewable but also degradable natural material. However,
its longevity is affected by microorganisms and environmental factors, which can decompose the
wood structure, leading to altered appearance and lowered stability. To counteract these, wood can
be protected by a variety of methods, amongst them, for example, treatment with organic solvent
preservatives, creosote or waterborne wood preservatives [1]. Among the latter, copper-containing, and
in particular chromated copper arsenate (CCA), preservatives have been used in the past decades [2,3].
In 2002, approximately 30 million cubic meters of wood were treated with an estimated consumption
of 500,000 tons of CCA worldwide [4]. Since 2004, arsenate-containing wood preservatives were
restricted for industrial use only, and thus their demand has been declining [5]. Copper-containing
formulations still prevail as the most used class of wood preserving agents due to their excellent
activity against many wood-destroying organisms [6,7]. Recently, formulations using insolubilized
copper species for wood preservation have been investigated [8–14]. These formulations rely on
micronized copper (MC) particles, which are obtained from ball-milling solid copper carbonate into the
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size range of 1 nm–25 μm particles, which are then pressure impregnated into wood [15–17]. Studies
have demonstrated that micronized copper azole and micronized copper quaternary comprising wood
preservatives showed better performance compared to formulations using soluble copper [8,9,18].
Soil pH and composition have drastic effects on the protective ability of MC [9,19], but overall, MC
particles show much lower leaching compared to soluble copper formulations due to the reservoir
effect [20]. The same effect was confirmed for other particle-based wood preservatives. For example,
zinc oxide nanoparticles (NPs) showed reduced leaching compared to zinc sulfate solutions [21–23].
Other NPs used for wood protection include, for example, silver NPs, which exhibit a broad range of
antimicrobial activity. In the presence of moisture, metallic silver NPs oxidize, which results in the
release of silver ions. Because silver oxidation is a slow reaction, the size of the silver NPs is critical to
achieve microorganism growth control. In general, the smaller the particle size, the higher the surface
area, and the larger the area available for oxidation. In addition, NPs are increasingly investigated for
transparent wood coatings. Such nanocomposite coatings have the potential of not only preserving the
natural color of the wood, but also stabilizing the wood surface against the combined degradative
effects of sunlight and moisture.

Wood preservatives are expected to impregnate via the water conducting system with membrane
openings of 400–600 nm in diameter. These elements pose a structural limitation, and therefore
larger particles are not expected to penetrate the wood structure due to the clogging of conducting
pathways [15,17]. The latter is in line with recent findings of MC-based wood impregnation; it was
shown that most of the copper particles were deposited on the wood surface since the larger particles
(the bulk of the material consists of larger micron size particles [24]) could not penetrate the wood [13,24].

Particle surface charge is another important parameter to be considered. For example, positively
charged NPs form stronger interactions with wood than negatively charged NPs, since cellulose fibers
(i.e., cell wall constituents) are negatively charged due to presence of acidic groups (e.g., carboxyl,
sulphonic acid, or hydroxyl groups). This was previously confirmed with, e.g., cationic polymers
and silicon–aluminum oxide nanocomposites bearing a positive surface charge; both form strong
non-covalent interactions with the anionic surface of cellulose and wood, respectively [25,26].
Furthermore, cationic NPs were used as nanocarriers to deliver wood preservatives into the wood
structure [27,28].

Although the results of previous studies on the use of NPs for wood preservation are promising,
our understanding of the new properties of the applied (nano)particles and their mode of action
is still limited [29], and wood scientists have encouraged broader engagement of nanoscientists in
this field [30]. In our study, we investigated the influence of particle size and surface charge during
pressure impregnation of soft- and hardwood. We used spherical silicon dioxide model particles with
low polydispersity to evaluate impregnation depth and efficiency as a function of particle size and
surface charge.

2. Materials and Methods

2.1. Synthesis of Silica Nanoparticles

Silica NPs were synthesized following a modified Stöber method [31]. The synthesis was
standardized for all particle sizes. Briefly, a solution of ethanol (absolute, Honeywell, Charlotte, NC,
USA), ammonia (25% aqueous solution, Merck, Darmstadt, Germany) and water (MilliQ, Arium
611DI, Sartorius Stedim Biotech, Göttingen, Germany) was heated to temperature (T) and equilibrated
for 1 h before adding tetraethyl orthosilicate (TEOS, 98%, Sigma-Aldrich, St. Louis, MO, USA). The
mixture was stirred overnight at the given temperature and allowed to cool down to room temperature
(RT). The formed particles were washed by three centrifugation (Heraeus Multifuge X1R, equipped
with an F15-8 × 50cy fixed-angle rotor, Thermo Scientific, Waltham, MA, USA)–redispersion (MilliQ)
cycles and finally dispersed in water. If the particles had to be dispersed in EtOH, three additional
centrifugation–redispersion (EtOH) cycles were applied. The quantitative reaction parameters for
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each particle size were as follows: SiO2-NP 70 nm: water (24.5 mL), EtOH (200 mL), ammonia (7.8
mL), TEOS (13.94 mL), T = 60 ◦C, centrifugation (15,000× g, 20 min). SiO2-NPs 170 nm: MilliQ (58.5
mL), EtOH (162 mL), ammonia (7.8 mL), TEOS (22 mL), T = 65 ◦C, centrifugation (10,000× g, 10 min).
SiO2-NPs 350 nm: MilliQ (13.5 mL), EtOH (174 mL), ammonia (40.9 mL), TEOS (21 mL), T = 60 ◦C,
centrifugation (5000× g, 10 min).

2.2. Functionalization of Silica Nanoparticles

SiO2-NPs 70 nm (100 mL of a 7.2 mg mL−1 suspension in EtOH, 720 mg SiO2, 12 mmol), ammonia
(7.35 mL) and functionalized triethoxysilane ((3-aminopropyl)triethoxysilane (APTES, 252 μL, 321 μmol,
Sigma-Aldrich) for APTES-SiO2 70 nm; pentyltriethoxysilane (PETES, 281 μL, 321 μmol, Gelest Inc.,
Morrisville, PA, USA) for PETES-SiO2 70 nm) were mixed and stirred at reflux overnight. The reaction
mixture was cooled to RT; the particles were washed by three centrifugation (10 min, 10,000× g) and
redispersion (EtOH) cycles and finally dispersed in EtOH. To transfer the particles into water, three
additional centrifugation–redispersion (water) cycles were applied. Note: The surface chemistry of
amorphous silica and more specifically the hydroxylation of the silica surface was estimated by the
Zhuravlev model. Equal stoichiometry was applied to ensure equivalent surface functionalization.

2.3. Characterization of Nanoparticles

To prepare a NP sample suitable for transmission electron microscopy (TEM), samples were
prepared by diluting the particle suspension (1 μL) with ethanol (5 μL, absolute, Honeywell) directly
on the TEM grids (carbon film, 300 mesh on Cu, Electron Microscopy Sciences, Hatfield, PA, USA) and
removing the remaining liquid using a fuzz-free tissue (precision wipes, Kimtech Science, Kimberly
Clark, Dallas, TX, USA). For difficult to disperse samples, the particle suspensions were treated
according to a previously published protocol [32] In brief, the particle suspension was mixed with
an aqueous solution of bovine serum albumin (BSA); 5 μL of this mixture was drop cast onto a
carbon-film square mesh copper grid (Electron Microscopy Sciences, CF-300-Cu) and dried in ambient
air in a dust-free environment. The images were recorded with 2048 × 2048 pixels (Veleta CCD
camera, Olympus, Shinjuku, Tokio, Japan) on a Tecnai Spirit transmission electron microscope (FEI),
operating at an acceleration voltage of 120 kV. The size distribution of the NPs (>300 particle count)
was determined using particle analysis software (ImageJ, National Institutes of Health, Bethesda,
MD, USA). Dynamic light scattering (DLS) data was collected at constant temperature (25 ◦C) on a
commercial goniometer instrument (3D LS Spectrometer, LS Instruments AG, Fribourg, Switzerland).
Zeta-potential measurements were performed using a Brookhaven Plus90 particle size analyzer (USA)
measuring at a scattering angle of 90◦ for 1 min and 10 repetitions. Fourier-transform infrared
spectroscopy (FTIR) was measured (Spectrum 65, Perkin Elmer, Waltham, MA, USA) with lyophilized
SiO2-NPs as background.

2.4. Wood Samples

Beech (Fagus sylvatica) and pine (Pinus sylvestris) wood were used for all experiments. The samples
were selected using the EN113 [33] standard. Wood samples of 30 × 10 × 10 mm3 (longitudinal ×
radial × tangential) in size were used in all impregnation studies. The cross sections of the wood pieces
were covered with solvent-free glue (picodent twinsil®, Wipperfürth, Germany).

Impregnation: For impregnation, dry wood samples were placed in polypropylene flasks, the NP
suspension was added, and the samples were placed in an autoclave. A vacuum of −95 mbar was
applied for 20 min followed by a pressure cycle of 5 bars for 1 h. These parameters are typically used
in laboratory conditions for impregnation of small wood samples and can be compared to the industry
scale in terms of material uptake of the wood samples. A ballasted plastic grid was used to ensure that
the wood samples stayed entirely submerged in the liquid. After impregnation, the wood samples
were dried in an oven at 60 ◦C for 48 h.
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Sample preparation: The wood samples were carefully split in radial or tangential directions,
respectively, using a scalpel. The split in the tangential direction was positioned in the transition
between early and latewood. The exposed wood surface was analyzed by scanning electron microscopy
(SEM) and energy-dispersive X-ray spectroscopy (EDX) analysis.

2.5. Scanning Electron Microscopy and EDX-Mapping

The split wood samples were glued to graphite plates using conductive carbon paste, and the
exposed wood surface was coated with a conductive layer to ensure conductivity. For SEM maps,
samples were sputtered with Au or Pd/Pt, and the sputtered surface was connected with a silver
stripe to the sample holder to ensure high conductivity for high magnifications. For low background
EDX measurements, the samples were coated with carbon. The samples were analyzed on a Mira3
LM (Tescan) FE SEM scanning electron microscope (high voltage: 5 kV, working distance: 15 mm)
using a secondary electron (SE) detector or an Inbeam detector. The samples were mapped using an
energy dispersive X-ray spectrometer from EDAX equipped with a lithium-doped silicon detector and
analyzed using EDAX Genesis software (version 5.2).

3. Results and Discussion

3.1. Particle Characterization

SiO2-NPs were synthesized as model particles to investigate the impregnation of NPs in beech
and pine wood. TEM micrographs and particle size analyses are summarized in Figure 1. All particles,
i.e., SiO2 70 nm, SiO2 170 nm and SiO2 350 nm, showed a low polydispersity and no size overlap
between the three different groups. The diameters were determined as 70.3 ± 7.0 nm, 172.8 ± 14.9 nm
and 351.4 ± 21.5 nm, respectively. All particles were spherical and colloidally stable (~−40 mV at pH 7).

 

Figure 1. SiO2-NPs transmission electron micrographs and particle size distributions. The obtained
mean particle diameters are 70.3 ± 7.0 nm (SiO2 70 nm), 173 ± 15 nm (SiO2 170 nm) and 351 ± 22 nm
(SiO2 350 nm), respectively. Particle size distributions do not overlap (see histogram), which is important
to determine impregnation size thresholds for soft- and hardwood samples. Scale bar represents
100 nm.

SiO2 70 nm NPs were surface-modified to investigate the interaction of wood with different
particle surfaces. The results are summarized in Table 1. Successful functionalization with APTES was
confirmed by a significant change of zeta-potential from ~−38 mV (SiO2-NPs) to +42mV (APTES–SiO2).
Despite the high zeta-potential, DLS showed particle aggregation at the concentration used for wood
impregnation. The same particle concentration in EtOH yielded more stable particles (Table 1), which
can be explained by the stabilizing interactions between EtOH and the aminopropyl chain.

The pentyl group of PETES–SiO2 impacted the zeta potential insignificantly compared to
unfunctionalized SiO2-NPs. Additionally, the applied protocol for PETES-functionalization resulted
in particles that were still dispersible in water but showed better dispersibility in EtOH. Successful
functionalization was confirmed by Fourier-transform infrared spectroscopy (FTIR) of lyophilized
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particles (Supplementary Materials Figure S1), showing weak but characteristic peaks for C–H bonds
(2913 cm−1) and Si–CH2 bonds (2983 cm−1, 785 cm−1), in accordance with cited literature [34,35].

Table 1. Size and zeta potential of pristine and functionalized SiO2 70 nm particles prior to impregnation.

Particle Type TEM (nm)
DLS (nm) Zeta Potential (mV)

Water EtOH Water EtOH

APTES–SiO2 68.2 ± 10.6 935.2 110 41.6 46.3
SiO2 67.8 ± 10.2 88.8 68.8 −37.5 −33.1

PETES–SiO2 69.8 ± 6.6 89.8 99.8 −34 −30.1

The particles were measured at 1 mg mL−1 as used during impregnation.

3.2. Impregnation of Beech Wood

Wood impregnation was analyzed by SEM-EDX mapping of wood samples (Figure 2). Figure 3
displays the SEM images and the corresponding silicon X-ray map (silicon in magenta) up to a depth
of 5 mm (half width of sample), corresponding to full impregnation of the wood sample. The maps
were recorded with the axial direction aligned vertically, from left (sample edge) to right (sample core).
The particles were localized in the main components of the water conducting system, apparent from
the bright colored spots in Figure 3. The strongest signal resulted from the beech vessels, indicating
the water conducting system as the main entrance and distribution route. It was assumed that the
large vessel diameter of around 50 μm interconnected with unobstructed perforation plates allowed
free movement of SiO2-NPs in suspension [36]. It was previously reported that vessel to vessel contact
was not given over growth ring boundaries and, therefore, we argue that vessel–ray intersections
were mainly responsible for the radial distribution of particle suspensions [37,38]. These results are
in line with previous studies, where highly viscous tannin solutions were successfully impregnated
in beech wood [39]. No signal in wood rays was detected, although wood rays are responsible for
radial transport of liquid. In comparable studies [40], EDX measurements were usually acquired by
preparation of flat sample surfaces (e.g., microtome cut, polished surfaces), and high topography
samples suffered from absorption of emitted X-rays before reaching the detector.

 

Figure 2. Illustration of wood sample preparation for SEM–EDX mapping. The cross sections were
closed with a solvent-free glue to force radial and tangential particle penetration. The arrow represents
the direction of impregnation from sample edge towards the core.
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Figure 3. SEM–EDX analysis on split beech wood samples. The EDX map, with the silicon signal
pseudo-colored in pink, is shown below each SEM map. Particles were detected mostly in large
structures, e.g., vessel elements. All three investigated SiO2 particle sizes penetrated beech wood
samples down to the maximal depth of 5 mm. The arrow indicates the direction of impregnation, and
the scale bar represents 500 μm.

Additionally, we tested the impregnation of SiO2 70 nm suspensions in EtOH. As depicted in
Figure 4, SiO2-NPs were distributed uniformly on the vessel walls. The particles were colloidally stable
in both water and EtOH prior to impregnation. Faster evaporation of EtOH compared to water could
have contributed substantially to the observed effect when drying the wood samples at 60 ◦C.

 

Figure 4. SiO2 70 nm were transferred to either water or ethanol and impregnated into beech wood
samples. The particles are detected primarily in the vessel elements, and particles suspended in ethanol
were well dispersed over the vessel surface, whereas particles suspended in water aggregated locally.
Neither suspensions were aggregated prior to impregnation (Table 1). The scale bar represents 2 μm.
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Overall the results showed complete penetration of all particle sizes, and no evident threshold
could be detected for beech wood in the size range investigated. Although the connecting pit structures
are the dimensionally most restricting structural elements of hardwood, their diameter of 4–10 μm [36]
(which depends on the type of pit and hardwood species) clearly is above the requirements for physical
penetration of the here investigated particle sizes.

3.3. Impregnation of Pine Wood

SiO2-NPs were impregnated in pine wood samples with closed cross-section and split in the
radial direction (Figure 2). Figure 5 displays the SEM images and the corresponding silicon X-ray map
(silicon signal in magenta). The samples were measured again down to 5 mm, which corresponds
to the half width of the wood sample. For SiO2 70 nm, a signal was observed over the whole range,
and particles were detected mainly in the water conducting system of softwood, i.e., in the tracheids.
We observed particle accumulation in the ray cells and in areas of bordered pits, visible by the bright
spots in the EDX-map of SiO2 70 nm. This indicated that the particles entered via ray parenchyma and
subsequently distributed via half-bordered pits into tracheids.

 

Figure 5. SEM–EDX analysis on split pine wood samples impregnated with the same particles used for
beech wood. The corresponding EDX map below each SEM map shows thorough impregnation of
SiO2 70 nm, but only background noise in the case of pine samples impregnated with SiO2 170 nm. The
arrow indicates the direction of impregnation and the scale bar represents 500 μm.

EDX maps of pine samples impregnated with SiO2 170 nm (Figure 5, SiO2 170 nm) showed only
marginal impregnation with NPs. Similar to beech wood, the connecting features were the bottleneck
for impregnation since the diameter of tracheids is much larger (20–40 μm) than the diameter of the
applied SiO2 NPs [41,42]. The bordered pits and half-bordered pits, which are responsible for the
intertracheid and the tracheid to ray parenchyma transport of liquids, respectively, are permeable for
particles with a diameter of 400–600 nm with their pit membrane intact [17,43]. The pit membranes
were not aspirated as this would completely seal off any liquid transport between the lumen and
would therefore hinder the impregnation drastically. Comparison to previously published studies
is difficult, since either particles with different particle sizes [27,44,45] or very broad particle size
distributions [14,46,47] are reported, which makes it impossible to unambiguously define particle
size thresholds. In our study, we observed a much lower size limit for particle impregnation in pine
wood impregnation than the reported 400–600 nm. Arguably, the fraction of smaller particles mostly
contributed to impregnation in the reported studies, and the larger particles were just deposited on the
surface of the wood sample.
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3.4. Influence of the Particle Surface on Impregnation

In the next step, we investigated the influence of surface properties on impregnation (efficiency)
of SiO2 70 nm. The impregnated samples were analyzed by SEM and the results are presented in
Figures 6–8. Pristine SiO2 70 nm and PETES–SiO2 70 nm showed stronger impregnation compared
to APTES–SiO2. Pristine SiO2 70 nm particles were detected in pine wood down to 5 mm (Figure 6),
confirming the results of a previous study [27]. In some spots (Figure 6, pictures 4, 6, 8 and 10), the
particles were aggregated on the cell wall. This could be explained by interferences of SiO2 with
possible extractives during the impregnation process. Extractives have shielding effects, which lower
the charge and thus the electrostatic repulsion between the particles. Samples impregnated with
APTES–SiO2 70 nm did not penetrate the sample, as shown by SEM (Figure 7). Although the TEM
size of APTES–SiO2 was comparable to the pristine particles (Table 1), DLS showed that the particles
flocculated at the concentrations used for impregnation, i.e., above the determined threshold of 400–600
nm. APTES–SiO2 were more stable in EtOH than in water (Table 1). However, impregnation of pine
samples with APTES–SiO2 in EtOH only marginally improved wood infiltration (Supplementary
Materials Figure S2), indicating that particle size (alone) is not the determining parameter, as shown
previously by Renneckar et al. [25]. APTES–SiO2 NPs can interact with the wood surface through the
aminopropyl functional groups, since amine groups act as hydrogen-bond donors and acceptors, thus
facilitating the interactions with the cellulose surface of the cell wall.

 

Figure 6. SEM analysis on split pine wood samples impregnated with pristine SiO2 70 nm particles.
Particles were detected until the maximum invested depth of 5 mm and were located in the water
conducting system and on the cell wall. Some degree of aggregation was observed after drying,
although the NPs were stable prior to and after the impregnation.
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Figure 7. SEM analysis of split wood samples pressure-treated with APTES–SiO2 70 nm does not
show any impregnation. No particles can be detected even in the tracheids closest to the sample edge.
Suspensions of APTES–SiO2 70 nm in water were not sufficiently stable during the impregnation and
large aggregates were probably filtered by the wood structure.

 

Figure 8. SEM analysis of wood samples impregnated with PETES–SiO2 70 nm. Particles are easily
detectable and form almost confluent sheets. Functionalization with pentyl groups allows for deeper
penetration of high amounts of particles.
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As shown in Figure 8, the impregnation of PETES–SiO2 was similar to what we observed with
pristine SiO2-NPs. PETES–SiO2 were detected down to 5 mm in the lumens of tracheids. However,
in comparison to pristine SiO2-NPs, PETES–SiO2 were found in almost confluent sheets even at
the maximal depth, indicating that the introduction of pentyl groups on the SiO2 surface could
partially shield any interaction between pristine SiO2 and the cellulose cell wall surface. This may
explain the deeper penetration and almost full coverage of tracheids with PETES–SiO2 (Figure 6). The
ability of PETES–SiO2 to form a confluent layer of particles could be applied to further investigations
on similar particles with sufficient hydrophobicity [48] to introduce a hydrophobic character to
wood, which hinders water uptake and hence such adverse effects as fungal decay or dimensional
instability [49,50] However, SiO2-NPs with a much more hydrophobic surface would not be stable
in aqueous suspension [51], which is why we also dispersed and impregnated PETES–SiO2 in EtOH
(Supplementary Materials Figure S3). Although SiO2-NPs and PETES–SiO2 were found in the wood
core, it was observed that impregnation of particles in EtOH allowed a larger bulk of PETES–SiO2 to
penetrate to the core of the samples. No aggregation in pine wood was observed for formulations,
similar to the described phenomena in beech vessels.

4. Conclusions

Pine and beech wood samples with closed cross sections were pressure-treated with SiO2-NPs in
the size range from 70 to 350 nm. Particles were detected on the cell walls in the water conducting
elements in beech and pine wood. For beech wood, all sizes were successfully impregnated, but for
pine wood, the size threshold was found to be lower than previously reported [17]; 70 nm NPs were
successfully incorporated, whereas 170nm NPs were no longer impregnated in pine wood. These
results are in line with common findings of high loads of superficial particulate preserving agents
filtered by the wood structure. Particle-bearing formulations with defined size distributions below
the physical size restrictions of a particular wood species are expected to have improved structural
penetration and hence better resistance towards leaching.

The impact of surface functionalization was investigated on SiO2 70 nm. Our investigations
showed that colloidal stability (i.e., aggregation behavior) and surface charge have a significant impact
on particle impregnation. Compared to unfunctionalized SiO2 particles, PETES-functionalization
enhanced particle infiltration. APTES–SiO2 particles, featuring amine groups on the surface, were
not impregnated, neither in water nor in ethanol. In water, particles were colloidally instable and the
resulting aggregates were “filtered” by the wood structure. The same particles were colloidally more
stable in ethanol, but showed only minor improvement with respect to penetration depth, probably due
to strong interactions of the positive amine groups with the (negatively charged) cellulose/hemicellulose
cell wall surface.

Supplementary Materials: The following are available online at http://www.mdpi.com/2624-8549/2/2/361\T1\
textendash373/s1, Figure S1: Pine wood impregnation of pristine SiO2 70 nm nanoparticles dispersed in EtOH,
Figure S2: Impregnation of APTES–SiO2 70 nm in EtOH, Figure S3: Impregnation of PETES–SiO2 70 nm in EtOH.
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Abstract: Antimicrobial resistance is an increasingly serious threat to global public health that requires
innovative solutions to counteract new resistance mechanisms emerging and spreading globally in
infectious pathogens. Classic organic antibiotics are rapidly exhausting the structural variations
available for an effective antimicrobial drug and new compounds emerging from the industrial
pharmaceutical pipeline will likely have a short-term and limited impact before the pathogens can
adapt. Inorganic and organometallic complexes offer the opportunity to discover and develop new
active antimicrobial agents by exploiting their wide range of three-dimensional geometries and
virtually infinite design possibilities that can affect their substitution kinetics, charge, lipophilicity,
biological targets and modes of action. This review describes recent studies on the antimicrobial
activity of transition metal complexes of groups 6–12. It focuses on the effectiveness of the metal
complexes in relation to the rich structural chemical variations of the same. The aim is to provide a
short vade mecum for the readers interested in the subject that can complement other reviews.
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1. Introduction

Antimicrobial resistance has become a global concern ultimately affecting humans’ ability to
prevent and treat an increasing number of infections caused by bacteria, parasites, viruses and fungi and
the success of surgery and cancer chemotherapy. It occurs naturally over time, usually through genetic
changes of the pathogens when exposed to antimicrobial drugs. One of the causes for the emergence of
the problem is the overuse and misuse of existing antibiotics, which fueled the evolution of pathogens
resistant to the current library of antimicrobial agents [1,2]. As a result, available medicines become
ineffective, infections persist in the body, increasing the risk to patients’ health, spreading and health
care costs. Multidrug resistant bacteria, such as Enterococcus faecium, Staphylococcus aureus, Klebsiella
pneumoniae, Acetinobacter baumanii, Pseudomonas aeruginosa, and Enterobacteriaceae (“ESKAPE”) species,
are a major concern of the World Health Organization (WHO) and health authorities. These pathogens
cause a large number of victims worldwide [3–5]. As an example, methicillin-resistant Staphylococcus
aureus (MRSA) is one of the most critical causes of healthcare-related or community-related infections,
because of the multiple resistances to antibiotics and the toxins produced [6]. It is, therefore, evident
that there is an urgent need for the development of new antimicrobial agents with more effective
mechanisms of action [7].

While the problem is escalating, major pharmaceutical companies have interrupted their antibiotic
drug discovery programs, leaving academia at the forefront of the discovery of new classes of active
compounds, especially for Gram-negative bacteria [8,9]. The classical approach of medicinal chemists
based exclusively on organic molecules is poised to have a short-term limited impact because pathogens
will adapt and develop resistance to new drugs. Furthermore, as recently pointed out by Frei [10],
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only ~25% of the compounds currently in clinical development represent entirely new structural classes,
with the remaining 75% of drugs being merely derivatives and modifications of already approved
antibiotics. Thus, there is not just an urgent need for new antibiotics, but also a need for entirely new
classes of molecules for the purpose. Transition metal complexes offer this possibility. They possess a
wide range of three-dimensional geometries, virtually infinite possibilities to design their coordination
sphere in order to affect their substitution kinetics, charge, lipophilicity biological targets and modes
of action. Such complexes, however, are still (prejudicially) ignored by pharmaceutical companies
despite the fact that several of them are used in hospitals worldwide. For example, arsphenamine,
also known as Salvarsan or compound 606, is an effective drug for the treatment for syphilis; cisplatin
is a chemotherapeutic agent, administered intravenously, and used to treat a number of cancers
(e.g., testicular, ovarian, cervical, breast, bladder, head and neck, esophageal cancer); auranofin is a gold
salt approved by the WHO as an antirheumatic agent; technetium sestamibi (trade name Cardiolite) is a
pharmaceutical agent used in nuclear medicine imaging to visualize the myocardium.

In the last ten years, inorganic and organometallic transition metal medicinal chemists have
begun to develop new antimicrobial agents with great promise and remarkable success. Complexes of
virtually all ions of the transition periods have been tested. In this article, we present an overview
of antimicrobial transition metal (groups 6–12) complexes published in the scientific literature in the
last five years. We only describe inorganic and organometallic complexes of group 6–12 with a few
exceptions. Thus, e.g., silver and iron complexes are not included. Antimicrobial iron and silver
complexes and (nano)materials have been recently reviewed elsewhere [11–25]. Due to the growing
interest in the field, recent reviews and prospective on the antibacterial applications of transition metal
complexes have appeared [10,26–29]. This work aims at being complementary to those, including
some important common seminal examples but mostly species not included by the other authors.

2. Group 6

2.1. Chromium Complexes

Schiff base complexes of chromium are most commonly studied for their antimicrobial efficacy,
but the species have seldom shown high potency. Kumar et al. synthesized a new class of tetradentate
Schiff bases as ligands and their corresponding chromium(III) complexes (1, Figure 1) by using CrCl3
as the metal ion source [30]. The antimicrobial activities of the chromium(III) complexes were tested
against S. aureus (Gram-positive), E. coli and P. aeruginosa (Gram-negative) bacterial strains, but their
efficacies were lower than the standard drug, i.e., ampicillin. Rathi et al. reported the preparation
of thiophene based macrocyclic Schiff base complexes from the reaction of succinohydrazide and
thiophene-2,5-dicarbaldehyde in the presence of chromium(III) and iron(III) salts of chloride, nitrate
and acetate (2, Figure 1) [31]. The antimicrobial activities of all synthesized complexes were tested
against bacterial strains, such as B. subtilis and E. coli, and fungal strains, such as S. cerevisiae and C.
albicans. The data showed good activity of compounds against all tested microbial strains with the
MIC values in the range of 8–128 μg/mL. In 2017, Shaabani et al. prepared bridged chromium(III)
complexes, of hydrazine Schiff bases tridentate ligands and azide (3, Figure 1) [32]. The complexes,
however, were not particularly effective against tested pathogens with MIC values (~1250 μg/mL)
higher than standard drugs (MIC = 8–28 μg/mL). Kafi-Ahmadi and coworkers synthesized thiourea
derivatives as Schiff base ligands (4, Figure 1) and their chromium(III) complexes [33]. The complexes
were tested for their antibacterial activities against clinically important bacteria, such as E. coli, S. aureus,
and B. subtilis, and they showed good activities against all strains, comparable to that of streptomycin
as the standard. The mechanism of action of these complexes is unknown. The authors suggested that
chelation theory might help explain the biological activities of the metal chelates. This phenomenon
relates to a decrease in the polarity of the metal ion due to overlap metal and ligand orbitals, resulting
in partial sharing of the positive charge of the metal ion with donor groups and possibly electron
delocalization over the whole molecule [33–36].
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Figure 1. Structural formula of selected antimicrobial chromium(III) complexes and corresponding
ligands. MIC=minimal inhibitory concentration; IZD= inhibition zone diameter at given concentration.

In 2018, Liu et al. introduced a Schiff base ligand, 1-ferrocenyl-3-(2-furyl) propenone diamino
(thio) urea, and coordinated it to a range of metal ions (e.g., Pb(II), Bi(III), Cu(II), Cr(III), Ba(III), Cd(II),
Fe(II), Ni(II), Sn(II) and Nd(II), 5, Figure 1) [37]. All compounds were screened for their antimicrobial
activities against bacteria, such as E. coli, S. aureus and MRSA, also fungi, such as C. albicans and
A. flavus. The complexes were not particularly effective. The zones of inhibition (mm) were found in a
range between 11 and 24 mm (3 mg/mL concentrations) with the chromium(III) complex being amongst
the least effective compounds. In 2018, tridentate triazole based ligands of chromium(III) complexes
were reported by Murcia et al. (6a and 6b, Figure 1) [38]. The antimicrobial activities of both ligands
and complexes were tested against a wide range of bacterial and fungal strains of clinical relevance.
The results indicated that the chromium(III) complexes were more potent than free ligands and more
effective against fungi than bacteria. The complexes 6a and 6b showed MIC values in the range of 7.8 to
15.6 μg/mL. A study on azomethine chelates of Cu(II), Pd(II), Zn(II) and Cr(III) with tridentate dianionic
azomethine OVAP ligand (where OVAP = 2-[(2-hydroxyphenylimino)methyl]-6-methoxyphenol),
was carried out by Abu-Dief et al. (7, Figure 1) [39]. All OVAP metal complexes were screened against
a broad-spectrum of antimicrobial strains (bacterial strains: M. luteus, E. coli and S. marcescence; fungal
strains: A. flavus, G. candidum and F. oxysporum) and showed MIC values between 4.25 and 7.50 μg/mL.
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The investigated azomethine metal chelates revealed significantly enhanced antimicrobial activities in
comparison to the free ligand (MIC = 9.0–10.75 μg/mL) and showed comparable activities to ofloxacin
and fluconazol. Very recently, copper(II), nickel(II), cobalt(II), manganese(II), iron(III), chromium(III),
bismuth(III), and zinc(II) complexes of the guanidine Schiff bases 8 (Figure 1) were reported [40].
Compounds were screened against S. aureus (Gram-positive), P. aeruginosa (Gram-negative) and
the fungi strains, such as C. albicans and A. niger. In general, metal complexes were found to be
more toxic than ligand 8 and showed greater activity than neomycin and the naturally occurring
fungicide cycloheximide. Several other chromium metal complexes have been recently tested for their
antimicrobial efficacy but were not found to be active [41–45].

2.2. Molybdenum Complexes

In comparison to chromium complexes, only a few studies on the antimicrobial potential of
molybdenum metal complexes have appeared over the last decade in the literature, while we are not
aware of tungsten species having been reported lately. A series of cis-dichloro/dibromodioxidobis
(2-amino-6-substitutedbenzothiazole) molybdenum(VI) complexes (9, Figure 2) were reported by
Saraswat et al. in 2013 [46]. The complexes of dihalodioxidomolybdenum(VI) have played a special
role in the higher valent molybdenum enzymes such as sulfite oxidase, nitrate reductase, xanthine
oxidase and xanthine dehydrogenase during biological processes [47,48]. The authors reported the
antibacterial activities of the species against P. aeruginosa, S aureus and K. pneumoniae and antifungal
activities against A. flavus and A. niger. The results showed that derivatives of 9 were generally as
active as ampicillin against bacteria strains, and most effective against P. aeruginosa and K. pneumonia,
while their antifungal MIC values were in the range of 10–20 μg/mL.

 

Figure 2. Structural formula of selected antimicrobial molybdenum(VI) complexes and corresponding
ligands.

In 2015, Biswal et al. reported isostructural 4,4′-azopyridine (4,4’-azpy) pillared binuclear
dioxomolybdenum(VI) complexes of formula [(MoO2L1)2(4,4’-azpy)], [(MoO2L2)2(4,4’-azpy)] and
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[(MoO2L3)2(4,4’-azpy)] (where L# = Schiff base ligand, 10, Figure 2) [49]. The ligands and molybdenum(VI)
complexes were tested against B. cerus and L. monocytogenes (Gram-positive), E. coli and S. aureus
(Gram-negative) bacteria by the disc diffusion method. The compounds exhibited different degrees of
antimicrobial activities at a concentration of 10 μg per disc against the pathogens with antimicrobial
activities comparable with those of common antibiotics ampicillin and tetracycline (as standard
drugs). Schiff base ligands also showed moderate to good antimicrobial activities against all test
microorganisms and were more active than their corresponding complexes. In 2019, Çelen et
al. synthesized a group of thiosemicarbazonato-based ligands (2-hydroxy-3-methoxy/3,5-dibromo
benzaldehyde 4-phenyl/ethyl-S-methyl/butyl thiosemicarbazones), and then coordinated the ligands
through the ONN set to the molybdenum(VI) ion center to prepare cis-dioxomolybdenum(VI) complexes
(11, Figure 2) [50]. All ligands and the complexes were tested (10 mg/mL) against C. albicans, E. coli,
P. aeruginosa and S. aureus. The results confirmed the antimicrobial activities of all thiosemicarbazones
and their dioxomolybdenum(VI) complexes and MIC values were in the range of 62.5–500 μg/mL.
In 2020, Sang et al. reported the synthesis and the antimicrobial properties of a dioxidomolybdenum(VI)
complex of N’-(2-hydroxy-4-methoxybenzylidene)isonicotinohydrazide (12, Figure 2) [51]. The free
ligand showed modest antibacterial activity against S. aureus and E. coli (MIC = ~5 mmol/L), however,
the molybdenum complex showed higher antibacterial activity against E. coli with MIC value of
0.62 ± 0.04 mmol/L. Finally, a report on two cationic cluster complexes based on the {Mo6I8}4+ core
with (4-carboxybutyl)triphenylphosphonium and 4-carboxy-1-methylpyridinium as apical ligands,
indicated no antimicrobial activities of the species [52].

3. Group 7

3.1. Manganese Complexes

Several manganese complexes have been reported in the field, including photoactivatable
CO-releasing molecules, which are described separately in the following section. In 2013,
Zampakou et al. prepared [KMn(oxo)3(MeOH)3] and [Mn(erx)2(phen)] complexes by reacting MnCl2
with the quinolone antibacterial drug oxolinic acid (Hoxo), enrofloxacin (Herx) and the N,N′-donor
heterocyclic ligand 1,10-phenanthroline (phen), respectively (13, Figure 3) [53]. Complexes were
found significantly active against three Gram-positive (B. subtilis, B. cereus and S. aureus) and two
Gram-negative (X. campestris and E. coli) bacterial strains with half-minimum inhibitory concentration
(MIC) between 1.2 and 44 μg/mL. In 2018, Barmpa et al. reported similar types of manganese(II)
complexes by using the quinolone antimicrobial agent sparfloxacin (Hsf) and flumequine (Hflmq) with
or without nitrogen-donor heterocyclic ligands 1,10–phenanthroline (phen), 2,2’–bipyridine (bipy),
2,2’–bipyridylamine (bipyam) or pyridine (py) (14, Figure 3) [54]. The in vitro antimicrobial tests gave
MIC values for the complexes in the range of, or slightly better than free Hsf. Against bacterial strains,
such as E. coli, B. subtilis, and S. aureus, MICs were significantly low ranging from 0.0625–1.000 and
0.5–19 μg/mL. In 2015, P. Arthi and coworkers reported a series of pendant-armed Schiff base hexaaza
macrocycles manganese(II) complexes by the condensation of equimolar amounts of terephthalaldehyde
and N,N-bis(2-aminoethyl)benzamide derivatives in the presence of Mn(ClO4)2·6H2O as a templating
agent (15, Figure 3) [55]. In comparison to the standard drug, ciprofloxacin, the complexes showed
good activities against both Gram-negative (K. pneumoniae, P. aeruginosa, V. alginolyticus, V. cholerae
and V. harveyi) and Gram-positive (S. aureus and S. mutans) bacterial strains. The mean zone of
inhibition values of the complexes and the standard were in the range of 4–21 and 20–25 mm
(100 μg/mL), respectively. Also in 2015, Simpson et al. described the antibacterial and antiparasitic
activities of manganese(I) tricarbonyl complexes with ketoconazole, miconazole, and clotrimazole
ligands [56]. The molecules were tested against eight different bacterial strains: Gram-positive,
such as S. aureus, S. epidermidis, E. faekalis, and E. faecium, and Gram-negative, such as E. coli,
P. aeruginosa, Y. pseudotuberculosa, and Y. pestis. Only the miconazole complex (MIC values of
10−20 μM on E. coli, Y. pseudotuberculosa, and Y. pestis) was active against Gram-negative bacteria
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and showed higher activity than miconazole alone. Conversely, all species were active against
Gram-positive bacteria at submicromolar concentrations (MIC = 0.625 to 2.5 μM), particularly against
staphylococci. The complexation of luteolin to manganese(II) was carried out to prepare manganese(IV)
complex 16, (Figure 3) [57]. The ligand and complex were screened against different microbial
strains (e.g., E. coli, S. aureus, L. monocytogenes and P. aeruginosa) and 16 was found ~x1.5 more
active than the ligand alone. A study on a series of manganese(I) tricarbonyl complexes bearing
bis(2-pyridinylmethyl)(2-quinolinylmethyl)amine, bis(2-quinolinylmethyl)(2-pyridinylmethyl)amine,
tris(2-quinolinylmethyl)amine, and tris(2-pyridinylmethyl)amine ligands (17, Figure 3), was reported
recently by Güntzel and coworkers [58]. The compounds were examined against 14 different
multidrug-resistant clinical isolates of A. baumannii and P. aeruginosa showing MIC values in
the range of 0.2–0.8 mM. Finally, Kottelat et al. described a series of carbonyl complexes of
manganese bearing isocyanide ligands of formula fac-[Mn(CO)3(CNR)2Br] and found that for
CNR = (1-isocyanoethyl)benzene, the complex showed a MIC of 128 μg/mL against E. coli [59]. Several
other manganese metal complexes have been recently tested for their antimicrobial efficacy but were
not found to be active [60–63].

Figure 3. Structural formula of selected manganese(I), (II) and (IV) complexes and antibacterial drugs
oxalinic acid (Hoxo), enrofloxacin (Herox), sparfloxacin (Hsf) and flumequine (Hflmq).
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3.2. Manganese Photoactivatable CO-Releasing Molecules (PhotoCORMs)

PhotoCORMs are a special class of manganese-based antimicrobial complexes (Figure 4).
The molecules are able to release carbon monoxide when activated with light. Carbon monoxide
then acts in concert with the metal fragment to impart antimicrobial efficacy to the species.
The [Mn(CO)3(tpa-k3N)]Br complex (18, Figure 4) was the first one reported in the literature and it
remains the most extensively studied [64–67]. It was active against several E. coli strains (K12 derivative
MG1655, EC958, APEC), if photo-activated and perturbs the growth of multidrug-resistant isolates of
Avian Pathogenic E. coli (APEC) (both in vitro and in vivo) without the need of light activation. In vivo
(G. mellonella wax moth model), 18 showed no toxicity at double the concentration required in the
treatment assay. The complex 19 (known as Trypto-CORM), was described in 2014 by Ward et al. [68,69].
The compound was not toxic to eukaryotic RAW264.7 cells but showed a strong antibacterial effect
against E. coli strain W3110, N. gonorrhoeae and S. aureus. It completely inhibited E. coli growth
following irradiation, leading to a loss of >99.9% of cell viability. Trypto-CORM was similarly toxic
to N. gonorrhoeae, in the dark resulting in a loss of >99% cellular viability (half maximal inhibitory
concentration (IC50) value of 22 μM). Furthermore, complex 19 exhibited a cytostatic effect in the
dark and cytotoxic effect if exposed to light against S. aureus. Mann et al. introduced molecule 20

and studied the broad-spectrum antimicrobial potential of the molecules [70,71]. The complex 20

inhibited growth of E. coli and several antibiotic resistant clinical isolates of pathogenic bacteria in a
concentration-dependent manner. It extensively concentrated in E. coli cells, reaching concentrations of
~3.5 mM after 80 min of incubation. Significantly, 20 was effective against several pathogens isolated
from clinical infections and causes in vitro a complete growth arrest of the multidrug-resistant E. coli
EC958 clinical pathogen, K. pneumoniae, S. flexneri, S. kedougou and E. hormaechei, but it was ineffective
against growth of P. aeruginosa, C. koseri, and A. baumannii.

 

 
Figure 4. Structural formula of selected antimicrobial manganese(I) photoactivatable CO-releasing
molecules.

3.3. Rhenium Complexes

In 2014, Noor et al. described a family of bioconjugated tridentate pyridyl-1,2,3-triazole
macrocycles and the corresponding rhenium(I) complexes (21, Figure 5), which were screened
for antimicrobial activities in vitro against both Gram-positive (S. aureus) and Gram-negative (E. coli)
bacterial strains [72]. The minimum inhibitory concentrations for the compounds, however, showed
values >256 μg/mL. At the same time Partra and coworkers introduced an interesting trimetallic
complex (22, Figure 5) containing a ferrocenyl (Fc), a cymantrene and a [(dpa)Re(CO)s] residue
(dpa = N,N-bis(pyridine-2-ylmethyl)prop-2-yn-1-amine) as the main biological active moiety of the
construct [73]. A systematic structure–activity relationship (SAR) study against various Gram-positive
pathogenic bacteria, including methicillin-resistant S. aureus (MRSA) strains proved that [(dpa)Re(CO)3]
moiety was the essential part for the antibacterial activity of the trimetallic complex. The other two
metallic units (Fc and cymantrene) could be replaced by organic compounds without affecting the
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antibacterial activities of the construct. The MIC values of the compounds against Gram-positive
bacterial strains, such as B. subtilis, S. aureus DSM 20231 and S. aureus ATCC43300 (MRSA) were found
in the range of 1.4–21 μM. In 2016, Kumar et al. [74] reported a group of mono- and bis-fac-rhenium
tricarbonyl 2-pyridyl-1,2,3-triazole complexes with different aliphatic and aromatic substituents (23,
Figure 5) which were tested for antimicrobial activities in vitro against both Gram-positive (S. aureus)
and Gram-negative (E. coli) bacterial strains. The MICs for all the complexes were measured between
16 and 1024 μg/mL. In 2017, a family of N-heterocyclic carbene (NHC) fac-[Re(I)(CO)3] complexes
containing unsubstituted benzimidazol-2-ylidene and bisimine ligands (NˆN) ligands (24, Figure 5),
were reported by Siegmund et al. [75]. The antimicrobial tests gave MIC values of the complexes
between 0.7–2 μg/mL against Gram-positive strains, such as B. subtilits and S. aureus. However,
the same complexes were inactive against Gram-negative strains, such as E. coli, A. baumannii and
P. aeruginosa. Recently, Frei et al. reported the synthesis and antibacterial profiling of three rhenium
bisquinoline complexes (25, Figure 5) [76]. The complexes displayed light-induced activities against
drug-resistant S. aureus and E. coli showed MICs under photo-irradiation between 4- to 16-fold lower
than in the dark. Other rhenium metal complexes have been tested for their antimicrobial efficacy but
were inactive [77–80].

 

 
Figure 5. Structural formula of selected antimicrobial rhenium(I) complexes.
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4. Group 8

4.1. Ruthenium Complexes

As stated in the introduction, iron complexes are not treated in this review; however, before
discussing Ru species, the helicates-chiral assemblies reported by Howson et al. in 2012 deserves
a special mention for their unique structure [81]. The species (26, Figure 6) were prepared by
alkylation of 2 equiv. of (R)-2-phenylglycinol with 1 equiv. of α,α′-dibromo-p-xylene followed by
reaction with 2-pyridinecarboxaldehyde and Fe(ClO4)2·6H2O in the proportions 3:6:2. Single bimetallic
diastereomerically pure flexicates ΔFe,RC-[Fe2L3][ClO4]4 were isolated following heating of the mixture
at 85 ◦C for 24 h. These flexicates showed good antibacterial activities against MRSA and E. coli with
MIC values in the 4–8 μg/mL range.

Ruthenium, as the second member of group 8 transition metals, has appeared in many reports
as the central metal ion of new potential antimicrobial agents [82–93]. Here we describe the latest
examples, but a recent perspective offers more details on the subject [10]. In 2016, Kumar and coworkers
reported a series of tris(homoleptic) ruthenium(II) complexes with 2-(1-R-1H-1,2,3-triazol-4-yl)pyridine
ligands (R-pytri) containing different aliphatic and aromatic substituents (27, Figure 7) [94]. The in vitro
antimicrobial activities of R-pytri ligands and their mer- and fac-[Ru(R-pytri)3]2+ complexes were
screened against both Gram-positive (S. aureus, S. pyogenes and MRSA) and Gram-negative
(A. calcoaceticus) bacterial strains. The experiments resulted in the good activity of two [Ru(R-pytri)3]2+

complexes (where R = hexyl or octyl) against Gram-positive bacteria with MIC values between 1 and
8 μg/mL (depending on the strain), but lower activity was seen against Gram-negative A. calcoaceticus
(MIC = 16–128 μg/mL). More importantly, both complexes showed stronger antibacterial effects
(MIC = 4–8 μg/mL) than gentamicin as the control (MIC = 16 μg/mL) against two strains of MRSA
(MR 4393 and MR 4549). Liao et al. have reported a study involving octahedral ruthenium(II)
complexes as antimicrobial agents against the mycobacterium M. smegmatis [95]. The complex 28

(Figure 7) selectively inhibited M. smegmatis growth with MIC of 2 μg/mL comparable to those of
norfloxacin and rifampicin (MIC of 2 and 1 μg/mL, respectively). All complexes, however, were found
to be inactive against S. aureus (MSSA), P. aeruginosa, E. coli, C. albicans and C. neoformans.

 
Figure 6. Structural formula of antimicrobial iron(II) flexicates.
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Figure 7. Structural formula of selected antimicrobial ruthenium(II) complexes.

In a study published in 2016 [96], Li et al. introduced a series of non-symmetric dinuclear
polypyridylruthenium(II) complexes (29, Figure 7), and tested the same as antimicrobial agents.
These complexes contained one inert metal center and one coordinatively-labile metal center, linked
via the bis[4(4’-methyl-2,2’-bipyridyl)]-1,n-alkane ligand. The ruthenium(II) complexes were tested
against four strains of bacteria, S. aureus and MRSA (Gram-positive), and E. coli and P. aeruginosa
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(Gram-negative). In most cases, the compounds showed good MIC values (0.6–0.7 μM, comparable
to gentamicin) against MRSA, they were less effective against E. coli and nearly inactive against
P. aeruginosa. More recently, Srivastava et al. reported ruthenium(II) polypyridyl complexes [97]
coordinated to curcumin, [Ru(NN)2(cur)](PF6) [NN = bpy, phen], (30, Figure 7) and tested them against
a panel of ESKAPE pathogens, including the drug resistant S. aureus ATCC. The results revealed a good
inhibitory effect of the complexes against the latter pathogen and a remarkably high selectivity index
(MIC = 1 μg/mL vs 0.25 for levofloxacin, SI = 80). Also in 2019, ruthenium(II) complexes of bidentate
chelators 1-(1-benzyl-1,2,3-triazol-4-yl)isoquinoline and 3-(1-benzyl-1,2,3-triazol-4-yl)isoquinoline
(31, Figure 7) were reported by Kreofsky et al. [98]. The complexes were screened against Gram-
positive bacteria (e.g., B. subtilis and S. epidermidis), and revealed a very low MIC value of 0.4 μM.
In the same year, van Hilst et al. described mono and dinuclear ruthenium(II) complexes of
2,6-bis(1-R-1,2,3-triazol-4-yl)pyridine ligands (32 and 33, Figure 7), bearing aliphatic substituents [99].
The antibacterial activities of the complexes were evaluated by in vitro tests against S. aureus, and E. coli
strains. The MIC values for the most active mononuclear complex, [Ru(hexyltripy)(heptyltripy)]2+

(i.e., 33 with n = 7 in Figure 7), were 2 μg/mL and 8 μg/mL, against S. aureus and E. coli, respectively.
[Ru(hexyltripy)(heptyltripy)]2+ and [Ru2(dihexylditripy)(hexyltripy)2]4+ also showed good activities
against the Gram positive and Gram negative methicillin resistant S. aureus strains (MICs = 4–8 μg/mL
and 8–16 μg/mL, respectively). Finally, linear (34) and non-linear (35) tetranuclear ruthenium(II)
complexes were reported by Sun and coworkers [100], as having MIC values against six strains of
bacteria (Gram-positive S. aureus and MRSA; Gram-negative, E. coli strains MG1655, APEC, UPEC and
P. aeruginosa) in the range between 2 and 32 μg/mL.

4.2. Osmium Complexes

There are only a few reports that have appeared lately detailing antimicrobial studies of
osmium complexes. In 2015, a series of enantiopure (S,S)-iPr-pybox and {(S,S)-iPr-pybox = 2,6-
bis[4(S)-isopropyloxazolin-2-yl]pyridine} osmium(II) complexes (36, Figure 8), were prepared by
Menéndez-Pedregal and coworkers [101]. The complexes were screened against M. luteus, B. subtilis,
E. coli, S. coelicolor, S. antibioticus, and P. aeruginosa bacteria. The results showed inhibition halos
(mm) of the complexes in the range of 6–20 mm at concentrations between 99 and 500 μg/mL.
Gichumbi and coworkers reported a class of osmium(II)-arene complexes with bidentate N,N′-ligands
(37, Figure 8) [102]. A panel of antimicrobial-susceptible and -resistant Gram-negative (E. coli,
K. pneumonia and P. aeruginosa) and Gram-positive (B. subtilis, E. faecalis, S. aureus, S. aureus,
S. saprophyticus and M. smegmatis) bacterial strains were used to examine the antimicrobial activities
of the synthesized complexes. The results showed promising anti-mycobacterial activity against
M. smegmatis, and bactericidal activity against drug-resistant E. faecalis and methicillin-resistant
S. aureus ATCC 43300.

Figure 8. Structural formula of selected antimicrobial osmium(II) complexes.
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5. Group 9

5.1. Cobalt Complexes

In 2010, Zhu et al. reported azide bridged Schiff bases 5-methoxy-2-[(2-morpholin-4-ylethylimino)
methyl]phenol and 2-ethoxy-6-[(2-isopropylaminoethylimino)methyl]phenol cobalt(III) complexes
(38 and 39, Figure 9) [103], and tested them against a panel of pathogens. The complexes 38 and 39

were active against B. subtilis, E. coli and S. aureus with the MIC values in the range of 4–18.5 μg/mL,
but less active against P. fluorescens with MIC values of 21.7 and 37.3 μg/mL, respectively. The authors
explained the bactericidal mechanism of action of the metal complexes by Overtone’s concept [104]
and Tweedy’s chelation theory [105]. Coordination to the metal ion of the chelating Schiff bases results
in the overlap of the ligand orbital and partial sharing of the positive charge of the ion with donor
groups, which gives rise to a decrease in the polarity of the metal ion. As a result, the delocalization
of π-electrons over the whole chelate ring increases and, consequently, enhances the lipophilicity of
the complex. The main effect of increased lipophilicity is that of improving complexes penetration
through lipid membranes, and finally, deactivation of the binding sites on enzymes of microorganisms.

Irgi et al. reported in 2015 a study of the antimicrobial potential of cobalt(II) complexes
featuring coordination to the quinolone oxolinic acid drug (Hoxo), and 2,2’-bipyridine (bipy), 2,2’-
bipyridylamine (bipyam), 1,10-phenanthroline (phen), pyridine (py) or 4-benzylpyridine (4bzpy)
ligands (40, Figure 9) [106]. The antimicrobial activities of Hoxo and its complexes were screened
against Gram-negative (E. coli NCTC 29212 and X. campestris ATCC 1395), and Gram-positive (S. aureus
ATCC 6538 and B. subtilis ATCC 6633) bacterial species. Oxolinic acid and its cobalt(II) complexes
showed inhibitory action against all the microorganisms tested, with MIC values in the 1–2 μg/mL
range for most of the complexes. Similar cobalt(II) complexes, based on a series of coordinated
quinolone sparfloxacin and nitrogen-donor heterocyclic ligands bipy, phen or 2,2′-bipyridylamine
(bipyam) (41, Figure 9), were introduced in 2016 by Kouris et al. [107]. The ligand and complexes
showed remarkable antimicrobial activities against bacteria strains, such as X. campestris, S. aureus,
B. subtilis and E. coli with MICs of 0.031–0.500 μg/mL. The authors suggested that the chelate effect and
the presence of sparfloxacinato and N-donor ligands, as well as the generation of the quinolone ligand,
could be the prevailing factors contributing to the antimicrobial activities of the complexes.

A class of [CoCl2(dap)2]Cl (dap = 1,3-diaminopropane) and [CoCl2(en)2]Cl (en = ethylenediamine)
were recently reported by Turecka et al. [108], and tested against a broad spectrum of reference
and clinical fungal strains of Candida. The complexes showed MICs of ~16 μg/mL on the selected
species (e.g., C. glabrata ATCC 2001) but were not as effective as amphotericin B and ketoconazole.
A series of zinc(II), copper(II) and cobalt(II) metallophthalocyanine (Pc) compounds derivatized with
four 2-methoxy-4-{(Z)-[(4-morpholin-4-ylphenyl)imino]methyl}phenol at the peripheral positions (42,
Figure 9) were reported by Unluer et al. [109]. According to the in vitro studies, cobalt(II)Pc and
copper(II)Pc complexes, in particular, showed antibacterial activities against S. typhimurium and E. coli.
Recently, a series of 2-formylpyridine 4-allyl-S-methylisothiosemicarbazone of zinc(II), copper(II),
nickel(II) and cobalt(III) complexes were reported [110]. The in vitro tests showed that cobalt(III)
complexes (43, Figure 9) were more active against Gram-positive bacteria (e.g., S. aureus) and fungal
strains (C. albicans) with MIC values of 0.7–3 and 7–250 μg/mL, respectively, and less active against
Gram-negative strains, such as E. coli and K. pneumoniae. Several other types of cobalt metal complexes
have been tested for their antimicrobial efficacy, however, their activities were not found remarkably
high [111–121].
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Figure 9. Structural formula of selected antimicrobial cobalt(II) and cobalt(III) complexes and
corresponding ligands.
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5.2. Rhodium and Iridium Complexes

Rhodium and iridium complexes hold great potential as metal-based antimicrobial agents.
In 2015, Lu et al. tested a series of cyclometallated rhodium(III) and iridium(III) complexes for their
antimicrobial activities [122]. The in vitro tests revealed that complex 44 (Figure 10) had a selective
inhibitory effect against S. aureus growth with MIC and MBC values of 3.60 and 7.19 μM, respectively.
The complex was the first example of a substitutionally-inert, group 9 organometallic compound
utilized as a direct inhibitor of S. aureus. In 2017, Fiorini et al. [123] reported methylation of iridium(III)
tetrazolato complexes as an effective route to modulate the emission outputs and to switch the
antimicrobial properties of the species. Transformation of neutral iridium(III) tetrazolato complexes 45

to the equivalent methylated cations 46 (Figure 10), was accompanied by a remarkable change in the
antimicrobial activities of the complexes. Compounds of general structure 45 were inactive against
Gram-negative (E. coli) and Gram-positive (D. radiodurans) microorganisms. However, by converting
them to methylated cationic derivatives 46, the MIC values of the latter dropped to 1–4 μg/mL against
the D. radiodurans bacterial strain. The same year, Kumar et al. prepared an iridium(III) complex
of formula [Ir(cod)(dmtu)2]Cl (where cod = 1,5-cyclooctadiene and dmtu = N,N’-dimethylthiourea,
47 in Figure 10), from the reaction of dmtu with the [Ir(cod)(Cl)]2 dimer [124]. The antimicrobial
activity of the complex was investigated against E. coli, S. aureus and P. aeruginosa, and it showed
good activity against the two latter strains. In 2018, DuChane and coworkers reported a series of
~40 rhodium(III) and iridium(III) half-sandwich complexes of formula [(η5-Cp*R)M(β-diketonato)Cl]
(M = Rh(III), Ir(III), 48 in Figure 10) [125] and tested them against M. smegmatis. The rhodium(III)
complexes were found consistently more active than the iridium analogs with MIC values in the range
of 2–16 μM and 15–69 μM for the two ions, respectively. The most active rhodium(III) complex was the
one bearing pentamethylcyclopentadiene (η5-Cp*R where R = -CH3) and dipivaloylmethane as the
β-diketonato chelate.

Recently, Lapasam and coworkers have reported a family of mononuclear metal complexes
containing hydrazone ligands (L) of the type [(arene)MLCl]+ (M = Ru(II), Rh(III) and Ir(III), 49 in
Figure 10) [126]. The antibacterial efficacies of the complexes were evaluated against four pathogenic
bacteria, such as S. aureus, E. coli, B. thuringiensis and P. aeruginosa. All the complexes behaved
selectively against P. aeruginosa and B. thuringiensis with comparable activities to gentamycin but
were inactive against E. coli and S. aureus. In a report in 2019, the same author described related
ruthenium(II), rhodium(III) and iridium(III) arene complexes bearing pyridyl azine Schiff base ligands
(50 and 51, Figure 10) showing potent antibacterial activities against S. aureus, E. coli and K. pneumonia
with the zone of inhibition (at conc. 2.0 mg/mL) greater than that of ciprofloxacin [127]. A class of
neutral heteroleptic cyclometalated iridium(III) complexes linked to boron dipyrromethene (BODIPY)
substituted N-heterocyclic carbene (NHC) ligands was characterized by Liu et al. in 2019 [128].
The antimicrobial photo-biological properties of 52 and 53 (Figure 10) were evaluated against S. aureus
bacteria growing as planktonic cultures. The results revealed good activity of 53 against the pathogen
upon visible light activation, with a phototherapeutic index >15 and the half-maximal effective
concentration (EC50) value of 6.67 μM.

In 2018, a series of organoiridium(III) antimicrobial complexes containing biguanides derivatives
as chelated ligands were reported by Chen et al. (54, Figure 10) [129]. The compounds have remarkable
activities against both Gram-negative and Gram-positive bacteria, including MRSA with MICs as low as
0.125 μg/mL. The complexes also exhibited a high fungicidal effect toward C. albicans and C. neoformans
with MIC values of 0.25 μg/mL (0.34 μM), and generally, low cytotoxicity toward mammalian cells.
In 2019, DuChane et al. evaluated a series of piano-stool iridium complexes with 1,2-diaminoethane
ligands against bacterial strains of S. aureus, including various isolates of methicillin-resistant strains
(MRSA) [130]. The in vitro tests indicated an interesting difference between stereoisomers of the species
with complex 55 (cis isomer, Figure 10) being the most effective compound with MIC values of 5 and
7.5 μg/mL against S. aureus and MRSA, respectively. Recently, Lapasam et al. introduced a series
of ruthenium(II), rhodium(III) and iridium(III) complexes with 4-phenyl-1-(pyridin-4yl)methylene
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thiosemicarbazide and 4-phenyl-1-(pyridin-4yl)ethylidene thiosemicarbazide ligands (56, Figure 10)
with comparable antibacterial properties to that of ciprofloxacin [131]. The MIC values of the complexes
were as low as 0.015 mg/mL (MIC of ciprofloxacin = 0.031–0.062 mg/mL) against S. aureus, E. Coli and
K. pneumonia.

 

Figure 10. Structural formula of selected antimicrobial rhodium(III) and iridium(III) complexes.
EC50 = half-maximal effective concentration.
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6. Group 10

6.1. Nickel Complexes

Group 10 antimicrobial complexes are not as active as metal complexes of other groups and
generally show relatively high MICs when compared to other transition metal species. Nickel is no
exception. Therefore, only two selected cases will be given in the current section. In 2017, Raj et al.
described Schiff base (57, Figure 11) nickel(II) complexes with MIC values against S. aureus (15–30μg/mL)
comparable to the standard drug, ciprofloxacin [132]. The complexes, whose structures remained
undefined, also showed good MICs against methicillin resistant S. aureus (MRSA, 20–50 μg/mL),
but were inactive against other tested pathogens (e.g., S. flexneri MTCC-1457, P. aeruginosa MTCC-741,
and E. coli MTCC-119) and several fungal strains. The complexes exert their antimicrobial action
by disintegrating the bacterial cell membrane. Recently, Ibrahim et al. [133] presented nickel(II)
complexes of NNS tridentate thiosemicarbazone based ligands (58, Figure 11) and evaluated them
against several bacterial (e.g., E. coli, P. aeruginosa, B. cereus, S. aureus, M. luteus and S. marcescens)
and fungal (e.g., F. oxysporum, C. albicans, G. candidum, A. flavus, S. brevicaulis and T. rubrum) strains.
The complexes all showed similar and comparable effects as the standard antibacterial chloramphenicol
drug. The results varied in terms of the antifungal potency of complexes 58, but the active ones showed
greater inhibition than clotrimazole (the standard drug).

 
Figure 11. Structural formula of Schiff base ligands 57a and 57b and nickel(II) antimicrobial complex 58.

6.2. Palladium and Platinum Complexes

Several palladium and platinum complexes have been tested for their antimicrobial potencies
and a few species showed significant effects. In general, the reported complexes of the two metal
ions were not as effective as those of other metals and palladium compounds were more active
than the platinum ones. It is, however, instructive to also overview some of the latest reported
examples not showing antimicrobial potential. By varying reaction conditions and stoichiometry of
reagents, Juribašić et al. [134] prepared a series of quinolinylaminophosphonate palladium(II) halide
complexes (59–61, Figure 12) and tested them on a wide spectrum of bacterial and fungal strains.
None of the species was active. Similarly, the methylpyrazole-4-carboxaldehyde thiosemicarbazone and
the 2-((6-allylidene-2-hydroxycyclohexa-1,3-dienylmethylene)amino)benzoic acid complexes (62 and
63, Figure 12) were inactive [135]. Radić et al. introduced S-alkyl thiosalicylic acid derivatives of
palladium(II) (64, Figure 12) and investigated the antimicrobial potential of the ligands and complexes
on a wide panel of 26 microorganism species [136]. The palladium(II) complexes were inactive against
nearly all pathogens with the exception of fungal strains (e.g., A. fumigatus and A. flavus) with MICs
<7.8 μg/mL.
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Figure 12. Structural formula of selected antimicrobial palladium(II) and platinum(II) complexes.

135



Chemistry 2020, 2

In 2018, Boubakri et al., reported the synthesis and antibacterial properties of triphenylphosphine
(PPh3) N-heterocycle carbene (NHC) complexes of palladium(II) (65, Figure 12) [137]. The complexes
were prepared by combining the NHC benzimidazolium salts with, PdCl2, K2CO3 in pyridine at
80 ◦C, followed by reaction with triphenylphosphine. The in vitro tests of palladium(II)-NHC-PPh3

complexes against Gram-positive (M. luteus LB 14110, S. aureus ATCC 6538 and L. monocytogenes ATCC
19117) and Gram-negative (S. typhimurium ATCC14028 and P. aeruginosa ATCC 49189) pathogens
showed moderate to significant activities of the complexes against the different bacterial strains.
The MIC values against M. luteus, L. monocytogenes and S. typhimurium were in the range of 0.0197–0.625,
0.078–1.25, and 1.25–5 mg/mL, respectively. A remarkable example of active palladium(II) complexes
was obtained by Abu-Dief et al. [138]. The authors prepared a series of metal complexes bearing
the 1-(pyridin-3-yliminomethyl)-naphthalen-2-ol ligand and tested the silver(I), palladium(II) and
vanadium(II) oxide derivatives against different strains of bacteria and fungi (S. Marcescens, E. coli,
M. Luteus F. oxysporum, G. candidum and A. flavus). The palladium(II) complex (66, Figure 12) showed
MIC values against all tested strains between 1.50 and 3.00 μg/mL, close to the standard drugs
(ofloxacin and fluconazole). Recently, Nyawade et al. reported new 2-pyrral amino acid Schiff
base palladium(II) complexes [139] and investigated their antibacterial effects against six species
(Gram-positive, such as S. aureus, MRSA, S. epidermidis, S. pyogenes, and Gram-negative, such as
P. aeruginosa and K. pneumonia). Of the series of compounds, complex 67 (Figure 12) was the most active
showing comparable antimicrobial potency to ampicillin against MRSA, S. epidermidis and S. pyogenes.

Solmaz and coworkers synthesized N,N-Di-(R)-N’-(4-chlorobenzoyl)thiourea platinum(II)
complexes (68, Figure 12) and carried out antimicrobial tests against S. aureus, S. pneumonia, E. coli,
P. aeruginosa, A. baumannii, C. albicans and C. glabrata [140]. The compounds were particularly
effective against S. pneumonia, P. aeruginosa, and A. baumannii (MIC value of 3.90 μg/mL) and
moderately active against S. aureus, E. coli and C. albicans (MIC value of 15.62 μg/mL). More recently,
Gaber et al. reported palladium(II) and platinum(II) chalcone complexes of the bidentate ligand,
(E)-3-(4-(dimethylamino)phenyl)-1-(pyridin-2-yl)prop-2-en-1-one (69, Figure 12) [141]. The platinum(II)
complex showed low IC50 values but virtually no antimicrobial potency (MIC value of ~30 mg/mL)
against C. albicans, A. flavus, E. coli or S. aureus. Palladium(II) and platinum(II) complexes with good
antifungal activities against C. albicans and C. neoformans (MIC values of 32 and 16 μg/mL, respectively
for the two species) were those bearing a derivatized N,N-bidentate pyridyl benzimidazole ligand (70,
Figure 12) reported by Mansour et al. [142]. In 2018, Lunagariya et al. tested square planar mononuclear
platinum(II) complexes bearing 5-quinoline 1,3,5-tri-substituted pyrazole scaffolds against S. Aureus,
B. subtilis, S. marcescens, P. aeruginosa and E. coli [143]. Within the series, compound 71 (Figure 12)
showed good activity against the pathogens with MIC values between 25 and 35 μg/mL. Finally, in 2019,
Gao and coworkers published a bacterial membrane intercalation-enhanced photodynamic inactivation
(PDI) system, of discrete organoplatinum(II) metallacycles (72, Figure 12) [144]. The compound acted
as a photosensitizer with aggregation-induced emission. It self-assembled with a transacting activator
of the transduction (TAT) peptide-decorated virus coat protein. The resulting aggregate intercalated in
the bacterial cell membrane and decreased the survival rate of Gram-negative E. coli to nearly zero and
that of Gram-positive S. aureus to ∼30% upon light irradiation. Several other complexes of these ions
have been tested for their antimicrobial efficacy, however, their activities were not found remarkably
high [145–169].

7. Group 11

7.1. Copper Complexes

In the last five years, hundreds of scientific publications have reported antimicrobial properties
of copper complexes. As for iron and the other members of this group, the complexes of the metal
ion would be best reviewed alone, but for completeness, a few recent selected examples will be
mentioned in this section. In 2019, Kaushal et al. described the synthesis and characterization of
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several 2-acetylpyridine-N-substituted thiosemicarbazonates of copper(II) species (73, Figure 13) with
remarkable antimicrobial activities against methicillin resistant S. aureus (MRSA), K. pneumoniae and
C. albicans [170]. The complexes showed MICs values between 0.5 and 5 μg/mL and often equated the
potency of amphotericin and gentamicin. The authors attempted a structure–activity relationship of
the variation of antimicrobial bioactivity with variations of R substituents and halogens (X).

In general, for all pathogens, the halogens did not provide any preferential trend but
variations occurred due to the substituents R, with ethyl/methyl substituents showing high activity.
Oladipo et al. reported a synthetic and structural study of copper(II) N,N′-diarylformamidine
dithiocarbamate complexes (74, Figure 13), showing excellent antibacterial activities against
Gram-negative, S. typhimurium, P. aeruginosa, E. coli and K. pneumoniae and Gram-positive, S. aureus
bacteria, including MRSA [171]. The MIC values of complexes were in the order of 6.25 ng /mL to
0.8 μg/mL, surpassing in many cases the potency of ciprofloxacin. Krishnegowda and coworkers
prepared 1-phenyl-1,3-butanedione copper(II) complexes (75, Figure 13), showing activity against
B. cereus, Bacillus substilis, methicillin-resistant S. aureus, E. coli, P. aerogenes and K. pneumonia (MICs in
the range of 10.4–16.5 μg/mL) similar to ampicillin [172].

Figure 13. Structural formula of selected antimicrobial copper(II) complexes.

7.2. Gold Complexes

Gold complexes have been investigated in a wide range of therapeutic applications
(e.g., as antiarthritic agents for the treatment of rheumatoid arthritis and a variety of rheumatic
diseases, including psoriatic arthritis, juvenile arthritis, palindromic rheumatism and discoid lupus
erythematosus [173]), and continue to attract the attention of many organometallic chemists [174].
They also have great potential as antimicrobial agents. In this section, we have selected only a few
examples, but a recent perspective offers more details on the subject [10].

In 2016, Savić et al. reported a series of aromatic nitrogen-containing heterocycles gold(III)
species (76, Figure 14) in a comparative antimicrobial and toxicological study of gold and silver
complexes of the same [175]. All square-planar gold complexes were evaluated in vitro against
P. aeruginosa, E. coli, S. aureus, L. monocytogenes and C. albicans. They revealed good antibacterial
activity with the MIC values in the 2.5 to 100 μg/mL range but were not as effective as the silver
analogues. Hikisz et al. studied the antibacterial activities of the gold(I) alkynyl chromone complexes
(77, Figure 14) against E. coli and Gram-positive methicillin-sensitive (MSSA) and methicillin-resistant
(MRSA) S. aureus including clinical isolates [176]. In vitro tests of the complexes showed high activities
against S. aureus pathogens with MICs between 2 and 32 μg/mL, but they were not active against
E. coli. Glišić et al. prepared dinuclear gold(III) complexes with bridging aromatic nitrogen-containing
heterocyclic ligands (78, Figure 14) and studied their antimicrobial activities in relation to the complex
nuclearity [174]. In most cases, complexes showed higher antibacterial activity than K[AuCl4] with
MICs in the range of 3.9–62.5 μg/mL. The complexes 78 were particularly effective against M. luteus
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being ~3x more potent than kanamycin. In 2017, Schmidt and co-workers evaluated a series of gold(I)
bis-N-heterocyclic carbene complexes (79, Figure 14) [177] for their effects against pathogenic bacteria
E. faecium, E. coli, P. aeruginosa, A. baumannii, K. pneumonia and methicillin-resistant S. aureus strains
(MRSA). The complexes showed good activity against MRSA (for R = Phe, MIC = 1.7–2.3 μM) but were
not as effective as auranofin or standard antibiotics. These biscarbene gold complexes act by inhibiting
bacterial thioredoxin reductase (TrxRs) with moderate potency. Finally, Pöthig et al. recently described
structurally interesting gold pillarplexes [178]. The compounds (80, Figure 14), however, showed little
or no activity against B. subtilis, S. aureus, E. coli, P. aeruginosa or C. albicans.

Figure 14. Structural formula of selected antimicrobial gold(I) and gold(III) complexes.

8. Group 12

8.1. Zinc Complexes

Zinc, the first element in group 12, is the only metal that appears in all enzyme classes [179–182].
Complexes of the element have been the topic of many studies, including antibacterial and antiviral
activities [183]. In the last five years, more than 100 scientific publications on the antimicrobial
properties of zinc complexes have been reported. As mentioned in Section 7, it is beyond the scope of
this short review to detail all these studies. We have selected, therefore, only a few cases as interesting
examples from the structural and chemical point of view.

In 2015, Zaltariov et al. reported zinc(II) complexes of trimethylsilyl-propyl-p-aminobenzoate
(81, Figure 15) with remarkable antimicrobial properties [184]. The compounds showed the MIC
values as low as 16 ng/mL against A. fumigatus, P. chrysogenum and Fusarium, and 0.38 μg/mL
against Bacillus sp. and Pseudomonas sp., being more active than the standards, i.e., caspofungin and
kanamycin. Abu Ali et al. investigated ibuprofen zinc(II) complexes in combination with mono and
bidentate ligands such as 2-aminopyridine, 2-aminomethylpyridine and 2,2’-bipyridine (82 and 83,

138



Chemistry 2020, 2

Figure 15) [185]. Compounds were screened against three Gram-positive (M. luteus, S. aureus and
B. subtilis) and three Gram-negative (E. coli, K. pneumonia and P. mirabilis) bacterial strains. The complex
containing ibuprofen and 2,2′-bipy (83, Figure 15) was the most potent compound against all bacteria
with MICs of ~1.5–3 mg/mL. In 2018, Boughougal et al. reported a series of zinc(II) complexes
coordinated to sulfadiazine and enrofloxacin (84, Figure 15) [186].

 

Figure 15. Structural formula of selected antimicrobial zinc(II) complexes.
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In all complexes, enrofloxacin acted as a bidentate ligand via the pyridinone and carboxylate
oxygens. Free ligands and complexes showed good antibacterial activity against E. Coli, S. Aureus
and E. Faecalis with MICs lower than 0.5 mg/L. A series of zinc(II) compounds of aryl-substituted
diazosalicylato- and pyridine ligands, was recently described by Basu Baul et al. (85, Figure 15) and
tested along with copper and cadmium analogs against B. subtilis, S. aureus and K. pneumonia and
C. albicans [187]. The zinc(II) complexes showed comparable activity to the standard chloramphenicol
and fluconazole antimicrobial drugs. In 2019, Stataneva et al. described a new bioactive zinc(II)
complex with a fluorescent symmetrical benzanthrone tripod for applications in antibacterial
textiles (86, Figure 15) [188]. Tested against different pathogens, the complex showed the highest
activity against B. cereus with a MIC of 450 μg/mL. Recently, Noruzi et al. reported the biological
activities of metal complexes of a multidentate calix[4]arene ligand doubly functionalized by
2-hydroxybenzeledene-thiosemicarbazone (87, Figure 15) [189]. Both the calix[4]arene ligand and its
zinc(II) complex showed activity against B. subtilis, E. coli and P. aeruginosa with MICs of 31 μg/mL.

8.2. Cadmium and Mercury Complexes

Several studies have described the antimicrobial properties of cadmium and mercury complexes
since 2015. Despite the harmful nature of the metal ions and their complexes, they can still be remarkably
useful for antimicrobial applications and they should not be neglected. However, given the inherent high
toxicity associated with the metal ions, we decided to select only studies of complexes showing MICs
in the low μg/mL/μM range and (where possible) with activities comparable to tested standard drugs.
These stringent requirements considerably reduced the number of studies that we could consider here.
Montazerozohori et al. have reported cadmium(II) and mercury(II) complexes of the bidentate Schiff
base ligand 4-(3-(2-(4-(dimethyl aminophenyl alylidene aminopropylimino)prop-1-ethyl)-N,N-dimethyl
benzene (88, Figure 16) and tested the molecules against two Gram-positive (B. substilis and S. aureus),
and two Gram-negative (P. aeruginosa and E. coli) bacterial strains [190]. Mercury complexes with X = I
and SCN showed minimum bactericidal concentration (MBC) of 3.7 and 7.5 μg/mL, respectively, against
S. aureus and P. aeruginosa (SCN complex only). The cadmium complexes were less toxic, with the
most active species (X = SCN) showing a MIC of 25 μg/mL against P. aeruginosa. In 2016, Agertt et al.
evaluated sulfonamide metal complexes of Au, Ag, Cd, Cu and Hg for their antimycobacterial activities
against M. abscessus, M. fortuitum and M. massiliense [191]. Cadmium and mercury complexes showed
MICs of 4.9 μg/mL against M. fortuitum and M. massiliense and of 19.5 and 9.8 μg/mL, respectively,
against M. abscessus. It should be noted that the study did not report a full characterization of
cadmium(II) and mercury(II) complexes and their structures are unknown. In a study published in
2019, Matiadis et al. investigated the antimicrobial properties of cadmium(II) metal complexes of the
N-acetyl-3-acetyl-5-benzylidenetetramic acid (89, Figure 16) [192]. The in vitro tests against five key
“ESKAPE” pathogens (E. coli, MRSA, K. pneumoniae, A. baumannii and P. aeruginosa) and two fungi
(C. neoformans and C. albicans) revealed that 89 was active only against C. neoformans (MIC = 8 μg/mL).

In 2017 and 2018, Mandal et al. reported the synthesis, characterization and antimicrobial
activities of cadmium(II) and mercury(II) complexes of 5-methyl pyrazole-3yl-N-(2′-methylthiophenyl)
methyleneimine [193] and pyrazol-3-yl-N-(2-methoxyphenyl) methanimine [194] (90–93, Figure 16)
against a panel of pathogens. In comparison to amoxicillin, cadmium(II) and mercury(II) complexes
90 and 92 showed very good antimicrobial activity against P. vulgaris and S. aureus with MICs
of 35 and 25 μg/mL and 5 and 2 μg/mL, respectively (MICs of amoxicillin = 129 and 85 μg/mL,
respectively). Furthermore, 92 was 8-fold more effective than amoxicillin against E. aerogenes (MIC
of 92 = 35 μg/mL) [193]. The complex 91 was inactive while 93 showed a MIC value of 10 μg/mL
against different V. cholerae strains, P. aeruginosa and M. luteus [194]. Lam et al. have reported a
series of bis-(alkynyl)mercury(II) complexes with oligothiophene and bithiazole linking units (94 and
95, Figure 16) with remarkable antimicrobial activity against MRSA and C. albicans [195]. Complex
94 showed the strongest bactericidal activity against MRSA with MIC and MBC values 0.2 μg/mL,
and fungicidal effect against C. albicans with MIC and MBC values 0.4 μg/mL. Finally, Weng et al.
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reported cadmium(II) supramolecular Kandinsky circles (96, Figure 16) with high antibacterial activity
against Gram-positive methicillin-resistant S. aureus (MRSA) [196]. The MIC values of the different
supramolecular were between 0.5 and 3 μg/mL. The compounds 96a–96c were not active against E. coli
and showed negligible toxicity to eukaryotic cells.

Figure 16. Structural formula of selected antimicrobial cadmium(II) and mercury(II) complexes.

9. Conclusions

In the last ten years, inorganic and organometallic transition metal medicinal chemists have
begun to develop new antimicrobial agents with great promise and noteworthy success. Complexes
of virtually all ions of the transition periods have been tested. In this review, we have detailed in
particular recent studies on the antimicrobial activities and potential of transition metal complexes
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of groups 6–12. Several species show remarkable prospective as candidates for the development of
new classes of highly active antimicrobial agents. The majority of compounds still need validation
in vivo but the unique properties of the complexes offer the possibility of fine-tuning in the future
their properties, reactivity and toxicological profiles. Metal complexes operate via specific modes of
actions unknown to carbon-based drugs and yet unexperienced by infectious pathogens. This will
likely translate into long-term new strategies in this urgent global fight.
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42. Drzeżdżon, J.; Piotrowska-Kirschling, A.; Malinowski, J.; Kloska, A.; Gawdzik, B.; Chmurzyński, L.;
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Abstract: Chemical processes mostly happen in fluid environments where reaction partners encounter
via diffusion. The bimolecular encounters take place at a nanosecond time scale. The chemical
environment (e.g., solvent molecules, (counter)ions) has a decisive influence on the reactivity as it
determines the contact time between two molecules and affects the energetics. For understanding
reactivity at an atomic level and at the appropriate dynamic time scale, it is crucial to combine matching
experimental and theoretical data. Here, we have utilized all-atom molecular-dynamics simulations
for accessing the key time scale (nanoseconds) using a QM/MM-Hamiltonian. Ion pairs consisting
of a radical ion and its counterion are ideal systems to assess the theoretical predictions because
they reflect dynamics at an appropriate time scale when studied by temperature-dependent EPR
spectroscopy. We have investigated a diketone radical anion with its tetra-ethylammonium counterion.
We have established a funnel-like transition path connecting two (equivalent) complexation sites.
The agreement between the molecular-dynamics simulation and the experimental data presents
a new paradigm for ion–ion interactions. This study exemplarily demonstrates the impact of the
molecular environment on the topological states of reaction intermediates and how these states can
be consistently elucidated through the combination of theory and experiment. We anticipate that our
findings will contribute to the prediction of bimolecular transformations in the condensed phase with
relevance to chemical synthesis, polymers, and biological activity.

Keywords: ion pairing; radical anion; kinetics; thermodynamics; molecular dynamics; QM/MM; EPR

1. Introduction

Photo-induced and organic electrochemical procedures have experienced a substantial push in
recent times. These methodologies generally involve the formation of charged species. Here, ion pairing
plays an important role in solution, as indicated in recent publications [1–4]. The important role of ion
pairing extends in fields like catalysis [5], organic synthesis [6–8], and the chemistry of flavonoids [9,10]
and radical-induced DNA-strand breaks [11]. These charge-separated reaction intermediates are
often decisive for the character and efficiency of the follow-up reactions and product formation. The
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question is, how the corresponding ion-pairing phenomena impact chemical reactivity [12]. Ion pairs
possess highly dynamic topologies in the fluid phase. The association between charged species alters
between ps and μs, reflecting decisive time scales of chemical reactivity. Especially photo-induced
reactions involve intermediates with particularly short lifetimes that overlap with the time scale of
topological dynamics.

The aim of our work is to validate an approach that has the potential to serve as a predictive
tool for assessing the time-dependent topologies of ion pairs at the atomic level. This should provide
unique insights, which can be translated into strategies for the optimization of reactions involving
charge-separated states. The requirement for such an approach is providing reliable parameters for the
structural, electronic, and kinetic properties of ion pairs. Beside the thermodynamics (energies) of its
constituents, the solvation sphere and the time profile of the interacting species have to be determined.

All-atom molecular-dynamics simulations provide the required structural and kinetic resolution,
which has to be linked to experimental data. Here, the dynamic hyperfine time scale of
electron paramagnetic resonance (EPR) ranges from MHz to a few GHz (μs–ns), matching the
required kinetic regime. For testing our approach, we chose diketone 1 ((3aS,6aS)-3a,6a-dimethyl-
3a,6a-dihydropentalene-1,4-dione, Scheme 1), possessing two identical non-conjugated 2-en-1-one
moieties. It forms sufficiently persistent radical anions (upon electrolytic reduction). With a counterion
such as tetraethylammonium (Et4N+) encounters 1•–, it can bind to either of the two equivalent oxygen
atoms (Scheme 1). There is a dynamic equilibrium between these two states, leading to fluctuations of
the spin distribution, which can be conveniently followed by variable-temperature EPR. The radical
nature of the ion pair requires time-consuming quantum-mechanical (QM) calculations. In addition, the
solvent and the dynamic nature of the entire system have to be regarded at the nanosecond time scale.
These requirements are matched by QM/MM-based molecular dynamics simulations [13–15] (Figure 1).
To access the nanosecond time-scale, we use a semi-empirical method for the quantum mechanical
(QM) part and a force field method for the molecular mechanical (MM) part. As both methods rely on
parameterization, it is essential to verify the validity of the chosen QM/MM-Hamiltonian. In these
terms, the relatively small size of 1•– makes it an ideal paradigm for linking the EPR experiment and
all-atom molecular-dynamics simulations. This enables us to validate atomistic predictions from the
theory versus macroscopic data from the experiment.

 

Scheme 1. Electron delocalization after electrolytic reduction of diketone 1.
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Figure 1. Molecular setup for the QM/MM-simulations: 1•– (grey space-filling model, oxygen atoms in
green and blue) forms the QM part, Et4N+ (red) and acetonitrile (512 molecules, transparent) forms
the MM part. The molality of the counterion is 0.01 m. Periodic boundary conditions apply to the
simulation cell (length: 32 Å). The borders of the cell are shown (blue lines) as well as parts of the
neighboring replicas.

2. Materials and Methods

2.1. EPR Experiments

EPR spectra were performed on a Varian E9 spectrometer (T102 cavity) equipped with a variable
temperature controller. The radical anions were generated on an amalgamated helical Au electrode
(counterelectrode; Pt wire), according to the design by Allendoerfer et al. [16]. The voltage was
gradually (200 mV steps) increased until an EPR spectrum was detected. Electrolysis was performed
in acetonitrile as the solvent and tetraethylammonium perchlorate was used as the supporting salt
(0.01 m). The simulations were performed using EasySpin [17,18]. Life-time broadening [19–21] owing
to dynamic chemical exchange is taken into account with a two-jump model, as described in the
literature [18,22]. Here, the slow-exchange limit is characterized by the two protons H–C(3) and H–C(6)
having distinctly differing isotropic hyperfine coupling constants (hfcs). Whereas one hfc is set to 0 mT,
the other has an hfc of 1.14 mT. Accordingly, in the case of fast exchange, both of these protons become
formally equivalent displaying the averaged hfc of 0.57 mT (2 equiv. H, see “Results”).

2.2. Computer Simulations

2.2.1. Software

The QM/MM-based molecular dynamics simulations were carried out with the program
CHARMM [23]. The analysis of the data was performed with the program WORDOM [24] and
the python tool set Pynomarix [25]. Molecular visualizations were done with VMD [26].

2.2.2. Molecular Dynamics Simulations

The simulation setup is displayed in Figure 1. The QM/MM-Hamiltonian treated the radical anion
with the semi-empirical SCC-DFTB method [27,28] and the remaining environment with CHARMM’s
generalized force field CGenFF36 [29]. A cutoff value of 12 Ang was used for the short-range
non-bonded interactions, and the long-range interactions were treated by Particle-Mesh Ewald. For
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attaining computational predictions, two independent simulations at 288 K and 203 K (according to
the EPR experiments) were performed. The equation of motion was integrated with a time step of
0.5 fs (no SHAKE constraints were applied to bonds). The non-boned list was updated when needed
(using CHARMM’s heuristic updating algorithm). Constant pressure (1 atm) and temperature were
maintained with Langevin piston masses of 500 ps−1 and 1000 ps−1, respectively. To achieve the effects
based on diffusive encounters, the simulation was run for 150 ns. Snapshots were saved along the
trajectory at every 100 fs. The subsequent quantitative analyses were performed only for the simulation
at the higher temperature on the last 145 ns of the simulation (5 ns served as equilibration). The
simulation at the lower temperature served for qualitatively confirming the predictions from the high
temperature molecular dynamics (MD) simulations.

2.2.3. Thermodynamic Analysis

The 1,450,000 snapshots from the MD trajectory at 288 K were overlaid to minimize the
root-mean-square deviation between the coordinates of 1•–. The resulting distribution of counterion
positions (nitrogen atoms only) was then symmetrized and binned with a small grid size of 0.25 Å into
two dimensions (d1 and d2). The population of the bins was translated into the free-energy surface
using the usual Boltzmann weighting. Lowering the bin size to 0.125 Ang leads to the same free energy
barriers for the relevant transition state. A converged free energy profile is obtained for a simulation
length of at least 100 ns (Supplementary Table S1).

2.2.4. Kinetic Analysis

A kinetic network analysis was performed for the MD trajectory at 288 K using a Markov clustering
(MCL) algorithm [30]; for a detailed description of this approach, see Gfeller et al. [31]. Here, only
the essence of the analysis is given; the accessible topological configuration space of the system is
discretized into cells based on measurable order parameters. Every snapshot of the trajectory is assigned
to one of the cells. Each cell is considered as a microstate of a Markov model. Transition probabilities
for going from one microstate to another for a specific lag time are calculated from the sequence
of microstates on the MD trajectory. The lag time should be sufficiently large to ensure Markovian
conditions, but small enough to resolve the relevant time scale. The M groups microstates into nodes of
a network depending on the chosen granularity parameter. Mean first passage times for the connection
between two nodes can then be extracted for this reduced network using a Brownian walker.

For our system, we discretized the configurational space with three order parameters. Beside the
two obvious order parameters d1 and d2, we used the dihedral angle N(Et4N+)-O(green)-O(blue)-M,
where M is the midpoint of the two methyl carbon atoms of the radical anion. With these three order
parameters the position of the counterion center relative to the radical anion is unambiguously defined.
For d1 and d2, we used a cutoff of 15 Ang, that is, all distances beyond this value were considered
the same as the cutoff value. This was done to reduce the number of microstates describing the
unbound states. The distances were discretized into 10 bins, and the dihedral angle into 36 bins so
that the 1,450,000 snapshots were distributed into 3600 cells (microstates). Transition probabilities
were calculated for a lag time of 1 ps. We also tested values of 0.1 ps and 10 ps, yielding essentially
the same result for the granularity level of interest (see below). Using the MCL, the number of nodes
was monitored as a function of the granularity parameter (Supplementary Figure S1A). We see the
formation of two plateaus at granularity values of 1.2 and 1.3 with three and seven nodes, respectively.
Mean first passage times (mfpt) were extracted using a Brownian walker simulation of 107 steps. The
smallest mpft of the lower-resolved network (granularity value of 1.2) is already significantly smaller
than the time resolution of the EPR experiments, so we present in the main text only the result for the
network with three nodes. Supplementary Figure S1B presents the properties of the higher-resolved
network with seven nodes.

The rotational correlation time of the radical anion was determined by calculating the time
correlation functions for three vectors corresponding to the carbon bonds tert-C−C(3), tert-C−C(4),
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and tert-C-C(Methyl) using CHARMM’s CORFUN module. Fitting the correlation functions with a
bi-exponential function yields a fast and slow correlation time for each vector. The mean value of the
slow correlation time is given as rotational correlation time in the section “Results”.

3. Results

3.1. Temperature-Dependent EPR Experiments

The electrolytic generation of 1•– allows precisely controlling the character and the concentration
of counterions for EPR experiments. With respect to the radical species, the counterions are in large
excess, thus bimolecular encounters between radical species and counterions follow pseudo-first order
kinetics [32]. The temperature-dependent dynamic exchange (two-jump model) in solution between
the two chemically identical topologies forms the ground of this study. It is analyzed in terms of
line-shape analysis based on Redfield theory [33].

Cathodic reduction of 1 in acetonitrile afforded EPR spectra that are sufficiently resolved to allow
a clear cut-distinction of the corresponding species. At high temperatures, the dominating pattern is
triplet-like (somehow deviating from the 1:2:1 ratio), which is further split into multiplets (Figure 2A,
right). This EPR signal is produced by the coupling with the unpaired electron with three sets of 1H
nuclei. The largest hfc of 0.57 mT is attributed to the two protons at the 3 and 6 position, whereas the
substantially smaller hfcs of 0.04 and 0.02 mT are assigned to the protons at C(2)/C(5) and the 3a/6a
methyl groups, respectively.

Figure 2. (A) EPR spectra obtained upon electrolytic reduction of 1 taken at 203 and 258 K (for additional
temperatures, see Supplementary Material). (B) Eyring–Polanyi plot for the following values of k
(in MHz): 1000 (203 K), 2000 (218 K), 3000 (228 K), 5000 (242 K), and 10,000 (258 K). Linear regression
yields a slope of −1939 K and an intercept of 24.92.
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The intensity distribution of the EPR lines is strongly dependent on the temperature. The
triplet almost reaches a 1:2:1 intensity ratio at 258 K. However, it reversibly alters with lowering the
temperature. At 203 K (before the solution freezes), the central line becomes markedly broadened
(Figure 2A, left). These alternating line widths can be traced back to electron localization/delocalization
phenomena between the two equivalent, non-conjugated 2-en-1-one moieties. At high temperatures,
the exchange between the two topologies of Scheme 1 is faster than the time resolution of the experiment,
thus the two 2-en-1-one moieties feature identical spectral properties (electron delocalization). At low
temperatures, however, the exchange rate reaches the EPR time scale and the electron localization starts
being detectable. Using a two-jump model for electron delocalization (see Methods), the experimental
EPR spectra can be simulated. An Eyring–Polanyi plot (Figure 2B) of ln(k/T) (with k = 1/τ, where τ is
the lifetime of the localized state) versus 1/T yields an activation enthalpy of 3.8 kcal mol−1 and an
activation entropy of 2.3 cal mol−1 K−1, matching those for similar previously-studied systems [32]. In
that study, electron delocalization was explained by a mechanism of counterion decomplexation from
one side and recomplexation at the other side. The positive activation entropy was attributed to the
increased flexibility of the two ions in the intermediate, unbound state. Such an interpretation neglects,
however, the decrease of the solvent entropy upon dissociation of ionic particles.

The calculated rotational correlation times at 288 K and 203 K (as determined from the MD
simulation, see below) are 2.5 and 19.6 ps, respectively, and thereby 100 times faster than the chemical
exchange (see below) and significantly faster than the EPR time scale. This is in line with the observation
that inhomogeneous line broadening owing to the lowering of the rotational motion is hardly visible in
the experimental EPR spectra.

3.2. QM/MM-Based Molecular Dynamics Simulations

Our computational model treats 1•– semi-empirically (QM part), while the counterion Et4N+ and
the solvent molecules (acetonitrile) are controlled by a force field (MM part, Figure 1). We performed
the molecular dynamic simulations at two temperatures. The simulation at 203 K matches the lowest
experimentally achievable temperature where exchange phenomena could be observed. At this low
temperature, only a few exchange events can be expected in an affordable simulation time (i.e., 150 ns
with our QM/MM-approach), which limits any quantitative analyses. Therefore, we decided to contrast
this setup with a simulation temperature where sufficient statistics can be obtained for exchange events.
From the experimental spectra at 258 K, we conclude that this temperature is still not high enough to
reach the fast-exchange limit where both molecular moieties should appear as being equivalent at the
EPR hyperfine time scale, representing a 1:2:1 ratio in the dominating triplet (see above). To reach the
fast-exchange limit (not achievable experimentally), we thus set the high temperature to 288 K.

We first analyzed the dynamics of the charge distribution in radical anion 1•– by monitoring the
fluctuations of the atomic charge at the two oxygen atoms (Figure 3). The time scale of these charge
fluctuations is distinctly different at 203 K and 288 K. This is clearly reflected by the thick lines in
Figure 3A representing the time evolution of the charges at the two oxygen atoms when averaged over
a window of 20 ns (≈ time resolution limit of the EPR experiment). At 203 K, charge exchange can
well be detected (i.e., the thick blue and green lines form mirrored minima and maxima). This is in
agreement with the EPR experiment that displayed line broadening at 203 K.

At 288 K, the charges are equally distributed at the 20 ns time scale (i.e., the two thick lines are flat),
well in line with the assumption that, at this temperature, the fast exchange limit is reached. Figure 3B
shows the oxygen charges and the oxygen−counterion distance at ten times higher time resolution.
Here, it can be clearly seen that the charge fluctuations correlate with the binding and unbinding of the
counter ion to 1•–. When the counterion is not bound to the radical anion (both oxygen/counterion
distances are larger than 10 Å, see snapshot a), the atomic charge is identical for both oxygen atoms.
Binding of the counterion to one of the oxygen atoms (snapshots b and c) polarizes the charge
distribution; the oxygen atom in contact with the counterion lowers its charge by about 0.04 e, and the
distant oxygen atom slightly increases its charge by 0.01 e.
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Figure 3. (A) Time evolution of the charge on the two oxygen atoms (shown in blue and green) of 1•–
at 203 K and 288 K. Running averages are shown for windows of 1 ps (dots) and 20 ns (thick lines).
(B) Enlargement of the cutout region (as indicated in subfigure (A)) for the evolution of the charge as
well as the distance between the nitrogen atom of the cation and the oxygen atoms. Structures are
depicted (counterion in red, solvent nitrogen in grey, radical anion in white, with the two oxygens
colored in blue and green) for selective snapshots (a,b,c).

It is remarkable that the transition between snapshots b and c (with the counterion bound once
to each of the two "distinct" oxygen atoms) occurs without the unbinding of the counterion from the
solvation shell (i.e., the counterion “slides” on the surface of 1•–, see Supplementary Video S1). It
even appears that the solvent-caged transitions are more probable than the unbinding and re-binding
pathway involving penetration of the solvation shell.
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Figure 4 visualizes the probability distribution of the counterion position (central nitrogen atom)
relative to 1•–, revealing a considerable topological flexibility. There are six topological states; three
for each complexation site of the radical anion (1a–c and 2a–c). The transitions between the three
states at the same complexation site (i.e., within 1a–c or within 2a–c) are very rapid (<100 ps), so we
can consider them as a single state on the EPR time scale (nanoseconds); we group them into states
1 and 2, respectively. Snapshots b and c (Figure 3B) illustrate members of states 1 and 2. There is a
funnel-like solvent-caged transition path for the counterion to pass from one complexation site to the
other one; the transition state is marked by an asterisk in Figure 4A. This transition state is 3.2 kcal/mol
higher in free energy than the basins 1 and 2 (Figure 4B). It is significantly lower in free energy than the
transition state of the decomplexation path (4.8 kcal mol−1).

 

Figure 4. (A) Counterion distribution around 1•–. The image shows 1•– in a ball-and-stick representation
and the relative position of the counterion (nitrogen atom) as red dots. States 1a–c and 2a–c are indicated
as well as the the location of the transition state (*) for the counterion exchange between the two
complexation sites (oxygen atoms) of 1•–. For better visibility, a rotating movie is provided as
Supplementary Video S2. (B) Free-energy surface for the complexation of NEt4

+ to 1•–. The relative
free energy is projected on the distance order parameters d1 and d2 (as indicated in (A)).
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The kinetics connecting the topological states was extracted from a kinetic network analysis of
the MD simulation at 288 K using a Markov clustering algorithm (see Methods for more details).
Accordingly, the kinetics can be described with a network of three nodes (Figure 5A): two nodes
correspond to the topological states 1 and 2 (with complexed counterion), and the remaining cluster
describes the unbound state 0. The unbound state is about five times less populated than the two
complexed states. Thus, at the simulated salt concentration (which matches the experimental setup,
0.01 m), the EPR spectrum is dominated by states 1 and 2. The exchange between these two states can
occur either through a fast or a slow route: the solvent-caged direct path features a mean first passage
time (mfpt) of only 270 ps. The indirect path via decomplexation (mfpt: 3.6 ns) and recomplexation
(160 ps) is more than ten times slower. This reflects the free energy difference of the transition states
(3.2 vs. 4.8 kcal mol−1).

Figure 5. (A) Kinetic network extracted from the analysis of the molecular dynamics (MD) simulation
at 288 K. The population of the nodes (in %), the mean first passage times (in ps and ns), and the
corresponding topological states (underlined numbers) are indicated. (B) Radial distribution functions
of the solvent–radical anion interaction for nodes 1 and 2 and the transition state (TS) (as indicated in
Figure 4).

4. Discussion

From the molecular dynamics simulations, it can be observed that, for time scales larger than 100 ps,
there are three topological states for the complexation between EtN4

+ and 1•–. The most populated states
are those where the counterion is directly bound to one of the two oxygen atoms. The fastest transition
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between those two states occurs via a solvent-caged transition state. The observation that mainly only
two states (1 and 2) are populated and that the exchange between these two states occurs predominantly
by a single path justifies the use of a two-jump model for the analyses of the experimental spectra
(see above). More importantly, the extracted thermodynamic data from the experiment can be directly
associated to the solvent-caged exchange path as determined by the simulation. With the experimental
values of the activation enthalpy and entropy (ΔH# = 3.8 kcal mol−1, ΔS# = 2.3 cal mol−1 K−1), a free
energy of activation of 3.1 kcal mol−1 can be extrapolated to the simulation temperature at 288 K, which
is in excellent agreement with the observed value (3.2 kcal mol−1). The positive value of the activation
entropy might seem counterintuitive for a funnel-like transition path (which lowers the degrees of
freedom of the counterion). We argue that the positive sign of the activation entropy is a result of
the increased flexibility of the solvent: in the transition state, the ion pair features a smaller surface
and thus has fewer solvent molecules bound than in states 1 and 2, especially the counterion and the
side opposite to the methyl groups of the radical anion (i.e., close to the tert-carbon atoms) are lesser
solvated in the transition state (see Figure 5B).

With Eyring’s equation [34], we find that the decrease of the temperature from 288 K to 203 K
decreases the exchange rate by a factor of about 15. Thus, the passage time for the solvent-caged
transition should increase from 270 ps at 288 K to about 4 ns at 203 K. Indeed, the simulation at 203 K
reveals transition times on this time scale (Figure 3A) in agreement with the corresponding EPR line
broadening upon lowering the temperature.

It is tempting to discuss the formal charge exchange between the two 2-en-1-one moieties of radical
anion 1•– in terms of an intramolecular electron transfer, especially owing to laureate’s milestone
contributions in this field [35,36]. In our case, the transfer is between a donor and acceptor state
with identical free energy. The rate-limiting step is the reorganization of the chemical environment
(counterion). Marcus’ theory [37] would yield a reorganization energy λ of about 12.5 kcal mol−1

(ΔG# = 3.1 kcal mol−1 = λ/4 because ΔG = 0). However, electron transfer theories rely on the fact
that the transfer rate is controlled by vibronically coupled events, and that there are now slow gating
processes that are rate-limiting. The latter applies to our case though. The negative charge is gated by
the solvent-caged exchange of the positively charged counter ion. Thus, the formal charge transfer
between the two 2-en-1-one moieties is probably best described by conventional transition state theory
(Eyring’s equation), as is done above.

In conclusion, we have shown a proof of the concept that all-atom molecular dynamics simulations,
when validated against experimental data, provide unique insights into the structural, thermodynamic,
and kinetic characteristics of topological processes in ion pairs. Our results indicate that even a
simple system like 1•–/Et4N+ shows an unexpectedly rich variety of dynamically interchanging
molecular topologies with distinct electronic properties. Their lifetimes vary between picosecond
and nanoseconds. In reactions involving ion pairs, various reaction pathways become imaginable—it
depends on the kinetics of follow-up reactions. Their course can potentially be controlled by the
concentrations of substrates. For more complex charged molecules, the structures of ion/counterion
arrangements very likely become more complex, but, more importantly, they may achieve substantially
longer lifetimes. This enhances the reaction energy hypersurface and increases the palette of feasible
reaction pathways. In these terms, our results suggest that just changing the concentrations of reactants
in reactions involving ion-paired species may lead to the observation of unexpected products.

Supplementary Materials: The following are available online at http://www.mdpi.com/2624-8549/2/2/219\T1\
textendash230/s1, Table S1: Dependence of the free-energy profile on the simulation time; Figure S1: Kinetic
network with seven nodes; Figure S2–S6: EPR spectra and their simulation at five different temperatures; Video
S1: Transition path for counterion exchange; Video S2: Rotating 3D counterion distribution.
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Abstract: A method is presented for the direct computation of hydrocarbon strain energies using
computational group equivalents. Parameters are provided at several high levels of electronic
structure theory: W1BD, G-4, CBS-APNO, CBS-QB3, and M062X/6-31+G(2df,p). As an illustration of
the procedure, strain energies are computed for 66 hydrocarbons, most of them highly strained.

Keywords: strain; strain energy; group equivalents; strained hydrocarbons; calculated strain;
quadricyclane; cubane; prismane; fenestranes; propellanes; spiroalkanes

1. Introduction

The concept of strain has long held interest for organic chemists, going back all the way to
Baeyer [1–5]. Strain refers to the amount by which the energy of a molecule exceeds that which one
would expect if all bond lengths, bond angles, and dihedral angles could simultaneously hold their
ideal values, and if no repulsive nonbonded interactions (steric repulsions) were present. As such,
strain is generally assumed to be absent in molecules such as straight-chain alkanes in which the bond
lengths, angles, and dihedral angles are not geometrically constrained, and in which the extended
conformation avoids repulsive nonbonded interactions. Small rings, on the other hand, force bond
angles to be smaller than ideal, and lead to other nonidealities (such as torsional strain) as well.
In highly strained molecules, bond angle and steric strain are almost always the main contributors to
the overall strain energy [5]. Syntheses of a wide variety of highly strained compounds have been
carried out in ingenious ways, allowing the experimental study of these elusive species. It is frequently
of interest to quantify the strain, generally as an energy of some sort, and many approaches exist for
doing so [2,3,5–15]. Most of these approaches rely, either explicitly or implicitly, on comparison of the
molecular energy to that of a “strain-free” reference system. It is only in describing such a procedure
that the somewhat fuzzy concept of strain becomes precisely, if also somewhat arbitrarily, defined.

One straightforward approach is to use isodesmic [16], homodesmotic [14], or group equivalent
reactions [17], in which the reactants and products of a hypothetical reaction are paired so to isolate
the source of strain from other contributing factors. Thus, for instance, one can design a reaction in
which the reactant and product sides have equal numbers of bonds of a given type, and all compounds
but the single compound of interest can reasonably be assumed to be free of strain. The energy of the
reaction, obtained either by experimental or computational means, can then be associated with the
strain. Of course, different levels of exactitude are possible regarding what is meant by “bond type”.
Wheeler et al. have provided careful and elegant definitions of different orders of homodesmotic
reactions that provide progressively more complete definitions of “bond types” and “atom types”, and
thus, in principle, more precisely defined strain energies [18].
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Another approach involves comparing the experimental heat of formation of a given compound
to a hypothetical “strain free” value derived from a more general model. These models rely on the
additivity of the energies of molecular fragments, a phenomenon that has long been recognized and
often used, and that holds remarkably accurately for even quite generic fragments [19–27]. For instance,
both Franklin [24] and Benson [19–21] pioneered the notion of “group equivalents” that could be used to
estimate the heat of formation for a novel structure, based on patterns in the known experimental data.
A simple approach is to use the number of methyl, methylene, methane, and quaternary carbon groups,
plus the number of alkene functional groups, to estimate an enthalpy of formation for a hydrocarbon.
As the increments are based on data for unstrained compounds, one can define as the strain energy
the difference between the actual, experimental enthalpy of formation and the estimate obtained by
summing the unstrained increments. Along similar lines, Benson defined a far more extensive set of
group equivalents, permitting a more precise prediction of strain-free enthalpy. This procedure is,
for instance, presented in a leading advanced organic chemistry textbook [28].

Computational methods for assessing strain follow the same patterns as experimental methods.
A common and versatile approach is simply to compute energies for the components of an isodesmic
or homodesmotic reaction using electronic structure theory. Another approach is to use computational
methods to obtain an enthalpy of formation, which can then be compared to strain-free estimates
generated by Franklin’s or Benson’s methods [29]. A still more direct approach, however, is to use
computational group equivalents: that is, to develop group increments that permit the estimation of a
strain-free electronic energy, that can then be directly compared to the result of an actual electronic
structure calculation for the compound of interest. The intermediate step of predicting an enthalpy
of formation is thus avoided. Wiberg [30,31] first used such an approach in 1984, when HF/6-31G(d)
represented a fairly high level of calculation, and Schleyer [32] further elaborated the scheme.

This direct computational technique offers several advantages. First, once the group increments
for a given calculational level are available, only one electronic structure calculation is required to
obtain a strain energy for a new molecule of interest: a calculation of that molecule. That stands
in contrast to the isodesmic/homodesmotic approach, in which all components of the reaction must
be computed. Perhaps more importantly, the approach is conceptually more direct; it removes the
unnecessary intermediate step of estimating an experimental heat of formation from an electronic
structure calculation, as well as the additional labor and potential sources of error thereby introduced.
Finally, one might argue that chemists are most interested, conceptually speaking, in the strain as
defined in the pure essence of an electronic energy, without the complications of thermodynamic
factors that affect enthalpies at 298K. In such a sense, the ability to define strain energies in terms of
energy/enthalpy at absolute zero (with only the zero-point energy as a thermodynamic correction),
and in the absence of medium effects, is perhaps a conceptual advantage.

The computational group equivalent approach first explored by Wiberg is thus a valuable one.
However, the original version involves electronic structure methods that are suboptimal by today’s
standards (HF/6-31G(d)), as well as a very simple and thus somewhat limited definition of the strain-free
reference. Here, the approach is updated and expanded in two ways. First, a much wider variety
of group equivalents is used, following the approach of Benson rather than of Franklin, permitting
both a wider variety of hydrocarbons to be considered, and also providing a somewhat more precisely
calibrated definition of the strain-free reference than is possible using more limited definitions. Second,
the approach is modernized by using highly accurate compound procedures of the type available and
routinely used today: W1BD [33], G-4 [34], CBS-APNO [35], and CBS-QB3 [36,37], as well as a modern
density functional method, M062X/6-31+G(2df,p) [38], that was found in a previous study to offer
results in generally good accord with the aforementioned multi-component procedures [39].

2. Materials and Methods

All calculations were carried out using either G09 [40] or G16 [41]. For geometry optimization, force
constants were calculated analytically and tight convergence criteria were used (fopt = (calcfc, tight)).
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Structures were verified as minima on the potential energy surface via calculation of second derivatives
(frequency calculation). Thermodynamic corrections for enthalpy at 0 and 298 K were obtained using
the frequency calculations, without empirical scaling. The compound methods (W1BD [33], G-4 [34],
CBS-APNO [35], and CBS-QB3 [36,37]) were carried out using the corresponding keywords. The latter
methods were chosen as they represent some of the most accurate, reliable, and extensively validated
electronic structure methods available for calculating the energies of small- to medium-sized organic
molecules. The DFT approach using M062X/6-31G(2df,p) [38], on the other hand, represents a much
more economical but also popular approach, that was found previously to compare well to the more
expensive compound methods [39].

Calculations were carried out on the molecules shown in Figures 1–3 using all methods, with
the exception of a few of the largest molecules for which W1BD was impractical. The structures
in Figure 1 were used to define the group equivalents. They were chosen for this purpose because
they are the smallest and simplest structures that contain the requisite atom types, and because they
are expected to be free of strain, or at least as free of strain as possible while having the necessary
structural characteristics.

 

Figure 1. Compounds used to define group increments.

3. Results

Table 1 lists increments in the calculated electronic energy for a methylene group on going
progressively from ethane to octane. The increments are highly consistent: they vary by just a few
tenths of a millihartree. However, there is a perceptible alternation in the numbers; e.g., the W1BD
value is –39.29347 ± 0.00001 on going from an even to an odd chain, but –39.29359 ± 0.00000 on going
from an odd to an even chain. By taking (heptane – propane)/4 to define methylene, we attempt to
average out this alternation. More generally, however, the high degree of constancy of the increments
lends credence to the approach of adding together largely context-independent group increment
energies to obtain a strain-free reference energy for a molecule.

Table 1. Calculated group increments for methylene (electronic energy plus ZPE) (hartrees).

Increment W1BD G4 APNO a CBS-QB3 M062X b

ethane→ propane −39.29346 −39.27659 −39.28273 −39.22422 −39.26681
propane→ butane −39.29359 −39.27689 −39.28286 −39.22444 −39.26690
butane→ pentane −39.29346 −39.27680 −39.28285 −39.22433 −39.26666
pentane→ hexane −39.29359 −39.27696 −39.28288 −39.22447 −39.26687
hexane→ heptane −39.29348 −39.27686 −39.28289 −39.22436 −39.26663
heptane→ octane −39.27699 −39.28290 −39.22450 −39.26694

a CBS-APNO; b M062X/6-31+G(2df,p).
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Table 2 lists definitions of the various group equivalents, which are generally based on the simplest
example (or two, in some cases) providing the desired “type” of atom. Figure 1 shows the full set of
compounds used for this purpose. There is some indeterminacy that results from the fact that one can
define more reasonable atom types than corresponding examples. Following Benson, we have chosen
to consider all methyl groups equivalent, as a way to address this indeterminacy. We have also included
some increments that are suitable for alkynes (Ct carbons), that Benson did not originally define.
Tables 3 and 4 list the values obtained for the group increments defined in Table 2 using five electronic
structure methods: W1BD, G-4, CBS-QB3, CBS-APNO, and M062X/6-31G(2df,p), as enthalpies either
at 0 K (Table 3) or at 298 K (Table 4). To illustrate the approach, three worked examples are provided
below, and are also illustrated in Figure 2.

Table 2. Definitions for group increments.

Group Definition

C-(H)3(C) ethane + hexane + heptane − 9 × C-(H)2(C)2
C-(H)2(C)2 (heptane − propane)/4
C-(H)(C)3 isobutane − 3 × C-(H)3(C)
C-(C)4 neopentane − 4 × C-(H)3(C)
Cd-(H)2 ethene/2
Cd-(H)(C) trans-2-butene/2 − C-(H)3(C)
Cd-(C)2 isobutene − 2 × C-(H)3(C) − Cd-(H)2
Cd-(Cd)(H) (1,3-butadiene − ethene)/2
Cd-(Cd)(C) 2-methyl-1,3-butadiene − ethene − Cd-(Cd)(H) − C-(H)3(C)
Cd-(CB)(H) Cd-(Cd)(H)
Cd-(CB)(C) α-methylstyrene − 5 × CB-(H) − Cd-(H)2 − CB-(Cd) − C-(H)3(C)
Cd-(Cd)2 3-methylenepenta-1,4-diene − 3 × Cd-(H)2 − Cd-(Cd)(H)
CB-(H) benzene/6
CB-(C) toluene − 5 × CB-(H) − C-(H)3(C)
CB-(Cd) styrene − 5 × CB-(H) − Cd-(H)2 − Cd-(CB)(H)
CB-(CB) a (naphthalene − 8 × CB-(H))/2
C-(Cd)(C)(H)2 1-butene − Cd-(H)2 − Cd-(H)(C) − C-(H)3(C)
C-(Cd)2(H)2 1,4-pentadiene − 2 × Cd-(H)2 − 2 × Cd-(H)(C)
C-(Cd)2(C)(H) 3-methyl-1,4-pentadiene − 2 × Cd-(H)2 − 2 × Cd-(H)(C) − C-(H)3(C)
C-(Cd)(CB)(H)2 allylbenzene − 5 × CB-(H) − CB-(C) − Cd-(H)2 − Cd-(H)(C)
C-(CB)(C)(H)2 ethylbenzene − 5 × CB-(H) − CB-(C) − C-(H)3(C)
C-(Cd)(C)2(H) 3-methyl-1-butene − Cd-(H)2 − Cd-(H)(C) − 2 × C-(H)3(C)
C-(CB)(C)2(H) isopropylbenzene − 5 × CB-(H) − CB-(C) − 2 × C-(H)3(C)
C-(Cd)(C)3 3,3-dimethyl-1-butene − Cd-(H)2 − Cd-(H)(C) − 3 × C-(H)3(C)
C-(CB)(C)3 tert-butylbenzene − 5 × CB-(H) − CB-(C) − 3 × C-(H)3(C)
Ct-(H) a ethyne/2
Ct-(C) a (2-butyne + propyne − 3 × C-(H)3(C) − Ct-(H))/2
C-(Ct)(C)(H)2

b (2-pentyne − 2 × Ct-(C) − 2 × C-(H)3(C) + 1-butyne − propyne)/2
C-(Ct)(C)2(H) b (4-methyl-2-pentyne − 2 × Ct-(C) + 3-methyl-1-butyne − propyne − 4 × C-(H)3(C))/2
C-(Ct)(C)3

b (4,4-dimethyl-2-pentyne − 2 × Ct-(C) + 3,3-dimethyl-1-butyne − propyne − 6 × C-(H)3(C))/2
a In fused ring compounds such as naphthalene. b In a departure from Benson’s notation, Ct here denotes a carbon
in an alkyne (triple bond).

Table 3. Calculated group increments for enthalpy at 0 K (electronic energy plus ZPE) (hartrees).

Group W1BD G4 CBS-APNO CBS-QB3 M062X a

C-(H)3(C) −39.88450 −39.86888 −39.87385 −39.81515 −39.85354
C-(H)2(C)2 −39.29485 −39.27819 −39.28420 −39.22572 −39.26807
C-(H)(C)3 −38.70779 −38.69036 −38.69736 −38.63907 −38.68527
C-(C)4 −38.12171 −38.10419 −38.11260 −38.05411 −38.10416
Cd-(H)2 −39.27732 −39.26094 −39.26610 −39.20832 −39.24913
Cd-(H)(C) −38.69163 −38.67399 −38.68046 −38.62273 −38.66820
Cd-(C)2 −38.10796 −38.08928 −38.09682 −38.03924 −38.08921
Cd-(Cd)(H) −38.69403 −38.67631 −38.68284 −38.62515 −38.67072
Cd-(Cd)(C) −38.10951 −38.09078 −38.09858 −38.04100 −38.09084
Cd-(CB)(H) −38.69403 −38.67631 −38.68284 −38.62515 −38.67072
Cd-(CB)(C) −38.08979 −38.09782 −38.03986 −38.08912

170



Chemistry 2020, 2, 347–360

Table 3. Cont.

Group W1BD G4 CBS-APNO CBS-QB3 M062X a

Cd-(Cd)2 −38.10451 −38.08590 −38.09318 −38.03644 −38.08583
CB-(H) −38.70023 −38.68233 −38.68942 −38.63161 −38.67698
CB-(C) −38.11513 −38.09687 −38.10480 −38.04727 −38.09644
CB-(Cd) −38.11493 −38.09662 −38.10452 −38.04752 −38.09621
CB-(CB) b −38.09858 −38.10661 −38.04901 −38.09759
C-(Cd)(C)(H)2 −39.29422 −39.27752 −39.28361 −39.22506 −39.26758
C-(Cd)2(H)2 −39.29363 −39.27689 −39.28313 −39.22448 −39.26701
C-(Cd)2(C)(H) −38.70564 −38.68861 −38.69551 −38.63727 −38.68321
C-(Cd)(CB)(H)2 −39.27778 −39.28405 −39.22533 −39.26727
C-(CB)(C)(H)2 −39.29454 −39.27837 −39.28432 −39.22581 −39.26771
C-(Cd)(C)2(H) −38.70708 −38.68984 −38.69674 −38.63850 −38.68457
C-(CB)(C)2(H) −38.69012 −38.69705 −38.63867 −38.68375
C-(Cd)(C)3 −38.12073 −38.10332 −38.11093 −38.05327 −38.10266
C-(CB)(C)3 −38.10195 −38.10986 −38.05166 −38.09950
Ct-(H) c −38.66258 −38.64518 −38.65078 −38.59372 −38.63816
Ct-(C) c −38.08084 −38.06229 −38.06981 −38.01251 −38.06231
C-(Ct)(C)(H)2

c −39.29334 −39.27660 −39.28209 −39.22423 −39.26637
C-(Ct)(C)2(H) c −38.70571 −38.68838 −38.69485 −38.63723 −38.68279
C-(Ct)(C)3

c −39.29913 −39.28401 −39.28959 −39.23150 −39.27191
a M062X/6-31 + G(2df,p); b In fused ring compounds such as naphthalene.; c In a departure from Benson’s notation,
Ct here denotes a carbon in an alkyne (triple bond).

Table 4. Calculated group increments for enthalpy at 298 K (hartrees).

Group W1BD G4 CBS-APNO CBS-QB3 M062X a

C-(H)3(C) −39.88235 −39.86674 −39.87172 −39.81301 −39.85142
C-(H)2(C)2 −39.29353 −39.27688 −39.28287 −39.22440 −39.26677
C-(H)(C)3 −38.70751 −38.69006 −38.69704 −38.63879 −38.68502
C-(C)4 −38.12258 −38.10499 −38.11318 −38.05497 −38.10487
Cd-(H)2 −39.27532 −39.25894 −39.26411 −39.20632 −39.24714
Cd-(H)(C) −38.69054 −38.67290 −38.67936 −38.62164 −38.66712
Cd-(C)2 −38.10794 −38.08926 −38.09677 −38.03920 −38.08920
Cd-(Cd)(H) −38.69321 −38.67549 −38.68202 −38.62433 −38.66991
Cd-(Cd)(C) −38.10961 −38.09089 −38.09868 −38.04110 −38.09100
Cd-(CB)(H) −38.69321 −38.67549 −38.68202 −38.62433 −38.66991
Cd-(CB)(C) −38.08986 −38.09774 −38.03993 −38.08923
Cd-(Cd)2 −38.10455 −38.08597 −38.09321 −38.03647 −38.08594
CB-(H) −38.69933 −38.68143 −38.68854 −38.63071 −38.67609
CB-(C) −38.11451 −38.09625 −38.10416 −38.04665 −38.09583
CB-(Cd) −38.11439 −38.09610 −38.10405 −38.04695 −38.09570
CB-(CB) b −38.09824 −38.10628 −38.04867 −38.09727
C-(Cd)(C)(H)2 −39.29319 −39.27648 −39.28261 −39.22405 −39.26657
C-(Cd)2(H)2 −39.29280 −39.27604 −39.28235 −39.22367 −39.26618
C-(Cd)2(C)(H) −38.70556 −38.68850 −38.69549 −38.63720 −38.68313
C-(Cd)(CB)(H)2 −39.27680 −39.28315 −39.22438 −39.26633
C-(CB)(C)(H)2 −39.29341 −39.27724 −39.28324 −39.22470 −39.26661
C-(Cd)(C)2(H) −38.70687 −38.68962 −38.69659 −38.63831 −38.68444
C-(CB)(C)2(H) −38.68981 −38.69675 −38.63832 −38.68348
C-(Cd)(C)3 −38.12146 −38.10402 −38.11174 −38.05401 −38.10355
C-(CB)(C)3 −38.10256 −38.11056 −38.05230 −38.10030
Ct-(H) c −38.66069 −38.64325 −38.64896 −38.59183 −38.63632
Ct-(C) c −38.07979 −38.06122 −38.06880 −38.01145 −38.06128
C-(Ct)(C)(H)2

c −39.29210 −39.27535 −39.28083 −39.22299 −39.26516
C-(Ct)(C)2(H) c −38.70529 −38.68795 −38.69444 −38.63682 −38.68240
C-(Ct)(C)3

c −39.29784 −39.28267 −39.28838 −39.23024 −39.27075
a M062X/6-31 + G(2df,p); b In fused ring compounds such as naphthalene.; c In a departure from Benson’s notation,
Ct here denotes a carbon in an alkyne (triple bond).
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Example 1. Bicyclobutane at 0 K using W1BD:

W1BD calculation: −155.89922
Increments:

2 × C–(H)2(C)2 2 × −39.29485
2 × C–(H)(C)3 2 × −38.70779
Sum: −156.00527

Difference: 0.10605 = 66.5 kcal/mol strain energy

Example 2. [2.1.1]propellane at 298 K using G-4:

G-4 calculation: −233.15571
Increments:

4 × C–(H)2(C)2 4 × −39.27688
2 × C–(C)4 2 × −38.10499
Sum: −233.31748

Difference: 0.16178 = 101.5 kcal/mol strain energy

Example 3. [4.4.4.4]fenestrane at 0 K using CBS-QB3:

CBS-QB3 calculation: −349.250562
Increments:

4 × C–(H)2(C)2 4 × −39.22572
4 × C–(H)(C)3 4 × −38.63907
1 × C–(C)4 1 × −38.05411
Sum: −349.51324

Difference: 0.26267 = 164.8 kcal/mol strain energy

 

Figure 2. The three examples described in the text; blue = C–(H)2(C)2, green = C–(H)(C)3, red = C–(C)4.

Table 5 and Figure 3 show calculated strain energies for a variety of interesting hydrocarbons.
Table S1 in the Supporting Information lists the group equivalents used to define the strain-free
reference for each molecule. Examples have been restricted to cases in which it is reasonable to assume
a single conformation is dominant, obviating the need for conformational averaging or extensive
conformational searching. Some molecules that are expected to be largely strain free, such as various
cyclohexane and adamantane derivatives, have purposely been included.
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Figure 3. W1BD (normal text) and G-4 (italics) calculated strain energies of the hydrocarbons in Table 5
as enthalpies at 0 K (kcal/mol).
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Table 5. Calculated strain energies of some hydrocarbons as enthalpies at 0 K (kcal/mol).

Compound W1BD G4 CBS-APNO CBS-QB3 M062X a

cyclopropane 54.2 54.3 54.8 54.2 50.8
cyclopropane 27.9 27.9 27.6 28.1 25.4
tetrahedrane 133.9 134.3 135.9 134.4 121.8
methylenecyclopropene 61.5 61.8 61.9 61.5 55.5
bicyclo[1.1.0]but-1(3)-ene 126.1 124.8 124.4 125.4 123.4
cyclobutene 30.3 30.7 31.1 30.6 30.6
bicyclobutane 66.5 66.7 67.0 66.6 61.3
methylenecyclopropane 36.9 36.9 37.0 37.0 33.4
cyclobutane 26.8 27.1 26.3 27.0 26.7
[1.1.1]propellane 99.2 99.6 100.2 99.5 96.1
cyclopentadiene 4.4 5.1 4.8 4.7 5.9
bicyclo[2.1.0]pent-1-ene 110.2 109.9 111.0 110.3 109.7
bicyclo[2.1.0]pent-1(4)-ene 119.2 118.5 118.9 118.9
bicyclo[2.1.0]pent-2-ene 68.3 68.9 69.5 68.7 66.8
bicyclo[2.1.0]pent-4-ene 112.3 112.2 112.9 112.4 110.7
cyclopentene 5.4 6.2 6.0 5.6 6.8
bicyclo[2.1.0]pentane 55.6 56.1 56.0 55.8 53.3
spiropentane 62.9 63.4 63.3 63.2 57.5
bicyclo[1.1.1]pentane 66.9 66.8 67.1 66.0 65.5
methylenecyclobutane 27.5 27.7 27.6 27.4 27.1
cyclopentane 7.5 8.2 6.6 7.7 8.3
prismane 142.0 143.2 144.4 142.7 137.7
benzvalene 80.1 80.9 81.7 80.1 76.5
[2.1.1]propellane 99.6 100.1 100.4 99.9 98.7
bicyclo[2.1.1]hexene 50.6 50.8 51.0 49.9 52.6
bicyclo[2.2.0]hex-1-ene 79.8 80.1 80.5 79.8 80.2
Bicyclo[2.2.0]hex-1(4)-ene 89.1 89.5 90.3 88.9 90.4
Bicyclo[2.2.0]hex-2-ene 56.8 57.9 58.1 57.4 57.6
cyclohexene 1.5 2.0 1.5 1.5 2.3
methylenecyclopentane 6.4 6.7 6.1 6.3 7.1
bicyclo[2.1.1]hexane 38.0 38.2 37.7 37.3 39.3
bicyclo[3.1.0]hexane 32.4 32.9 32.1 32.4 31.1
spirohexane 54.9 55.5 55.1 55.3 52.6
cis-bicyclo[2.2.0]hexane 54.1 55.0 54.4 54.7 54.4
trans-bicyclo[2.2.0]hexane 93.5 93.7 93.5 92.9 93.8
cyclohexane 1.8 2.1 0.5 1.7 2.2
bicyclo[4.1.0]hepta-1,3,5-triene 70.5 70.6 70.7 70.1 66.6
norbornadiene 28.6 29.3 29.5 28.2 32.6
quadricycane 94.2 95.4 96.1 94.4 91.5
bicyclo[3.2.0]hept-1(5)-ene 46.6 47.3 47.2 46.3 48.7
bicyclo[3.2.0]hept-2-ene 29.0 29.9 29.8 29.2 30.8
bicyclo[3.2.0]hept-6-ene 33.6 34.5 33.7 33.7 35.2
[2.2.1]propellane 99.7 100.8 101.2 100.4 99.1
norbornene 20.1 20.6 19.1 19.5 23.2
norbornane 15.9 16.4 15.1 15.3 18.4
bicyclo[3.2.0]heptane 30.5 31.1 30.2 30.6 31.6
spiro[3.3]heptane 51.0 51.5 50.9 51.2 51.3
equatorial methylcyclohexane 1.0 1.0 −0.1 0.7 1.5
cubane 157.5 159.3 161.9 158.5 160.0
[3.4.4.4]fenestrane 211.5 211.8 213.0 211.0 207.7
[2.2.2]propellane 93.9 95.1 96.0 94.9 95.3
bicyclo[2.2.2]octene 11.4 11.8 10.4 10.9 14.1
bicyclo[2.2.2]octane 11.6 11.9 10.0 11.0 13.9
eq, eq cis-1,3-dimethylcyclohexane 0.4 0.0 −0.7 −0.1 1.0
eq, eq trans-1,4-dimethylcyclohexane 0.3 0.1 −0.6 −0.1 1.0
[4.4.4.4]fenestrane 164.7 165.6 167.1 164.8 165.9
eq,eq,eq cis-1,3,5-trimethylcyclohexane −1.0 −1.3 −1.1 0.5
[4.4.4.5]fenestrane 105.6 106.2 104.6 106.9
adamantane 6.0 4.2 5.0 9.2
trans-decalin 1.0 −0.8 0.5 2.6
cis-decalin 3.8 2.0 3.2 5.6
1-methyladamantane 2.7 2.0 1.8 7.4
spiro[5.5]undecane 3.6 1.5 3.2 5.9
1,3-dimethyladamantane 0.5 −0.6 −0.1 5.9
1,3,5-trimethyladamantane −2.4 −3.9 −2.8 4.3
1,3,5,7-tetramethyladamantane −3.1 −5.3 −3.3 3.0

a M062X/6-31+G(2df,p).
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4. Discussion

At least for the monocyclic cases, the strain energies in Table 5 and Figure 3 agree very well,
typically within 1–2 kcal/mol, with previous estimates, both computational and experimental, such as
those compiled by Liebman and Greenberg [2,3], Wiberg [5], Anslyn and Dougherty [29], Castaño and
Notario [42], Schleyer [43], Ibrahim [44], Davis [10], Oth and Berson [45], and Doering [46], to name
a few. Agreement is generally good (within 3 kcal/mol) for the more complex structures as well,
although there are a few notable differences. For instance, the strain estimated here for quadricyclane
(94.2 kcal/mol) agrees very closely with that reported by Doering and by Berson on an experimental
basis (95–96 kcal/mol), although not at all well with that obtained by Davison on a purely computational
basis (71 kcal/mol). The strain for norbornene (20.1) differs substantially from Schleyer’s (27.2), but
agrees well with Wiberg’s (21.1). Similarly, the strain energies for spiropentane (62.9) and cubane (157.5)
differ substantially from Schleyer’s (65.0 and 166.0), but are fairly close to Wiberg’s (63.2 and 154.7).

The spiroalkanes and cubane illustrate the principle of ring strain additivity and its limitations.
The strain of spirohexane, spiro[3.3]octane, spiro[5.5]undecane, and cubane quite closely parallel the
sums of the strain energies of the constituent rings: cyclopropane and cyclobutane (54.7 kcal/mol)
for spirohexane (54.9 kcal/mol), twice cyclobutane (53.6 kcal/mol) for spiro[3.3]octane (51.0 kcal/mol),
twice cyclohexane (4.2 kcal/mol) for spiro[5.5]undecane (3.6 kcal/mol), and six times cyclobutane
(160.8 kcalmol) for cubane (157.5 kcal/mol. The strain energy of spiropentane (62.9 kcal.mol), however,
significantly exceeds that of two cyclopropane rings (54.8 kcal/mol). Wiberg has noted that this happens
because the central carbon is forced to adopt sp3 hybridization, whereas in cyclopropane, the carbons
are closer to sp2 hybridization [5]. A similar phenomenon is observed for bicyclobutane, for which the
computed strain energy of 66.5 kcal/mol exceeds the sum for two cyclopropane rings by 10.7 kcal/mol.
The strain of [2.1.0]bicyclopentane (55.6 kcal/mol), on the other hand, closely matches the sum for
cyclopropane and cyclobutane (54.7 kcal/mol) (as well as Wiberg’s estimate of 54.7 kcal/mol) [5].

Prismane is a somewhat intermediate case: its strain of 142.0 kcal/mol exceeds the sum of three
cyclobutanes and two cyclopropanes (136.2 kcal/mol), but only by 5.8 kcal/mol. The small-ring
fenestranes, on the other hand, exhibit strain far exceeding what would be expected on the basis of
ring strain additivity. That is not surprising, given the tremendous distortion of the central carbon,
which is forced to be close to planar. The strain energies of [3.4.4.4], [4.4.4.4], and [4.4.4.5]fenestrane
exceed the corresponding sums of the strain energies of the constituent rings by 103.2, 57.5, and
17.7 kcal/mol, respectively.

The propellanes present another interesting comparison. The strain has previously been reported
to increase from 98 to 104 to 105 kcal/mol on going from [1.1.1] to [2.1.1] to [2.2.1]propellane, before
dropping to 89 kcal/mol for [2.2.2]propellane [5]. This sequence seems surprising; one would expect
that each replacement of a cyclopropane ring with a cyclobutane ring ought to decrease the strain by
1 kcal/mol or so, not increase it. The values computed here better match these expectations. The strain
remains essentially constant, going from 99.2 to 99.6 to 99.7, along the sequence [1.1.1] to [2.1.1] to
[2.2.1]propellane, before dropping to 93.9 for [2.2.2]propellane [47].

The estimate here for norbornadiene, 28.6 kcal/mol, is substantially lower than several recent
estimates that are in the range of 32–35 kcal/mol, [42,43,48] although in good agreement with Doering’s
original experimentally-based estimate of 29.0 kcal/mol [46]. The difference results from somewhat
alternative views of what the strain-free reference should be; for instance, are 1,4 interactions (such as a
gauche butane interaction) to be considered part of the strain, or part of the reference against which
strain is judged?

In the end, one cannot really view the differences in these strain estimates as “errors”. Of course,
inaccuracies in either experimental measurements or calculated energies contribute to the differences,
and that can particularly be true of older calculations performed at a time when large basis sets
and proper accounting of electron correlation were not feasible. However, a significant amount
of the difference also originates from differences in how the strain-free reference state is defined.
Philosophically, the approach taken here follows very closely that described by Schleyer in 1970 [43].
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He recommended to use a wider set of parameters than just the number of CH3, CH2, CH, and C
groups and alkene functionalities (as in the original Franklin scheme), and also to use what he termed
“single conformation group increments”. Using experimental enthalpies of formation obtained at
normal temperatures yields values that include some contributions from conformations higher in
energy than the global minimum. He argued that including these contributions resulted in a somewhat
inaccurate estimate of the true strain-free energy. The same view is taken here. While, when using
experimental data, it is laborious to subtract out these contributions, using computational methods
makes it simple and natural not to include them in the first place. From this perspective, the strain
energies presented here, and the method used to compute them, should correspond especially closely
to what organic chemists intuitively mean by the concept of strain.

One could of course imagine defining an even more extensive set of group equivalents designed
to take into account non-next-nearest neighbor interactions. Arguably, doing so would provide an
even more precise accounting for strain, at least if these non-next-nearest neighbor interactions are
not regarded as part of the strain. However, taking such an approach would greatly increase the
number of group equivalents required, and likely result in only very small changes to the computed
strain energies. Furthermore, it is worth noting that the reference molecules listed in Figure 1, and
implicitly assumed to be strain free, were chosen so as to minimize any such non-next-nearest neighbor
interactions. For instance, there are no alkane gauche interactions. The use of single, minimum-energy
conformations means that the linear alkanes rigorously avoid such interactions, and the only branched
alkanes (2-methylpropane and 2,2-dimethylpropane) lack a 4-carbon chain. Similarly, there are no
cis alkenes. Unfortunately, there is likely some 1,3-allylic strain in 3,3-dimethyl-1-butene and in
t-butylbenzene, as well as perhaps in 2-methy-1,3-butadiene and alpha-methylstyrene. This could lead
to a slight underestimate of strain energies when the parameters that rely on these four molecules are
used, insofar as these particular parameters include a small amount of inherent strain.

It is interesting that the various cyclohexane derivatives, including trans-decalin and adamantane,
are not calculated to be entirely strain free. Indeed, adamantane is calculated to have a rather substantial
6 kcal/mol of strain. Schleyer explored this issue in detail in 1970, and explained the strain in all
these cases as resulting from a combination of angle strain, transannular C . . . C repulsion, and
also an attractive interaction resulting from anti arrangements of CCCC fragments [43]. The data
from the present study fit these interpretations. Roughly speaking, each cyclohexane ring provides
2 kcal/mol of strain, but each methyl that is not axial (or gauche to another methyl) reduces the strain
by 1 kcal/mol. Consistent with Schleyer’s explanation, each such methyl group indeed contributes two
(in cyclohexane) or three (in adamantane) “anti-butane” configurations of the sort that he postulated to
be stabilizing. In addition, the quaternary carbons that result from methyl substitution of the tertiary
carbons in adamantane would be expected to have almost perfectly tetrahedral bond angles, thus
reducing angle strain. A similar effect is likely at work in methyl-substituted cyclohexanes.

5. Conclusions

A modernized version of Wiberg’s and Schleyer’s computational group equivalent approach
for hydrocarbon strain energies has been described, using the detailed group equivalents defined
by Benson and highly accurate, modern electronic structure methods. The resulting strain energies
generally agree well with previous estimates, but in some cases make more sense than earlier estimates
in terms of ring strain additivity. Group equivalents are provided for just five popular and powerful
methods. However, researchers desiring to use other methods can calculate corresponding equivalents
using the definitions of the increments provided here, should they so desire.

Supplementary Materials: The following are available online at http://www.mdpi.com/2624-8549/2/2/347\T1\
textendash360/s1, Table S1: Definitions of strain-free reference states, Table S2: Calculated enthalpies (0 K) of
compounds in Figure 1, Table S3: Calculated enthalpies (298 K) of compounds In Figure 1, Table S4: Calculated
enthalpies (0 K) of compounds in Figure 2, Table S5: Calculated enthalpies (298 K) of compounds in Figure 2, List
S1: W1BD optimized geometries & abbreviated calculation results, List S2: G-4/SCRF optimized geometries &
abbreviated calculation results.
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Abstract: Gold complexes have been traditionally employed in medicine, and currently, some gold(I)
complexes, such as auranofin, are clinically used in the treatment of rheumatoid arthritis. In the last
decades, both gold(I) and gold(III) complexes with different types of ligands have gained considerable
attention as potential antitumor agents, showing superior activity both in vitro and in vivo to some
of the clinically used agents. The present review article summarizes the results achieved in the field
of synthesis and evaluation of gold complexes with amino acids and peptides moieties for their
cytotoxicity. The first section provides an overview of the gold(I) complexes with amino acids and
peptides, which have shown antiproliferative activity, while the second part is focused on the activity
of gold(III) complexes with these ligands. A systematic summary of the results achieved in the field
of gold(I/III) complexes with amino acids and peptides could contribute to the future development of
metal complexes with these biocompatible ligands as promising antitumor agents.

Keywords: gold complexes; amino acids; peptides; cytotoxicity

1. Introduction

Gold and its compounds have been used for the treatment of a wide range of diseases
throughout the history of civilization [1]. The use of gold in modern medicine began with the
discovery of the in vitro bacteriostatic properties of the gold(I) complex, K[Au(CN)2], by the German
bacteriologist Robert Koch [2]. This gold(I) complex was found to be lethal to the microorganism,
Mycobacterium tuberculosis, which is causative agent of tuberculosis [2]. After its initial use for
tuberculosis with favorable results, serious toxic side-effects were observed for K[Au(CN)2] complex and
the treatment was switched to the less toxic gold(I) thiolate complexes (AuSR). The mistaken belief that
the Mycobacterium tuberculosis was also a causative agent of rheumatoid arthritis led Landé and Forestier
to use gold(I) thiolate complexes for the treatment of this disease [3]. After thirty years of medicinal
debate, in 1960, British Empire Rheumatism Council finally confirmed the beneficial effects of the gold(I)
thiolate complexes against rheumatoid arthritis [3]. Since that time, these complexes have been widely
used in the treatment of a variety of rheumatic diseases including psoriatic arthritis, juvenile arthritis,
palindromic rheumatism and discoid lupus erythematosus [3]. Nowadays, chrysotherapy is an
accepted part the modern medicine and refers to the use of gold-based formulations for the treatment
of joint pain and inflammatory diseases [4].

Following the medicinal relevance of gold complexes for the treatment of rheumatoid arthritis,
research has continued to uncover the potential of gold complexes as agents for the treatment of
cancer [4–13], and various bacterial and fungal infections and tropical diseases, such as malaria,
trypanosomiasis and leishmaniasis [14,15]. In some cases, gold complexes were found to be more

Chemistry 2020, 2, 203–218; doi:10.3390/chemistry2020013 www.mdpi.com/journal/chemistry179



Chemistry 2020, 2

active than the clinically used agents, e.g., cisplatin for the cancer treatment [5]. Some gold complexes
showed an outstanding in vitro cytotoxicity toward cisplatin-resistant tumor cell lines, which indicates
the difference in the mode of action between them and platinum-based agents [5]. Indeed, it was found
that the antitumor activity of cisplatin is based on its interaction with DNA, while the antiproliferative
activity of gold complexes usually involves the inhibition of enzymes, especially those containing thiol
groups, such as thioredoxin reductase (TrxR) [6].

Different classes of ligands have been used for the synthesis of biologically active gold
complexes, including phosphines, N-heterocyclic carbenes, thiolates, polyamines, pyridine, bipyridine,
terpyridine, phenanthroline, and their derivatives, macrocyclic ligands (cyclam), porphyrins and
dithiocarbamates [4–15]. Besides them, amino acids and peptides represent two important classes of
ligands which are also important as building blocks of proteins and enzymes and show a wide range
of biological activities [16]. As constituents of proteins, amino acids and peptides can be considered
as biocompatible ligands that can deliver Au(I) ion to its biological target or, as polydentate ligands,
they can stabilize the Au(III) ion, preventing its reduction to Au(I) or/and Au(0) under physiological
conditions. More importantly, metal complexes with this type of ligand can be more selective toward
the abnormal cells in respect to the healthy ones, due to the fact that the abnormal cells overexpress
amino acids receptors and need more nutrients [17].

The aim of this review is to present the findings obtained in the field of synthesis and
evaluation of gold(I) and gold(III) complexes containing amino acids and peptides moieties for
their antiproliferative potential.

2. Gold(I) Complexes Containing Amino Acids and Peptides Moieties

Considering the great importance of ferrocenyl group in drug design [18], two ferrocene
bioconjugates, FcCO-TrpOMe and FcCO-ProNH2 (Fc = ferrocenyl, TrpOMe = methyl ester of
tryptophan and ProNH2 = prolinamide) were reacted with an equimolar amount of [Au(acac)(PR3)]
(acac = acetylacetonate, PR3 = PPh3, triphenylphosphine or PPh2Py, 2-pyridyldiphenylphosphine)
to yield gold(I) complexes, [Au(FcCO-TrpOMe-N)(PR3)] (PPh3 (1) and PPh2Py (2)) and
[Au(FcCO-ProNH2-N)(PR3)] (PPh3 (3) and PPh2Py (4)) (Figure 1) [19]. Similarly, the reaction
of FcCO-MetOMe with [Au(CF3SO3)(PR3)] (MetOMe = methyl ester of methionine) led to the
formation of [Au(FcCO-MetOMe-S)(PR3)]CF3SO3 (PPh3 (5) and PPh2Py (6)) complexes (Figure 1) [19].
The cytotoxicity of ferrocene bioconjugates and corresponding gold(I) complexes 1–6 was evaluated
by MTT assay against two human tumor cell lines, HeLa (cervical cancer) and MCF-7 (breast
cancer), and one murine cell line, N1E-115 (derived from mouse neuroblastoma C-1300) (Table 1).
The evaluated gold(I) complexes 1–6 appeared to be cytotoxic against these three tumor cell lines,
while the corresponding ferrocene bioconjugates used as ligands, FcCO-TrpOMe, FcCO-ProNH2 and
FcCO-MetOMe, did not show antiproliferative activity (IC50 > 1000 μM, the IC50 value is defined
as concentration required to inhibit tumor cell proliferation by 50% compared to the control cells).
The IC50 values of the gold(I) complexes determined after 48 h are in range from 18 to 32 μM in HeLa
cells, 15 to 52 μM in MCF-7 cells and < 10 to 54 μM in N1E-115 cells (Table 1). Among the complexes,
gold(I) complex 5 with MetOMe and PPh3 in its structure was shown as the most effective against
the HeLa cell line; while 4, having ProNH2 and PPh2Py moieties, displayed the best activity in the
murine cell line, although all gold(I) complexes were less cytotoxic than the reference drug doxorubicin,
with IC50 values of approximately 1.5 μM [19]. For all compounds, the percentage of cell survival
decreased with the increasing of exposure time, although the difference between 24 and 48 h was not
found to be significant. Complex 4 induced the cell death through apoptosis and formation of reactive
oxygen species (ROS) in tumor cells, while the gold(I) complexes did not act as DNA intercalators.
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Figure 1. Gold(I) complexes with the ferrocene bioconjugates 1–6 showing cytotoxic activity [19].

Table 1. In vitro cytotoxic activity (IC50, 48 h, μM) of gold(I) complexes with the ferrocene bioconjugates
1–6 [19].

Cell Line a

HeLa MCF-7 N1E-115
Complex

1 32 ± 1.8 15 ± 1.2 27 ± 2.2
2 22 ± 1.9 45 ± 1.7 26 ± 1.6
3 28 ± 1.6 52 ± 1.2 54 ± 2.3
4 29 ± 1.3 32 ± 2.5 <10 ± 2.2
5 18 ± 1.4 15 ± 1.8 29 ± 1.7

a HeLa = cervical cancer, MCF-7 = breast cancer and N1E-115 =mouse neuroblastoma C-1300.

The antiproliferative activity against different tumor cell lines was shown by gold(I) complexes
obtained from the reaction of [Au(SPyCOOH)(PR3)] complex (SPyCOOH = nicotinic acid thiolate) by
the functionalization of its carboxylic group with different amino acids, ester or amide derivatives
of these amino acids or with peptide moieties [20,21]. Gold(I) complexes 7–24 of the general
formula [Au(SPyCOR)(PPh3)], in which R = methyl ester of amino acid (7–12), amino acid (13–18)
and amide derivative of the corresponding amino acid (19–24) have been structurally modified.
This modification was performed by changing the type of phosphine ligand in [Au(SPyCOR)(PPh3)]
complex (PPh2Py instead of PPh3; complex 25) and the nature of the coupled amino acid (R) including
its structural modification or peptide functionalization (26–32) and increasing the number of Au(I) ions
per complex unit (33) (Figure 2a,b) [21]. The antiproliferative activity of these gold(I) complexes was
evaluated against three different human tumor cell lines, A549 (lung carcinoma), Jurkat (T-cell leukemia)
and MiaPaca2 (pancreatic carcinoma), as well as against non-tumor R69 (lymphoid cell line) and
293T (embryonic kidney fibroblasts), and these cells were exposed to different concentrations of each
complex for 24 h (Table 2). As can be seen from this table, the complexes 7–24 were active against
the investigated tumor cell lines at low micromolar range, with Jurkat cells being the most sensitive;
their IC50 values fall in the range from 7.4 to 30.5 μM in A549, 8.2 to 27.2 μM in MiaPaca2 and 2.4 to
7.7 μM in Jurkat cells. Moreover, these complexes exhibited some selectivity for leukemia cells in
respect to the non-tumor R69 cells, but this difference was not observed in the case of solid tumors.
The cytotoxic activity of the ester complexes 7–12 was slightly higher than that of the corresponding
precursor, [Au(SPyCOOH)(PPh3)], in all the tested tumor cell lines, with the exception of MiaPaca2
(Table 2). The complexes containing coupled amino acids 13–18 and amide derivatives of these amino
acids 19–24 were, in general, less active than the ester analogues 7–12, although the difference in the
activity is not remarkable. The proline-containing complex 12 was found to induce changes in cell and
nucleus morphology, loss of the mitochondrial membrane potential, production of ROS and to inhibit
the thioredoxin reductase (TrX), an enzyme which acts as a target for biologically active gold(I/III)
complexes [21]. Interestingly, gold(I) species 7–24 showed much higher antiproliferative activities
in vitro in the used cell lines than the cisplatin, the well-known antitumor agent used in medicine for
the treatment of various cancers (Table 2) [22].
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Figure 2. (a) Gold(I) complexes 7–24 of the general formula [Au(SPyCOR)(PPh3)] in which nicotinic
acid thiolate is coupled with methyl ester of amino acid (7–12), amino acid (13–18) and amide derivative
of the corresponding amino acid (19–24), and (b) complexes 25–33 obtained by different structural
modifications of [Au(SPyCOR)(PPh3)] complex showing cytotoxic activity [20,21].

The IC50 values of the structurally modified complexes 25–33 (Figure 2b) are also at low micromolar
concentrations (4.1–33.5 μM in A549, 1.2–29.3 μM in MiaPaca2 and 0.9–36.5 μM in Jurkat cells), with the
Jurkat cell line being, in most cases, more sensitive to these complexes than A549 and MiaPaca2 (Table 2).
However, for the latter two cell lines, the complexes 25–33 are more active than cisplatin (IC50 = 105
and 71 μM in A549 and MiaPaca2, respectively), while, in the case of Jurkat cell line, the IC50 values for
the gold(I) complexes and cisplatin are similar (IC50 = 7.4 μM). The change of the type of phosphine
ligand coordinated to the Au(I) ion (PPh2Py instead of PPh3; complex 25) resulted in the same or
slightly greater cytotoxicity in Jurkat and R69 cell lines, respectively, while in the remaining cell lines,
lower cytotoxicity was observed in respect to the analogue complex 7, although the differences are not
significant. The coupling of lysine ester afforded complex 26 having the good antiproliferative activity,
while the removal of the protective Boc (Boc is tert-butoxycarbonyl) group in this complex significantly
decreased the cytotoxicity of the complex 27. This was ascribed to the presence of free amino group,
which acts as a strong nucleophile and can react with the other biomolecules, preventing the Au(I) ion
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to reach the target [21]. The gold(I) complexes having Gly-ProOMe dipeptide (28), tertiary amide (29),
d-amino esters (30 and 31) and d-amino acids (32) in their structures have shown lower cytotoxicity than
the corresponding analogues (Table 2). Among the investigated complexes, the best antiproliferative
activity was demonstrated by the dinuclear gold(I) complex 33, which is functionalized as ester and
contains rigid proline as amino acid moiety (Figure 2b). The IC50 values of this complex are found to
be in the low micromolar range and even in the submicromolar range in the Jurkat cell line and are
also lower than those for cisplatin (Table 2).

Table 2. In vitro cytotoxic activity (IC50, 24 h, μM) of thiolate-gold(I) complexes of the general formula
[Au(SPyCOR)(PPh3)] in which nicotinic acid thiolate is coupled with methyl ester of amino acid (7–12),
amino acid (13–18) and amide derivative of the corresponding amino acid (19–24) and complexes
obtained by different structural modifications of [Au(SPyCOR)(PPh3)] complex (25–33) [21].

Cell Line a

A549 MiaPaca2 Jurkat 293T R69
Complex

[Au(SPyCOOH)(PPh3)] 15.5 ± 0.92 9.2 ± 0.28 4.6 ± 0.08 4.6 ± 0.13 16 ± 0.64
[Au(SPyCOOH)(PR3)], R =methyl ester of amino acid

7 11.5 ± 0.55 9.7 ± 0.22 3.8 ± 0.07 4.2 ± 0.08 8.6 ± 0.33
8 13.7 ± 0.71 11.0 ± 0.20 4.0 ± 0.07 2.7 ± 0.07 2.2 ± 0.08
9 10.9 ± 0.40 10.2 ± 0.25 3.3 ± 0.05 10.7 ± 0.31 19.0 ± 0.60

10 8.9 ± 0.36 12.3 ± 0.37 4.0 ± 0.08 5.5 ± 0.16 14.0 ± 0.59
11 8.2 ± 0.41 12.8 ± 0.32 4.1 ± 0.06 3.7 ± 0.07 9.6 ± 0.36
12 7.4 ± 0.34 9.4 ± 0.19 2.4 ± 0.04 10.0 ± 0.19 4.0 ± 0.13

[Au(SPyCOOH)(PR3)], R = amino acid
13 14.7 ± 0.88 8.2 ± 0.13 7.6 ± 0.11 35.2 ± 0.53 25.9 ± 1.04
14 7.7 ± 0.22 10.7 ± 0.16 3.7 ± 0.06 12.8 ± 0.27 6.1 ± 0.18
15 14.7 ± 0.20 12.3 ± 0.32 4.3 ± 0.08 11.3 ± 0.29 6.5 ± 0.25
16 15.9 ± 0.50 11.5 ± 0.29 6.7 ± 0.13 65.5 ± 1.12 33.1 ± 1.13
17 14.1 ± 0.55 14.5 ± 0.26 3.6 ± 0.06 49.3 ± 1.53 28.4 ± 1.16
18 14.3 ± 0.61 11.6 ± 0.20 7.5 ± 0.07 3.0 ± 0.08 4.0 ± 0.11

[Au(SPyCOOH)(PR3)], R = amide derivative of amino acid
19 28.3 ± 1.02 27.2 ± 0.65 3.9 ± 0.06 14.4 ± 0.42 4.9 ± 0.16
20 19.1 ± 0.67 8.1 ± 0.23 3.9 ± 0.07 8.1 ± 0.28 1.4 ± 0.04
21 14.4 ± 0.60 12.5 ± 0.32 3.8 ± 0.06 7.6 ± 0.26 5.2 ± 0.15
22 18.8 ± 0.71 14.1 ± 0.29 3.7 ± 0.06 14.6 ± 0.57 6.8 ± 0.23
23 19.4 ± 0.62 15.2 ± 0.33 5.3 ± 0.11 13.6 ± 0.40 3.0 ± 0.09
24 30.5 ± 0.82 19.2 ± 0.36 7.7 ± 0.15 5.8 ± 0.16 4.0 ± 0.16

Complexes obtained by structural modifications of [Au(SPyCOR)(PPh3)]
25 15.7 ± 0.66 17.4 ± 0.48 3.8 ± 0.04 12.0 ± 0.19 3.2 ± 0.13
26 8.3 ± 0.39 13.1 ± 0.26 3.4 ± 0.06 3.5 ± 0.11 2.8 ± 0.08
27 32.5 ± 1.24 29.3 ± 0.70 36.5 ± 0.77 >25 10.4 ± 0.35
28 18.7 ± 0.64 22.5 ± 0.67 8.6 ± 0.14 17.9 ± 0.45 15.4 ± 0.60
29 33.5 ± 1.31 >50 NT 8.3 ± 0.19 1.9 ± 0.05
30 16.5 ± 0.92 17.1 ± 0.39 4.2 ± 0.05 7.7 ± 0.24 3.0 ± 0.08
31 18.3 ± 0.75 15.1 ± 0.27 3.6 ± 0.06 >25 1.2 ± 0.02
32 >50 >50 NT >25 10.7 ± 0.29
33 4.1 ± 0.11 1.2 ± 0.04 0.9 ± 0.07 4.5 ± 0.14 0.8 ± 0.02

Cisplatin 105 ± 0.90 71 ± 0.80 7.4 ± 0.10 14.0 ± 0.20 65.0 ± 0.92

NT—Non tested; aA549 = lung carcinoma, MiaPaca2 = pancreatic carcinoma, Jurkat = T-cell leukemia,
R69 = lymphoid cell line and 293T = embryonic kidney fibroblasts.

A remarkable cytotoxic activity against the same human tumor cell lines (A549, Jurkat and
MiaPaca2) was observed for the gold(I) complexes with cysteine-containing dipeptides 34–44

(Figure 3a and Table 3) [23]. Starting from the gold(I) complexes 34–39 of the general formula
[Au(Boc-Cys-XOMe-S)(PPh3)] (X = Gly, Ala, Val, Phe, Met and Pro; Boc = tert-butoxycarbonyl),
different structural modifications of these complexes, such as changes in the phosphine ligand
(PPh2Py instead of PPh3; 40), introducing new amino protecting group (benzyloxycarbonyl (Z)
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instead of Boc; 41), the use of non-proteinogenic rigid octahydroindole methyl ester (OicOMe; 42)
and increasing the number of Au(I) ions per complex unit (43 and 44), were performed in order to
investigate the influence of these structural changes on the cytotoxicity of the gold(I) complexes with
cysteine-containing dipeptides. As can be seen from Table 3, the IC50 values for the complexes 34–44

are in low micromolar range, from 1.5 to 15.6 μM in A549, 0.4 to 2.2 μM in Jurkat and 0.1 to 5.4 μM in
MiaPaca2 cells, being much lower than the corresponding IC50 values for cisplatin (105, 7.4 and 71,
respectively). The structural modifications leading to the formation of the complexes 40–42 (Figure 3a)
resulted in almost similar activity against MiaPaca2 and A549 cells, while the introduction of an
additional Au(PPh3)+ moiety to the complex 34 led to the formation of complex 43 (Figure 3a), which is
the most potent against MiaPaca2 cell line (Table 3). On the other hand, the coordination of two
Au(PPh3)+ fragments (complex 44, Figure 3a) did not significantly improve the cytotoxicity of the
complex [23].

Table 3. In vitro cytotoxic activity (IC50, 24 h, μM) of gold(I) complexes 34–51 in A549, Jurkat and
MiaPaca2 cell lines [23–25].

Cell Line
A549 MiaPaca2 Jurkat

Complex

Complexes with cysteine-containing dipeptides
34 1.5 ± 0.2 2.0 ± 0.2 0.9 ± 0.1
35 1.9 ± 0.1 1.9 ± 0.1 1.6 ± 0.1
36 2.3 ± 0.1 3.0 ± 0.1 2.2 ± 0.1
37 15.6 ± 0.11 5.4 ± 0.1 0.4 ± 0.1
38 4.8 ± 0.1 1.8 ± 0.1 1.7 ± 0.1
39 3.0 ± 0.1 0.7 ± 0.1 0.5 ± 0.1
40 5.0 ± 0.2 0.5 ± 0.1 0.8 ± 0.1
41 2.7 ± 0.1 1.5 ± 0.1 1.1 ± 0.1
42 2.1 ± 0.1 1.2 ± 0.1 1.5 ± 0.1
43 1.8 ± 0.1 0.1 ± 0.1 0.6 ± 0.1
44 3.5 ± 0.1 1.5 ± 0.1 0.8 ± 0.1

Complexes with 4-mercaptoproline
45 1.8 ± 0.15 3.0 ± 0.19 0.8 ± 0.08
46 3.8 ± 0.37 6.1 ± 0.54 3.5 ± 0.32
47 >25 >25 9.3 ± 0.65
48 3.5 ± 0.29 2.3 ± 0.22 0.6 ± 0.08
49 1.9 ± 0.16 1.8 ± 0.17 0.5 ± 0.07

Complexes with N,S-heterocyclic carbenes
50 0.4 ± 0.01 16.6 ± 0.2 6.2 ± 0.1
51 >25 24.8 ± 0.1 ca. 25

Cisplatin 105 ± 0.90 71 ± 0.80 7.4 ± 0.10
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Figure 3. (a) Gold(I) complexes with cysteine-containing dipeptides 34–44 [23] and (b) with
non-proteinogenic 4-mercaptoproline amino acid 45–49 [24] showing antiproliferative activity.
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Similar cytotoxic activity to the gold(I) complexes with cysteine-containing dipeptides 34–44

was manifested by the gold(I) complexes bearing non-proteinogenic 4-mercaptoproline amino acid
(45–49, Figure 3b and Table 3) [24]. This amino acid is a hybrid of proline and homocysteine,
and has the properties of both amino acids, nucleophilic character and reducing properties of the
thiol group of homocysteine and rigid structure of proline. N-Protected 4-mercaptoproline ester
was reacted with [AuCl(PR3)] to yield [Au(Boc-Pro(SH)OMe-S)(PR3)] complexes (PR3 = PPh3 (45)
and PPh2Py (46)), while [Au(Boc-Pro(SH)OH-S)(PPh3)] complex (47) was obtained after the basic
hydrolysis of the amino ester moiety in 45. The latter complex could be further transformed to the
[Au(Boc-Pro(SH)-GlyOtBu-S)(PPh3)] complex (48), while the reaction of 45 with [Au(CF3SO3)(PPh3)]
afforded the dinuclear [Au2(Boc-Pro(SH)OMe-S)(PPh3)2]CF3SO3 complex (49) (Figure 3b). As with the
case of the abovementioned complexes, the antiproliferative activity of 45–49 is mainly due to the Au(I)
center. The role of the phosphine ligand is to stabilize this metal ion and to enhance the lipophilicity,
allowing the crossing through the membrane, while the thiolate takes part in the substitution reactions
with the biomolecules and has an influence on the complex transport or biodistribution [24]. The gold(I)
complexes 45, 46, 48 and 49 showed an excellent cytotoxic activity in the investigated human tumor cell
lines (A549, Jurkat and MiaPaca2), with IC50 values being lower than 6.1 μM and, in some cases, in the
nanomolar range (Table 3). Complex 45 is found to be 100, 23 and 10-fold more active than cisplatin
in A549, MiaPaca2 and Jurkat cell lines, respectively, and approximately 2-fold more active than its
analogue 46, which contains PPh2Py ligand instead of PPh3. Similar to the abovementioned gold(I)
complexes containing a thiolate ligand functionalized with several amino acids or peptide moieties [21],
the formation of the complex with 4-mercaptoproline acid (47) decreased significantly the cytotoxic
activity, probably as the consequence of higher lipophilicity of the ester group or higher reactivity of
carboxylic group, preventing the complex to reach its target [24]. On the other hand, complex 48 with
a dipeptide containing 4-mercaptoproline and dinuclear complex 49 have the antiproliferative activity
at similar extent to the parent complex 45.

Two gold(I) complexes 50 and 51 with N,S-heterocyclic carbenes derived from the peptides
containing l-thiazolylalanine (Thz-Ala) showed good cytotoxic activity in vitro against the A549,
MiaPaca2 and Jurkat cell lines (Figure 4a and Table 3) [25]. The carbene complex 50 with iodide was
more efficient in all tested cell lines in respect to the thiolate-containing complex 51, what can be the
consequence of the higher lability of Au–I bond in respect to the Au–S bond and higher lipophilicity of
50. As can be seen from Table 3, the IC50 values of 51 in A549 cell line was higher than 25 μM and
approximately 25 μM for the remaining two cells, while 50 showed an excellent cytotoxicity against
the A549 cell line with the IC50 value being in the submicromolar range.

The phenylalanine-N-heterocyclic carbene gold(I) complex 52 and its amino acid and dipeptide
derivatives 53 and 54, respectively, were evaluated for their in vitro cytotoxic potential against the
human cell lines HeLa (human cervix carcinoma), HT-29 (human caucasian colon adenocarcinoma
grade II) and HepG2 (human hepatocellular liver carcinoma) (Figure 4b and Table 4) [26]. These three
complexes have shown moderate to good antiproliferative activity, with HeLa cells being the most
sensitive. Among them, amino acid conjugate complex 53 exhibited the best activity, while the
remaining two complexes showed a decrease in antitumor activity, which may be the consequence of
differential uptake or different intracellular interactions [26].
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Figure 4. (a) Gold(I) complexes 50 and 51 with N,S-heterocyclic carbenes derived from the peptides
containing l-thiazolylalanine [25] and (b) N-heterocyclic carbene gold(I) complexes 52–54 [26] showing
antiproliferative activity.

Table 4. In vitro cytotoxic activity (IC50, μM) of N-heterocyclic carbene gold(I) complexes 52–54 in
HeLa, HT-29 and HepG2 cell lines [26].

Cell Line HeLa HepG2 HT-29

Complex CV a Resazurin CV Resazurin CV Resazurin

52 45.5 ± 4.8 52.7 ± 5.0 61.4 ± 7.4 71.3 ± 5.9 63.8 ± 6.7 58.9 ± 4.3
53 3.4 ± 1.3 8.3 ± 1.4 15.2 ± 1.7 20.4 ± 0.9 10.5 ± 1.9 16.9 ± 1.7
54 17.3 ± 3 29.4 ± 1.8 28.1 ± 4.5 30.0 ± 2.6 26.8 ± 2.1 34.6 ± 1.8

a CV = crystal violet.

3. Gold(III) Complexes Containing Amino Acids and Peptides Moieties

The abovementioned ferrocene bioconjugate, FcCO-MetOMe, was also used for the synthesis
of gold(III) species, [Au(FcCO-MetOMe-S)(C6F5)3] (55; Figure 5), which was evaluated for in vitro
cytotoxicity [19]. The IC50 values determined for this complex of 87 ± 2.0, 88 ± 2.2 and 31 ± 2.4 μM
in HeLa, MCF-7 and N1E-115 cell lines, respectively, are higher than the corresponding values for
the gold(I) complexes with the ferrocene bioconjugates and phosphine ligands (PPh3 and PPh2Py)
(Table 1), indicating that the presence of a phosphine ligand is important for enhancement of cytotoxic
potential of gold complexes [19].

A decrease in the antiproliferative activity after oxidation of Au(I) to Au(III) was also
observed for the phenylalanine-N-heterocyclic carbene gold(III) complex 56 (Figure 5) in HT-29
cell line (IC50 = 125.8 ± 49.7 and 282.5 ± 41.8 μM determined by crystal violet and resazurin assays,
respectively) [26].
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Figure 5. Structural formulas of gold(III) complexes 55 [19] and 56 [26], showing a decrease in the
antiproliferative potential in comparison to the analogue gold(I) species.

With the aim to obtain gold(III)-based peptidomimetics with anticancer properties that could target
two peptide transporters, PEPT1 and PEPT2, which are upregulated in some tumor cells, Fregona et al.
synthesized the complexes of the general formula [AuX2(dtc-Sar-AA-OtBu)] (dtc = dithiocarbamate;
AA = Gly, X = Br− (57)/Cl− (58); AA = Aib (2-aminoisobutyric acid), X = Br− (59)/Cl− (60); AA = L-Phe,
X = Br− (61)/Cl− (62)) (Figure 6) [27]. The in vitro cytotoxicity of these complexes was evaluated toward
the human androgen receptor-negative prostate cancer PC3 and DU145 cells, ovarian adenocarcinoma
2008 cells and the cisplatin-resistant C13 cell line, and Hodgkin’s lymphoma L540 cells over 72 h,
while cisplatin was used as a reference (Table 5). Among these complexes, 61 and 62 were less active,
with the IC50 values higher than cisplatin (except C13 cell line), indicating that an aromatic or highly
hydrophobic fragment attached to sarcosine decreases the cytotoxicity of the gold(III) complex. On the
other hand, complexes 57–60 were generally more efficient than cisplatin, with Aib-containing complex
59 being the most active towards the investigated tumor cell lines (Table 5). Importantly, 59 showed
30-fold higher activity than cisplatin in growth inhibition of cisplatin-resistant ovarian adenocarcinoma
C13 cells, excluding the occurrence of cross-resistance. Both the most active Aib-containing complexes
59 and 60 exerted their cytotoxic activity within the first 24 h, while the activity of the cisplatin
significantly increased with the increasing of the exposure time [27]. The fact that the two most active
complexes contain 2-aminoisobutyric acid is not surprising, since this amino acid is abundant in a class
of peptide antibiotics, showing anticancer and antiviral properties [28,29]. Moreover, this amino acid
plays a crucial role in the biological activity of peptide antibiotics, by forcing the peptide backbone to
fold into helical arrangements and providing a capability to cross and/or perturb cell membranes [30].
Apoptosis was shown to be the major mechanism of cell death in the case of prostate cancer PC3
and DU145 cells and ovarian adenocarcinoma C13 cells, for the most active complexes 59 and 60,
while, in the case of the cisplatin-sensitive 2008 cells and the Hodgkin’s lymphoma L540 cell line,
the majority of dead cells underwent late apoptosis/necrosis over 24 h, after exposure to the these
complexes [27]. On the other hand, the remaining gold(III) complexes and cisplatin were less effective
in inducing apoptosis.

188



Chemistry 2020, 2

 

Figure 6. Gold(III)-dithiocarbamato derivatives of oligopeptides 57–72 showing antiproliferative
activity [27,31].

The same group of authors further synthesized the gold(III)-dithiocarbamato derivatives of
oligopeptides, [AuX2(dtc-Sar-L-Ser(tBu)-OtBu))] (X = Br− (63)/Cl− (64)), [AuX2(dtc-AA-Aib2-OtBu)]
(AA = Sar (sarcosine, N-methylglycine), X = Br− (65)/Cl− (66), AA = D,L-Pro, X=Br− (67)/Cl− (68)),
[AuX2(dtc-Sar-Aib3-OtBu)] (X = Br− (69)/Cl− (70)), and [AuX2(dtc-Sar-Aib3-Gly-OEt)] (X = Br− (71)/Cl−
(72)) (Figure 6) and evaluated their cytotoxic activity toward four different cell lines (PC3, 2008, C13 and
L540; Table 5) [31].

The IC50 values of the complexes determined after the exposure of L540 cells to the complexes
63–72 are in the range 1.4–5.4 μM, being similar to the corresponding value for cisplatin of 2.5 μM.
The gold(III) complexes 63–68 showed antiproliferative activity comparable to or lower than cisplatin on
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prostate cancer and ovarian adenocarcinoma cells, while the tetra- and pentapeptide derivatives 69–72

appeared to be less effective. However, against the cisplatin-resistant C13 cell line, all these gold(III)
complexes were much more active than cisplatin (Table 5). Among the complexes 63–72, 68 containing
proline and 2-aminoisobutiric acid turned out to be the most active toward all the investigated tumor
cell lines, having the IC50 values comparable to the abovementioned complex 59 [27,31].

Table 5. In vitro cytotoxic activity (IC50, μM, 72 h) of the gold(III)-dithiocarbamato derivatives of
oligopeptides 57–72 against different tumor cell lines [27,31].

Cell Line a

PC3 DU145 2008 C13 L540
Complex

[AuX2(dtc-Sar-AA-OtBu)] AA = Gly, X = Br− (57)/Cl− (58); Aib, X = Br− (59)/Cl− (60); L-Phe, X = Br− (61)/Cl− (62)
57 1.3 ± 0.1 4.5 ± 0.9 18.0 ± 1.6 11.5 ± 1.2 2.1 ± 0.2
58 1.6 ± 0.1 2.5 ± 0.3 13.2 ± 1.1 15.9 ± 1.3 3.4 ± 0.2
59 0.8 ± 0.1 1.4 ± 0.1 4.5 ± 0.2 3.7 ± 0.3 1.5 ± 0.2
60 1.1 ± 0.1 2.2 ± 0.1 4.7 ± 0.2 5.1 ± 0.4 1.7 ± 0.3
61 16.8 ± 1.7 13.2 ± 1.2 41.2 ± 4.0 17.2 ± 1.8 16.4 ± 1.5
62 16.5 ± 1.6 15.3 ± 1.5 43.4 ± 3.8 21.5 ± 1.5 7.3 ± 0.5

[AuX2(dtc-Sar-L-Ser(tBu)-OtBu))] X = Br− (63)/Cl− (64)
63 5.2 ± 0.5 NT 17.5 ± 1.6 17.0 ± 1.6 3.4 ± 0.2
64 6.5 ± 0.7 NT 15.2 ± 1.5 16.1 ± 1.3 1.4 ± 0.1
[AuX2(dtc-AA-Aib2-OtBu)] AA = Sar, X = Br− (65)/Cl− (66); D,L-Pro, X = Br− (67)/Cl− (68)

65 5.8 ± 0.6 NT 12.0 ± 1.1 15.0 ± 1.3 3.8 ± 0.4
66 5.8 ± 0.5 NT 14.2 ± 1.5 15.4 ± 1.4 4.1 ± 0.5
67 6.3 ± 0.7 NT 16.3 ± 1.4 11.5 ± 1.1 2.2 ± 0.1
68 3.0 ± 0.2 NT 8.2 ± 0.7 7.8 ± 0.5 2.2 ± 0.2

[AuX2(dtc-Sar-Aib3-OtBu)] X = Br− (69)/Cl− (70)
69 16.0 ± 1.7 NT 42.8 ± 4.1 17.5 ± 1.6 3.9 ± 0.4
70 16.1 ± 0.6 NT 43.5 ± 1.2 11.5 ± 1.2 3.5 ± 0.2

[AuX2(dtc-Sar-Aib3-Gly-OEt)] X = Br− (71)/Cl− (72)
71 15.0 ± 1.4 NT 29.2 ± 3.0 22.9 ± 1.9 5.4 ± 0.5
72 20.0 ± 1.9 NT 27.8 ± 2.3 35.5 ± 3.9 5.0 ± 0.8

Cisplatin 3.3 ± 0.3 4.5 ± 0.1 19.4 ± 1.2 117.2 ± 9.1 2.5 ± 0.1

NT—Non tested; a PC3 and DU145 cells = the human androgen receptor-negative prostate cancer cells, 2008 cells =
ovarian adenocarcinoma and C13 = the parent cisplatin-resistant cell line, L540 = Hodgkin’s lymphoma.

Seven gold(III) complexes with different L-histidine-containing dipeptides,
[Au(Gly-L-His-NA,NP,N3)Cl]Cl.3H2O (73), [Au(Gly-L-His-NA,NP,N3)Cl]NO3

.1.25H2O (74),
[Au(L-Ala-L-His-NA,NP,N3)Cl]NO3

.2.5H2O (75), [Au(L-Ala-L-His-NA,NP,N3)Cl][AuCl4].H2O
(76), [Au(L-Val-L-His-NA,NP,N3)Cl]Cl.2H2O (77), [Au(L-Leu-L-His-NA,NP,N3)Cl]Cl (78) and
[Au(L-Leu-L-His-NA,NP,N3)Cl][AuCl4].H2O (79) were evaluated for in vitro cytotoxicity against
different human tumor cell lines (Figure 7 and Table 6) [32–34]. Different spectroscopic techniques
confirmed that tridentate coordination of the X-L-His dipeptides (X = Gly, L-Ala, L-Val and L-Leu)
through the N3 imidazole nitrogen (N3), deprotonated nitrogen of the amide bond (NP) and to the
nitrogen of the N-terminal amino group (NA) stabilized +3 oxidation state of gold, preventing its
reduction to Au(I)/Au(0) under physiological conditions. Firstly, complex 73 was tested against the
tumor cell line A2780 (human ovarian carcinoma), both sensitive (A2780/S) and resistant (A2780/R)
to cisplatin [32]. This complex exhibited a remarkable antiproliferative activity against A2780/S
cell line (IC50 = 5.2 ± 1.63 μM), being slightly less active than cisplatin (IC50 = 1.6 ± 0.58 μM).
Importantly, the complex retains a significant cytotoxicity on the A2780/R cell line (IC50 = 8.5 ± 2.3 μM),
having the resistance factor of only 1.6. The results of this study also showed that the Zn(II), Pd(II),
Pt(II) and Co(II) complexes with the same dipeptide manifested only modest activity toward A2780/S
and A2780/R cell lines, confirming that the presence of Au(III) ion was crucial for the cytotoxic
effects [32].
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Figure 7. Gold(III) complexes with L-histidine-containing dipeptides 73–79, which were evaluated for
the in vitro cytotoxic potential [32–34].

Table 6. In vitro cytotoxic activity (IC50, μM) of gold(III) complexes with L-histidine-containing
dipeptides 73–79 against different cell lines [32–34].

Cell Line a

MRC-5 MCF-7 HT-29 HL-60 Raji HeLa A549
Complex

73 >200 150 150
74 >200 19.68 ± 0.23 14.70 ± 1.36 11.93 ± 1.02 3.30 ± 0.02 >200 >200
75 >200 >100 >100 >100 >100 170 170
76 150b 75 30
77 >200 >200 >200
78 170 55 115
79 100 65 75

Cisplatin 0.48 ± 0.02 1.56 ± 0.26 18.60 ± 2.32 10.31 ± 2.54 2.25 ± 0.10
a MRC-5 = human lung fibroblasts, MCF-7 = breast cancer, HT-29 = colon cancer, HL-60 = human promyelocytic
leukemia, Raji = human Burkitt’s lymphoma, HeLa = cervix cancer, and A549 = lung cancer; b The results are from
three independent experiments, each performed in quadruplicate. SD were within 2%–5%.

In a continuation, the antiproliferative activity of 74 and 75 was evaluated against five human
tumor cell lines, MCF-7 (breast cancer), HT-29 (colon cancer), HL-60 (human promyelocytic leukemia),
Raji (human Burkitt’s lymphoma) and one human normal cell line MRC-5 (human lung fibroblasts) [33].
These complexes are less cytotoxic than cisplatin, with the exception of 74 in the case of the HT-29
cell line (Table 6). The latter complex showed the activity against all tested human tumor cell lines,
being non-toxic in the MRC-5 cell line, while the cytotoxicity of L-Ala-L-His-Au(III) complex 75 was
not observed against the tested cell line.

In addition, the cytotoxicity of all seven gold(III) complexes with X-L-His dipeptides 73–79 was
assessed against two human cancer, cervix (HeLa) and lung (A549), cell lines and compared to the
activity against the MRC-5 cell line (Table 6) [34]. As can be seen, these complexes did not manifest
great anticancer potential; however, their cytotoxicity towards normal cell line was low (IC50 > 100 μM).
Moreover, the complexes 76 and 79 showed significant antiangiogenic activity in vivo in a zebrafish
embryos model (Figure 8). Although these two complexes achieved comparable antiangiogenic effect to
the clinically used auranofin and sunitinib malate at 30-fold higher concentration, the zebrafish embryos
following the treatment with Au(III) complexes had no cardiovascular side effects in comparison to
those upon treatment with auranofin and sunitinib malate. The binding of the gold(III) complexes
to the active sites of both human and bacterial (Escherichia coli) thioredoxin reductases (TrxRs) was
confirmed by molecular docking study, suggesting that the mechanism of biological action of these
complexes can be associated with their interaction with TrxR active site [34].
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Figure 8. The effect of gold(III) complexes 76 and 79, sunitinib malate and auranofin on subintestinal
vessels (SIVs), intersegmental vessels (ISVs) and dorsal longitudinal anastomotic vessels (DLAVs)
development in zebrafish embryos. Reduced SIVs (arrowhead), disrupted DLAVs (asterisk), thinner or
reduced ISVs (arrow), and pericardial edema (dashed arrow) are designated. The Figure was adapted
from the Reference [34].

Additionally, the antimicrobial activity of the abovementioned gold(III) complexes with
l-histidine-containing dipeptides 73–79 were evaluated against the Gram-positive (Staphylococcus aureus,
Listeria monocytogenes, Enterococcus faecalis and Enterococcus faecium) and Gram-negative (Acinetobacter
baumannii) bacteria and two strains of Candida (C. albicans and C. parapsilosis) [34]. In most cases,
the minimal inhibitory concentration (MIC) values were between 200 and 400 μM, indicating their
moderate to low activity. Nevertheless, the MIC values of 74 and 79 against Gram-positive E. faecium
and Gram-negative A. baumannii were found to be 80 and 100 μM, respectively. Beside these results,
a study related to the antimicrobial potential of a series of gold(III) complexes differing in the ligand
structure, showed that two gold(III) complexes with L-histidine-containing dipeptides 74 and 75

exhibited relatively weak effects in comparison to the other studied complexes against the investigated
bacterial strains [35].

4. Conclusions

The review article summarizes the results achieved in studies on the antiproliferative activity of
gold(I) and gold(III) complexes containing amino acids and peptides as biocompatible ligands that can
deliver a gold ion to its target. Except the biocompatibility of amino acids and peptides, the advantage
of these ligands could be the fact that the tumor cells overexpress amino acids receptors, resulting in
the selectivity of the obtained gold complexes toward the tumor cells in respect to the healthy ones.
From the presented data, it could be seen that a large number of gold(I) and gold(III) complexes have
been evaluated in vitro against different tumor cell lines, while the in vivo studies are rather scarce.
In general, gold(I) complexes have shown higher cytotoxic activity than the gold(III) species, being,
in some cases, superior in respect to the well-known anticancer agent, cisplatin. Except amino acids
and peptides, the gold(I) complexes usually had phosphines and N-heterocyclic carbenes ancillary
ligands, which also contributed to their biological properties.
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Gold(III) complexes with L-histidine-containing dipeptides, in which N-terminal amino acid
is L-alanine and L-leucine, showed selectivity in terms of cancer vs. normal cell lines and
achieved antiangiogenic effects comparable to the known inhibitors of angiogenesis—auranofin
and sunitinib malate—without toxic-side effects, in contrast to those following auranofin and sunitinib
malate treatment. These findings make them good candidates for the further development of
antiangiogenic drugs.

From this review, it can be concluded that the use of amino acids and peptides as ligands for the
synthesis of biologically active gold complexes has merit for the development of novel therapeutic
agents for the treatment of cancer, which is a major burden of disease worldwide.
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Abstract: As the only enzyme currently known to reduce dinitrogen (N2) to ammonia (NH3),
nitrogenase is of significant interest for bio-inspired catalyst design and for new biotechnologies
aiming to produce NH3 from N2. In order to reduce N2, nitrogenase must also hydrolyze at least
16 equivalents of adenosine triphosphate (MgATP), representing the consumption of a significant
quantity of energy available to biological systems. Here, we review natural and engineered electron
transfer pathways to nitrogenase, including strategies to redirect or redistribute electron flow in vivo
towards NH3 production. Further, we also review strategies to artificially reduce nitrogenase in vitro,
where MgATP hydrolysis is necessary for turnover, in addition to strategies that are capable of
bypassing the requirement of MgATP hydrolysis to achieve MgATP-independent N2 reduction.

Keywords: nitrogenase; ammonia; metalloenzyme; electron transfer; ferredoxin; flavodoxin;
Fe protein; MoFe protein

1. Introduction to Nitrogenase

Ammonia (NH3) is an important commodity for agricultural and chemical industries that is
currently produced at over 150 million tons per year [1,2]. Currently, the majority of this NH3 is
produced from molecular hydrogen (H2) and kinetically inert dinitrogen (N2, bond dissociation
enthalpy of +945 kJ mol−1) by the Haber–Bosch process, which operates at a high temperature
(~700 K) and a high pressure (~100 atm) in order to optimize NH3 production [3]. These conditions,
in combination with the production of H2 (commonly by steam reforming of natural gas), result in
the consumption of 1–2% global energy and the production of around 3% of global carbon dioxide
(CO2) emissions. Due to ever-increasing concerns and awareness of climate change, there is significant
interest in the development of new catalysts for N2 fixation. For instance, the development of a new
(bio)catalytic system that operates under mild conditions could enable the decentralization of NH3

production as a key strategy for improved environmental sustainability.
Select bacteria and archaea are able to produce an enzyme, nitrogenase, which can fix N2 to NH3

under mild (physiological) conditions [4]. Thus, nitrogenase is of interest to new biotechnologies and
new bio-inspired N2-fixing catalysts. Nitrogenase is a two-component metalloenzyme consisting of a
reductase (iron or “Fe” protein) and a N2-reducing protein (MoFe protein), where the name “MoFe”
refers to the metals employed in its catalytic cofactor. There are two alternative nitrogenases that are
dependent on V (VFe) and Fe only (FeFe), although the Mo-nitrogenase system from the soil bacterium
Azotobacter vinelandii will serve as the model to outline nitrogenase’s mechanism (Figure 1) [5].
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Figure 1. (Left) Representation of Mo-nitrogenase from Azotobacter vinelandii. The Fe protein is shown
in gray and the MoFe protein is shown in cyan (NifD, α-subunit) and olive-green (NifK, ß-subunit).
This representation was adapted from PDB:4WZA, which used non-hydrolyzable ATP analogues to
form a tight Fe:MoFe protein complex. (Right) The FeS cofactors of Mo-dependent nitrogenase, where
the coordinating residues are also shown. The homocitrate partner of the FeMo-co is shown on the left
of the FeMo-co. Fe = rust, S = yellow, C = gray, N = blue, O = red, Mo = cyan, Mg = green.

The Fe protein of A. vinelandii is a homodimer of approximately 66 kDa in mass encoded by the
nifH gene. Each dimer contains an adenosine triphosphate (MgATP) binding site, whereas a [4Fe-4S]
iron-sulfur cluster is located between each monomer and coordinated by two cysteine (Cys) residues
from each monomer [6]. The MoFe protein is a α2ß2 tetramer of approximately 240 kDa encoded by
the nifD (α subunit) and nifK (ß subunit) genes. Each αß dimeric half contains a [8Fe-7S] “P” cluster that
bridges both subunits (coordinated by Cys residues from each subunit) and a [7Fe-9S-C-Mo-homocitrate]
FeMo-cofactor (“FeMo-co”) contained within the α subunit [7,8]. The FeMo-co, the cofactor at which
N2 is reduced, is coordinated by a Cys and a histidine (His) residue. Each αß half of the MoFe protein
repeatedly transiently associates with a 1e−-reduced and ATP-bound Fe protein, during which a single
electron is ultimately transferred from the [4Fe-4S]1+ cluster to the FeMo-co via the P cluster [9]. The order
of events that transpire during this transient association is debated, although electron transfer, 2MgATP
hydrolysis (to adenosine diphosphate, 2MgADP), the release of two inorganic phosphate (Pi) equivalents,
and Fe protein dissociation occur. Oxidized Fe protein is subsequently reduced by flavodoxin and/or
ferredoxin in vivo or commonly dithionite (DT) in vitro, thereby restarting the “Fe protein cycle” [10,11].
The reduction potential (Eo’) of the [4Fe-4S]2+/1+ couple of the Fe protein is approximately −0.30 V vs. the
standard hydrogen electrode (SHE, see [12,13]), free of MgATP or MgADP [9,14]. Upon the association
of MgATP, the Eo’ of [4Fe-4S]2+/1+ is modulated to −0.43 V vs. SHE, which decreases further to −0.62 V
when the Fe protein associates with the MoFe protein making it a more potent electron donor [14,15].
Perhaps the two most-relevant redox couples of the P cluster (PN/1+ and P1+/2+) both have Eo’s of
approximately −0.31 V vs. SHE. Further, the Eo’ of the as-isolated FeMo-co (MN) and its one-electron
oxidation production (MOX) is approximately −0.04 V vs. SHE, while a second lower-potential redox
couple (MRED) is also thought to be relevant to nitrogenase’s catalytic cycle, although its Eo´ has not
been accurately determined [9].

Electron transfer from the Fe protein is currently thought to be coupled to the rate-limiting step of
Pi release (25–27 s−1), suggesting electron transfer takes place with a rate constant of around 13 s−1 [16].
Along with a study by Duval et al. in 2013, this suggests that electron transfer from the [4Fe-4S]1+

cluster to the P cluster takes place prior to MgATP hydrolysis [17]. Finally, a deficit spending model
has been proposed by which an electron is transferred from the P cluster to the FeMo-co, prior to
the P cluster being reduced by the Fe protein’s [4Fe-4S]1+ cluster [18,19]. Nevertheless, the proposal
that electron transfer from the Fe protein’s [4Fe-4S] cluster takes place prior to the hydrolysis of
MgATP suggests that artificial electron transfer to the P cluster (independent of the Fe protein) is
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possible. Thus significant interest has developed concerning the MgATP-independent fixation of N2 by
nitrogenase, given that the hydrolysis of each MgATP accounts for around −50 kJ mol−1 in vivo [20].

The reduction of N2 to NH3 requires 6e−, although optimal N2 fixation by nitrogenase occurs
after eight transient association events of the Fe protein (and the transfer of 8e−):

N2 + 8e− + 8H+ + 16MgATP→ 2NH3 + H2 + 16MgADP + 16Pi (1)

Notably, the fixation of each N2 also results in the evolution of at least one equivalent of H2.
Lowe and Thorneley developed an early model to describe the observation of H2 formation, which has
since developed into a model that highlights the pivotal nature of a 4e−-reduced FeMo-co known as the
E4 state [8,10,21–23]. By this model, the resting FeMo-co in its E0 state accumulates individual electrons
and protons during each Fe protein association event in order to reach the E4 state at which N2 binds
and undergoes subsequent reduction. These electrons are stored as metal-hydrides (M-H) on the Fe
centers. Prior to the binding of N2, the E2-4 states can unproductively evolve H2 by M-H protonation,
thereby “dropping” by Ex − 2 states [21,22]. In contrast, the productive evolution of H2 is thought to
occur in order to accommodate N2 binding and its partial reduction, by the reductive elimination (re)
of H2 from the FeMo-co E4 state [24]. At this stage, H2 can also undergo oxidative addition (oa) to
the FeMo-co and displace N2, which is also considered to be unfavorable [22]. Four additional Fe
protein association events (transferring 4e− and hydrolyzing an additional 8MgATP) then lead to the
production of 2NH3. This serves as a suitable model to explain the production of one equivalent of
H2 for each N2 reduced [21,22]. Thus, H2 can be produced by unproductive or productive pathways,
with increased H2 evolution and MgATP hydrolysis resulting from a combination of both. Questions
therefore remain surrounding the reversibility or catalytic bias of the E4 state, given that the alternative
nitrogenases also appear to follow the same re mechanism while appearing to be less-efficient at N2

fixation [5,25]. A “just-in-time” mechanism could serve as a useful model to justify the rate-limiting
nature of electron transfer from the Fe protein (~13 s−1) such that unproductive H2 formation and the
oa of H2 is minimized [23]. Finally, research has also questioned the suitability of the proposed re/oa
model for N2 fixation by nitrogenase [26]. Density functional theory calculations were employed to
calculate the partial charges of the FeMo-co during key turnover states, where a re mechanism was
not supported and the possible involvement of hydrogen atoms (including hydrogen atom transfer,
formation, and elimination steps) was highlighted.

In summary, it is clear that electron transfer within the nitrogenase complex, and by extension, to the
nitrogenase complex, is of high importance to biological N2 fixation as well as new biotechnologies
and bio-inspired N2 fixation systems. Thus, this article reviews natural and engineered electron
transfer to nitrogenase, in the contexts of both in vivo and in vitro catalysis. Specifically, we discuss
the nature and delivery of electrons to nitrogenase in vivo. We also review approaches to transfer
electrons to nitrogenase in vitro, either through the Fe protein or independent of the Fe-protein for
MgATP-decoupled catalysis by the MoFe protein.

2. In Vivo Electron Transfer to Nitrogenase

2.1. Electron Transfer from Ferredoxin and Flavodoxin

In vivo reduction of Fe protein requires low-potential electrons provided by the electron-transferring
proteins flavodoxin and ferredoxin [27,28]. In vitro studies of nitrogenase typically utilize dithionite
(DT, Eo’ ≈ −0.66 V vs. SHE) or Ti(III) citrate (Eo’Ti(III)/(IV) = −0.8 V vs. SHE) as electron donors due to their
ease of preparation and use [29–31]. However, recent studies have reevaluated electron transfer to the Fe
protein with flavodoxin, which is crucial for a mechanistic understanding of the Fe protein cycle and
of nitrogenase activity in physiological conditions [16]. It is also important to consider physiological
electron donors when developing biological systems to maximize electron transfer to nitrogenase.

Flavodoxin (Fld) is a monomeric electron-transfer protein carrying a non-covalently bound flavin
mononucleotide (FMN) as a redox center. It consists of a central five-stranded parallel β-sheet flanked
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on either side by α-helices. Based on the presence of a ∼20-residue loop splitting the fifth β-strand,
Flds involved in electron transfer to nitrogenase are classified as long-chain flavodoxins [32,33].
The cofactor FMN has three pertinent redox states: oxidized quinone (Ox), semiquinone (SQ), and
hydroquinone (HQ), where FMNOx/SQ and FMNSQ/HQ couples are 1e− redox reactions. Although
not overly abundant in aqueous solution, FMNSQ is stabilized when bound to flavodoxin; further,
crossed-potentials of flavins can be stabilized in proteins and can support a process named flavin-based
electron bifurcation (reviewed in [34–36]). Eo’s of Fld II from A. vinelandii range from −0.25 to −0.1 V
(vs. SHE) for the FldOx/FldSQ couple and from −0.5 to −0.4 V (vs. SHE) for the FldSQ/FldHQ couple [32].
The latter is one of the lowest reported potentials in the flavodoxin family [37]. Because the Eo’ of the
Fe protein is <−0.3 V (vs. SHE), the FldHQ state is expected to be the functional electron donor [27,38].
In A. vinelandii, Fld (Eo’SQ/HQ = −0.46 V vs. SHE) is encoded by the gene nifF.

Ferredoxin (Fdx) is an FeS cluster-containing protein that was first isolated from Clostridium
pasteurianum [39]. Fdxs coordinate FeS clusters by Cys ligands and can be divided into different groups
based on the number and types of FeS clusters [40]. Fdxs that participate in electron transport to Fe
protein are found to have [2Fe-2S]-type [41], [4Fe-4Fe]/[3Fe-4S]-type, or 2[4Fe-4S]-type clusters [42–44].
The [2Fe-2S]-type is normally found in cyanobacteria with the corresponding gene named fdxH,
while the other two are found in diverse diazotrophic groups and are usually designated as fdxN.
The possible redox states and redox potentials of Fdxs are modulated by their peptide structure (and
ultimately, their coordination spheres) and occur in the ranges of −0.24 to −0.46 V, −0.05 to −0.42 V,
and −0.28 to −0.68 V, for the couples [2Fe-2S]2+/1+, [3Fe-4S]1+/0, and [4Fe-4S]2+/1+, respectively (vs.
SHE) [45]. In comparison to Fld, Fdx is more sensitive to O2 due to the lability of their FeS clusters.
Phylogenetic analysis indicates that Fld (NifF) is enriched in diazotrophs with aerobic or facultative
anaerobic life styles, and is believed to be an adaptive strategy for the diversification of Nif-nitrogenase
from anaerobic to aerobic taxa during evolution [46]. Although other Fdxs are found to be involved
in the assembly of nitrogenase cofactors or for protecting it against oxygen [47,48], the following
discussion focuses on Fdxs involved in electron transport.

Fld forms a tight complex with Fe protein with high affinity (Figure 2). Reported dissociation
constants for the pairs from Klebsiella pneumoniae are 13 μM (MgATP-bound Fe protein) and 49 μM
(MgADP-bound Fe protein) and from Rhodobacter capsulatus is 0.44 μM. [49,50] It is generally believed
that in the Fe protein cycle, reduction of Fe protein and exchange of MgADPs for MgATPs takes place
after its dissociation from MoFe protein, implying that the oxidized Fe protein cannot be reduced
when bound to MoFe protein. Further, the Fe protein is believed to interact with Fld/Fdx using the
same binding interface that is used with the MoFe protein [16,33,51,52]. This hypothesis is guided by
docking models that predict electrostatic interactions between the positively charged surroundings
of the [4Fe-4S] cluster of Fe protein and the negatively charged surroundings of FMN of NifF from
A. vinelandii, possibly assisted by an eight amino acid loop (residues 64–71) on NifF [16,32,52] (Figure 2).
The MgADP-bound state of the Fe protein has the most complementary docking interface with Fld
compared with the MgATP-bound state. Experimentally, this hypothesis is supported by results
from cross-linking studies and time-resolved limited proteolysis using NifF and Fe protein from
A. vinelandii [16,52]. Similar modeling results were obtained for Fdx, although experimental support
has not yet been reported [33,41].

Early studies indicated that the specific catalytic activity of MoFe protein [27,51] and ATP/e−
efficiency of nitrogenase are higher when NifF is used as the reductant of Fe protein rather than
DT. Second-order rate constants of Fe protein reduction are two to three orders of magnitude times
higher when NifF is used [53] or included [16] as reductant compared to DT [16] or Ti (III) [53].
Both physiological reductants and chemical reductants reduce MgADP-bound Fe protein faster than
its nucleotide-free form. Nevertheless, recent reexamination of the rate difference under pseudo-first
order reaction conditions showed similar trends [16]. The diminished performance of DT might be
partially due to the slow generation of radical anion SO2

•− (Kd 1.5 nM, rate constant of ∼2 s−1) [16].
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Figure 2. Docking models for reduction of the Fe protein by NifF and Fdx (FdI). (a) MgAMPPCP-Fe
protein (top, PDB: 4WZB) and MgADP-Fe protein (bottom, PDB:1FP6) interacting with NifF (PDB:1YOB).
(b) MgAMPPCP-Fe protein (PDB:4WZB) interacting with NifF (PDB:5K9B) and (c) FdI (PDB:6FDR).
Hypothetical electron transfer distances between the [4Fe-4S] cluster of the Fe protein (NifH) and the
FMN cofactor of NifF are shown. Reprinted (adapted) with permission from [9]. Copyright 2020
American Chemical Society. Republished with permission of American Soc for Biochemistry and
Molecular Biology Copyright 2017, from [52]; permission conveyed through Copyright Clearance
Center, Inc. Adapted with permission from [33]. Copyright 2017 John Wiley and Sons.

The findings above help revise kinetic models of the Fe protein cycle, as the Fe protein reduction
rate has been used to estimate its dissociation from MoFe protein. When using DT, the complex
dissociation rate was measured as ∼6 s−1 [11,51] and was believed to be the limiting step of the Fe
protein cycle. Yet a high rate of 759 s−1 was obtained when NifF was used, indicating that Pi release
(25–27 s−1) is actually the rate-limiting step [16]. In line with this, the specific activity of nitrogenase
was shown to increase by 50–170% with the presence of NifF as compared to DT alone [16,51].

Electron transfer efficiency to nitrogenase is expected to be improved when using physiological
electron donors. While the 1e− reduced [4Fe-4S]1+ of Fe protein is commonly believed to be the only
physiologically relevant state [6], Watt and Reddy discovered that the [4Fe-4S]1+ cluster can be further
reduced by 1e− to a stable all-ferrous [4Fe-4S]0 state by methyl viologen (MV) [54]. An Eo’ of −0.46 V vs.
SHE for the 1+/0 couple was reported [54]. Since, many studies have characterized the [4Fe-4S]0 state
of Fe protein reduced by Ti(III) or Eu(II), Eu(II) complexes employed to study nitrogenase typically
have Eo’s ranging from −0.6 to −1.1 V vs. SHE [53,55–61]. One study reported an Eo’ of −0.79 V
for the [4Fe-4S]1+/0 couple [62]. Lowery et al. (2006) showed MgADP or MgATP-bound Fe protein
can be reduced by FldHQ state of NifF (A. vinelandii) from [4Fe-4S]1 to [4Fe-4S]0 independent of
catalysis, which supports a Eo’ of −0.46 V of the [4Fe-4S]0 state and the possibility of its physiological
relevance [63]. The Fe protein’s [4Fe-4S]0 state could allow two electrons to be transferred from FldHQ
to Fe protein per two ATP molecules hydrolyzed, reaching a 1:1 ATP:e− ratio. This was indeed observed
in a few studies using either NifF or Ti(III) [53,63,64]. Yet in most studies the ATP:e− ratio remained at
2:1, even when NifF was used as the reductant [9,16]. In contrast, DT only reduces the [4Fe-4S] cluster
to the [4Fe-4S]1+ state, and thus transfers only one e− per transient association cycle.

These findings call for further investigation into nitrogenase’s natural electron donors. Identifying
Fld/Fdx that directly transfers electrons to nitrogenase and to what extent could be difficult due to
their redundancy in both genome and function; it is common for a bacterial or archaeal genome
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to encode multiple Fld/Fdxs [65]. Due to the high energetic expense of N2 fixation, nitrogenase
genes, including the ones encoding for electron transport, are often co-located and/or transcriptionally
co-regulated [66,67]. Mutagenesis combined with nitrogenase activity assays in cell extracts can
provide direct proof of a gene’s function in electron transfer to nitrogenase. However, most diazotrophs
have more than two Fld/Fdxs capable of direct electron-transfer to nitrogenase (Table 1). In rare cases
such as in K. pneumoniae, a sole Fld NifF is the electron donor and diazotrophic growth is abolished
in nifF deletion mutants. In comparison, A. vinelandii is still able to grow diazotrophically (though
much is undermined) when the two electron transport components nifF and fdxA are deleted [68].
In phototrophic bacteria, Fld is commonly found to serve as an electron donor under iron depleted
conditions, whereas Fdx is the main electron donor under iron replete conditions [69].

Table 1. Electron transport components required for nitrogenase in representative diazotrophs. Gene
names are shown with protein names, if available.

Species
Direct Electron Donor

to Fe Protein
Pathway for Reducing

Electron Donor
Reference

Anabaena PCC 7120
Fdx (fdxB, fdxH, fdxN) FNR (petH)

[70–79]Fld (nifF 1) Hydrogenase (hupSL)
PFOR (nifJ 1)

Azotobater vinelandii
Fdx (fdxN) FixABCX (fixABCX)

[68,80–82]Fld (nifF) FNR
Rnf1 (rnf )

Clostridium pasteurianum Fdx
PFOR (nifJ) [83–85]

Hydrogenase
Klebsiella pneumoniae Fld (nifF) PFOR (nifJ) [86–90]
Sinorhizobium meliloti Fdx (fdxN) FixABCX (fixABCX) [91–93]

Rhodobacter capsulatus Fdx (fdxNC) Rnf1 (rnf ) [94–101]
Fld (nifF 1) Hydrogenase (hupSL)

Rhodopseudomonas palustris Fdx (fer1, ferN) FixABCX (fixABCX) [69,102,103]
Fld (fldA 1) Hydrogenase (hupSL)

Rhodospirillum rubrum
Fdx (fdxN, fdxI) FixABCX (fixABCX)

[104–109]Fld (nifF 2) Hydrogenase (hupSL)
PFOR (nifJ 2)

1 These genes are expressed by cells growing under iron depleted conditions. 2 These genes are expressed by cells
growing under anaerobic conditions in the dark.

2.2. Electron Transfer to Flavodoxin and Ferredoxin

The electrons transferred to Fld/Fdx directly come from pyruvate, NAD(P)H, or hydrogen.
Five major enzyme systems capable of reducing Fld/Fdx have been identified (Figure 3, Table 1) and
are discussed below.

Figure 3. Schematic pathway of natural electron transfer to nitrogenase. (Fd: ferredoxin or flavodoxin).
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Pyruvate-fld/fdx oxidoreductase (PFOR) catalyzes oxidization of pyruvate to acetyl-CoA and CO2

with reduction of Fld or Fdx by using thiamine pyrophosphate and FeS clusters as cofactors. The Eo’
for the pyruvate cleavage is −0.5 V (vs. SHE). PFOR involved in electron transport to nitrogenase is
commonly found as part of nif operon designated as nifJ. The deletion of nifJ in K. pneumoniae was
found to abolish diazotrophic growth [86–88].

Fdx-NADP+ Reductase (FNR) catalyzes the reversible reaction of Fdx oxidation with NADP+

reduction by a flavin adenine dinucleotide (FAD) cofactor. Fdxs can possess Eo’s more negative than
NADPH/NADP+ (−0.34 V vs. SHE), and the forward reaction (i.e., Fdx oxidation) is energetically
favorable. Yet, FNRs that favor the reverse reaction are found in A. vinelandii and cyanobacteria and
are thought to support nitrogenase activity based on enzyme assay and gene coregulation [70,71,80].

Rhodobacter Nitrogen Fixation (Rnf) complex is a transmembrane ferredoxin—NAD+

oxidoreductase, which catalyzes the NADH-dependent reduction of Fld/Fdx with the a depletion of
electrochemical gradient [110]. The Rnf complex shares homology with Na+ pumps and is distributed
among diverse N2-fixing and non-nitrogen-fixing microbes [29,110]. The disruption of genes in the rnf
operon of R. capsulatus resulted in a significant decrease in nitrogenase activity and abolished its ability
to grow diazotrophically [94,95].

Bifurcating FixABCX couples the endergonic reduction of Fld to the exergonic reduction of
coenzyme Q (Eo’ = +0.01 V vs. SHE) (then to respiratory chain) at the cost of NADH by using a flavin
at the bifurcating site [81,82,91,104]. This membrane protein complex was identified to have three FAD
moieties, one each in FixA, FixB, and FixC, and two [4Fe-4S] clusters in FixX [81]. Disrupting the Fix
system in Rhodopseudomonas palustris, Rhodospirillum rubrum, and Sinorhizobium meliloti completely
abolishes or significantly impairs their ability to grow under N2 fixing conditions [92,102,104]. A double
mutant of Fix and RNF1 abolished diazotrophic growth in A. vinelandii [81].

Uptake hydrogenase (hup) is a heterodimer of the hupA and hupB (or hupS and hupL) gene products
that has either a Ni-Fe or Fe-Fe active center [111]. It recaptures H2 produced during N2 fixation
(Equation (1)) for use as electron donors cycled back to nitrogenase [96], and also seems to protect
nitrogenase from oxygen, possibly by catalyzing oxyhydrogen reaction [112,113]. Overproduction of
H2 from nitrogenase was achieved by deleting the uptake hydrogenase [72,114]. The hup genes are
co-regulated with nitrogenase through complicated and diverse regulatory pathways [83,84,97,103],
which was exploited to identify H2-overproducing variants of the Fe protein [115].

The diverse strategies to reduce Fld/Fdx by different microbes can be better understood if put
into metabolic context (Table 1). Bioinformatic analysis indicates proteins that reduce Fld/Fdx with
H2 or pyruvate are enriched in anaerobes, while those with NADH/NADPH are enriched in aerobes,
facultative anaerobes, and anoxygenic phototrophs [116]. Aerobic, facultatively anaerobic, and anoxygenic
phototrophic diazotrophs produce NADH/NADPH, which is not considered reducing enough to provide
electrons for nitrogenase; thus, FixABCX and Rnf are acquired to generate low potential electrons [46].
Specifically, oxygenic phototrophs can energize electrons to low potential using photosystem I (PSI),
but the low potential electrons are not available for nitrogenase, as the latter must be spatially (forming
heterocysts) or temporally (under the control of circadian clocks) separated from PSI, in which case FNR
is used [70]. Interestingly, some non-heterocystous cyanobacteria show nitrogenase activity only under
light conditions, implying the existence of molecular mechanisms to protect nitrogenase against oxygen
evolved by photosystems [113,117,118].

3. Electron Transfer to Nitrogenase in Engineered Biological Systems

Developing and improving biological systems for N2 fixation is greatly motivated by the need to
design sustainable and economic solutions to nitrogen limitation of crop productivity. Decentralization
of NH3 production is considered one possible strategy to improve environmental sustainability.
Great efforts have been made towards engineering plant-associated microbes or plants themselves to
heterologously express nitrogenases [4]. From the perspective of synthetic biology, genes required for
functional nitrogenase can be grouped into modules of structural genes, genes involved in biosynthesis
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and maturation of cofactors, and electron-transport components (ETC) [119]. ETC include Fld/Fdx
and the reductase of Fld/Fdx. ETC can come from the native host to nitrogenase or be substituted by
homologues from the expression host, if compatible (Table 2). In general, the former results in higher
nitrogenase activity, while the latter gives the advantage of expressing fewer genes and simplifying
genetic engineering [120,121]. It is important to bear in mind that there is limited crosstalk between
Fld/Fdx and the Fe protein, and between Fld/Fdx and their reductases from different hosts. For example,
Fdx from either Clostridium pasteurianum or R. rubrum were ineffective in coupling pyruvate oxidation
to nitrogenase activity in the cell lysate of K. pneumoniae NifF mutant. NifF from A. vinelandii was
only one-third as effective as NifF from K. pneumoniae at transferring electrons from PFOR to Klebsiella
nitrogenases [88]. Further, in vivo activity could not be predicted by in vitro assays. For example,
Fdxs from R. capsulatus and S. meliloti equally support in vitro acetylene (C2H2) reduction to ethylene
(C2H4) by R. capsulatus nitrogenase, yet heterologous in vivo complementation by each other’s Fdx
was unsuccessful [122,123].

Table 2. Summary of heterologous expression of active nitrogenase in prokaryotic hosts.

Expression Host

Source of
Nitrogenase

Structural and
Accessory Genes 1

Genes Encoding for
Electron Transport
Component (ETC)

to Nitrogenase

Source of ETC Reference

E. coli JM109 A. vinelandii DJ 2 nifFJ K. oxytoca M5al [124]
fldA, ydbK E. coli JM109

E. coli JM109 K. oxytoca M5a1 nifFJ K. oxytoca M5a1 [125]

E. coli JM109 Paenibacillus sp.
WLY78 fldA, ydbK E. coli JM109 [121]

E. coli JM109 Paenibacillus sp.
WLY78

nifFJ K. oxytoca M5al [120]
fer or fldA, pfoAB Paenibacillus sp.

WLY78
E. coli MG1655 K. oxytoca M5al nifFJ K. oxytoca M5al [126]
Pseudomonas
protegens Pf-5

Pseudomonas
stutzeri A1501 nifFJ Pseudomonas

protegens Pf-5 [127] 3

Pseudomonas
protegens Pf-5 A. vinelandii DJ nifF, fixABCX, rnf1 A. vinelandii DJ [128] 3

Pseudomonas
protegens Pf-5 P. stutzeri A1501 nifF, fdxN, rnf Pseudomonas

protegens Pf-5 [128]

Rhizobium sp.
IRBG74 K. oxytoca M5al nifFJ K. oxytoca M5a1 [128]

Rhizobium sp.
IRBG74 R. sphaeroides 2.4.1 rnf Rhizobium sp.

IRBG74 [128]

Synechocystis sp.
PCC 6803

Leptolyngbya
boryana strain dg5

fdxH Leptolyngbya
boryana strain dg5 [118]

petFH Synechocystis sp.
PCC 6803

Synechocystis sp.
PCC 6803

Cyanothece sp.
ATCC 51142 fdxNHB, petFH Synechocystis sp.

PCC 6803 [113]

1 MoFe-type nitrogenase (nif ) was expressed in these studies unless otherwise noted. 2 Structural genes of Fe-only
nitrogenase were expressed in combination with accessory genes of MoFe-type nitrogenase. 3 Other combinations
of nif genes and expression hosts were explored in this study but are not listed here.

By now, there has been greater success in expressing active nitrogenases in prokaryotic hosts
(Table 2). Since Dixon and Postgate conjugated N2 fixation genes from Klebsiella oxytoca into Escherichia
coli in 1972 [129], nitrogenases from various sources have been cloned and expressed in different
hosts (Table 2). E. coli has been used as a platform to identify minimal gene requirements for active
nitrogenase [121,124] and to optimize expression [125,126,130]. It was found that fldA (homologue
to nifF) and ydbK (homologue to nifJ) in E. coli can support nitrogenase activity, although activity
is significantly improved when nifFJ from diazotrophs are employed [121,124]. Non-diazotrophic,
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oxygenic cyanobacteria have also been explored as expression hosts, as they serve as a simpler model
of plant chloroplasts [113,118]. The O2 tolerance of nitrogenase was enhanced by co-expressing an
uptake hydrogenase in Synechocystis sp. PCC 6803 [113]. Epiphytic and endophytic bacteria are
desirable platforms for N2 fixation, as they can be directly applied. Challenges here remain in the fact
that different plants have specific colonizers, and that most natural diazotrophic endophytes do not
express nitrogenase under the desired conditions or to a desired level [131,132]. A recent study by
Ryu et al. applied different strategies to a wide range of hosts and engineered inducible promoters
in combination with nitrogenase genes to tackle both of those problems [128]. Overall, heterologous
nitrogenases showed significantly lower activities compared to that in their native hosts with the
exception of MoFe nitrogenase from K. oxytoca expressed in E. coli [125,126,128].

Expressing nitrogenases in eukaryotic systems—either plant or yeast and green algae—as simpler
models, have limited success [4]. Separate Nif components have been expressed in these systems
but the formation of a fully functional nitrogenase has not been achieved [4]. Both mitochondria
and chloroplasts are candidate organelles to host the expression of nitrogenase. The former provides
MgATP and a low O2 environment due to active respiration, while the latter produces abundant
reduced Fdx and MgATP by photosynthesis with the byproduct of O2 [4,133]. Several lines of evidence
suggest that chloroplasts might be a more suitable choice. While both locations have Fdx-FNR-type
electron transport modules, the ones in chloroplasts function as part of the photosynthesis pathway
and share more similarity to those in diazotrophic bacteria. In mitochondria, the Fdx-FNR homologue
modules are called adrenodoxin and NADPH-dependent adrenodoxin oxidoreductase as part of
biosynthesis pathway of biotin [134–136]. Yang et al. (2017) used E. coli as a chassis to study the
compatibility between MoFe and FeFe nitrogenases with ETC modules from plant chloroplasts,
root plastids, and mitochondria. They found that Fdx-FNR from chloroplasts and root plastids
can support the activities of both types of nitrogenase, while the ETC module from mitochondria
could not. A hybrid module of mitochondrial FNR and the cyanobacteria Fdx could support
nitrogenase activities [137]. In addition, chloroplast genomes of some plants and algae encode
a nitrogenase-like enzyme called dark-operative protochlorophyllide oxidoreductase (DPOR) that
participates in biosynthesis of chlorophylls and is also O2 sensitive [138]. It was demonstrated that
the Fe protein from K. pneumoniae nitrogenase can be expressed and functionally substitute for its
homologue in DPOR in Chlamydomonas reinhardtii, suggesting that chloroplasts have the potential to
provide a suitable environment for nitrogenase [139,140].

Alternative strategies have been explored to increase nitrogenase activities using natural
diazotrophs. Several studies exploited a MoFe nitrogenase variant (α-V70A, α-H195Q) [141] to
catalyze the reduction of CO2 to methane as a way for in vivo production of biofuels in R. palustris.
While ATP is supplied by cyclic photophosphorylation, it was found that the electron flow to nitrogenase
can be enhanced by manipulating metabolic pathway or state, such as providing cells with organic
alcohols, diverting electrons away from biomass synthesis by using nongrowing cells, or blocking the
Calvin–Benson–Bassham cycle [142,143]. Further, the same group demonstrated that wild-type Fe-only
nitrogenase in R. palustris reduces CO2 simultaneously with nitrogen fixation to yield CH4, NH3, and
H2. Excitingly, this seems to be a universal feature for the Fe-only nitrogenases. The amount of CH4

produced was low but sufficient to support the growth of an obligate methanotroph in co-culture
with oxygen added at intervals [143]. Further studies are needed to see whether the above strategies
of metabolic engineering can be applied to enhance the activity of Fe-only nitrogenase and whether
similar principles can be applied to engineer other diazotrophs.

Liu et al. demonstrated the use of H2 generated from catalytic water splitting driven by renewable
energy to support diazotrophic growth of autotroph Xanthobacter autotrophicus. In that way the
production of X. autotrophicus as biofertilizer or NH3 (when glutamine synthetase was inhibited) is
efficiently connected to atmospheric nitrogen. The biomass produced was applied to radishes and
significantly increased the yield of radish storage roots (Figure 4) [144]. Their system achieved a
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nitrogen reduction turnover numbers of ∼9 × 109 bacterial cell−1 and 2 × 106 nitrogenase−1 and a
turnover frequency of 1.9 × 104 s−1 per bacterial cell, or ∼4 s−1·nitrogenase−1.

Figure 4. (Top) Schematic of ammonia (NH3) production in a biohybrid system that produces hydrogen
(H2) from renewable electrical energy and sunlight. Hydrogenases within Xanthobacter autotrophicus
subsequently oxidize the H2 to ultimately supply electrons to nitrogenase for dinitrogen (N2) fixation.
The generated NH3 is incorporated in biomass (pathway 1) or can diffuse extracellularly by inhibiting
biomass formation (pathway 2). Red arrows represent carbon cycling and blue arrows represent
nitrogen cycling; line widths represent the relative fluxes of these pathways. (Bottom) Enhanced
radish growth upon biofertilization with X. autotrophicus grown from electricity/sunlight-sourced H2.
Reproduced from [144] with permission.

4. In Vitro Electron Transfer to Nitrogenase

4.1. Fe protein-Dependent Activity

For in vitro nitrogenase activity, research has sought to artificially deliver electrons to the Fe
protein. Subsequently, the reduced Fe protein transfer electrons to the MoFe protein in the presence
of the MgATP that is required for the Fe protein cycle. As discussed above, the most commonly
employed electron donor is DT, which supports the formation of the 1e−-reduced [4Fe-4S]1+ state of
the Fe protein. While DT supports nitrogenase catalysis, it can be undesirable in many ways: (i) it is
considered single-use since its regeneration is complex, (ii) DT is not particularly stable in aqueous
solutions, and (iii) the reduction potential of DT is dependent on its concentration and pH, which can
complicate thermodynamic and kinetic interpretations of metalloenzyme properties [30].

In addition to DT, other electron mediators employed with the Fe protein include MV (and
derivatives), Ti(III) citrate, Eu(II) complexes, and one of the presumed in vivo electron donors,
Fld (NifF) [9]. While Ti(III) and Eu(II) complexes are useful due to their low reduction potentials,
they are typically prepared as a stock of a single-use reductant. In the case of Ti(III), Seefeldt and Ensign
reported in 1994 that Fe protein reduction could occur such that catalysis by the MoFe protein could be
supported, where similar rates of H+ and C2H2 reduction were observed in comparison to DT-driven
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assays [145]. Further, the oxidation of Ti(III) to Ti(IV) could be followed spectrophotometrically.
MV and NifF have also been employed as electron donors to the Fe protein (for subsequent catalysis);
however, they are typically employed alongside a relatively higher concentration of DT as the reducing
agent [9,16]. As mentioned above, Yang et al. demonstrated that the reduction of nucleotide-free Fe
protein by DT increased around 10-fold when NifF was included, presumably as mediator for DT
reduction of the Fe protein [16]. Additionally, it was observed that the presence of either MgADP or
MgATP diminished DT-driven Fe protein reduction by ~100-fold although this was alleviated by the
inclusion of NifF. H2, NADH, and KBH4 have also been employed to transfer electrons to MV prior to
catalysis by nitrogenase (in cell-free extracts of C. pasteurianum), although in all of the reported cases
the oxidation of MV by nitrogenase cannot be followed, since the oxidized MV is regenerated in these
assays [146,147].

Electrochemical Methods

Recently, MV has been utilized as the sole reductant for Fe protein-dependent nitrogenase activity
assays. In 2017, Milton et al. demonstrated the use of electrochemically reduced MV (in the 1e−-reduced
MV•+ state) as the sole electron donor to the Fe protein [148]. First, it was demonstrated that the
oxidation of MV could be followed spectrophotometrically. This was employed to rapidly determine
the optimal Fe:MoFe protein ratio for MV-dependent assays (~20:1), although it was also observed that
increasing MV concentrations resulted in diminished nitrogenase activity [146,148]. The nature of this
has been recently ascribed to the dimerization of MV [149]. In addition to spectrophotometric activity,
an electrochemical method was also employed to reduce MV in situ for nitrogenase activity assays [148].
First, this paves the way for the utilization of renewable electrical energy for “bioelectrosynthetic” N2

reduction under ambient temperature and pressure (Figure 5).

Figure 5. (A) Bioelectrocatalytic dinitrogen (N2) fixation by Mo-dependent nitrogenase using methyl
viologen (MV) as an electron mediator. (B) Cyclic voltammetric data (scan rate = 0.002 V s−1) for
bioelectrocatalytic N2 fixation. The electrochemical cell contained MOPS buffer (100 mM, pH 7),
a MgATP-regenerating mixture (ATP, creatine phosphate, creatine phosphokinase), 0.1 mg mL−1 of
MoFe protein, and 20× equivalents of the Fe protein. The addition of Mg2+ permits MgATP hydrolysis
by the Fe protein and initiates bioelectrocatalytic N2 fixation. Reprinted (adapted) with permission
from [150]. Copyright 2019 American Chemical Society.
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This method was capable of electrochemically driving N2 reduction to NH3 where 59% of the
electrons delivered to nitrogenase were directed towards N2 fixation. This initial example reported
NH3 production at a rate of 35 nmol NH3 min−1 mg−1 MoFe protein, corresponding to a turnover
frequency (TOF) of 4.2 (single time point). In this section, TOF is calculated to be the number of moles
of product formed per mole of MoFe protein (assuming, for consistency, a mass of 240 kDa for the
MoFe protein) per minute. Second, the current recorded at the electrode corresponds to the rate and
magnitude of electron consumption by nitrogenase (and thus, substrate reduction), which provides a
method to study substrate reduction by nitrogenase in real time [151]. The subsequent optimization
of this MV electrochemical approach resulted in an observed rate constant for electron flux through
nitrogenase when fixing N2 approached the expected value of 13 s−1 (reported as 14 s−1), where
rate-limiting electron transfer at 13 s−1 corresponds to an optimal TOF of 195 (accounting for re of H2).
Further, MV (and derivates) can also serve as an efficient electron donor to other (metallo)enzymes,
such as formate dehydrogenases and hydrogenases, either for H2/formate (HCOO−) oxidation or for
H+/CO2 reduction [152]. Of particular interest is the ability of MV to mediate electrons or enzymatic
NADH formation [153,154]. To this end, the Minteer group has extended the use of reduced MV in
bioelectrosynthetic cells to reduce NADH. In this way, the NH3 formed by nitrogenase can be upgraded
to further products of interest, such as chiral amines and chiral amino acids [155,156].

4.2. Fe Protein-Independent Activity

While nitrogenase fixes N2 under considerably milder conditions than the Haber–Bosch process
(i.e., at ambient pressure and temperature), nitrogenase can still be considered to be energy-intensive
due to hydrolysis of at least 16MgATP for the fixation of each equivalent N2. The hydrolysis of MgATP
corresponds to around −50 kJ mol−1 in vivo; thus, there is significant interest in decoupling the Fe
and MoFe proteins [20]. Not only does this present the possibility of MgATP-independent N2 fixation,
but catalytic rates could also be improved, given that the rate-limiting step of N2 fixation is associated with
the Fe protein [16]. As outlined above, evidence to supporting the idea that electron transfer between the
Fe and MoFe proteins occurs prior to MgATP hydrolysis suggests that artificial reduction of the MoFe
protein independent of the Fe protein (and therefore MgATP independent) could be possible. Since
2010 (when two papers submitted within two weeks of each other reported Fe protein-independent
MoFe protein catalysis), chemical, photochemical, and electrochemical techniques have sought to
deliver electrons to the MoFe protein for substrate reduction; prominent examples are covered below.

4.2.1. Chemical Methods for Electron Transfer

In 2010, Danyal et al. reported substrate reduction by the MoFe protein from A. vinelandii,
for which low-potential Eu(II) was employed as the artificial reductant [157]. Eu(II) was prepared
by bulk electrolytic reduction of a Eu2O3 (Eo’ = −0.36 V vs. SHE) solution, followed by the addition
of a chelating polyaminocarboxylate ligand that lowered the potential of the pre-reduced Eu(II)
center −0.88 or −1.14 V vs. SHE (depending on the ligand employed, reported at pH 8) [60,157].
Thus, electrochemistry was employed to prepare the reductant in batch mode, and this example can be
treated as a “chemical” reduction approach. While the authors noted that N2 fixation was not observed,
the 2e−-reduction of hydrazine (N2H4) to NH3 was observed; further, a ß-Y98H MoFe protein mutant
was required for the formation of significant quantities of NH3 when compared to blank/control
experiments. The ß-Y98 residue, located between the P cluster and FeMo-co, was previously identified
as a residue that is important to electron transfer [158]. A TOF of 41 was reported for the system; further,
N2H4 is an important substrate where its 2e−-reduction to NH3 may represent an intermediate step of
N2 fixation by nitrogenase. In 2015 Eu(II) complexes were coupled with two additional MoFe mutants,
ß-F99H and α-Y64H, which also revealed enhanced N2H4 reduction in comparison to the WT MoFe
protein [159]. The α-Y64H mutation was found to improve to TOF to 72. It was also demonstrated
that these MoFe protein mutants could reduce azide (N3

−) to NH3, albeit it with a reduced TOF of 2
(single time point). However, only the originally reported ß-Y98H MoFe protein was found to reduce
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H+ to H2 when coupled with a Eu(II) ethylenediaminetetraacetic acid (EDTA) complex. Of the Eu(II)
complexes tested within this study, the Eu(II)–EDTA complex has the mildest reduction potential
(−0.84 V vs. SHE). However, the Eu(II)–EDTA complex was selected, as minimal H2 is evolved when
using this Eu(II) complex in the absence of MoFe proteins. Thus, one explanation for the inability of
the ß-F99H and α-Y64H proteins to reduce H+ could be that the Eo’ of Eu(II)–EDTA complex was not
reducing enough. Further, H2 evolution was measured to be ~7 nmol H2 min−1 mg−1 MoFe (ß-Y98H)
which corresponds to a TOF of <2 (single time point). In contrast, Fe protein-derived electron transfer
with a rate constant of ~13 s−1 loosely corresponds to the formation of ~1625 nmol H2 min−1 mg−1

MoFe and a TOF of 390 (H2).
In 2012, Lee et al. further demonstrated the ability of Eu(II) complexes to catalyze substrate

reduction by nitrogenase [160]. However, substrate reduction was performed by variant MoFe proteins
that lacked the FeMo-co and/or contained P cluster precursors (2[4Fe-4S] clusters). In A. vinelandii,
the deletion of nifB leads to a MoFe protein that lacks the FeMo-co; instead, the deletion of nifH (Fe
protein) leads to a MoFe protein that lacks the FeMo-co and has immature P-clusters (P*, 2[4Fe-4S]
pairs) [6]. Remarkably, it was demonstrated that MoFe protein lacking FeMo-co could catalyze the
reduction of H+, C2H2, C2H4, N2H4, cyanide (CN−), carbon monoxide (CO), and CO2 to products
including, H2, NH3, and alkanes/alkenes spanning C1–C7 [160]. TOFs for this system reached maxima
of 0.02 (for CH4 production from CN−, single time point) and 0.17 (for NH3 production from CN−,
single time point). Interestingly, the authors observed a ~2.5-fold increase in activity when using
the ΔnifH MoFe protein vs. the ΔnifB MoFe protein; Jimenez-Vicente et al. recently demonstrated
that the Fe protein of the V-nitrogenase system (encoded by vnfH and typically repressed in the
presence of Mo) can substitute the NifH Fe protein in ΔnifH strains, which could explain the observed
elevated activities [161]. In addition to the Mo-nitrogenase system, Eu(II) complexes have also been
utilized to deliver electrons to the alternative V-nitrogenase system for MgATP-independent substrate
reduction [162]. In 2015, Rebelein et al. demonstrated that Eu(II)-DTPA (Eo’ = −1.1 V vs. SHE, DTPA =
diethylenetriaminepentaacetate) could function as an electron mediator to the VFe protein for CO2

reduction [163]. In addition to the formation of CO and CH4 formation (with a TOF for CH4 production
reaching 0.4 × 10−3), C2–C4 hydrocarbons were also produced.

4.2.2. Photochemical Methods for Electron Transfer

In 2010, another approach for MoFe protein reduction was reported by the Tezcan group, which
employed a Ru-based photosensitizer to deliver electrons to the FeMo-co through the P cluster [164].
[Ru(bpy)2(phen)]2+ possesses a long-lived photoexcited-state (*RuII), which upon quenching, results
in the generation of a reducing RuI species that is not expected to be too dissimilar to the related
[Ru(bpy)3]+ complex with an Eo’ of around −1.28 V vs. SHE [9,164,165]. The authors prepared a
Cys-reactive Ru complex which was subsequently attached to a Cys mutation introduced in proximity
to the P cluster (α-L158C). In this way, the Ru photosensitizer could be placed ~15 Å away from the P
cluster (important for efficient electron transfer rates)—similar to the location of the Fe protein’s [4Fe-4S]
cluster during MoFe protein association [9]. Wild-type MoFe protein has a single solvent-exposed
Cys residue; it was hypothesized that the Ru-attachment to this residue would not yield significant
photo-excited electron transfer and MoFe protein catalysis. Indeed, significant substrate-reduction
activity was observed following the introduction of the α-L158C mutation, where the authors first
observed H+ and C2H2 reduction at approximately 14 nmol H2 min−1 mg−1 MoFe protein and 16 nmol
C2H4 min−1 mg−1 MoFe protein (both being 2e−-reductions), corresponding to TOFs of ~3.4 and ~3.8
respectively. In 2012, the authors expanded on this approach and demonstrated that photosensitized
MoFe protein can also facilitate the 6e−-reduction of CN− to CH4 with a TOF of <0.1 [166]. However,
this approach was not able to produce NH3 from N2 fixation at detectable quantities.

In 2016, a second photochemical approach for MoFe protein reduction was reported in which
CdS nanorods were mixed with wild-type MoFe protein and N2 fixation to NH3 was observed [167].
In contrast to the low reduction potential afforded by the Ru-photosensitizer system, CdS nanorods
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offer a milder Eo’ of −0.8 V vs. SHE, which can also be accessed upon illumination with visible light.
Under N2, this system was found to produce NH3 at 315 nmol min−1 mg−1 MoFe protein which
corresponds to ~63% of NH3 production by the Fe protein-driven, ATP-dependent activity of the MoFe
protein and a TOF of 75. Recently, Harris et al. expanded on this approach by investigating electrostatic
interactions between the MoFe protein and the surface of CdS nanorods modified by charged functional
groups (Figure 6) [168]. In addition, the authors also prepared a flexible linker to enable the attachment
of the MoFe to the CdS nanorods by a Cys residue introduced near to the P cluster (α-L158C). For the
optimal configurations reported, maximal H2 evolution rates of approximately 1250 nmol H2 min−1

mg−1 MoFe protein were observed, which correspond to TOFs of approximately 300. In this example,
N2 fixation to NH3 by the CdS nanorod biohybrid was not reported. In summary, precisely how
the CdS biohybrid system bypasses the Fe protein and affords close-to-native TOFs is unknown.
Yet, the ability to achieve N2 fixation is promising and highly attractive to future ATP-independent
NH3 biotechnologies.

Figure 6. Harris et al. investigated the attachment of the MoFe protein to CdS nanorod surfaces:
(left) surface-capping groups with different charges were employed, and (right) solvent-exposed Cys
residues of the MoFe protein were used to covalently conjugate the MoFe protein to CdS nanorod
surfaces. Reprinted (adapted) with permission from [168]. Copyright 2020 American Chemical Society.

4.2.3. Electrochemical Methods for Electron Transfer

Since 2016, electrochemical approaches have gained significant interest for artificial MoFe protein
reduction and catalysis. Milton et al. reported the immobilization of the MoFe protein within a
polymer at an electrode surface [169]. In this approach, bis(cyclopentadienyl)cobalt(II) (cobaltocene1+/0,
Eo’ = −0.96 V vs. SHE) was used as a low potential electron mediator to deliver electrode-derived
electrons to the MoFe protein. In addition to H+ reduction, N3

− and nitrite (NO2
−) reductions were

also observed. As observed by Danyal et al., the use of the ß-Y98H MoFe protein mutant resulted in
enhanced catalytic currents (consistent with enhanced catalysis): Faradaic efficiencies (FEs) of 35%
and 101% and TOFs of 12 and 40 were reported for N3

− and NO2
− reduction (single time points).

This method provided a method by which electron transfer to (and thus, catalysis of) the MoFe protein
could be observed in real time. Hu et al. also adopted this approach to demonstrate that the MoFe
and FeFe proteins could reduce CO2 to HCOO− with respective FEs of 9% and 32%. Khadka et al.
also demonstrated that this approach could be employed to investigate the rate-limiting step of the
MoFe when catalyzing H+ reduction [170]. In this study, the cobaltocene concentration was titrated
such that electron transfer to the MoFe protein was not limiting, and bioelectrocatalytic H+ reduction
to H2 was evaluated as a function of catalytic current. Following the addition of increasing D2O
fractions to the electrochemical setup, a decrease in the catalytic current was observed, and this was
attributed to a kinetic isotope effect. This was further exemplified by the use of a range of MoFe protein
mutants and FeMo-co-transporting/storage proteins. Supporting density functional theory (DFT)
calculations led to the conclusion that the protonation of a M-H at the FeMo-co is the rate-limiting
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step of H2 evolution (within the MoFe protein component). In 2018, Cai et al. also employed this
approach to investigate catalysis of the VFe protein for H+ and CO2 reduction [171]. In addition
to unsubstituted cobaltocene, mono-cobaltocene ([Co(Cp)(CpCOOH)], Eo’ = −0.79 V vs. SHE) and
di-carboxy cobaltocene ([Co(CpCOOH)2], Eo’ = −0.65 V vs. SHE) derivatives were also investigated as
electron mediators for the VFe protein. After the passage of 4 C of charge within an electrochemical
cell that contained the VFe and protein and dicarboxy-cobaltocene, ~850 μmol H2 was detected μmol−1

VFe protein (corrected to control experiments). Upon the addition of bicarbonate (HCO3
−) as the CO2

source, the passage of 4 C of charge led to the formation of ~20 nmol C2H4 μmol−1 VFe and ~30 nmol
propene (C3H6) μmol−1 VFe protein (corrected to control experiments).

An additional approach to electrochemical MoFe protein reduction was reported in 2016, wherein
Paengnakorn et al. reported the reduction H+ by the MoFe protein also entrapped within a polymeric
matrix [61]. A mixture of three Eu complexes was employed to mediate electron transfer to the MoFe
protein, with Eo’s spanning −0.63 to −1.09 V vs. SHE (at pH 8). Excitingly, this approach was coupled
with an attenuated total reflectance infrared (ATR-IR) spectroelectrochemical cell such that substrate
binding at the FeMo-co could be interrogated as a function of potential. Interestingly, the binding of CO
to the FeMo-co (which does not typically affect H+ reduction) was found to commence at potentials of
~<−0.7 V vs. SHE. H2 formation was also confirmed by gas chromatography resulting in a TOF of 14 for
the ß-F99H mutant MoFe protein; this mutant and the ß-Y98H mutant (TOF = 13) MoFe proteins showed
elevated electrocatalytic currents over the wild-type MoFe protein (TOF = 7) (single time points).

In contrast to the use of electron mediators to deliver electrons to the MoFe protein, Hickey et al.
reported on the ability to directly deliver electrons to the MoFe protein when immobilized at electrode
surfaces [172,173]. This approach represents an exciting new approach by which the MoFe protein
(and the VFe and FeFe proteins) can be explored in greater detail, as this permits the direct observation
of the redox state and reduction potentials of enzymatic cofactors. This approach permitted NH3

production with TOFs of around 0.1–0.6, alongside a TOF of 2.6 for H2 formation (under Ar, single
time point) [172]. Interestingly, this article also identified that the background production of H2 by the
electrode (at low potentials) is inhibitory to the fixation of N2 by nitrogenase, which should be avoided
in future electrochemical investigation of nitrogenase.

5. Conclusions

As discussed, nitrogenase is the only enzyme known to reduce N2 to NH3. Thus, many streams
of research are underway to understand how nitrogenase fixes N2 and to engineer (semi)biological
systems for NH3 production. The understanding of nitrogenase’s N2 fixation mechanism could lead
to the design of new bio-inspired catalysts with improved efficiencies, or lead to biotechnologies
that exploit nitrogenase’s reactivity to produce NH3 (such as directing renewable electricity towards
MgATP-independent N2 fixation by the MoFe protein). The ability of engineered plants or symbiotic
systems to produce their own NH3 also represents a significant milestone. As presented here, many
pathways (both natural and engineered) exist, or are being developed, to deliver electrons to nitrogenase
for N2 fixation. Nevertheless, ambiguity surrounds the possibility of the Fe protein undergoing the
transfer of 2e− during each transient association with the MoFe protein, which has the potential
to halve nitrogenase’s MgATP hydrolysis requirement. Further, a range of natural and unnatural
electron donors are being explored for electron delivery. In the case of natural electron donors, it is
still necessary to improve the efficiencies of electron transfer systems in non-diazotrophic hosts to
support higher nitrogenase activity. In artificial in vitro systems, it is unclear as to why certain systems
support H+ reduction by nitrogenase (representing necessary M-H formation at the FeMo-co) but N2 is
not observed. For example, how are photochemical methods (such as CdS nanorods) able to support
N2 fixation, while other photochemical methods (i.e., Ru-based photosensitizers) are not? Similarly,
it remains unclear as to how mediated electron delivery to the MoFe protein (or VFe/FeFe proteins)
cannot currently support N2 fixation (although H+, CO2, N3

−, and NO2
− reduction has been achieved),

whereas direct electron transfer appears to facilitate NH3 production. Thus, further research into
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nitrogenase is required in a multitude of areas; hence, multi-disciplinary research efforts surely present
the best opportunity (and are clearly necessary) to advance nitrogenase research and understanding.

One method of improving environmental sustainability is the decentralization of key global-scale
processes. To that end, nitrogenase-based technologies present opportunities for on-demand NH3

production. However, much development is still required to overcome some of the limitations
surrounding the utilization of nitrogenase. For example, MgATP hydrolysis presents a significant
energetic requirement, and the sensitivity of nitrogenase to O2 also inhibits deployment. Further,
nitrogenase assembly and maturation is complex and limits in vitro utilization. Nevertheless, perhaps
the most promising approach for nitrogenase deployment in new biotechnologies is presented by
Liu et al., where photoelectrically generated H2 feeds a N2-fixing microbe for NH3 production and/or
biomass accumulation [144].
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Abstract: Silver(I) is being largely studied for its antimicrobial properties. In parallel to that growing
interest, some researchers are investigating the effect of this ion on eukaryotes and the mechanism of
silver resistance of certain bacteria. For these studies, and more generally in biology, it is necessary to
work in buffer systems that are most suitable, i.e., that interact least with silver cations. Selected buffers
such as 4-(2-hydroxyethyl)-1-piperazineethane sulfonic acid (HEPES) were therefore investigated for
their use in the presence of silver nitrate. Potentiometric titrations allowed to determine stability
constants for the formation of (Ag(Buffer)) complexes. The obtained values were adapted to extract
the apparent binding constants at physiological pH. The percentage of metal ions bound to the buffer
was calculated at this pH for given concentrations of buffer and silver to realize at which extent silver
was interacting with the buffer. We found that in the micromolar range, HEPES buffer is sufficiently
coordinating to silver to have a non-negligible effect on the thermodynamic parameters determined
for an analyte. Morpholinic buffers were more suitable as they turned out to be weaker complexing
agents. We thus recommend the use of MOPS for studies of physiological pH.

Keywords: silver; buffer; association constant; HEPES

1. Introduction

A well-known list of buffers was published between 1966 and 1980, called Good’s buffers, for
their use in biological systems [1]. This list contains essentially sterically hindered amines that aim to
replace common buffers used in biology such as imidazole, sodium phosphate and sodium citrate.
Indeed, these previously employed buffers are inadequate for certain experiments because of their
reactivity towards small molecules (ATP), metal ions, or because of their toxicity for the cells [2–8].
For example, a phosphate buffer leads to precipitates with many cations and is known to inhibit
or enhance certain reactions of a cellular system [2,3]. Imidazole is a very good complexing ligand
for many metal cations and, due to its similar structure, could replace histidine residues in metal
binding proteins [9–11]. Good’s buffers on the contrary were believed to be largely inactive towards
the cell metabolism and thus should not interact with any biological molecule and/or metal ions.
Nevertheless, since this list was established, many studies have proved that most of these sterically
hindered tertiary amine-based buffers are able to coordinate slightly some metal ions [12,13]. Therefore,
binding constants determined for other ligands could be affected by the presence of these buffers,
which are usually in large excess compared to the ligand to ensure a stable pH, hence it is a necessity
to know these values. A correction can then be applied to the thermodynamic model to take into
consideration the effect of the buffer. To limit the effect of this correction, careful consideration of
the metal ions in solution and the concentration of the buffer is necessary prior to use. For example,
complexation of copper(II) by buffers was thoroughly studied over recent years and it was shown that
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Good’s buffers coordinate the metal ion with variable but non-negligible affinities of 3 ≤ log KCu,L ≤
5 [14–16]. However, most of the studies found in the literature concern divalent metal cations and
little is known on monovalent ones [17,18]. Moreover, publications on the morpholinic and piperazinic
family of buffers are sometimes concluding to contradictory results [12].

Our group is interested in the use of silver as an antimicrobial agent. Silver is used in in vitro
studies to investigate e.g., the silver resistance mechanism of some bacteria or in studies investigating
toxicity and/or antimicrobial properties of silver agents, yet appropriate buffers for this kind of studies
are lacking in the literature. We have recently been studying peptide models inspired by the protein
SilE, a protein of the silver efflux pump in Gram negative bacteria, which is able to bind a large amount
of silver(I) [19,20]. In this case, phosphate buffer could not be used because of the immediate formation
of the poorly soluble silver phosphate salt.

HEPES contains N-donors and is not innocent with respect to silver(I) as shown by a crystal
structure of a HEPES-silver(I) complex [21]. Two nitrogen atoms from the piperazine moieties of
HEPES molecules as well as two oxygen atoms from the alcohol and sulfonate functions coordinate the
silver ion in a distorted tetrahedral geometry. However, the binding affinity was not quantified.

Herein, we determined the affinity of HEPES for silver ions in order to quantize the buffer effect.
In comparison, we also studied the effect of other buffers that were expected to possess the least
interaction with silver ions (Scheme 1) to find out which one would be ideal for studies with silver(I) in
biological media.

 
Scheme 1. Structures of buffers investigated for their affinities with silver ions.

2. Materials and Methods

Silver nitrate AgNO3 was purchased from Carlo Erba reagents (RPE, Analytical 99+%).
4-(2-hydroxyethyl)-1-piperazineethane sulfonic acid (HEPES), 3-(N-morpholino)propanesulfonic
acid (MOPS), tris(hydroxymethyl)aminomethane (Tris) (Roche), sodium nitrate NaNO3

and potassium hydrogen phthalate (KHP) (Merck) were purchased from Sigma-Aldrich.
Piperazine-1,4-bis(2-ethanesulfonic acid) (PIPES) and 2-(N-morpholino)ethanesulfonic acid (MES) were
purchased from Roth. Nitric acid was purchased from Fluka and NaOH pellets from Acros. HNO3

0.1 M stock solution in 0.1 M NaNO3 was standardized towards KHP (0.4 g) where the equivalence
point is followed with the help of phenolphthalein indicator. NaOH 0.2 M stock solutions in 0.1 M
NaNO3 were standardized with stock solution of HNO3 0.1 M and used within two weeks to avoid
carbonate formation. Buffers and silver nitrate were dissolved at a concentration of 0.05 M in 0.1 M
NaNO3. PIPES was insoluble in water, and NaOH had to be added up to a 0.069 M concentration
(1.4 eq.).

Buffers were titrated manually in presence of 0.1 M NaNO3 at 296 K over the pH range of 2–11
(HNO3 was added to obtain the starting pH of 2) with NaOH 0.2 M as titrant. Changes in pH were
monitored with a glass electrode (Primatrode with NTC Methrom, combined glass-Ag/AgCl electrode),
calibrated daily with standard buffers at pH 4 and 7. Titrations were conducted in triplicates for each
buffer at three different concentrations between 2 and 12 mM with a sample volume of 50 mL. Silver
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nitrate was added at three different ratios from 0.2 to 1.0 equivalents compared to the buffer. The
titration data were analyzed using the SUPERQUAD software according to equilibriums defined in
Appendix A. Mass spectrometry was performed on an ESI-MS Bruker Esquire HCT in H2O/MeOH
solution (0.8:0.2) on the positive and negative mode with each buffer adjusted at pH 7 and 0.5 equivalent
of silver nitrate.

3. Results

Acid dissociation constants were first determined without silver (Table 1, Figures 1 and S1) [22–25].
In the presence of silver nitrate, titrations were stopped at pH 8.0 because silver hydroxide and silver
oxide are known to precipitate above this pH. The titration curve for HEPES with silver was found to
have a lower plateau compared to HEPES alone, likely due to the coordination of HEPES to silver ions
(Figure 1).

Table 1. Acid dissociation constants pKan (n= number of protons dissociated, see Figure S6 to visualize
equilibrium considered) and complexation constants βAg,B

1,m (m = number of buffer molecules bound
by one silver ion for the formation of the complex [Ag(B)m], see Figure S12 for proposed structures)
obtained for the different buffers with potentiometric titrations and comparison with literature (L =
HEPES, PIPES, MOPS, MES, Tris).

Buffer pKan (23 ◦C) a pKan Literature (25 ◦C) log(βAg,B

1,m ) (23 ◦C) b

HEPES 7.46(1), 3.07(2) 7.45(1) [23], 3.0(1) [24] 2.36(2)
PIPES 6.65(1), 2.54(2), 1.3(4) 6.71(1) [23] 1.95(3)
MOPS 7.03(1) 7.09(1) [23] 1.1(1)
MES 6.00(2) 6.07(1) [23] 1.69(8)
Tris 8.24(1) 8.08(1) [25] 3.1(2), 6.5 (1)

a Acid dissociation constants fitted on titration points between pH 2.0 and 11.5. b Stability constants fitted on
titration points between pH 2.0 and 8.0.

Figure 1. (A) Titration curves obtained for HEPES (7 mM) without (circles, dashed line) and in presence
of silver nitrate (diamonds, plain line, 0.7 eq., 5 mM). (B) Speciation diagram according to pH for the
species involving HEPES buffer.

We supposed the formation of a complex with one silver ion per HEPES ligand, based on the
crystal structure obtained by Bilinovich et al. in 2011 resolved as a 1D coordination polymer with
alternating HEPES and silver ions (Scheme 2) [21]. As solid-state structures do not always reflect
the speciation in solution, three different ratios of silver to HEPES were tested. The titration curve
fitted well (a 1) to the formation of a 1:1 complex and gave a stability constant of log(KAg,HEPES

1,1 ) =
2.36(2) (Table 1). A stability constant for the formation of a hypothetical complex [Ag(HEPESH)]+ with
protonated HEPES in acid medium could be excluded as the fitting immediately results in negative
values when considering this equilibrium. Thus, the protonated complex [Ag(HEPESH)]+ is unlikely
to form in solution.
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Scheme 2. Structure of HEPES in its neutral form and schematic representation of the crystal structure
obtained in presence of silver(I).

Due to the non-negligible amount of silver bound to HEPES buffer, we investigated other buffers
in the same way as well: another piperazine type buffer PIPES, and two morpholine type buffers
MES and MOPS as well as Tris buffer (Figure S2–S5). Indeed, morpholinic and piperazinic families
were selected to be the most innocent buffers because they contain bulky tertiary amines and a low
number of other weakly coordinating groups (alcohols, sulfonates). Indeed, at physiological pH, these
two families were considered to be suitable buffers due their weak complexation ability with other
metals [12]. Tris buffer, which is widely used in biology, was expected to yield higher binding constants
with silver ions due to the weak steric hindrance of the amine.

Stoichiometry of the complexes was proposed according to mass spectra and by testing various
models for the determination of binding constants. Nevertheless, m/z signals in the positive and the
negative modes for silver complexes were not observed for HEPES, PIPES, MES and MOPS buffers
either because these are polymeric species or because the major species is neutral (Figures S7–S10). For
the Tris complex, a 2:1 species was observed with two ligands around one metallic center [Ag(Tris)2]+

(Figure S11). For the determination of silver binding constants, larger errors were obtained when
considering [Ag(MES)2]− or [Ag2(PIPES)] (Table S1) and negative values were found for [Ag(MOPS)2]−,
so we decided to give only one stability constant for the formation of the [Ag(L)] complexes, with L =
PIPES, MOPS, MES (Table 1 and Figure S12).

4. Discussion

Acid dissociation constants for the buffers alone were in good agreement with data from the
literature (Table 1), confirming the validity of our measurements [22–25]. For the titration experiments
with silver ions, the stability constant obtained for HEPES log(KAg,HEPES

1,1 ) = 2.36(2) was lower than the

value obtained for the 1:1 complex of HEPES with copper(II) log(KCu,HEPES
1,1 ) = 3.22(2) [15]. This trend

is expected as copper(II) is usually presenting greater affinities with nitrogen ligands due to its higher
charge density [26,27].

Given the relatively high value for a buffer considered to be innocent of log(KAg,HEPES
1,1 ) = 2.36(2)

for the silver-HEPES complex, we simulated how binding constants of an analyte binding silver
would be affected by the presence of HEPES buffer (Table 2, Appendix B). The decrease on stability
constants that would be measured without taking the silver-HEPES complex into account depend
on the concentration of the analyte and the relative stoichiometry with the buffer. However, these
effects are still quite weak on the logarithmic scale of the stability constants, except when working
at high concentrations, i.e., using Nuclear Magnetic Resonance (NMR) spectroscopy to obtain the
stability constants.
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Table 2. Apparent binding constants log(KAg,L
app,1,1) corrected for the effect of buffer for various real

values of binding constants log(KAg,L
1,1 ) (L = peptide or analyte investigated for its complexation to silver,

B =HEPES buffer at pH 7.4, 40 equivalents) and at different concentrations. Percentage of decrease is
indicated in parenthesis.

log ( KAg,L

app,1,1)

log(KAg,L

1,1 ) 6.4 4.0 3.0 2.0

[L] = 10 μM, [B] = 0.4 mM 6.38 (−0.3%) 3.98 (−0.4%) 2.98 (−0.6%) 1.98 (−0.9%)
[L] = 100 μM, [B] = 4 mM 6.25 (−2.3%) 3.85 (−3.7%) 2.85 (−4.9%) 1.85 (−7.3%)
[L] = 500 μM, [B] = 20 mM 5.92 (−7.5%) 3.52 (−11.9%) 2.52 (−15.9%) 1.52 (−23.8%)

In our previous study of SilE in presence of HEPES, the fact that HEPES binds to silver ions
can be neglected. Binding constants of SilE model peptides with silver ions were indeed determined
in presence of HEPES, but using a competitor with known binding affinity for silver ions. The
competitor was then similarly affected by the buffer as the peptide ligand. The stability constant
of the competitor was itself calculated in competition with imidazole (whose contribution to the
thermodynamic equilibrium was taken into consideration).

Looking for evidence for the stoichiometry of the complexes formed with silver, published crystal
structures were examined (Scheme 3) [28–30] but no structures were found for MOPS or Tris [31].
Triethanolamine buffer (TEOA) yields a [Ag(TEOA)2]+ complex, and this, together with the linear
[Ag(NH3)2]+ complex, suggests the possible formation of a complex [Ag(Tris)2]+ [32]. Interestingly,
for the crystal structures of the silver-PIPES and silver-MES complexes, the silver(I) ions always has at
least a coordination number of four (Table S2). The silver ion is typically maintained by two quite
strong coordination bonds, preferentially with nitrogen atoms, and by two weaker secondary bonding
interactions with oxygen atoms of sulfonate and alcohol groups. The silver-MES complex includes a
benzimidazole ligand (Bz) together with the complexation of MES buffer. According to these structures,
one could expect a 2:1 silver to buffer ratio for PIPES and a 1:2 ratio for MOPS, MES and Tris. The
stoichiometry was confirmed by mass spectrometry for Tris buffer where the complex [Ag(Tris)2]+

was clearly identified as the main species in solution (Figure S11). Indeed, only the model with a
1:1 silver/buffer complex was working while fitting potentiometric data. Possible second binding
constants are likely too weak to be precisely determined (Figure S12).

Scheme 3. Crystal structures obtained for PIPES [28] and MES [29] buffers in presence of silver(I).

Unsurprisingly, the primary amine Tris is the strongest silver binder in this study and the stability
constant obtained is comparable to other amine ligands such as ethanolamine [33–35]. This value is in
line with other studies at different ionic strengths and temperatures that have been quantifying the
interaction between Tris buffer and silver(I) [36,37], validating our approach. Morpholine type buffers
were less coordinating than piperazine type buffers, as expected by previous results on unsubstituted
morpholine [33] and piperazine [38] molecules. MOPS turned out to be clearly the least coordinating
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buffer of the buffer series studied here (Figure S13). Compared to other metal ions, a lower first stability
constant was obtained for silver (I) compared to the ones for copper(II), and similar to nickel(II) or
cobalt(II) as found for amines in the literature [26,27,37,39].

To fully benefit from these results and apply them to the standard conditions of a titration (i.e., at
constant pH, maintained with a buffer), stability constants were corrected to take into account the partial
protonation of the buffer ligand (Figure 2A, Appendix C). The apparent binding constants are slightly
decreased compared to the original values, especially when working at high concentrations. Please note
that accurate determination of stability constants lower than log(KAg,L

app,1,1) = 3 will ultimately necessitate
the use of higher concentrations for the analyte and so for the buffer in order to see the association
process. At these concentrations, and according to the third line of Table 2, buffer complexation cannot
be neglected. Only high stability constants (log(KAg,L

app,1,1) ≥ 4) can thus be determined when using
buffers. Another way to see the effect of the buffer on metal ion interactions is to calculate the amount
of silver(I) ions bound to the buffer (Figure 2B, Appendix C). According to this percentage, a high
proportion of silver ions -more than 90% for Tris buffer- would be complexed by the buffer. Fortunately,
when measuring high stability constants at low concentrations for an analyte, the fact that silver ions
are not free but bound to the buffer does not affect much the formation of the silver-analyte complex.

Figure 2. (A) Conditional (or apparent) stability constant for the complexation of silver(I) to the buffer
at physiological pH 7.4 (for molecules comprised in their buffer range). (B) Fraction of silver bound to
the buffer (total concentration of buffer 20 mM and silver 1 mM) at pH 7.4.

One could also decide to work at a lower pH (so MES could be considered, but not Tris, Figure
S14 and S15B) or to work at different concentrations of buffers (Figure S15A). In the buffer range of the
molecules studied here, whatever the conditions, MOPS was always the most suitable buffer. MES,
HEPES and PIPES had similar coordination strength regarding silver(I) ions. They can reasonably
be used if taking into consideration partial complexation to the buffer for accurate determination of
stability constants of ligand/silver complexes.

In conclusion, between pH 6.5 and 7.9, MOPS would be recommended for the studies necessitating
the use of silver(I) as it was the less coordinating buffer.

Supplementary Materials: The following are available online at http://www.mdpi.com/2624-8549/2/1/193\T1\
textendash202/s1. Figure S1: Titration curves obtained for HEPES without and in presence of silver nitrate in
solution, Figure S2: Titration curves obtained for PIPES without and in presence of silver nitrate in solution, Figure
S3: Titration curves obtained for MOPS without and in presence of silver nitrate in solution, Figure S4: Titration
curves obtained for MES without and in presence of silver nitrate in solution, Figure S5: Titration curves obtained
for Tris without and in presence of silver nitrate in solution, Figure S6: Acid dissociation equilibriums considered
in the present study for the different buffers, Figure S7: Mass spectra in positive and negative mode for HEPES
buffer with silver nitrate, Figure S8: Mass spectra in positive and negative mode for PIPES buffer with silver
nitrate, Figure S9: Mass spectra in positive and negative mode for MOPS buffer with silver nitrate, Figure S10:
Mass spectra in positive and negative mode for MES buffer with silver nitrate, Figure S11: Mass spectra in positive
mode for Tris buffer with silver nitrate, Figure S12: Proposed structures of complexes formed with silver. This
stoichiometry was retained for determination of stability constants, Figure S13: Logarithm of stability constants
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for the first complexation of silver(I) on ligands B (B= buffer studied in this paper), Figure S14: Logarithm of
conditional (or apparent) stability constants for the first complexation of silver(I) on buffers at a fixed pH value pH
= 6.7, Figure S15: Fraction of silver bound to the buffer, Table S1: Stability constants obtained when considering
other equilibrium than the one for the formation of [Ag(L)] (complex [Ag2(PIPES)] or [Ag(MES)2]−, Table S2:
Bond distances (Ag-donor atom), average bond valences (νAg,N1X2 and νAg,O3-5) and total atom valence (VAg) in
the molecular structures of [Agx(Buffer)m].
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Appendix A. Thermodynamic Equilibrium Used to Fit Potentiometric Titrations

BufferHn � BufferHn−1 + H+ Kan =
[BHn−1][H+]

[BHn]
(A1)

For acid dissociation constant Kan, there are one to three constants depending on the sum of amine
group (one) and the number of sulfonates groups present in the buffer molecule.

A stability constant was then fitted with the fully deprotonated buffer according to Equation (A2).

Buffer� [Ag(Buffer)m] + H+ β
Ag,B
1,m =

[AgBm]
[B]m[Ag]

(A2)

For all buffers, m = 1 except in the case of Tris buffer where there are two constants for m = 1
and m = 2. For conversion between cumulative constants and stepwise constants (as usually found in
literature):

β
Ag,B
1,1 = KAg,B

1,1 and KAg,B
1,2 = β

Ag,B
1,2 /βAg,B

1,1 (A3)

The presence of a complex [Ag(BufferH)] was tested for the fitting of titration curves for all buffers
but could not lead to any reliable results (constants were systematically negative). Thus, we consider
that this complex was unlikely to be formed in solution.

Appendix B. Calculation of Apparent Binding Constants of a Ligand Binding Silver

Ag+ + L� [AgL] KAg,L
1,1 =

[AgL]
[L][Ag] (A4)

We define an apparent binding constant which will be the one obtained if not considering the
buffer-silver complexation:

KAg,L
app,1,1 =

[AgL]

[L]
(
[Ag]tot − [AgL]

) = [AgL]

([L]tot − [AgL])
(
[Ag]tot − [AgL]

) (A5)

The mass balance equation for the total concentration of silver is expressed in Equation (A6):

[Ag]tot = [Ag] + [AgL] + [Ag(HEPES)] (A6)
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Concentration of silver complexes can be expressed according to the binding constants:

[Ag(HEPES)] =
KAg,B

1,1

1 +
∑n

i=1 βan(10−pH)
n ·

[Ag][HEPES]tot

1 +
KAg,B

1,1

1 +
∑n

i=1 βan(10−pH)
n ·[Ag]

(A7)

[AgL] = KAg,L
1,1 ·

[Ag][L]tot

1 + KAg,L
1,1 ·[Ag]

(A8)

Introducing Equations (A7) and (A8) in Equation (A6), we obtain an expression of total silver
concentration as a function of silver free concentration [Ag].

[Ag]tot = [Ag] +
KAg,B

1,1

1 +
∑n

i=1 βan(10−pH)
n ·

[Ag][HEPES]tot

1 +
KAg,B

1,1

1 +
∑n

i=1 βan(10−pH)
n ·[Ag]

+ KAg,L
1,1 ·

[Ag][L]tot

1 + KAg,L
1,1 ·[Ag]

(A9)

This concentration is optimized to minimize the difference between the actual concentration
[Ag]tot and the one calculated by Equation (A9). Once the concentration of free silver [Ag] at hand, the
apparent binding constant can be calculated from Equation (A8) and reintroducing in Equation (A5).

Appendix C. Calculation of Conditional Stability Constants at a Certain pH and Calculation of
Percentage of Metal Bound to the Buffer θB

Conditional stability constants are defined as the apparent binding constants of the complex
between silver(I) and the buffer B at a certain pH value. Thus, we considered that a certain part of
the buffer is not coordinating silver(I) as it is protonated but it is still considered in the equilibrium as
shown in Equation (A10):

Kcond,pH cst
1,1 =

[AgB]

[Ag]
(
[B] +

∑n
i=1[BHn]

) =
KAg,B

1,1

1 +
∑n

i=1 βan(10−pH)
n (A10)

For the calculation of the concentration of species and the percentage of metal bound to the buffer,
we first established the mass balance equations:

[B]tot = [B] +
m∑

i=1

m
[
AgBm

]
+

n∑

i=1

[HnB] (A11)

[B]tot = [B] +
m∑

i=1

m
[
AgBm

]
+

n∑

i=1

[HnB] (A12)

Then we rearrange Equation (A6) and silver total concentration to express the concentration of
free silver:

[Ag] =
[Ag]tot

1 +
∑m

i=1 β
Ag,B
1,m [B]m

(A13)

Free concentration of silver was then reintroduced in Equation (A11):

[B]tot = [B]

⎛⎜⎜⎜⎜⎜⎜⎝1 +
m∑

i=1

m·βAg,B
1,m [Ag]tot[B]

m−1

1 +
∑m

i=1 β
Ag,B
1,m [B]m

+
n∑

i=1

βan[H]n

⎞⎟⎟⎟⎟⎟⎟⎠ (A14)
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We assumed a certain value for the concentration of the free ligand [B] to obtain a value of
[B]tot, calc. with Equation (A14) at a certain pH value. Difference between the calculated total ligand
concentration and the one set in the experiment was minimized by tuning the value of free ligand [B].

Once the parameter of free ligand/buffer [B] has been optimized, one could calculate the
concentration of complexed species [AgBm] with concentration of free metal being determined
with Equation (A12): [

AgBm

]
= β

Ag,B
1,m [Ag][B]m (A15)

The percentage of metal bound to the buffer is then calculated according to Equation (A16):

θB =

∑m
i=1

[
AgBm

]

[Ag]tot
=

∑m
i=1 β

Ag,B
1,m [Ag][B]m

[Ag]tot
(A16)

References

1. Good, N.E.; Winget, G.D.; Winter, W.; Connolly, T.N.; Izawa, S.; Singh, R.M.M. Hydrogen Ion Buffers for
Biological Research*. Biochemistry 1966, 5, 467–477. [CrossRef]

2. Ferguson, W.J.; Braunschweiger, K.I.; Braunschweiger, W.R.; Smith, J.R.; McCormick, J.J.; Wasmann, C.C.;
Jarvis, N.P.; Bell, D.H.; Good, N.E. Hydrogen ion buffers for biological research. Anal. Biochem. 1980, 104,
300–310. [CrossRef]

3. Blanchard, J.S. Buffers for enzymes. In Methods in Enzymology; Academic Press: New York, NY, USA, 1984;
Volume 104, pp. 404–414. [CrossRef]

4. Grady, J.K.; Chasteen, N.D.; Harris, D.C. Radicals from “Good’s” buffers. Anal. Biochem. 1988, 173, 111–115.
[CrossRef]

5. Renganathan, M.; Bose, S.J.P.R. Inhibition of photosystem II activity by Cu++ ion. Choice of buffer and
reagent is critical. Photosynth. Res. 1990, 23, 95–99. [CrossRef] [PubMed]

6. Nagira, K.; Hayashida, M.; Shiga, M.; Sasamoto, K.; Kina, K.; Osada, K.; Sugahara, T.; Murakami, H. Effects
of organic pH buffers on a cell growth and an antibody production of human-human hybridoma HB4C5
cells in a serum-free culture. Cytotechnology 1995, 17, 117–125. [CrossRef] [PubMed]

7. Russell, D.W.; Sambrook, J. Molecular Cloning: A Laboratory Manual, 3rd ed; Cold Spring Harbor Laboratory
Press: New York, NY, USA, 2001.

8. Koerner, M.M.; Palacio, L.A.; Wright, J.W.; Schweitzer, K.S.; Ray, B.D.; Petrache, H.I. Electrodynamics of lipid
membrane interactions in the presence of zwitterionic buffers. Biophys. J. 2011, 101, 362–369. [CrossRef]

9. McRee, D.E.; Jensen, G.M.; Fitzgerald, M.M.; Siegel, H.A.; Goodin, D.B. Construction of a bisaquo heme
enzyme and binding by exogenous ligands. Proc. Natl. Acad. Sci. USA 1994, 91, 12847–12851. [CrossRef]

10. Barrick, D. Replacement of the Proximal Ligand of Sperm Whale Myoglobin with Free Imidazole in the
Mutant His-93.fwdarw.Gly. Biochemistry 1994, 33, 6546–6554. [CrossRef]

11. Hirst, J.; Wilcox, S.K.; Ai, J.; Moënne-Loccoz, P.; Loehr, T.M.; Goodin, D.B. Replacement of the Axial Histidine
Ligand with Imidazole in Cytochrome c Peroxidase. 2. Effects on Heme Coordination and Function.
Biochemistry 2001, 40, 1274–1283. [CrossRef]

12. Ferreira, C.M.H.; Pinto, I.S.S.; Soares, E.V.; Soares, H.M.V.M. (Un)suitability of the use of pH buffers in
biological, biochemical and environmental studies and their interaction with metal ions—A review. RSC
Adv. 2015, 5, 30989–31003. [CrossRef]

13. Vasconcelos, M.T.S.D.; Azenha, M.A.G.O.; Lage, O.M. Electrochemical Evidence of Surfactant Activity of
the Hepes pH Buffer Which May Have Implications on Trace Metal Availability to Culturesin Vitro. Anal.
Biochem. 1996, 241, 248–253. [CrossRef]

14. Mash, H.E.; Chin, Y.-P.; Sigg, L.; Hari, R.; Xue, H. Complexation of Copper by Zwitterionic Aminosulfonic
(Good) Buffers. Anal. Chem. 2003, 75, 671–677. [CrossRef]

15. Sokołowska, M.; Bal, W. Cu(II) complexation by “non-coordinating” N-2-hydroxyethylpiperazine-N′-2-
ethanesulfonic acid (HEPES buffer). J. Inorg. Biochem. 2005, 99, 1653–1660. [CrossRef]
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Abstract: In nature, various specific reactions only occur in spatially controlled environments.
Cell compartment and subcompartments act as the support required to preserve the bio-specificity
and functionality of the biological content, by affording absolute segregation. Inspired by this
natural perfect behavior, bottom-up approaches are on focus to develop artificial cell-like structures,
crucial for understanding relevant bioprocesses and interactions or to produce tailored solutions
in the field of therapeutics and diagnostics. In this review, we discuss the benefits of constructing
polymer-based single and multicompartments (capsules and giant unilamellar vesicles (GUVs)),
equipped with biomolecules as to mimic cells. In this respect, we outline key examples of how such
structures have been designed from scratch, namely, starting from the application-oriented selection
and synthesis of the amphiphilic block copolymer. We then present the state-of-the-art techniques for
assembling the supramolecular structure while permitting the encapsulation of active compounds
and the incorporation of peptides/membrane proteins, essential to support in situ reactions, e.g.,
to replicate intracellular signaling cascades. Finally, we briefly discuss important features that these
compartments offer and how they could be applied to engineer the next generation of microreactors,
therapeutic solutions, and cell models.

Keywords: artificial cells; biomimicry; polymer GUVs; polymer capsules; single compartments;
multicompartments

1. Introduction

Compartmentalization produces a remarkably efficient organization of membranes and
biomolecules that is essential to cope with the complexity of metabolic reactions in cells, and
whose stability and functions are vital [1]. Inspired by natural biocompartments, significant efforts
have been made to produce compartments that mimic cells and organelles, either in terms of
their membrane properties or of the reactivity of encapsulated biomolecules [2]. Micrometer-sized
vesicles, namely giant unilamellar vesicles, GUVs for short, are preferably used in this context,
since their size and architecture can mimic cells, such as to extract information regarding reactions
in a bio-relevant confined space. In addition, they allow for real time visualization of the
membrane structure (providing information regarding membrane fluidity and integrity), and of
biochemical reactions and enzymatic crowding effects that occur within a controlled and simplified
environment, yet still preserving defined characteristics of cells. Lipid based compartments are
straightforward systems for mimicking a cell/organelle membrane, nevertheless, their mechanical
instability and the presence of membrane defects are limiting factors. One elegant way of introducing
robustness to compartments, and at the same time of expanding new membrane properties, is the
use of compartments made of copolymers. With the progress in polymer chemistry, numerous
amphiphilic block copolymers have been synthesized with a variety of compositions, block ratios
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and functions [3]. Due to a greater chemical versatility compared to lipids, block copolymers increase
the opportunities to achieve desired self-assembled morphologies made of membranes with tailored
properties and excellent biocompatibility. The architecture of such compartments—whether they are
micro- or nano-sized—offers three different regions: the inner cavity for encapsulating hydrophilic
molecules, the membrane for insertion of hydrophobic molecules, and the external membrane surface,
for attachment of specific molecules [4,5] and eventually, for immobilization onto external functional
surfaces [6,7]. From a topological point of view, nano-sized compartments, such as small layer-by-layer
(LbL) capsules [8], polymersomes [9] or liposomes [10], can be designed as to mimic organelles,
the cellular subcompartments. They have been used as nano-scale catalytic compartments, serving
as to produce various desired compounds, as artificial peroxisomes [11], acting in tandem to support
cascade reactions or as subcompartments inside GUVs to allow development of multicompartment
systems [12]. When nanocompartments are encapsulated inside polymer giants in combination
with active compounds, they are able to communicate among them to allow reactions, similarly to
intracellular organization [13]. Permeability of membranes (either in a single or in multicompartments)
favors molecular transport (enzyme substrates and products) and can be achieved in various ways,
resulting from the chemical nature of the copolymer [14], by insertion of peptides [15,16] and
membrane proteins [17,18]. A schematic of the most common compositions that polymer single
and multicompartments can attain is presented in Figure 1.

Figure 1. Schematic representation of the different types of polymer compartments (polymer giant
unilamellar vesicles (GUVs) and layer-by-layer (LbL) capsules), showing their diversity in terms of
size, arrangements and the different types of biomolecules, including their possible locations within
the assemblies.

This review presents micrometer-sized compartments either as single or as multicompartment
reaction space, as powerful tools for biomimicry, lowering the degree of complexity to enable studies
on targeted processes. We first introduce the synthesis of amphiphilic block copolymers through the
various known polymerization techniques as building blocks of such compartments and indicate
the conditions and properties required to support in situ reactions. Different methods for the
preparation of these vesicular structures and their combination with active compounds (e.g., enzymes
and peptides/membrane proteins) are presented together with the crucial points ensuring an efficient
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compartmentalization for desired applications. Permeabilization methods will not be described in
this review, as they were already discussed extensively elsewhere [19,20]. We rather explore the
biomimetic approach of these compartments equipped with peptides/membrane proteins to render
them permeable for molecular flow and containing active compounds/subcompartments. Reactions
inside confined spaces at microscale allow studying and better understanding of natural mechanisms
of such reactions and their role inside them to support applications in various domains, as sensing,
therapeutics and catalysis.

2. Polymers as Building Blocks of Micrometer-Sized Compartments

The progress in polymer chemistry gave access to a variety of polymers with tailored properties
and excellent biocompatibility, thus serving to select specific components, where the precise role
of each leads to a well-controlled system. Two or more chemically different polymeric domains,
covalently bound together are defined as block copolymers. More specifically, amphiphilic block
copolymers are composed of both hydrophilic and hydrophobic blocks, often named as diblocks (AB),
triblocks (ABA or ABC) or multiblocks (ABCBA, ABCD, etc.). According to the required properties,
amphiphilic block copolymers are built/designed by combining specific types of hydrophilic and
hydrophobic blocks.

2.1. Amphiphilic Block Copolymers as Building Blocks for Generation of GUVs

In order to prepare amphiphilic block copolymers, controlled polymerization techniques
are commonly used: Atom transfer radical polymerization (ATRP) [21], reversible addition
fragmentation chain transfer (RAFT) [22,23], ionic polymerization and combinations thereof [3,24].
Typically, sequential chain extension can be used, in which a first block is polymerized using
the aforementioned techniques, forming the so-called macro-initiator. Immediate addition of a
second monomer leads to chain-extension, yielding a diblock copolymer. This approach allows
the adjustment of each block length by terminating the corresponding chain extension according to
the desired degree of polymerization. Tri- or multiblock copolymers can be obtained analogously
either by sequential chain extension (asymmetric ABA, ABC, ABCD, etc.) or by a bifunctional
initiator (symmetric ABA, ABCBA, etc.). Monomer conversion as well as the living character
of the polymer chain are fundamental parameters to be considered among each chain extension.
In ionic polymerizations, high monomer conversions can easily be reached by maintaining narrow
polydispersity [25]. For example, poly(ethylene oxide)-block-polybutadiene (PEO-b-PBD) has been
successfully synthesized by anionic polymerization in a two steps sequential monomer addition [26–28].
Prior to the addition of the second monomer, modifications are required as for poly(ethylene
oxide)-block-poly(ethyl ethylene) (PEO-b-PEE), in which a PBD precursor is first hydrogenated to
yield the PEE macroinitiator. Subsequently, ethylene oxide is polymerized to obtain the diblock
copolymer [29]. In another study, poly(acrylic acid)-block-polybutadiene (PAA-b-PBD) was prepared by
sequentional addition of butadiene and tert-butylacrylate, followed by hydrolysis to its acid form [28].
The combination of different polymerization techniques is another possibility. Namely, the preparation
of poly(dimethyl sulfoxide) (PDMS) by anionic polymerization was followed by activation and cationic
ring-opening polymerization of 2-methyl-2-oxazoline (MOXA) monomers to obtain poly(dimethyl
sulfoxide)-block-poly(2-methyl-2-oxazoline) (PDMS-b-PMOXA) diblock copolymers (Scheme 1) [30].
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Scheme 1. Synthesis route of PDMS-b-PMOXA combining both types of ionic polymerizations.
Reprinted with permission from [30]. Copyright c© 2014 American Chemical Society.

Ionic polymerization techniques are limited due to their high sensitivity to impurities. Hence,
the solvent choice is important and the preparation of each reactant has to be handled very carefully
to reach the desired purity grade. Controlled radical polymerization techniques (CRP), such as ATRP
or RAFT, have recently been developed and have provided interesting and more versatile alternatives
for the production of block copolymers. Both techniques require an initiator and the polymerization
is governed by an equilibrium between an active species and a dormant one. The latter is constantly
re-initiated in order to form the active species responsible for propagation through the addition of
monomers. With these techniques, it is usually recommended not to exceed monomer conversions
of 90%, above which the probability of termination is higher, risking to form dead chains unable to
continue chain-extension [22]. As an example, poly(ethylene oxide)-block-poly(4”-acryloyloxybutyl
2,5-bis(4’-butyloxybenzoyloxy)benzoate) (PEO-b-PA444) was obtained from PEO modified to a
macroinitiator for ATRP on which PA444 has been polymerized [31]. By using RAFT, a diblock
copolymer poly(pentafluorophenyl acrylate)-block-poly(n-butyl acrylate) (PFPA-b-PnBA) was firstly
prepared using the appropriate chain transfer agent (CTA), followed by modification to yield
the amphiphilic glycopolymer PNβGluEAM-b-PBA [32]. More recently, polymerization induced
self-assembly (PISA) allowed the preparation of poly(ethylene oxide)-block-poly(2-hydroxypropyl
methacrylate) (PEO-b-PHPMA). In a suitable solvent, a solution of monomer feeds the growing chain
on the PEO macroinitiator, producing an amphiphile that gradually self-assembles into structures,
while polymerization is ongoing and leading to turbidity in the medium (Figure 2) [33].

Figure 2. (A) RAFT polymerization of 2-hydroxypropyl methacrylate controlled by a PEO
macroinitiator (B) Reaction mixture throughout the PISA polymerization process. Adapted with
permission from [33]. Copyright c© 2017 Springer Nature.
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Although, the possibility of combining synthetic approaches broadens the library of accessible
polymers, chemists still need to work hard on the quantitative attachment of the re-initation site for the
next polymerization, which is highly recommended to prevent purification difficulties. To circumvent
this problem, two or more homopolymers can be connected together using coupling reactions such
as Diels-Alder, copper-catalyzed azide-alkyne cycloaddition (CuAAC) or thiol-ene click chemistry,
thus offering an increased number of possibilities. To illustrate, PAA-b-PBD has been prepared by
combining poly(tert-butyl acrylate) (PtBA) and PBD homopolymers, both synthesized beforehand.
A hydrolysis step leads to the final diblock [34]. Poly(dimethylsiloxane)-block-poly(ethylene
oxide) (PDMS-b-PEO) diblock copolymers were synthesized using ring-opening polymerization of
hexamethylcyclotrisiloxane to obtain PDMS-N3 and further coupling with PEO-Alkyne chains via click
chemistry [35]. However, some reactive conditions can require high temperatures or metal catalysts,
which might not be suitable for biomedical applications [36,37]. Moreover, complete end-group
functionalization and equimolar ratios of both homopolymers are required, preventing the challenging
removal of unreacted homopolymers. Increasing the number of blocks introduces more challenges,
especially in re-initiation, purification and finding suitable solvent for all the blocks.

The self-assembly of amphiphilic block copolymers in solution leads to the formation of
many different assemblies including spherical, cylindrical, gyroidal and lamellar structures [38].
These assemblies are directly influenced by intrinsic molecular parameters of the amphiphilic block
copolymers and the conditions in which the self-assembly process takes place (concentration of the
copolymer, presence of solvents, temperature, etc). In this respect, the hydrophilic to the total mass
ratio (f ) calculated as the ratio of the molar mass of the hydrophilic block to the total molar mass
of the copolymer is an important parameter, which governs the resulting supramolecular assembly.
Vesicular structures are typically obtained for f values ranging from 0.20 to 0.40. Another molecular
parameter influencing the self-assembly into different assemblies is the packing parameter (p = v/a0lc;
v = volume of the hydrophobic part, a0 = contact area of the head group, lc = length of the hydrophobic
part) that describes the degree of curvature from the membrane. For low packing parameter values
(0 < p < 0.5), the curvature gradually decreases from high to medium, resulting in the formation of
spherical or cylindrical micelles, respectively. For higher values (0.5 < p < 1), the curvature of the
membrane is considerably low, which is more favorable for vesicular structures. The dispersity, D,
of the copolymer is affecting the size distribution of the formed vesicles: a narrow dispersity typically
leads to uniform-sized polymersomes, whilst on the opposite, a more polydisperse population of
vesicles is obtained [39–41].

2.2. Polymers as Building Blocks for Generation of Polymer Capsules

There are a few works that produced polymer capsules via methods originating from the LbL
deposition, e.g., single-step polymer adsorption, surface polymerization and ultrasonic assembly [42].
However the vast majority have employed purely the LbL assembly technique [43], where different
polymer segments are alternately deposited and adsorbed. These layers are typically formed by
homopolymers. The wide range of polymers provides capsules with a variety of walls, as a result
of adjusting important parameters, such as composition, permeability and surface functionality of
the capsules [44]. Nevertheless, such polymers must have functional groups capable of providing
electrostatic interactions or hydrogen bonds. For electrostatic interactions, polyelectrolytes having
anionic or cationic groups in their side chains are used, poly(styrene sulfonate (PSS) or poly(allylamine
hydrochloride) (PAH), respectively [45,46]. In the case of polymers forming hydrogen bonds, the side
chains are composed of functional groups called “hydrogen-bond receptors”, which have at least
one lone pair (carbonyl, ether, hydroxyl, amino, imino, and nitrile groups), like polyvinylpyrrolidone
(PVP), or “hydrogen-bond donors” represented by the presence of a hydrogen atom covalently bound
to a more electronegative atom (hydroxyl, amino, and imino groups), like poly(methacrylic acid)
(PMAA). These interactions are fundamental for the formation and maintenance of the layers during
the LbL deposition.
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3. Technologies for Engineering Polymer Single and Multicompartments in Combination
with Biomolecules

Important features of supramolecular assemblies, designed as functional single or multicompartments
to accommodate active compounds, are highly dependent on the preparation methods. Aiming at
obtaining the desired structures with optimized characteristics as, size and size distribution, membrane
composition and specific functionalities, biomolecular content inside cavities, etc., appropriate
procedures need to be selected [47].

3.1. Polymer GUVs

A wide selection of methods to generate polymer vesicular structures are available; ranging from
the fairly established bulk techniques, as electroformation and film rehydration, to more automated
and high-throughput ones as microfluidcs, currently still underused in the domain of cell mimicry.

3.1.1. Bulk Techniques

Electroformation

Electroformation, the most common method to obtain GUVs, involves the swelling of the
amphiphilic polymer film in the presence of an electric field. The dry copolymer film is deposited
on conductive indium tin oxide (ITO) coated glass slides and is subjected to an alternating
sin-wave electric current while it is rehydrated in aqueous solution. The former contains the
desired biomolecules to be encapsulated or incorporated inside the GUVs core or membrane,
respectively. The electric field induces a periodic electroosmotic movement of the water in
between the individual bilayer lamellae in the film, causing the vesicle detachment from the
substrate surface [47] as represented in Figure 3B. This method was successfully employed in many
different occasions [14,16,48,49]. In particular, Itel et al. [14] formed giants consisting of diblocks
(PMOXA-b-PDMS) or triblocks (PMOXA-b-PDMS-b-PMOXA), yielding membranes with thicknesses
ranging from 5–30 nm, which can represent 2–10 times that of the phospholipids. Albeit this
feature can contribute to a hydrophobic mismatch between membrane thickness and the size of
the proteins of more than 5 times, (PMOXA-b-PDMS) offered enough flexibility and fluidity to
facilitate the membrane protein insertion [50]. To enable reactions, Lomora et al. [51] produced
GUVs of different poly(2-methyloxazoline)-b-poly(dimethylsiloxane)-b-poly(2-methyloxazoline)
(PMOXAx-PDMSy-PMOXAx) triblock copolymers. These were equipped with a peptide (Gramicidine,
gA) for inducing a selective monovalent ion permeability. Another example was the formation of
GUVs with PEO-12 dimethicone, in which permeability was induced by the addition of calcimycin,
an ionophore that enabled the transport of Ca2+ selectively, serving for the in situ mineralization
of calcium carbonate [52]. Nevertheless, this method is not recommended for charged amphiphilic
copolymers due to electrostatic interactions, which might affect the self-assembly process [40].

Film-Rehydration

A more suitable technique to circumvent the problem of electrostatic interactions is the direct
rehydration of a thin polymer film to form the GUVs. For example, this method succeeded in
forming GUVs made of a mixture of PMOXA5-b-PDMS58-b-PMOXA5 and the negatively charged
PDMS65-b-heparin copolymers as a mimic for heparan sulfate, known to be exposed on the plasma
membrane of most cell types [12]. In the film rehydration method, the block copolymers are first
dissolved in an appropriate organic solvent, followed by evaporation either with a stream of nitrogen
or by applying vacuum in a rotary evaporator. Rehydration takes place by pouring aqueous solution
to the dried film, resulting in the detachment of the GUVs from the substrate surface, (Figure 3A).
In general, the desired hydrophilic biomolecular content is encapsulated into the GUVs cavity by
mixing it to the rehydration buffer solution. Whereas, as shown by Belluati et al. [15], the hydrophobic
ion channels can be inserted in different steps of the hydration processes, e.g.: (i) blended and co-dried
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with the copolymer film, (ii) added to the rehydration buffer or (iii) added to the pre-formed GUVs
suspension (ex post). Moreover, aiming at obtaining functional compartments and to follow a reaction
in situ, Garni et al. [18] simultaneously encapsulated a model enzyme horseradish peroxidase (HRP)
inside the polymer GUVs and inserted a channel porin, Outer membrane protein F double mutant
(OmpF-M), by adding these biomolecules to the rehydration buffer during the formation process.
Self-assembly process of GUVs by film-rehydration and electroformation does not produce GUVs with
homogeneous sizes, instead a mixture of GUVs in the size range of 1 to 40 μm is formed. In case smaller
sizes and narrower size distribution are required, the polymer giants suspension can be subjected
to additional processes [53], as freeze-thawing, sonication or extrusion through a polycarbonate
membrane [16,51]. Dialysis and size exclusion chromatography are alternative steps to obtaining a
relatively monodisperse population.

Solvent Switch/Exchange

With the solvent switch method, the supramolecular assembly is induced by adding water
drop-wise into a dissolved and molecularly dispersed polymer organic solution, thus, gradually
exchanging the organic solvent with water. The turbid solution that is formed is immediately quenched
by being poured slowly into an excess of water under continuous stirring. Finally, the organic solvent is
removed from the solution via dialysis [54]; an important step especially when envisaging biomimetic
applications [55]. However, due to the possible denaturation and degradation caused by traces
of organic solvents, such a method may be incompatible with sensitive molecules, limiting their
use in biomedical applications [40]. As it has been demonstrated by Daubian et al. [56], depending
on the chemical nature of the amphiphile, the solvent switch method may perform faster than the
film-rehydration, especially when many metastable phases of the block copolymer can be formed,
leading mostly to less aggregates. [57]. With this technique, GUVs are assembled via nucleation and
growth of unimers [58,59]. Due to the solvent exchange, the great number of unimers formed deplete
the unimers in solution reaching rapidly phase equilibrium, and thus are prevented to grow to larger
sizes. GUVs produced hence are the smallest (≈1 μm), and can be tuned to form polymersomes on the
nanoscale [57].

3.1.2. Microfluidics

Double Emulsion Method

Microfluidic techniques allow for the production of defined polymer stabilized water-oil-water
(w/o/w) double emulsions, which are used as templates for generating GUVs. Double emulsion
formation proceeds when the inner aqueous phase, containing the biological solution is enveloped
by the organic phase, typically consisting of the diblock copolymer dissolved in a volatile and
water-immiscible solvent, which breaks up into double emulsions, due to shear caused by the external
aqueous phase (Figure 3B) [60–62]. These GUVs have narrow size distributions, with mean sizes
ranging from 10–100 μm, which are highly dependent on the microdevice channel sizes and junctions
(where generally droplets are formed) [63,64]. To form GUVs from double emulsions, the amphiphile
chains are brought together by evaporating the volatile solvent, forming the bilayer membrane.
While the complete removal of the organic phase might not be trivial and implies a limitation,
this method allows for efficient encapsulation of large amounts of water soluble biomolecules [64].
Thus, its employment is vastly recommended when high-efficiency encapsulation is required, e.g.,
for loading enzymes and pore-forming proteins within GUVs for mimicking cells. Despite essential
contribution on the development of such compartments has been made, there exists only one example
where biological machinery (i.e., an aqueous mixture containing E. coli ribosomal extract and MreB
DNA plasmid) was encapsulated into semi-permeable poly(ethylene oxide)-block-poly(lactic acid)
(PEO-b-PLA) GUVs for carrying out protein expression [65].
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Figure 3. Engineering strategies for constructing polymeric single and multi-compartments, capsules
and polymer-based giant unilamellar vesicles (GUVs). (A) Mechanism of polymer GUV detachment
from the substrate surface by the film-rehydration method. Adapted with permission from
Thamboo et al. [12]. Copyright c© 2019 Wiley-VCH. (B) Double emulsion droplets formed in a
microfluidic capillary device, which serve as templates for producing GUVs. Adapted with permission
from do Nascimento et al. [64]. Copyright c© 2016 American Chemical Society. (C) Polymer
microcapsules produced via layer-by-layer (LbL) deposition onto hard colloidal sacrificial templates.
Mechanism using Silica particles, adapted with permission from Yan et al. [66]. Copyright c© 2012
Wiley-VCH. Mechanism using CaCO3 particles, adapted with permission from Postma et al. [67].
Copyright c© 2009 American Chemical Society. (D) Polymer microcapsules produced via double
emulsion technique, followed by UV polymerization. Adapted with permission from Xie et al. [68].
Copyright c© 2017 American Chemical Society.

3.2. Polymer Capsules

Differently from GUVs, polymer capsules require the employment of either a soft or a hard
template. They have operated as delivery vehicles, since they also allow for the selective diffusion of
reagents/reaction products; yet their use as microreactors for mimicking cells has been limited.

Layer-by-layer Microcapsules

Fabrication of polymer microcapsules involves multiple synthetic steps and compositional
complexity for the particular application. The LbL technique requires the use of a colloidal particle
as a sacrificial template, which plays a pivotal role, since it determines the capsule size and
shape, and most importantly the biomolecular encapsulation method. Soft sacrificial templates
have been employed, including the commercial ones: poly(methyl methacrylate) (PMMA) and
polystyrene (PS), however they do not allow for the pre-loading of the active components, hampering
the microcapsules application for therapeutics, due to low reproducibility of the diffusion process
involved in the post-loading method [69]. Instead, when employing hard sacrificial templates, e.g.,
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calcium carbonate [66] or silica [67], encapsulation of enzymes and sensitive dyes is reached via their
concurrent precipitation with the template, ensuring a high loading efficiency [70,71]. Decomposition of
these templates is then induced for the creation of the inner cavity loaded with the specific biomolecule
(Figure 3C). With respect to the outer shell, two polymers interacting by electrostatic forces or hydrogen
bonding are deposited alternately on the template before it is dissolved to obtain the hollow sphere.
Typically, PVP and PMAA which interact via hydrogen bonding at pH values below the pKa of
PMAA are used for this technique. Using PMAA, the stability of these capsules can be extended
to physiologically relevant pH by crosslinking. The resulting pure PMAA hydrogel capsules are
biodegradable, nontoxic, semipermeable and thus well suited for biomedical applications. More recent
studies replace the labour intense LbL assembly of PMAA/PVP capsules by polydopamine shells that
are deposited on the template in a single step [72].

Double Emulsion Templated Microcapsules

Opposite to the conventional fabrication methods, where multiple laborious synthetic steps must
be satisfied, microfluidics offers an alternative technique for a rapid, with low polydispersity and highly
reproducible production of polymer microcapsules. To this aim, double emulsion droplets, formed
following the same procedure aforementioned, serve as non-sacrificial templates [73]. For generating
polymer microcapsules, flowing droplets are subjected to UV irradiation and thus continuously
and rapidly polymerize (Figure 3D). Here, the oil phase contains a photocurable polymer and
a photoinitiatior dissolved in a water miscible organic solvent [69]. For biomedical applications,
poly(ethylene glycol) diacrylate (PEGDA) microcapsules of around 15 μm were produced and allowed
for the diffusion of molecules as large as heparin labeled with Fluorescein isothiocyanate (FITC)
(MW ≈ 10 kD) [68]. These results demonstrate the biosensing ability and the promising versatility of
microfluidics for the preparation of microreactors.

3.3. Building Multicompartments

Multicompartments are considered as an advance towards functional models for eukaryotic
cells and their cellular organelles, which are able to perform multiple, chemically incompatible,
enzymatic reactions simultaneously by separating them in subcompartments. Multicompartment
vesicles were pioneered when the so called vesosomes (liposomes encapsulated inside larger
liposomes) were first developed [74]. This process was promptly transferred to synthetic polymeric
assemblies, such as polymeric vesicles or LbL capsules, resulting in all conceivable combinations.
Multicompartments consist mainly of bigger outer compartments that can be loaded with different
kinds of subcompartments, as subsequently detailed.

3.3.1. Loading Polymeric GUVS with Subcompartments

The encapsulation of subcompartments as, small polymersomes, micelles or liposomes, but also
nanoparticles, is usually attained during the polymer GUV self-assembly. Each subcompartment can
be previously equipped with biomolecules and/or the biomolecules can be encapsulated together with
the mixture of empty subcompartments. For example, GUVs of polystyrene-b-poly(L-isocyanoalanine
(2-thiophen-3-yl-ethyl) amide) (PS-b-PIAT) were prepared by the solvent switch method, using as
aqueous phase, a mixture of the cyanine-5 conjugated immunoglobulin G proteins (Cy5-IgG) and
a suspension of smaller polymersomes made of PMOXA-b-PDMS-b-PMOXA, previously generated
by film rehydration and equipped with green fluorescent protein (GFP) [75]. Co-localized red
and green fluorescence emission measurements were used to compute that only 45% of the
supramolecular assemblies resulted in multicompartments. Marguet et al. [76] also demonstrated the
generation of polymer multicompartments based on the emulsion-centrifugation method. The inner
polymersomes were formed by nanoprecipitation of poly(trimethylene carbonate)-b-poly(L-glutamic
acid) (PTMC-b-PGA), and subsequently loaded in GUVs made of polybutadiene-b-poly(ethylene
oxide) (PBD-b-PEO) by emulsion–centrifugation. By using such technique, yet for formation of giant

237



Chemistry 2020, 2

liposomes, the loading efficiency reached up to 98% [49]. Regardless of the method used, the obtained
structures will always consist of a combination of single and multicompartments. Double emulsion
microfluidics has also been used to form multicompartments made of PEO-b-PLA diblock-copolymers
for both the inner and the outer membranes [77]. Despite promised control over the number of the
inner polymersomes by solely adjusting the flow rates, no loading efficiency was reported.

3.3.2. Layer-by-Layer Multicompartments

LbL multicompartments are constructed with either one smaller LbL capsule as single
subcompartment (shell-in-shell structure) [78] or thousands of subcompartments that are deposited
onto the template during the preparation of the micron-sized outer capsule. In this regard,
the subcompartments may comprise small LbL capsules, polymersomes [9] or liposomes [10], with the
former being used for the majority of the LbL multicompartments. The LbL deposition offers the
control over the spatial positioning of the subcompartments. Depending on the polymers used for the
precursor or separation layer, they either stay attached to the inner walls of the LbL capsule or become
“free-floating” after template removal [79]. If only one hemisphere of the template is exposed to the
subunit deposition, Janus type multicompartments can also be prepared by the LbL approach [80].
As for single compartments, it is possible to encapsulate the biological content inside the subunits or the
lumen of the main compartment, in addition, it can be also found within or outside of the membranes.
Replacement of the liposomal subcompartments with polymersomes offers the possibility to address
challenges, as prolonged stability of the subcompartments to sustain activity of the encapsulated
enzyme. However, examples for polymersome subunits in LbL capsules remain scarce [9].

4. Vesicular Compartments for In Situ Reactions

Biomimicry offers strategies for the creation of vesicular compartments with incorporated
peptides/membrane proteins and encapsulated active compounds providing an approach for various
applications. Polymeric compartments with encapsulated cargo have been employed in imaging,
sensing, therapeutics, as artificial cells, etc. So far, such compartments were almost solely assembled
by film rehydration, electroformation, and LbL.

4.1. Reactions inside Single Compartments

4.1.1. GUVs

Reconstruction of biological structures and processes can be achieved with a bottom-up
approach using GUVs. Encapsulation of enzymes inside the cavities of GUVs is an emerging
way to fabricate artificial environments that mimic the complexity of cells by introducing similar
functionalities. The resulting GUVs serve as platforms to visualize biological processes in real
time, contributing to our understanding of human cells, which in turn promotes new developments
of biomedical applications [81,82]. Since the permeability of polymeric GUVs is essential for in
situ reactions, one biomimicry approach is to equip them with peptides/membrane proteins to
allow molecular transport through the membrane. Up to now, there are only few examples of
polymeric GUVs with incorporated membrane proteins/peptides and they are primarily based on
PMOXA-b-PDMS-b-PMOXA triblock copolymer membranes. For example, the permeability of GUVs,
to selectively transport Ca2+ ions, was attained by inserting several ionophores: calcimycin [52],
Lasalocid A, and N,N-dicyclohexyl-N’,N”-dioctadecyl-3-oxapentane-1,5-diamide [83]. Furthermore,
Gramicidine (gA) allowed Na+ and K+ ions to specifically pass the membranes of GUVs [16].
The hydrophobic mismatch of pore length and membrane represented a barrier to membranes thicker
than 12.1 nm, whereas thinner membranes facilitated successful gA insertion. The bee venom melittin
was inserted into various PMOXA-b-PDMS-b-PMOXA membranes. The insertion process and the
resulting functionality of the peptide have been related to the membrane curvature [15]. Besides, the
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membrane protein OmpF was successfully reconstituted in membranes of GUVs allowing an enzymatic
reaction inside the cavity, which was monitored in real time with a confocal microscope (Figure 4) [18].

Figure 4. Reaction inside single polymer GUVs. (A) Schematic representation of a polymeric GUV
equipped with the membrane protein OmpF. Substrates and products diffuse through the membrane,
thus enabling an enzymatic reaction. (B) Fluorescence micrographs of a single GUV recorded at
several time points after addition of the substrates showing the difference of GUVs with and without
reconstituted OmpF. Adapted with permission from Garni et al. [18]. Copyright c© 2018 American
Chemical Society.

4.1.2. Layer-by-Layer Microcapsules

LbL capsules with an encapsulated enzyme offer various possibilities in sensing and imaging [84].
The preparation of (PSS/PAH)4/PSS shell structures, the co-encapsulation of urease and the pH
sensitive fluorophore enabled the quantification of urea on a single capsule level [70]. Continuing
with this approach Kazakova et al. [71] managed to encapsulate lactate oxidase, peroxidase, or glucose
oxidase, with respective sensitive dyes to detect lactate, oxygen, and glucose levels [71]. In another
(PSS/PAH)4 system the detection of oxaloacetic acid with NADH as cofactor was possible. Thus,
the efficacy of an enzyme fluorophore coupled system was demonstrated (Figure 5) [85]. Magnetic
polydopamine capsules enhanced the activity after reusing and the long-term stability of the
encapsulated Candida Rugosa Lipase compared to the free enzyme [86]. Reuse is a key factor for
potential application in industry. Moreover, further attempts are required to validate the performance
of these systems in vitro and in vivo. Another application of LbL capsules is therapeutics: e.g.,
microcapsules with encapsulated L-Asparaginase in poly-L-arginine and dextran sulfate layers
were tested in vitro on leukemic cell lines resulting in a decreased proliferation [87]. LbL enables
convenient encapsulation of enzymes in one single particle. However, their semi-permeable membrane
allowing unspecific transport of small molecules is rather a deficiency, that needs to be overcome for
future applications.

4.2. Reactions inside Multicompartmentalized Structures

4.2.1. GUV Multicompartments

In biological cells, evolution has developed the system of subcompartmentalization (cellular
organelles) within individual cells in order to allow specific reactions to take place in a spatially defined
manner. This is an efficient solution, as many reactions (e.g., protein lysis, electron transport) require
very specific conditions (e.g., low pH, proton gradient) to occur. Careful application of biomimicry
principles allows integral cell mimics as combining nano- and microstructures with biomolecules.
In this respect, biomolecule equipped polymersomes have previously been shown to be functional as
artificial organelles both in vitro and in vivo where they supported the natural cellular metabolism,
and have even been shown to function “on demand” in a life-like manner [11,88]. Artificial cell mimics
have been designed by constructing synthetic multicompartmentalized systems. The most significant
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examples were found when using a larger polymer-based GUV loaded either with smaller nano-sized
liposomes or smaller nano-sized polymersomes [89]. Synthetic GUVs based on (PBD46-b-PEO30)
loaded with hydrophilic dyes, liposomes (DPPC), and polymersomes (PBD23-b-PEO14) allowed
fast, selectively triggered release due to a light-induced increase in osmotic pressure, resulting
in rupture of the GUVs [90]. Examples of polymeric GUVs acting as artificial cell-mimics are
still scarce, but more complex multicompartmentalized GUVs exist. Namely, where enzymes and
membrane protein equipped polymersomes coexisted in the GUVs inner cavity [12]. By applying the
principle of multicompartmentalization, an artificial cell mimic is created with subcompartmentalized
polymersomes acting as artificial organelles. This allows cascade reactions to occur successively due to
the segregation of enzymes in different subcompartments. The proximity among subcompartments
provided by larger GUVs, facilitates the diffusion of reagents and reaction products, while confining
the enzymes to their individual subcompartments. PBD-b-PEO polymer GUVs can mimic structural
and functional eukaryotic cells by encapsulating enzyme-filled intrinsically semi-permeable PS-b-PIAT
polymer nanoreactors together with free enzymes and substrates to fulfill a three-enzyme cascade
reaction inside the multicompartmentalized structures [13]. Although this study represents an
important step towards artificial cells, it only reports the fluorescent product of the reaction, without
providing detailed information about localization of the enzymes. In addition, such examples lack
the complexity of cells because they are mainly developed with only few functional elements and by
using buffer medium. For the creation of an artificial cell mimic by multicompartmentalization,
there are requirements still not fulfilled. The selective permeabilization of every membrane of
the involved compartments, which allows for a higher control of the diffusion of substrates and
products across the membranes and a more complex medium mimicking the cytoplasm represent
advancements not yet provided. Systems addressing this question are multicompartmentalized
GUVs with stimuli-responsive and non-responsive subcompartments (Figure 6). With an external
signaling molecule passively diffusing through the GUV’s membrane, inducing the disassembly of the
stimuli-responsive nanoparticle and the release of the entrapped cargo (peptides or enzyme substrates).
These molecules allowed a selective ion flux through the GUV’s membrane or an enzymatic reaction
inside the GUV [12].

Figure 5. Reaction inside single polymer microcapsules. (A) Schematic illustration of an oxaloacetic
acid (OAA) or nicotinamide adenine dinucleotide (NADH) sensing microcapsule. The encapsulated
pH-sensitive fluorescent dye ( seminaphtharhodafluor (SNARF-1)-dextran) responds to a decrease
in local proton concentration caused by the enzymatic reaction. (B) Reaction kinetics demonstrating
NADH as the limiting factor. The first dose of substrate is added at (*) and then added gradually,
after the plateau was reached, from (**)-(****). The corresponding micrographs on the right hand side
represent the reaction of one capsule (red (R), yellow (Y), transmission (TM), and the false-colored ratio
Ir/Iy (R/G)). Adapted from Harimech et al. [85] under the terms of CC BY 3.0.

More and more experimental successes in combination with vesicle engineering techniques are
leading into a new era of complexity in artificial cells. These have attracted increasing attention as
substituents for living cells. Polymer GUVs and polymersomes offer an ideal platform to engineer
cell mimics, allowing reactions to take place in compartmentalized spaces. Meanwhile, they remain
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stable for longer periods compared to their lipid-based counterparts. With the beforehand mentioned
functionalization with membrane proteins and peptides, a life-like functionalization of membranes
is approved.

Figure 6. Multicompartmentalized GUV with reduction sensitive and ion channel recruiting modular
subcompartments (A–D). Dithiothreitol was used as a triggering signal (red arrow). Reprinted With
permission from Thamboo et al. [12]. Copyright c© 2019 Wiley-VCH.

4.2.2. Layer-by-Layer Polymer Capsules as Multicompartments

Multicompartmentalization allows for separation in preparation and modularity in formulation
to increase also functionality in theranostics [91,92]. LbL assembled capsules prepared of
polyvinylpyrrolidone (PVP) and thiolated poly(methacrylic acid) (PMAA) containing smaller
crosslinked capsules showed possibilities in catalysis and drug delivery [8]. PVP and tannic acid (TA)
LbL capsules filled with POEGMA26-b-PDPA50 polymersomes loaded with pDNA could release the
cargo in response to pH changes [9]. Microfluidics have been improving the development of such
attractive microreactor systems with increased complexity and modularity. Encapsulation of glucose
oxidase (GOx) conjugated on quantum dots or on gold nanorods (NR) into PEO-based microreactors
acting as glucose biosensor, while amine functionalized NRs were employed as heparin sensors.
GOx oxidized glucose to gluconic acid and H2O2 leading to fluorescence quenching by the quantum
dots providing a sensitivity in the range of glucose sensors for diabetes diagnostics [68]. However,
most capsules only work in defined pH-ranges and do not resist enormous local pH-changes, which
would be necessary for in vivo applications [84].

5. Conclusions and Outlook

Biological systems as cells are highly compartmentalized across several length scales. Their precise
features, as biomolecule compartmentalization through attachment to membranes and cytoskeleton
scaffolds, lateral organization on membrane rafts, as well as compartmentalization in membrane-bound
or protein-based organelles, are current subject of study. Understanding their underlying mechanisms
opens exciting avenues in many application fields, notably in material science, biotechnology and
medicine. As we have seen, efforts at achieving this are accelerating and synthetic approaches to mimic
increasingly intricate biological structures are being developed.
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This review demonstrates the relevance of polymer-based systems with special focus on polymer
GUVs and capsules, for addressing the challenge of eukaryotic cell biomimicry. We only reviewed
examples of supramolecular structures, whose membrane is equipped with peptides and membrane
proteins since they genuinely represent bioinspired catalytic compartments where the membranes are
mimicking biomembranes.

The progress in polymer chemistry gave access to a variety of polymers with tailored properties as
biodegradability and non-toxicity that leads to enhanced structural properties and with the significant
fluidity, necessary to cope with the insertion of peptides and membrane proteins. Due to their large
variety of chemical composition and functionalization, a greater versatility for further improvement
of their properties concerning the desired application can be achieved, regarding stability, loading
efficiency, intervesicular interaction, and selective permeability for specific substrates. Besides the
polymer, the selection of an appropriate preparation method for engineering the supramolecular
structures in single and multicompartments to conform biochemical reactions, is detrimental. Although
electroformation and film rehydration are the most commonly used techniques, both of them do not
produce homogeneous sizes of GUVs. Alternatively, microfluidics became a serious candidate, showing
great potential to generate polymer GUVs with narrow size distribution and controlled biomolecular
content at high-throughput.

GUVs loaded with enzymes inside their cavities and equipped with peptides/membrane proteins
acting as “gates” for the diffusion of molecules through the synthetic membrane, constitute complex
reaction spaces. Careful application of biomimicry principles allows integral cell mimics as combining
nano- and microstructures with biomolecules. The inner compartments (the organelle mimics) that
are loaded in the outer one (the cell membrane mimic) do not necessarily need to encapsulate the
same content, where the various contents can even be incompatible or act synergistically. As a
result, combinatory drug delivery becomes possible in one single vector. Such systems serve
multifold purposes. Besides the aforementioned design of an artificial cell, allowing systematic
studies of biological phenomena in simplified environments, they are explored as (compartmentalized)
microreactors, where segregation of the catalytic steps in separated compartments allows distinct
chemical environment (e.g., different pH, redox states, presence of cofactors, etc.) to couple enzymatic
reaction steps that would otherwise inhibit one another. Because of the GUV cell-size, real time
imaging of the fluorescence activity of model enzymes can be monitored and used for enhancing
diagnosis capabilities. Lastly, polymer capsules have been aimed for use in therapeutic applications,
by encapsulating hydrophilic molecules in the aqueous core for enzyme therapy and controlled drug
release. In addition, such structures can improve the therapeutic index of drugs by influencing drug
absorption and metabolism, and can extent drug half-life as well as reduce toxicity. Although an effort
at outlining a roadmap for the field had been made, there will surely be many new developments
that will take this research area to unforeseen directions. From a material perspective, the advanced
control in polymer synthesis and self-assembly that is available nowadays would certainly bring a real
breakthrough in this cell biomimicry field. Hence, it is expected a growing interest in such biomimetic
approaches to soon offer many new opportunities in drug delivery, cell-sized reactors, biosensors and
imaging for therapeutics, which will offer better communication and interaction with living systems.
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List of Abbreviation

ATRP Atom transfer radical polymerization
CRP Controlled radical polymerization
CTA Chain transfer agent
CuAAC Copper-catalyzed azide-alkyne cycloaddition
Cy5-IgG Cyanine-5 conjugated immunoglobulin G proteins
DNA Deoxyribonucleic acid
DPPC Dipalmitoylphosphatidylcholine
E. coli Escherichia coli
FITC Fluorescein isothiocyanate
gA Gramicidine
GFP Green fluorescent protein
GOx Glucose oxidase
GUV Giant unilamellar vesicle
HRP Horseradish peroxidase
ITO Indium tin oxide
LbL Layer-by-layer
MOXA 2-methyl-2-oxazoline
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide (reduced)
n-BuLi n-butyllithium
NR Nanorod
OAA Oxaloacetic acid
OmpF Outer membrane protein F
OmpF-M Outer membrane protein double mutant
PA444 Poly(4”-acryloyloxybutyl 2,5-bis(4’-butyloxybenzoyloxy)benzoate)
PAA Poly(acrylic acid)
PAH Poly(allylamine hydrochloride)
PBD Polybutadiene
PDA Polydopamine
PDEAEMA Poly(2-(diethylamino)ethyl methacrylate)
PDMS Poly(dimethyl sulfoxide)
PDPA Poly(2-(diisopropylamino)-ethyl methacrylate)
PEE Poly(ethyl ethylene)
PEG/PEO Poly(ethylene glycol)/poly(ethylene oxide)
PEGDA Poly(ethylene glycol) diacrylate
PFPA Poly(pentafluorophenyl acrylate)
PGA Poly(L-glutamic acid)
PHPMA Poly(2-hydroxypropyl methacrylate)
PIAT Poly(L-isocyanoalanine(2-thiophen-3-yl-ethyl)amide)
PISA Polymerization induced self-assembly
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PLA Poly(lactic acid)
PMA Poly(methyl acrylate)
PMAA Poly(methacrylic acid)
PMOXA Poly(2-methyl-2-oxazoline)
PnBA Poly(n-butyl acrylate)
PNIPAM Poly(N-isopropylacrylamide)
POEGMA Poly(oligo(ethylene glycol) methacrylate)
PPS Poly(propylene sulfide)
PS Polystyrene
PSBA Poly(styrene boronic acid)
PSS Poly(styrene sulfonate)
PtBA Poly(tert-butyl acrylate)
PTMC Poly(trimethylene carbonate)
PVP Polyvinylpyrrolidone
RAFT Reversible addition fragmentation chain transfer
SNARF-1 Seminaphtharhodafluor
TA Tannic acid
THF Tetrahydrofuran
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33. Albertsen, A.N.; Szymański, J.K.; Pérez-Mercader, J. Emergent Properties of Giant Vesicles Formed by a
Polymerization-Induced Self-Assembly (PISA) Reaction. Sci. Rep. 2017, 7, 41534. [CrossRef] [PubMed]

34. Meeuwissen, S.A.; Bruekers, S.M.C.; Chen, Y.; Pochan, D.J.; van Hest, J.C.M. Spontaneous shape changes in
polymersomes via polymer/polymer segregation. Polym. Chem. 2014, 5, 489–501. [CrossRef]

245



Chemistry 2020, 2

35. Fauquignon, M.; Ibarboure, E.; Carlotti, S.; Brûlet, A.; Schmutz, M.; Le Meins, J.F. Large and Giant Unilamellar
Vesicle(s) Obtained by Self-Assembly of Poly(dimethylsiloxane)-b-poly(ethylene oxide) Diblock Copolymers,
Membrane Properties and Preliminary Investigation of Their Ability to Form Hybrid Polymer/Lipid Vesicles.
Polymers 2019, 11, 2013. [CrossRef]

36. Agrahari, V.; Agrahari, V. Advances and applications of block-copolymer-based nanoformulations.
Drug Discov. Today 2018, 23, 1139–1151. [CrossRef]

37. Qi, Y.; Li, B.; Wang, Y.; Huang, Y. Synthesis and sequence-controlled self-assembly of amphiphilic triblock
copolymers based on functional poly(ethylene glycol). Polym. Chem. 2017, 8, 6964–6971. [CrossRef]

38. Discher, D.E.; Ahmed, F. POLYMERSOMES. Annu. Rev. Biomed. Eng. 2006, 8, 323–341. [CrossRef]
39. Blanazs, A.; Armes, S.P.; Ryan, A.J. Self-Assembled Block Copolymer Aggregates: From Micelles to Vesicles

and their Biological Applications. Macromol. Rapid Commun. 2009, 30, 267–277. [CrossRef]
40. Garni, M.; Wehr, R.; Avsar, S.Y.; John, C.; Palivan, C.; Meier, W. Polymer membranes as templates for

bio-applications ranging from artificial cells to active surfaces. Eur. Polym. J. 2019, 112, 346–364. [CrossRef]
41. Mai, Y.; Eisenberg, A. Self-assembly of block copolymers. Chem. Soc. Rev. 2012, 41, 5969–5985. [CrossRef]
42. Cui, J.; Van Koeverden, M.P.; Müllner, M.; Kempe, K.; Caruso, F. Emerging methods for the fabrication of

polymer capsules. Adv. Colloid Interface Sci. 2014, 207, 14–31. [CrossRef] [PubMed]
43. Zhang, X.; Xu, Y.; Zhang, X.; Wu, H.; Shen, J.; Chen, R.; Xiong, Y.; Li, J.; Guo, S. Progress on the layer-by-layer

assembly of multilayered polymer composites: Strategy, structural control and applications. Prog. Polym. Sci.
2019, 89, 76–107. [CrossRef]

44. Becker, A.L.; Johnston, A.P.R.; Caruso, F. Layer-By-Layer-Assembled Capsules and Films for Therapeutic
Delivery. Small 2010, 6. [CrossRef] [PubMed]

45. Sukhorukov, G.B.; Antipov, A.A.; Voigt, A.; Donath, E.; Möhwald, H. pH-Controlled Macromolecule
Encapsulation in and Release from Polyelectrolyte Multilayer Nanocapsules. Macromol. Rapid Commun.
2001, 22, 44–46. [CrossRef]

46. Georgieva, R.; Moya, S.; Hin, M.; Mitlöhner, R.; Donath, E.; Kiesewetter, H.; Möhwald, H.; Bäumler, H.
Permeation of Macromolecules into Polyelectrolyte Microcapsules. Biomacromolecules 2002, 3, 517–524.
[CrossRef] [PubMed]

47. Walde, P.; Cosentino, K.; Engel, H.; Stano, P. Giant vesicles: Preparations and applications. Chembiochem 2010,
11, 848–65. [CrossRef]

48. Lim, S.; de Hoog, H.P.; Parikh, A.; Nallani, M.; Liedberg, B. Hybrid, Nanoscale Phospholipid/Block
Copolymer Vesicles. Polymers 2013, 5, 1102–1114. [CrossRef]

49. Pautot, S.; Frisken, B.J.; Weitz, D.A. Production of Unilamellar Vesicles Using an Inverted Emulsion.
Langmuir 2003, 19, 2870–2879. [CrossRef]

50. Itel, F.; Najer, A.; Palivan, C.G.; Meier, W. Dynamics of Membrane Proteins within Synthetic Polymer
Membranes with Large Hydrophobic Mismatch. Nano Lett. 2015, 15, 3871–3878. [CrossRef]

51. Lomora, M.; Itel, F.; Dinu, I.A.; Palivan, C.G. Selective ion-permeable membranes by insertion of biopores
into polymersomes. Phys. Chem. Chem. Phys. 2015, 17, 15538–15546. [CrossRef]

52. Picker, A.; Nuss, H.; Guenoun, P.; Chevallard, C. Polymer vesicles as microreactors for bioinspired calcium
carbonate precipitation. Langmuir 2011, 27, 3213–3218. [CrossRef] [PubMed]

53. Kita-Tokarczyk, K.; Grumelard, J.; Haefele, T.; Meier, W. Block copolymer vesicles—Using concepts from
polymer chemistry to mimic biomembranes. Polymer 2005, 46, 3540–3563. [CrossRef]

54. Fetsch, C.; Gaitzsch, J.; Messager, L.; Battaglia, G.; Luxenhofer, R. Self-Assembly of Amphiphilic Block
Copolypeptoids – Micelles, Worms and Polymersomes. Sci. Rep. 2016, 6, 33491. [CrossRef] [PubMed]

55. Yildiz, M.E.; Prud’homme, R.K.; Robb, I.; Adamson, D.H. Formation and characterization of polymersomes
made by a solvent injection method. Polym. Adv. Technol. 2007, 18, 427–432. [CrossRef]

56. Daubian, D.; Gaitzsch, J.; Meier, W. Synthesis and complex self-assembly of amphiphilic block copolymers
with a branched hydrophobic poly(2-oxazoline) into multicompartment micelles, pseudo-vesicles and
yolk/shell nanoparticles. Polym. Chem. 2020, 11, 1237–1248. [CrossRef]

57. Dionzou, M.; Morère, A.; Roux, C.; Lonetti, B.; Marty, J.D.; Mingotaud, C.; Joseph, P.; Goudounèche, D.;
Payré, B.; Léonetti, M.; Mingotaud, A.F. Comparison of methods for the fabrication and the characterization
of polymer self-assemblies: What are the important parameters? Soft Matter 2016, 12, 2166–2176. [CrossRef]

58. Pearson, R.T.; Warren, N.J.; Lewis, A.L.; Armes, S.P.; Battaglia, G. Effect of pH and Temperature on
PMPC–PDPA Copolymer Self-Assembly. Macromolecules 2013, 46, 1400–1407. [CrossRef]

246



Chemistry 2020, 2

59. Fernyhough, C.; Ryana, A.J.; Battaglia, G. pH controlled assembly of a polybutadiene–poly(methacrylic
acid) copolymer in water: Packing considerations and kinetic limitations. Soft Matter 2009, 5, 1674–1682.
[CrossRef]

60. Lorenceau, E.; Utada, A.S.; Link, D.R.; Cristobal, G.; Joanicot, M.; Weitz, D.A. Generation of Polymerosomes
from Double-Emulsions. Langmuir 2005, 21, 9183–9186. [CrossRef]

61. Shum, H.C.; Lee, D.; Yoon, I.; Kodger, T.; Weitz, D.A. Double Emulsion Templated Monodisperse
Phospholipid Vesicles. Langmuir 2008, 24, 7651–7653. [CrossRef]

62. Shum, H.C.; Kim, J.W.; Weitz, D.A. Microfluidic Fabrication of Monodisperse Biocompatible and
Biodegradable Polymersomes with Controlled Permeability. J. Am. Chem. Soc. 2008, 130, 9543–9549.
[CrossRef] [PubMed]

63. Deshpande, S.; Caspi, Y.; Meijering, A.E.C.; Dekker, C. Octanol-assisted liposome assembly on chip.
Nat. Commun. 2016, 7, 1–9. [CrossRef] [PubMed]

64. Do Nascimento, D.F.; Arriaga, L.R.; Eggersdorfer, M.; Ziblat, R.; Marques, M.d.F.V.; Reynaud, F.; Koehler, S.A.;
Weitz, D.A. Microfluidic Fabrication of Pluronic Vesicles with Controlled Permeability. Langmuir 2016,
32, 5350–5355. [CrossRef] [PubMed]

65. Martino, C.; Kim, S.; Horsfall, L.; Abbaspourrad, A.; Rosser, S.J.; and. David A. Weitz, J.C. Protein Expression,
Aggregation, and Triggered Release from Polymersomes as Artificial Cell-like Structures. Angew. Chem.
2012, 51, 6416–6420. [CrossRef] [PubMed]

66. Yan, X.; Li, J.; Möhwald, H. Templating Assembly of Multifunctional Hybrid Colloidal Spheres. Adv. Mater.
2012, 24, 2663–2667. [CrossRef]

67. Postma, A.; Yan, Y.; Wang, Y.; Zelikin, A.N.; Tjipto, E.; Caruso, F. Self-Polymerization of Dopamine as a
Versatile and Robust Technique to Prepare Polymer Capsules. Chem. Mater. 2009, 21, 3042–3044. [CrossRef]

68. Xie, X.; Zhang, W.; Abbaspourrad, A.; Ahn, J.; Bader, A.; Bose, S.; Vegas, A.; Lin, J.; Tao, J.; Hang, T.; et al.
Microfluidic Fabrication of Colloidal Nanomaterials-Encapsulated Microcapsules for Biomolecular Sensing.
Nano Lett. 2017, 17, 2015–2020. [CrossRef]

69. Larrañaga, A.; Lomora, M.; Sarasua, J.; Palivan, C.; Pandit, A. Polymer capsules as micro-/nanoreactors
for therapeutic applications: Current strategies to control membrane permeability. Prog. Mater. Sci. 2017,
90, 325–357. [CrossRef]

70. Kazakova, L.I.; Shabarchina, L.I.; Sukhorukov, G.B. Co-encapsulation of enzyme and sensitive dye as a
tool for fabrication of microcapsule based sensor for urea measuring. Phys. Chem. Chem. Phys. 2011,
13, 11110–11117. [CrossRef]

71. Kazakova, L.I.; Shabarchina, L.I.; Anastasova, S.; Pavlov, A.M.; Vadgama, P.; Skirtach, A.G.; Sukhorukov, G.B.
Chemosensors and biosensors based on polyelectrolyte microcapsules containing fluorescent dyes and
enzymes. Anal. Bioanal. Chem. 2013, 405, 1559–1568. [CrossRef]

72. Hosta-Rigau, L.; York-Duran, M.J.; Zhang, Y.; Goldie, K.N.; Städler, B. Confined Multiple Enzymatic
(Cascade) Reactions within Poly(dopamine)-based Capsosomes. ACS Appl. Mater. Interfaces 2014,
6, 12771–12779. [CrossRef]

73. Chen, H.; Man, J.; Li, Z.; Li, J. Microfluidic Generation of High-Viscosity Droplets by Surface-Controlled
Breakup of Segment Flow. ACS Appl. Mater. Interfaces 2017, 9, 21059–21064. [CrossRef] [PubMed]

74. Kisak, E.T.; Coldren, B.; Zasadzinski, J.A. Nanocompartments Enclosing Vesicles, Colloids, and
Macromolecules via Interdigitated Lipid Bilayers. Langmuir 2002, 18, 284–288. [CrossRef]

75. Fu, Z.; Ochsner, M.A.; de Hoog, H.P.M.; Tomczak, N.; Nallani, M. Multicompartmentalized polymersomes
for selective encapsulation of biomacromolecules. Chem. Commun. 2011, 47, 2862–2864. [CrossRef] [PubMed]

76. Marguet, M.; Edembe, L.; Lecommandoux, S. Polymersomes in Polymersomes: Multiple Loading and
Permeability Control. Angew. Chem. Int. Ed. 2012, 51, 1173–1176. [CrossRef] [PubMed]

77. Kim, S.H.; Shum, H.C.; Kim, J.W.; Cho, J.C.; Weitz, D.A. Multiple Polymersomes for Programmed Release of
Multiple Components. J. Am. Chem. Soc. 2011, 133, 15165–15171. [CrossRef] [PubMed]

78. Kreft, O.; Prevot, M.; Möhwald, H.; Sukhorukov, G.B. Shell-in-Shell Microcapsules: A Novel Tool for
Integrated, Spatially Confined Enzymatic Reactions. Angew. Chem. 2007, 46, 5605–5608. [CrossRef]

79. Hosta-Rigau, L.; Chung, S.F.; Postma, A.; Chandrawati, R.; Caruso, B.S.F. Capsosomes with “Free-Floating”
Liposomal Subcompartments. Angew. Chem. 2011, 23, 4082–4087. [CrossRef]

80. Schattling, P.; Dreier, C.; Städler, B. Janus subcompartmentalized microreactors. Soft Matter 2015, 11,
5327–5335. [CrossRef]

247



Chemistry 2020, 2

81. Küchler, A.; Yoshimoto, M.; Luginbühl, S.; Mavelli, F.; Walde, P. Enzymatic reactions in confined
environments. Nat. Nanotechnol. 2016, 11, 409. [CrossRef]

82. Jeong, S.; Nguyen, H.T.; Kim, C.H.; Ly, M.N.; Shin, K. Toward Artificial Cells: Novel Advances in Energy
Conversion and Cellular Motility. Adv. Funct. Mater. 2020, 30, 1907182. [CrossRef]

83. Sauer, M.; Haefele, T.; Graff, A.; Nardin, C.; Meier, W. Ion-carrier controlled precipitation of calcium
phosphate in giant ABA triblock copolymer vesicles. Chem. Commun. 2001, 2452–2453. [CrossRef] [PubMed]

84. Zhao, S.; Caruso, F.; Dähne, L.; Decher, G.; De Geest, B.G.; Fan, J.; Feliu, N.; Gogotsi, Y.; Hammond, P.T.;
Hersam, M.C.; et al. The Future of Layer-by-layer Assembly: A Tribute to ACS Nano Associate Editor
Helmuth Möhwald. ACS Nano 2019, 13, 6151–6169. [CrossRef] [PubMed]

85. Harimech, P.K.; Hartmann, R.; Rejman, J.; del Pino, P.; Rivera-Gil, P.; Parak, W.J. Encapsulated enzymes
with integrated fluorescence-control of enzymatic activity. J. Mater. Chem. B 2015, 3, 2801–2807. [CrossRef]
[PubMed]

86. Hou, C.; Wang, Y.; Zhu, H.; Zhou, L. Formulation of robust organic–inorganic hybrid magnetic microcapsules
through hard-template mediated method for efficient enzyme immobilization. J. Mater. Chem. B 2015, 3,
2883–2891. [CrossRef] [PubMed]

87. Karamitros, C.S.; Yashchenok, A.M.; Möhwald, H.; Skirtach, A.G.; Konrad, M. Preserving Catalytic
Activity and Enhancing Biochemical Stability of the Therapeutic Enzyme Asparaginase by Biocompatible
Multilayered Polyelectrolyte Microcapsules. Biomacromolecules 2013, 14, 4398–4406. [CrossRef]

88. Einfalt, T.; Witzigmann, D.; Edlinger, C.; Sieber, S.; Goers, R.; Najer, A.; Spulber, M.; Onaca-Fischer, O.;
Huwyler, J.; Palivan, C.G. Biomimetic artificial organelles with in vitro and in vivo activity triggered by
reduction in microenvironment. Nat. Commun. 2018, 9, 1127. [CrossRef]

89. Marguet, M.; Bonduelle, C.; Lecommandoux, S. Multicompartmentalized polymeric systems: Towards
biomimetic cellular structure and function. Chem. Soc. Rev. 2013, 42, 512–529. [CrossRef]

90. Peyret, A.; Ibarboure, E.; Tron, A.; Beauté, L.; Rust, R.; Sandre, O.; McClenaghan, N.D.; Lecommandoux, S.
Polymersome Popping by Light-Induced Osmotic Shock under Temporal, Spatial, and Spectral Control.
Angew. Chem. Int. Ed. 2017, 56, 1566–1570. [CrossRef]

91. Delcea, M.; Yashchenok, A.; Videnova, K.; Kreft, O.; Möhwald, H.; Skirtach, A.G. Multicompartmental
micro-and nanocapsules: Hierarchy and applications in biosciences. Macromol. Biosci. 2010, 10, 465–474.
[CrossRef]

92. Xiong, R.; Soenen, S.J.; Braeckmans, K.; Skirtach, A.G. Towards theranostic multicompartment microcapsules:
In-situ diagnostics and laser-induced treatment. Theranostics 2013, 3, 141. [CrossRef] [PubMed]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

248



Article

Combining the Sensitivity of LAMP and Simplicity of
Primer Extension via a DNA-Modified Nucleotide

Moritz Welter and Andreas Marx *

Department of Chemistry & Konstanz Research School Chemical Biology, University of Konstanz,
78457 Konstanz, Germany; moritz.welter@uni-konstanz.de
* Correspondence: andreas.marx@uni-konstanz.de; Tel.: +49-7531-88-5139

Received: 16 April 2020; Accepted: 11 May 2020; Published: 14 May 2020

Abstract: LAMP is an approach for isothermal nucleic acids diagnostics with increasing importance
but suffers from the need of tedious systems design and optimization for every new target. Here,
we describe an approach for its simplification based on a single nucleoside-5′-O-triphosphate (dNTP)
that is covalently modified with a DNA strand. We found that the DNA-modified dNTP is a substrate
for DNA polymerases in versatile primer extension reactions despite its size and that the incorporated
DNA indeed serves as a target for selective LAMP analysis.

Keywords: modified nucleotide; DNA polymerase; LAMP; primer extension

1. Introduction

Despite the widespread use of PCR-based amplification, the drawback of this technology, however,
is its need for temperature cycling. Many attempts have been made to develop isothermal amplification
methods that do not require heating of the double-stranded nucleic acid for the separation of
templates [1]. These methods include strand-displacement amplification (SDA) [2], rolling circle
amplification (RCA) [3], and helicase-dependent amplification (HDA) [4]. Another important method
for nucleic acids diagnostics is loop mediated isothermal amplification (LAMP) [5,6]. LAMP relies
on auto-cycling strand displacement DNA synthesis that is performed by a DNA polymerase with
high strand displacement activity and a set of two specially designed inner and two outer primers
(for details of the method, see Supplementary Materials Figure S1 in the ESI).

The reaction can be monitored by e.g., the addition of dyes used for nucleic acid staining [7] or
turbidity analysis of precipitating magnesium phosphate [8]. Furthermore, the use of low-buffered
reaction mixtures allows amplification monitoring with pH sensitive indicator dyes by the naked eye,
as during the DNA polymerase reaction a proton is released for each nucleotide incorporation [9].
LAMP assays have also been adapted for many applications e.g., to cover genotyping and RNA
detection [10–13]. However, in order to work as intended, the primers required for the amplification
have to be carefully designed to meet particular requirements in regards to their melting temperature,
spacing, and concentrations [5]. Thus, the design of suitable LAMP primers has to be optimized for
every target that can be tedious, even when done with specific design software. While setting up the
LAMP reaction, further problems are described such as the amplification of non-template controls,
which drastically impedes the reliability of LAMP assays [14,15].

2. Materials and Methods

General

All reagents and solvents were obtained from Sigma-Aldrich (Darmstadt, Germany) and used
without further purification. All synthetic reactions were performed under an inert atmosphere.
Flash chromatography was performed using Merck silica gel G60 (230–400 mesh, Darmstadt, Germany)
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and Merck precoated plates (silica gel 60 F254) were used for TLC. Anion-exchange chromatography
was performed on an Äkta Purifier (GE Healthcare, Chicago, IL, USA) with a DEAE Sephadex™
A-25 (GE Healthcare Bio-Sciences, (GE Healthcare, Chicago, IL, USA) column using a linear gradient
(0.1 M–1.0 M) of triethylammonium bicarbonate buffer (TEAB, pH 7.5). Reversed phase high pressure
liquid chromatography (RP-HPLC, Shimadzu, Kyoto, Japan) for the purification of compounds was
performed using a Shimadzu system having LC8a pumps and a Dynamax UV-1 detector (RP-HPLC,
Shimadzu, Kyoto, Japan). A VP 250/16 NUCLEODUR C18 HTec, 5 μm (Macherey-Nagel, D) column
and a gradient of acetonitrile in 50 mM TEAA buffer were used. All compounds purified by RP-HPLC
were obtained as their triethylammonium salts after repeated freeze-drying. NMR spectra were
recorded on Bruker Avance III 400 (1H: 400 MHz, 13C: 101 MHz, 31P: 162 MHz, Billerica, MA; USA)
spectrometer. The solvent signals were used as references and the chemical shifts converted to the TMS
scale and are given in ppm (δ). HR-ESI-MS spectra were recorded on a Bruker Daltronics microTOF II.
KlenTaq DNA polymerase was expressed and purified as described before. [16] T4 polynucleotide
kinase (PNK) was purchased from New England BioLabs (Ipswich, MA; USA). [γ-32P] ATP was
purchased from Hartmann Analytics (Braunschweig, Deutschland) and natural dNTPs from Thermo
Scientific (Waltham, MA, USA).

Synthesis of nucleoside triphosphate 2. To a solution of 18.9 μmol (10.3 mg) 5-(aminopentynyl)
-2′-deoxyuridinetriphosphate tetrabutylammonium salt (1) [16] in 1 mL DMF, 94.5 μmol (5 eq., 9.5 mg)
of NEt3 were added. In parallel, 37.8 μmol (2 eq, 11.2 mg) of 16- azidohexadecanoic acid, 94.5 μmol
(5 eq, 9.5 mg) NEt3 and 37.8 μmol HATU (2 eq., 14.4 mg) were dissolved in 1 mL DMF and stirred
for 30 min. Both mixtures were then combined and stirred at room temperature for additional 12 h.
The solvent was removed under reduced pressure and the residual oil was subjected to C18-RP-HPLC
(95% 50 mM triethylammonium acetate (TEAA) buffer to 100% MeCN). 2 was obtained in 58% yield as
determined by Nanodrop ND1000 spectrometer with ε (290 nm) = 13,300 M−1·cm−1. The compound
was diluted in MilliQ water and kept as a 10 mM stock solution at −20 ◦C.

Analysis of 2: 1H NMR (400 MHz, Methanol-d4) δ 8.01 (s, 1H, H-C(6)), 6.26 (t, 3J = 6.8 Hz, 1H,
H-C(1′)), 4.63–4.57 (m, 1H, H-C(3′)), 4.34–4.26 (m, 1H, H-C(5′a)), 4.23–4.17 (m, 1H, H-C(5′b)), 4.11–4.06
(m, 1H, H-C(4′)), 3.29 (t, 3J = 6.9, 2H, H-C(L16)-), 3.22 (q, 3J = 7.1, 17H, −CH2CH2CH2NH-, Et3N), 2.46
(t, 3J = 6.9 Hz, 2H, H-C(L2)), 2.32–2.25 (m, 2H, H-C(2′)), 2.1 (t, 3J = 7.5, 2H, −CH2CH2CH2NH-), 2.20
(t, 3J = 7.6 Hz, 2H, H-C(L2)), 1.79 (p, 3J = 6.8 Hz, 2H, −CH2CH2CH2NH-), 1.60 (p, 3J = 6.8 Hz, 4H,
H-C(L3+15)), 1.45–1.27 (m, 51H, H-C(4-14), Et3N). 31P NMR (243 MHz, Methanol-d4): δ = −10.44 (d,
2J = 20.5 Hz), −11.33 (d, 2J = 21.3 Hz), −23.72 (t, 2J = 21.3 Hz). HR-ESI-MS (m/z): [M − H]− = calcd:
827.2552; found: 827.2562.

Preparation of dT15LAMPTP. The split LAMP target sequence was ligated using T4 DNA ligase and
a splint oligonucleotide. 1 nmol of LAMP_TARGET_A and LAMP_TARGET_B (10 μM, Biomers.net)
were mixed with 2 nmol (20 μM) of the splint oligonucleotide in a total volume of 98 μL of 1× T4
ligase buffer provided by the manufacturer (NEB). The mixture was heated to 95 ◦C for 2 min and
slowly cooled down to 25 ◦C. Subsequently, 2 μL of T4 Ligase (800 U) were added and the reaction was
incubated at 16 ◦C overnight. The mixture was then diluted to 200 μL with MilliQ water and subjected
to 95 ◦C for 5 min. Ion-exchange HPLC was performed at 85 ◦C column temperature using 100 μL
of the solution on an analytical HPLC system with a semi-preparative Thermo Scientific™ Dionex™
DNAPac™ PA100 column and a gradient from IEX-HPLC buffer A (25 mM Tris-HCl, pH 8) to IEX-HPLC
buffer B (25 mM Tris-HCl, 0.5 M sodium perchlorate, pH 8). Peaks demonstrating an absorbance at
λ = 260 nm were collected and pooled in Amicon 4 centrifugal filters. After repeated washing with
MilliQ water, the ligated LAMP target was transferred to a 1.5 mL reaction tube and absorbance was
measured by NanoDrop ND-1000 spectrometry at 260 nm with ε (403 nm) = 1,752,400 M−1 cm−1.
To conjugate the 5′-DBCO labeled LAMP target with compound 2, the above generated oligonucleotide
was incubated with 10 eq of the nucleotide in 1× PBS (pH 7.4) overnight. IEX-HPLC and Amicon
purification were repeated to yield dT15LAMPTP.
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Primer extension (PEx) in solution with dT15LAMPTP. To 1× polymerase buffer (50 mM Tris-HCl,
16 mM ammonium sulfate, 2.5 mM magnesium chloride, 0.1% Tween 20, pH 9.2), 150 nM 5′-32P-labeled
primer and 200 nM template were added. The mixture was annealed at 95 ◦C for 5 min. Subsequently,
DNA polymerase was added (100 nM KlenTaq DNA polymerase) and the reaction was started by
addition of the dNTP (1 μM final concentration). Time points were collected by quenching 2 μL of
the reaction mixture with 10 μL stopping solution (80% v/v formamide, 20 mM EDTA, 0.025% w/v
bromophenol blue, 0.025% w/v xylene cyanol). Denaturing polyacrylamide gels (9%) were prepared
by polymerization of a solution of urea (8.3 M) and bisacrylamide/acrylamide (9%) in TBE buffer
using ammonium peroxodisulfate (APS, 0.08%) and N,N,N′,N′-tetramethylethylene-diamine (TEMED,
0.04%). Immediately after addition of APS and TEMED, the solution was filled in a sequencing gel
chamber (Bio-Rad) and left for polymerization for at least 45 min. After addition of TBE buffer (1×) to
the electrophoresis unit, gels were pre-warmed by electrophoresis at 100 W for 30 min and samples
were added and separated during electrophoresis (100 W) for approximately 1.5 h. The gel was
transferred to Whatman filter paper, dried at 80 ◦C in vacuo using a gel dryer, and exposed to an
imager screen. Readout was performed with a molecular imager FX.

LAMP assay in solution. To avoid contaminations, all LAMP reactions were pipetted with
Biosphere filter tips. The LAMP target used for the positive controls was pipetted with a second
pipette set. Initial LAMP reactions were performed according to the conditions reported by Tanner
and co-workers [9] with 8 U Bst 2.0 WarmStart® DNA Polymerase (NEB) DNA polymerase, 1× SYBR
I, 0.2/0.4/1.6 μM LAMP primers (outer/loop/inner), 10 nM 5′-DBCO LAMP target (positive control),
350 μM/dNTP, 65 ◦C in 1× isothermal amplification buffer (NEB) with 8 mM MgSO4. LAMP reactions in
optimized conditions were carried out using 200 μM dNTPs, 0.2/0.4/1.6 μM primers (outer/loop/inner),
1× SYBR I, 4 U of Isotherm2G DNA polymerase (myPOLS Biotec, Konstanz, Germany) and 0.1 nM
5′-DBCO LAMP target (positive control) in a total of 10 μL of 1× Isotherm2G buffer at 55 ◦C for
the indicated amount of time. Fluorescence of SYBR I was measured in 1 min intervals minute in a
Bio-Rad CFX384 Touch™ Real-Time PCR Detection System. Following the amplification, melting point
measurement was carried out with a gradient from 55 ◦C to 95 ◦C in 0.5 ◦C steps.

Primer extension (PEx) and LAMP assay using immobilized primers. Pierce Streptavidin coated
8-well strips (ThermoFisher, Waltham, MA, USA) were washed twice with 200 μL of 1× plate washing
buffer. Subsequently, 1 μL of 500 μM 5′-biotin BRAF primer in 100 μL 1× PBS buffer were added to
each well. After 15 min of incubation at room temperature, the primer solution was removed and
200 μL of 1 mM (D)-+-biotin in 1× PBS were added. After 5 min of incubation, the liquid was removed
and the wells were washed once with 200 μL of PBS buffer and twice with 200 μL of 1× KTq reaction
buffer. Following this, 50 μL of PEx reaction mixture (100 nM KlenTaq DNA polymerase, 200 nM
BRAF template, 200 nM dT15LAMPTP in a total of 50 μL 1× reaction buffer (50 mM Tris-HCl, 16 mM
ammonium sulfate, 2.5 mM magnesium chloride, 0.1% Tween 20, pH 9.2) were applied, the wells were
sealed with PCR foil seal and incubated at 55 ◦C (measured with a digital thermometer) in a shallow
water bath on a thermal block for 30 min. The supernatant was removed and the wells were washed
first twice with 100 μL 1× reaction buffer, then three times with 1× PBS buffer and finally rinsed for
2 min under a water tap with MilliQ water. All liquid was removed and the wells were finally washed
with 200 μL of 1× Isotherm2G DNA polymerase buffer. 50 μL of LAMP reaction mixture (200 μM
dNTPs, 0.2/0.4/1.6 μM primers (outer/loop/inner), 1× SYBR I, 4 U Isotherm2G DNA polymerase) were
employed in each well. For the positive control, 2 nM 5′-DBCO LAMP targets were added. The wells
were incubated at 55 ◦C for the primer extension. Amplification was stopped by rapidly cooling the
wells to 0 ◦C in an ice bath. Samples were instantly collected and run on a 2.5% agarose gel. The gel
was read out using GelRed staining under UV light on a Chemidoc™ XRS system (Bio-Rad, Hercules,
CA, USA).
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3. Results

Here, we describe an approach towards the simplification of LAMP reactions based on a
nucleoside-5′-O-triphosphate (dNTP) that is modified with a DNA strand serving as a LAMP target
(Figure 1).

 
Figure 1. Depiction of the approach explored in this study. A primer is immobilized on a solid support
via biotin-streptavidin interaction. After annealing of the template sequence, DNA polymerase and the
LAMP template-modified dNTP (dTLAMPTP) are added. After incubation, the unbound conjugate is
removed by repeated washing and the LAMP reaction mixture is added afterwards. Only in cases where
matched primer template duplexes are present (top), the LAMP reaction is expected to be positive.

The LAMP template-modified dNTP (dTLAMPTP) may be a substrate for DNA polymerases in
sequence selective primer extension reactions on solid support. Single nucleotide incorporation is
highly sequence selective [17,18] and allows discrimination of single nucleotide variations by the
mere difference of incorporation efficiencies of a matched versus mismatched nucleotide. In turn,
the immobilized LAMP template (green, Figure 1) can be targeted by strand displacement-proficient
DNA polymerases in LAMP reactions. This approach holds promise offering the advantage that—in
principle—with one single LAMP sequence an infinite number of targets can be analyzed without
tedious redesign of the LAMP sequence, since the immobilized primer strand (orange, Figure 1) is
responsible for the sequence selective capture of the target (blue, Figure 1).

The approach depicted above is based on the covalent connection of the LAMP template to a
nucleotide. A LAMP template, however, has to harbour six distinct binding sites in fixed spacing.
Typical sequences hence consist of around 200 or more nucleotides (nt), which vastly exceed the
oligonucleotide-modified nucleotides that have been reported for successful incorporation and which
were modified with up to 40 nucleotides [19]. We chose a LAMP template (sequence see Table 1) with
a 245 nt sequence taken from the genome of the Lambda phage [9,20]. The sequence was shortened
by 61 nucleotides in the middle area and split up into two halves with lengths of 91 nt and 93 nt.
For conjugation to the nucleotide, the oligonucleotide representing the 5′-end of the target sequence was
equipped with a 5′-dibenzocyclooctyne (DBCO) modification (Figure 2). The 3′-half of the sequence
was phosphorylated on its 5′-end to allow splint ligation with T4 DNA ligase, which was carried out at
16 ◦C in presence of two equivalents of a 30nt splint.
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Table 1. Employed DNA sequences.

LAMP Backward Inner Primer 5′-d (GAG AGA ATT TGT ACC ACC TCC CAC CGG GCA CAT AGC AGT CCT
AGG GAC AGT)

LAMP backward loop primer 5′-d (ACC ATC TAT GAC TGT ACG CC)

LAMP backward outer primer 5′-d (GGA CGT TTG TAA TGT CCG CTC C)

LAMP forward inner primer 5′-d (CAG CCA GCC GCA GCA CGT TCG CTC ATA GGA GAT ATG GTA GAG
CCG C)

LAMP forward loop primer 5′-d (CTG CAT ACG ACG TGT CT)

LAMP forward outer primer 5′-d (GGC TTG GCT CTG CTA ACA CGT T)

LAMP_Splint 5′-d (GGC TGG CTG TCC AGT GAG AGA ATT TGT ACC)

LAMP_Target_A
5′-DBCO-d (GGA CGT TTG TAA TGT CCG CTC CGG CAC ATA GCA GTC CTA

GGG ACA GTG GCG TAC AGT CAT AGAT GGT CGG TGG GAG GTG GTA
CAA ATT CTC TC)

LAMP_Target_B
5′-P-d (ACT GGA CAG CCA GCC GCA GCA CGT TCC TGC ATA CGA CGT

GTC TGC GGC TCT ACC ATA TCT CCT ATG AGC AAC GTG TTA GCA GAG
CCA AGC C)

5′-biotin BRAF primer 5′-biotin-d (TTT TTT TTT TTT TTT TTT TGA CCC ACT CCA TCG AGA TTT C)

BRAF template (DNA) 5′-d (TGC CTG GTG TTT GGG AGA AAT CTC GAT GGA GTG GGT C)

 
Figure 2. Synthesis of LAMP template-conjugated dT15LAMPTP. Left: reaction conditions: 1, DMF,
HATU, Et3N, rt, 12 h; right: the two modified halves of the LAMP template are ligated by splint
ligation with T4 DNA ligase yielding a 5′-DBCO-modified 184mer. The click reaction between the
azide-functionalized nucleotide and the LAMP template is carried out in PBS buffer at room temperature
12 h and the product is purified by ion-exchange HPLC.

To react with the 5′-DBCO modified oligonucleotide that harbors the LAMP sequence,
an azide-functionalized nucleotide was prepared starting from the known dTTP analog 1 (Figure 2) [16].
We chose a linker length that has been demonstrated before to be suitable for appending large
“cargo” to dNTPs without greatly compromising DNA polymerase activity [19]. Employment of
16-azidohexadecanoic acid [21], HATU, and Et3N in DMF yields compound 2. Conjugation of 2 and
the LAMP template by strain-promoted 1,3-dipol cycloaddition (SPAAC) [22] was achieved in PBS
buffer and the product dT15LAMPTP was purified by ion exchange HPLC and centrifugal filtration.

Next, primer extension experiments were conducted with dT15LAMPTP in comparison with natural
dTTP and the dTTP derivative 2 with KlenTaq DNA polymerase using a template containing the B
type raf kinase (BRAF) T1796A point mutation, which is strongly associated with carcinogenesis [23].
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After incubation, samples of the primer extension (PEx) reaction were quenched and analyzed
by denaturing polyacrylamide gel electrophoresis (PAGE). For dTTP, the expected shift for single
nucleotide incorporation (Figure 3) was observed.

 

Figure 3. Primer extension experiment employing the dT15LAMPTP. (A) The LAMP target sequence,
KlenTaq DNA polymerase, natural dTTP and compound 2 drawn to scale. (B) Partial sequence of
the incorporation site in the BRAF sequence context and the three different nucleotides used in this
experiment. (C) PEx experiment with KlenTaq DNA polymerase at 55 ◦C with 1 μM dT15LAMPTP. P:
Primer, 1: dTTP, 1 min, 2: dTTP, 30 min; 3: Compound 2, 1 min, 4: Compound 2, 30 min; 5: dT15LAMPTP,
1 min, 6: dT15LAMPTP, 30 min; M: Marker.

Processing of compound 2 and incorporation of the respective modified nucleotide into the
nascent DNA strand led to a pronounced shift of the product by PAGE analysis due to the long alkyl
chain-modification impeding migration through the gel matrix. Finally, the usage of dT15LAMPTP led to a
very pronounced shift of the product in PAGE analysis, similar to that observed when protein-conjugated
nucleotides and shorter oligonucleotide-conjugated nucleotides were used [19,21,24–26]. The band
corresponding to the LAMP sequence-conjugated nucleotide runs at approx. 225 nt, which is consistent
with the combined size of the 21-mer primer, the 184 nt LAMP sequence, and the connecting alkyl linker.
Therefore, not only was the conjugation between the LAMP sequence and the nucleotide confirmed,
but it was also shown that this DNA polymerase is able to incorporate nucleotides equipped with
ssDNA, being considerably longer than the sequence context used for incorporation.

With the LAMP target-modified nucleotide dT15LAMPTP in hand, the LAMP reaction itself was
optimized. The assay was conducted as reported in the original publication with Bst 2.0 DNA
polymerase, 350 μM for each dNTP, and 0.2/0.4/1.6 μM primers (outer/loop/inner, respectively) at
65 ◦C and monitored by real-time SYBR green I fluorescence detection [9]. Using these conditions,
the positive control containing 10 nM of the ligated LAMP target was amplified at a cycle quantification
value (Cq) of 15.4, but all non-template controls (NTC) showed a similar amplification ranging from
Cq 26.4 to 46.6 (Figure 4A). To ensure that this behavior was not caused by a contamination with
LAMP target, the experiment was repeated several times with freshly prepared reagents. However,
amplification within non-template controls was persistent in all runs. Similar issues were reported in
other studies with false positive amplification in LAMP assays [14,15].
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Figure 4. Real-time monitoring of the LAMP with SYBR green I using dT15LAMPTP. (A) LAMP Assay
using the conditions reported by Tanner et al. [9] with Bst 2.0 DNA polymerase at 65 ◦C, 0.2/0.4/ 1.6 μM
outer/loop/inner primers, 8 mM MgSO4 and 350 μM dNTP each. (B) Optimized conditions with
Isotherm2G DNA Polymerase at 55 ◦C, 0.2/0.4/1.6 μM outer/loop/inner primers, 2 mM MgSO4 and
200 μM dNTP each.

To overcome these issues, a screening for appropriate LAMP conditions was carried out including
different DNA polymerases, incubation temperatures, primer ratios and concentrations of dNTPs,
Mg2+, SYBR green I and betaine. In the end, the assay conditions were changed to Isotherm2G DNA
polymerase, 55 ◦C reaction temperature, 200 μM dNTP each with SYBR green I and remaining primer
concentrations at their original levels (0.2/0.4/1.6 μM outer/loop/inner primer). Primers were denatured
prior to the addition to the master mix in order to minimize the effect of primer dimers or the presence
of any self-primed secondary structure. With the optimized conditions, 0.1 nM of the ligated LAMP
target were detected at Cq 28 with no to minimal false positive reactions, which was amplified at
sufficiently delayed time points (Cq 51, Figure 4B).

Having optimized the LAMP conditions, we next investigated immobilized primers in a primer
extension of the LAMP target-modified nucleotide and subsequent LAMP reaction. Therefore, we used
streptavidin coated 8-well plates as the solid phase to immobilize biotin-modified primer strands.
The wells were first incubated with 5′ biotinylated primer in PBS and subsequently blocked with biotin.
After several washing steps, 50 μL of primer extension reaction mixture containing 100 nM KlenTaq
DNA polymerase, 1 μM dT15LAMPTP, and 200 nM BRAF template was added (Figure 5, lane 1).

Figure 5. LAMP detection of DNA targets. A PEx reaction employing dT15LAMPTP and KlenTaq DNA
polymerase was performed on an immobilized primer in the presence or absence of the matched PEx
template. Subsequently, the wells were washed and a LAMP reaction mixture was added. Samples of
each well were taken and analysed on a 2.5% agarose gel. Picture colours were inverted to improve
contrast. 1: 200 nM (10 pmol) matched BRAF template, 2: no BRAF template, 3: 200 nM BRAF template
but natural dTTP instead of dT15LAMPTP, 4: no PEx reactions but LAMP reaction spiked with LAMP
target sequence as a positive control, M: marker.
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Controls were set up without a BRAF template (lane 2) or with dTTP instead of the LAMP target
modified nucleotide dT15LAMPTP (lane 3). Following 30 min of incubation at 55 ◦C, the reaction mixture
was removed. After the plates were washed intensively with 1× KlenTaq reaction buffer, PBS buffer,
MilliQ water and 1× Isotherm2G reaction buffer, the LAMP reaction mixture was applied. Furthermore,
an additional sample (Figure 5, lane 4) was treated equally as the other samples, but incubated in
KlenTaq reaction buffer instead of a primer extension reaction mixture. Here, the LAMP reaction was
spiked with 2 nM of LAMP target to serve as a positive control. The LAMP reaction was incubated
at 55 ◦C for 20 min and stopped by rapid cooling of the plates in ice water. Samples were taken and
directly subjected to analysis by agarose gel electrophoresis. Upon agarose gel electrography analysis,
a ladder-like pattern of bands was observed for the positive reaction (Figure 5, lane 1). The pattern is
consistent with the positive control in well 4, which proves the specific amplification starting from
the LAMP target. No amplification was observed for both negative controls analysed in lanes 2 and
3. Hence, a LAMP reaction can be utilized to detect the presence of a PEx template using the LAMP
target-conjugated dTTP derivative dT15LAMPTP.

4. Conclusions

In summary, a shortened LAMP target sequence derived from the genome of the Lambda phage
was generated and conjugated to an azide-functionalized dTTP derivative via click chemistry to yield
dT15LAMPTP. Primer extension experiments with the LAMP conjugate revealed that KlenTaq DNA
polymerase is able to incorporate the modified nucleotide into a primer strand in spite of the length of
the attached oligonucleotide. Next, dT15LAMPTP was employed in primer extension reactions in solid
phase in which the modification, if covalently connected to the primer, served as a reporter for the
presence of the template in the primer extension reaction. Indeed, we found that amplification starting
from the immobilized LAMP template was only observed if the template for the preceding primer
extension was present in the reaction due to processing of dT15LAMPTP. Thus, the results demonstrate
proof-of-concept that the robustness and simple setup of primer extension-based assays with the
rapid and sensitive amplification of LAMP is feasible. The herein depicted results might advance and
simplify LAMP-based applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/2624-8549/2/2/490\T1\
textendash498/s1, Figure S1: Nucleic acid amplification by LAMP. The two inner primers (green in Step I and
orange in Step II) comprise of a site complementary to a sequence in the target oligonucleotide and a 5′ overhang
that is complementary to a site within the elongated primer (F1c, B1c). After the inner primer is elongated, the
outer primer (black) binds upstream of the inner primer at the target sequence and its elongation by the strand
displacement DNA polymerase releases the prolonged inner primer (Step I). The procedure is then repeated at
the other side of the released, elongated inner primer (Step II), generating a new sequence that is similar to the
target sequence, but instead of the outer primer binding site, it is now on both sides equipped with a sequence
complementary to an area inside the oligonucleotide (orange, Step III). Annealing of these complementary
sequences will lead to a dumb bell-like structure in which first, the self-primed 3′ end is elongated by the DNA
polymerase to open the dumb bell-end on the other side and second, the annealing and elongation of new inner
primer releases the stem-loop generated in the first step (Step IV). Thus, a new self- primed 3′-end is formed with
which the cycle of self-primed elongation and release by an inner primer is continued. In the end, a mixture of
stem-loop like DNA concatemers and cauliflower-like structures with various repeat counts are obtained (Step V).
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Abstract: Deaza-epothilone C, which incorporates a thiophene moiety in place of the thiazole
heterocycle in the natural epothilone side chain, has been prepared by semisynthesis from epothilone
A, in order to assess the contribution of the thiazole nitrogen to microtubule binding. The synthesis
was based on the esterification of a known epothilone A-derived carboxylic acid fragment and a
fully synthetic alcohol building block incorporating the modified side chain segment and subsequent
ring-closure by ring-closing olefin metathesis. The latter proceeded with unfavorable selectivity and
in low yield. Distinct differences in chemical behavior were unveiled between the thiophene-derived
advanced intermediates and what has been reported for the corresponding thiazole-based congeners.
Compared to natural epothilone C, the free energy of binding of deaza-epothilone C to microtubules
was reduced by ca. 1 kcal/mol or less, thus indicating a distinct but non-decisive role of the thiazole
nitrogen in the interaction of epothilones with the tubulin/microtubule system. In contrast to natural
epothilone C, deaza-epothilone C was devoid of antiproliferative activity in vitro up to a concentration
of 10 μM, presumably due to an insufficient stability in the cell culture medium.

Keywords: binding affinity; epothilones; deaza-epothilone; microtubules; structure-activity
relationship; thiophene

1. Introduction

Epothilones A and B (Epo A and B) (Figure 1) are 16-membered, polyketide-derived macrolides
that were discovered in 1987 by Reichenbach et al. in the context of a screening for new antifungal
agents from the soil-dwelling myxobacterium Sorangium cellulosum Soce 90 [1,2]. A number of closely
related, but less prevalent polyketides, like epothilones C (Epo C) and D (Epo D) were later identified
in larger scale fermentations of S. cellulosum [3].

 

Figure 1. Molecular structures of natural epothilones A–D (Epo A–D).
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Epo A and B were subsequently found to be highly cytotoxic in the 60-cell line panel of the
National Cancer Institute, although the mechanistic underpinnings of this effect remained unknown at
the time [4]. Interest in epothilones then surged in 1995, when Bollag et al. demonstrated that Epo A

and B were new microtubule-stabilizing agents and, thus, inhibited cell proliferation by a taxol-like
mechanism [5]. At the time of discovery of their mode of action, Epo A and B were the only non-taxane
compound class known to stabilize microtubules, but in contrast to taxol they retained almost full
activity (i.e., IC50 values in the nM range) against multidrug-resistant cancer cells expressing the
P-glycoprotein efflux pump or harboring tubulin mutations [6,7].

Numerous total syntheses of natural epothilones have been reported in the literature, and these
efforts have been reviewed extensively [8–13]. Based on the chemistry developed in the context
of the total synthesis work, hundreds of synthetic analogues of epothilones have been prepared
for structure-activity relationship (SAR) studies and with the objective to deliver compounds with
an improved overall pharmacological profile [14,15]. In addition, semisynthetic approaches have
been pursued to explore the epothilone-like structural space, in particular by Höfle and co-workers.
(This work is summarized in ref. [16]). The most important semisynthetic epothilone derivative
is the Epo B lactam ixabepilone, which is approved by the FDA (under the tradename Ixempra®)
for the treatment of metastatic or locally advanced breast cancer [17]. At least eight additional
epothilone-type agents have been advanced to clinical trials in oncology, including the natural product
Epo A [14,15], and Epo D has also been investigated in Phase I clinical trials for Alzheimer’s disease [18].
The development of most of these compounds has been discontinued (including the development of
Epo D for Alzheimer’s disease), but an analog termed utidelone (or UTD1) is currently being studied
in Phase III clinical trials against breast cancer (in combination with capecitabine) [19].

While numerous side chain-modified epothilone analogs have been investigated as part of
comprehensive SAR studies [15,16], a specific question that has been addressed only indirectly relates
to the importance of the N-atom in the thiazole ring for microtubule binding and cellular potency.
Thus, Nicolaou and co-workers have shown that among the three possible pyridyl-Epo B variants
(Figure 2), the isomer with the N-atom in the position ortho to the vinyl linker between the pyridine
ring and the macrolactone core (i.e., o-Pyr-Epo B) is the most potent with regard to both the promotion
of tubulin polymerization and the inhibition of cancer cell growth in vitro [20]. At the same time,
the meta and para isomers (m-Pyr-Epo B and p-Pyr-Epo B, respectively) still retained a significant
tubulin-polymerizing capacity, which reflects the ability of a compound to stabilize microtubules.

 

Figure 2. Molecular structures of the three possible pyridyl-Epo B variants and of phenyl-Epo D.

Nicolaou’s data were in line with the results of an earlier study by Danishefsky and co-workers
who had reported the phenyl-based Epo D analog Ph-Epo D (Figure 2) to be a potent inducer of
tubulin polymerization, albeit to a lower extent than the natural product Epo D itself [21]. These data
suggested that the presence of a heterocyclic N-atom next to the vinyl linker moiety in epothilone
analogs is required for maximum induction of tubulin assembly and, consequently, for the inhibition of
cancer cell proliferation. However, neither of the above studies included a quantitative assessment of
the microtubule-binding affinity of the analogs investigated. In this context, it needs to be recognized
that the assessment of tubulin polymerization induction is useful for the unequivocal identification of
compounds with poor tubulin assembly properties, but is less suited for the high-resolution quantitative
differentiation between potent assembly inducers. In our own work, we have demonstrated that the
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microtubule-binding affinities of quinoline-based epothilone analogs (Figure 3) [22] that incorporate the
side chain N-atom in the “natural” position (i.e., m-Quin-Epo B and m-Quin-Epo D) are ca. one order
of magnitude higher than those of the corresponding regioisomers p-Quin-Epo B and p-Quin-Epo D,
respectively (Kb’s of 92 × 107 and 88 × 107 for m-Quin-Epo B and m-Quin-Epo D, respectively,
vs. 6.9 × 107 and 6.1 × 107 for p-Quin-Epo B and p-Quin-Epo D). Quite intriguingly, and for reasons
not understood, the difference in the microtubule-binding affinity between m-Quin-Epo D and
p-Quin-Epo D translates into a corresponding difference in the cellular activity, while the epoxides
m-Quin-Epo B and p-Quin-Epo B are virtually equipotent (and highly active).

 

Figure 3. Molecular structures of quinoline-derived epothilone analogs.

While our data for quinoline-based epothilone analogs seem to re-enforce the conclusions derived
from the earlier studies by Nicolaou and Danishefsky on pyridyl- and phenyl-based epothilone
analogs, respectively, they need to be interpreted with some care, in light of the significant overall
modification of the side chain vs. natural epothilones. Finally, the recent X-ray crystal structure of a
tubulin-Epo A complex [23] invokes a hydrogen bond between the thiazole nitrogen and the side chain
hydroxy group of βThr297. Overall, the available experimental data suggest that the presence of a
properly positioned heterocyclic N-atom in side chain-modified epothilone analogs is required, in order
to maximize interactions with the tubulin/microtubule system. At the same time, the magnitude
of the effect associated with the simple removal of this nitrogen from the natural side chain, quite
surprisingly, has never been assessed. We have thus been interested for some time in the synthesis of a
thiophene-containing analog of a natural epothilone and the determination of its microtubule-binding
affinity in comparison with the natural parent structure. In this paper, we describe the results of
these efforts.

2. Materials and Methods

Detailed protocols for the synthesis of new compounds and the associated analytical data can be
found in the Supplementary Materials.

3. Results and Discussion

3.1. Synthesis of Deaza-Epo C (5)

The initial synthetic target of our work was deaza-Epo A (1), which we planned to access
from ketone 2 by means of the Wittig or Horner–Woodsworth–Emmons (HWE) reaction (Scheme 1).
Ketone 2 can be accessed from Epo A by TMS-protection and ozonolysis [24]; and its conversion into
TMS-protected 3 via the transformation of the ketone moiety into the corresponding vinyl boronic acid,
followed by iodination and Stille coupling, had been described earlier by Höfle and co-workers [25].
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However, no experimental protocols for this reaction sequence are provided in ref. [25], and no
yields are reported for the iodination and Stille coupling steps. On the other hand, we had been
successful ourselves in the elaboration of ketone 2 into epothilone A analogs bearing modified thiazole,
pyrimidine or pyridine moieties in place of the natural thiazole heterocycle by means of HWE chemistry
(Hauenstein & Altmann, unpublished experiments; see also refs. [26,27]). Unfortunately, the attempted
HWE coupling of 2 with phosphonate 4 did not yield any of the desired olefin (Scheme 1).

 

Scheme 1. Reagents and conditions: a) nBuLi, −78 ◦C to RT, 0%.

In light of a previous report by Höfle and co-workers, who had been unable of convert 2 into
phenyl-Epo A or to reconstruct Epo A from 2 by a variety of olefination methods [24], we did not
further pursue the direct elaboration of 2 into 1. Instead, we turned our attention to a different aspect of
the chemistry of Epo A that had been unveiled by Höfle’s work on semisynthetic epothilone derivatives
and that involves the targeted removal of the C13–C15 segment of the macrocycle to generate acid
8 [28] (Scheme 2). The latter was then to be esterified with alcohol 7, and the resulting diene would be
cyclized by ring-closing olefin metathesis (RCM) in analogy to previous work on the total synthesis of
Epo A [29–31]. Deprotection would then yield deaza-Epo C (5).

 

Scheme 2. Retrosynthesis of deaza-Epo C (5).

When elaborating this strategy, we were cognizant of the fact that the conversion of the Epo C

analog 5 into 1 might be impaired by the competing epoxidation of the C16–C17 double bond, which is
more nucleophilic than in Epo C, and/or oxidation at sulfur [32]. At the same time, we also felt that our
question about the effects of the removal of the thiazole nitrogen could be addressed by comparing the
microtubule-binding affinity of 5 with that of Epo C, as the latter had also been reported to be a potent
inducer of tubulin polymerization [33] (although no microtubule binding data for the compound exist
in the literature).

In the forward direction, the synthesis of acid 8 commenced with the deoxygenation of Epo A

with 3-methylbenzo[d]thiazole-2(3H)-selenone (10), prepared according to Calo and co-workers by
refluxing methylbenzothiazolium iodide and elemental selenium in pyridine [34] (Scheme 3).
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Scheme 3. Reagents and conditions: a) 10, TFA, DCM, 6 h, RT, 43%; b) Hoveyda–Grubbs-II cat., DCM,
20 h, RT, 61%; c) i) 2,6-lutidine, DCM, 10 min, RT, ii) TBSOTf, 5 min, 110 ◦C, microwave; d) LiOH, H2O,
iPrOH, 5 min, 150 ◦C, microwave, 61% over two steps.

The deoxygenation reaction gave Epo C in highly variable yields, due to incomplete conversion
and the formation of an unknown side product that was difficult to remove. It was found eventually,
however, that the subsequent ring-opening reaction proceeded equally well without the prior removal
of this impurity, thus obviating the need for the tedious purification of the intermediate Epo C.
The ring-opening of the macrocycle with ethylene in the presence of the Grubbs–Hoveyda II catalyst
furnished diene 9 (as described [28]), which was converted into acid 8 by sequential treatment with
TBSOTf and LiOH at elevated temperature under microwave conditions in 61% overall yield.

The synthesis of alcohol 7 started from 3-thienylmethanol (11), which was TBS-protected;
deprotonation of TBS-ether 12 with nBuLi (1.1 equiv) and reaction with a two-fold excess of MeI
then provided TBS-ether 13 in 62% yield (Scheme 4). The deprotection of 13 with TBAF, followed by
oxidation of the ensuing free alcohol under Swern conditions, afforded the desired aldehyde 15 in 71%
overall yield. The Wittig reaction of 15 with 16 then delivered homologated aldehyde 17 (71% yield).

 

Scheme 4. Reagents and conditions: a) TBSCl, imidazole, DMF, 5 h, 45 ◦C, quant.; b) nBuLi, MeI, THF,
18 h, −35 ◦C to RT, 62%; c) TBAF, THF, 3 h, RT; d) oxalyl chloride, DMSO, DCM, NEt3, 2 h, −78 ◦C to RT,
71% (2 steps); e) 16, benzene, 23 h, 103 ◦C, 71%; f) 18, dibutylboron triflate, DIPEA, DCM, 4 h, −78 ◦C to
0 ◦C, 51%; g) TBSCl, imidazole, DMF, 4.5 h, 45 ◦C, 79%; h) DIBAL-H, DCM, 2 h, −78 ◦C, 80%; i) 22,
NaHMDS, THF, 2 h, −78 ◦C, 88%; j) TBAF, THF, 5 h, 0 ◦C to RT, 94%.

263



Chemistry 2020, 2, 499–509

The reaction of 17 with the dibutylboron enolate of acetylsultam 18, obtained by the successive
treatment of the latter with dibutylboron triflate and DIPEA [22,35], proceeded with only moderate
selectivity, to afford a ca. 2:1 mixture of aldol products, in favor of the desired isomer 19 [36]. Preparing
the dibutylboron triflate in situ from triethylborane and trifluoromethanesulfonic acid did not lead to
an improved dr. Although tedious, isomer separation was possible by column chromatography, and 19

was finally obtained as a single isomer in 51% yield; the latter was then protected as its TBS-ether 20.
The reductive cleavage of the auxiliary with DIBAL-H, followed by Julia−Kocienski olefination of
the ensuing aldehyde 21 with sulfone 22 and subsequent TBS-deprotection, gave homoallylic alcohol
7 in ca. 8.5% overall yield for the 10-step sequence from 3-thienylmethanol (11). The attempted
Wittig olefination of aldehyde 21 with methyltriphenylphosphonium bromide in combination with
various bases had been found previously to induce the elimination of TBSOH (Cintulová & Altmann,
unpublished).

The esterification of alcohol 7 with acid 8 under Yamaguchi conditions [37] at RT furnished diene
6 in moderate but acceptable yields of 44%−65% (Scheme 5).

 

Scheme 5. a) Reagents and conditions: NEt3, 2,4,6-trichlorobenzoyl chloride (TCBC), DMAP, 3 h, RT,
44%–65%; b) Grubbs II cat., toluene, 40 ◦C, 17%.

A series of screening experiments was then performed on an analytical scale to identify the best
conditions for the crucial ring-closure reaction, including a range of solvents (DCM, benzene, toluene,
THF) and different metathesis catalysts (Grubbs I and II, Hoveyda−Grubbs II, Grubbs III) [38].
Not unexpectedly, the reaction under all conditions investigated suffered from low selectivity;
low selectivity has also been reported for the RCM of bis-TBS-protected Epo C with the Grubbs
I catalyst [29–31]). However, in contrast to the latter, which delivered the E/Z isomeric mixture of
macrocycles in high yield, diene 6 appeared to be of limited stability under the reaction conditions and/or
to be consumed by alternative reaction pathways. Overall, the screening experiments, unfortunately,
did not provide consistent guidance on how to maximize the yield of the desired macrocycle 23.
Ultimately, the reaction was conducted with 0.1 equiv. of Grubbs II catalyst in toluene at 40 ◦C and
quenched before complete conversion of the starting material. On a 20 mg scale, these conditions
provided 3.5 mg of slightly impure 23 (17%) together with 6.9 mg (33%) of the corresponding 12,13-E
isomer. When the reaction was carried out for 3 h at reflux, the E isomer of 23 was obtained in 51%
isolated yield.

The difficulties with the RCM of diene 6 were then further aggravated by the fact that no conditions
could be identified that would have allowed for the clean deprotection of 23, including conditions
that have been employed successfully in the deprotection of bis-TBS-protected Epo C [29–31]. These
findings, which point to a distinct instability of 23 (or 5) compared to (protected) Epo C, called for a
change to a protecting group more easily removable than TBS. An obvious candidate that would meet
this requirement was the TMS group and we felt that the corresponding acid 8a (Figure 4) could be
readily available from 9 in analogy to the preparation of 8, by simply substituting TMSOTf for TBSOTf.
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Figure 4. Molecular structures of acid 8a.

Unfortunately, the treatment of 9 with TMSOTf under a variety of conditions did not lead
to complete conversion to the bis-TMS ether 8a, even if a large excess of TMSOTf was employed
(up to 75-fold); in addition, the retro aldol cleavage of the C3−C4 bond was frequently observed as
a side reaction [39]. The purification of acid 8a by silica gel chromatography was possible to some
extent, but was complicated by the limited stability of the compound under the chromatographic
conditions. In contrast to 8a, mono-TMS-ether 26 (Scheme 6) could be obtained in 53% yield after
column chromatography, when TMSOTf and 2,6-lutidine were premixed in DCM before the addition of
9 to the reaction mixture (Scheme 6). While the use of 26 presented its own problems in the subsequent
esterification step (vide infra), sufficient quantities of this material could be produced to complete the
synthesis of the target structure.

 

Scheme 6. Reagents and conditions: a) TMSOTf, 2,6-lutidine, DCM, 1.5 h, 0 ◦C to RT, 53%; b) 7, TCBC,
NEt3, THF, DMAP, 2 h, 0 ◦C to RT, 39% for the 2:1 mixture (not separated) of 26 (26%) and 27 (13%);
c) Grubbs I cat., toluene, RT, 18 h, 13% (28) and 19% (29); d) PPTS, EtOH, 0 ◦C, 90 min, 67%.

Thus, the reaction of 26 with 7 under Yamaguchi conditions gave the desired ester 26 and the
dimeric structure 27 [40] in a ca. 2:1 ratio and with an overall yield of 39%. The separation of 26 and
27 was possible, if tedious, but was better performed after the RCM step. Intriguingly, two attempts
at the Yamaguchi esterification of doubly TMS-protected acid 8a only led to slow decomposition,
with alcohol 7 being recovered in almost quantitative yields.

RCM with 60 mg of the 2:1 mixture of 26 and 27 with Grubbs I catalyst gave 4.5 mg (13%) of
Z-product 28 and 6.6 mg (19%) of E-isomer 29 after two preparative RP-HPLC runs. Furthermore,
6.9 mg (19%) of diene 26 were recovered; no other products were characterized. The configurational
assignment of the C12–C13 double bond in 28 and 29 was based on J coupling constants obtained via
NMR decoupling experiments. For Z-product 28, a coupling constant of 10.9 Hz was determined, while
E-isomer 29 showed a coupling constant of 15.3 Hz (see the Supporting Material). With the protected
macrocycle in hand, removal of the TMS moiety was then attempted with citric acid (MeOH, RT, 12 h),
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as this had proven successful for other TMS-protected epothilone analogs [27]; however, the mass of 5

was not detected in the reaction mixture, and RP-HPLC indicated the formation of multiple products.
In contrast, the final deprotection of 28 with PPTS in EtOH gratifyingly afforded deaza-Epo C (5) in
67% yield after HPLC purification (Scheme 6).

3.2. Biochemical and Cellular Assessment

With deaza-Epo C (5) in hand, we assessed the binding of the compound to cross-linked
microtubules at different temperatures in comparison with natural Epo C. As can be seen from the
data presented in Table 1, for temperatures up to 35 ◦C, the binding constant of deaza-Epo C (5) for
microtubules is ca. 4-fold to 6-fold lower than that of Epo C, corresponding to a free energy difference
ΔΔG of ca. 0.7 kcal/mol to 1 kcal/mol. Thus, the loss in binding free energy incurred by the replacement
of the thiazole nitrogen in Epo C by a CH group is rather modest and appears to be comparable with
the loss in binding energy observed upon removal of the epoxide oxygen from Epo A (to form Epo C)
(Table 1) or the Epo B→Epo D transformation [41]. The difference appears somewhat less pronounced
than for the quinoline-based Epo D analogs o-Quin-Epo D and p-Quin Epo D (Figure 3), where the
difference in binding constants is >10-fold; however, the differences are small and should not be
overinterpreted. At the same time, the data for the quinoline-based epothilones depicted in Figure 3
suggest that the difference in binding free energy observed here between Epo C and deaza-Epo C (5)
can most likely be extrapolated to epothilones A, B and D and their corresponding deaza analogs.
For temperatures above 35 ◦C, a marked drop in the microtubule-binding affinity of deaza-Epo C (5)
was observed (Kb of 5 × 105 at 42 ◦C); the effect is significantly more pronounced than for Epo C (Kb of
88 × 105 at 42 ◦C). The cause for this behavior is unclear at this point, but may be related to the limited
chemical stability of the compound 5 at higher temperatures (vide infra).

Table 1. Binding constants of deaza-Epo C (5), Epo C and Epo A for stabilized microtubules. 1

Compound Kb [107 M−1]

26 ◦C 30 ◦C 35 ◦C
5 0.39 ± 0.03 0.33 ± 0.02 0.37 ± 0.05

Epo C 1.46 ± 0.33 1.19 ± 0.15 1.93 ± 0.27
Epo A 2 7.48 ± 1.00 5.81 ± 1.08 3.63 ± 0.51

1 Association constant Kb with glutaraldehyde-stabilized microtubules at different temperatures, determined as
described in ref. [42]. Numbers are average values from three independent experiments ± standard deviation.
2 From ref. [41].

Epothilone analogs with similar Kb’s as deaza-Epo C (5) have been reported to exhibit sub-μM
antiproliferative activity [26], and it was, therefore, surprising that 5 showed no growth inhibition of
the human cancer cell lines MCF7 (breast) or A549 (lung) up to a concentration of 10 μM. In contrast,
and as expected from the literature, Epo C inhibited the growth of MCF7 and A549 cells with IC50

values of 9 nM and 103 nM, respectively [33]. These findings triggered experiments on the stability of
5 in cell culture medium, which revealed that the compound was degraded with a half-life of less than
2 h; this is significantly lower than the half-life of Epo C under identical conditions (see the Supporting
Material). Due to limitations in the sensitivity of the analytical system, the experiments had to be
carried out at a 100 μM concentration, which is 10-fold higher than the highest concentration tested in
the growth inhibition experiments. While our stability data, thus, are largely qualitative in nature,
they do indicate that the limited stability of deaza-Epo C (5) in cell culture medium may contribute to
the lack of cellular potency.

4. Conclusions

Deaza-epothilone C (5), which incorporates a thiophene heterocycle in place of the thiazole
moiety in natural epothilones, has been prepared by semisynthesis from epothilone A. The synthesis
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of building blocks 8 (from epothilone A) and 7 (from 3-thienylmethanol) was accomplished with
reasonable efficiency; the synthesis of the alternatively protected acids 8a and 23 proved to be more
difficult. Likewise, the elaboration of these building blocks into deaza-epothilone C was hampered
by significant difficulties, which (partly) reflect distinct differences in the chemical behavior between
the thiophene-containing intermediates and their thiazole-derived congeners. As a consequence,
deaza-epothilone C (5) was obtained from 7 in only 2.3% overall yield (three steps). Nevertheless,
sufficient material could be procured to assess the binding of 5 to microtubules and its cellular activity.
While the replacement of the thiazole nitrogen by a simple CH group causes a drop in the the free
energy of binding of 5 relative to epothilone C, in agreement with structural data for the tubulin/Epo A

complex and also previous (binding) data for quinoline-based epothilone analogs, the magnitude of
the decrease (between 0.7 and 1 kcal/mol) is rather modest. Thus, the data indicate that, in principle,
thiophene-derived analogs of epothilone A or B (or macrocycle-modified variants thereof) should
be high-affinity microtubule binders. However, high-affinity microtubule-binding of such analogs
may not translate into potent cellular activity, as indicated by the reduced stability (compared to
epothilone C) and lack of cellular activity observed for deaza-epothilone C (5). At the same time,
stability may be enhanced by appropriate modification of the thiophene ring (e.g., by the replacement
of the methyl group by a quasi-isosteric electron-withdrawing chlorine atom). These questions will
have to be clarified in future experiments.
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