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Preface to ”Rainfall Infiltration Modeling”

Rainfall infiltration plays a fundamental role within the hydrologic cycle. The spatiotemporal

evolution of the infiltration rate under natural conditions cannot currently be deduced by direct

measurements at any scale of interest in applied hydrology and, therefore, the use of infiltration

modeling is of crucial importance in allowing it to be described through measurable quantities.

In spite of continuous developments in infiltration modeling, the estimate of infiltration at different

spatial scales, i.e., from the local to watershed scales, is a complex problem because of the natural

spatial variability of both soil hydraulic characteristics and rainfall. For many years, research activity

has been limited to the development of local or point infiltration models for vertically homogeneous

soils. However, in addition to deepening this modeling, other interesting open problems should be

addressed, including the modeling of point infiltration into vertically non-uniform soils, infiltration

over horizontal heterogeneous areas, and infiltration into soil surface with significant slopes.

The main objective of this Special Issue concerning the rainfall infiltration modeling is to put together

updated and original contributions on this topic as a basic element to emphasize the critical points

that require substantial research development. This Special Issue consists of 10 papers, including a

review paper focused on rainfall infiltration modeling, which retraces some important milestones

that led to the definition of basic mathematical models both at the local and field scale. In the

same paper, some open problems involving the vertical and horizontal inhomogeneity of the soils

are explored, while rainfall infiltration modeling over surfaces with significant slopes is considered.

In the remaining papers, a wide range of topics and research questions is discussed. More specifically,

a new conceptual model for slope infiltration and the effect of wastewater in the infiltration process

has been developed, along with different recharge models and original sensitivity analyses in the field

of groundwater.

Renato Morbidelli, Carla Saltalippi, Alessia Flammini

Special Issue Editors
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Abstract: Infiltration of water into soil is a key process in various fields, including hydrology,
hydraulic works, agriculture, and transport of pollutants. Depending upon rainfall and soil
characteristics as well as from initial and very complex boundary conditions, an exhaustive
understanding of infiltration and its mathematical representation can be challenging. During the
last decades, significant research effort has been expended to enhance the seminal contributions
of Green, Ampt, Horton, Philip, Brutsaert, Parlange and many other scientists. This review paper
retraces some important milestones that led to the definition of basic mathematical models, both at
the local and field scales. Some open problems, especially those involving the vertical and horizontal
inhomogeneity of the soils, are explored. Finally, rainfall infiltration modeling over surfaces with
significant slopes is also discussed.

Keywords: hydrology; infiltration process; local infiltration models; areal-average infiltration models;
layered soils

1. Introduction

Brutsaert [1] offers a concise definition of infiltration as “the entry of water into the soil surface
and its subsequent vertical motion through the soil profile”. Infiltration plays an important role
in the partitioning of applied surface water into surface runoff and subsurface water—both of
these components govern water supply for agriculture, transport of pollutants through the vadose
zone, and recharge of aquifers [2]. The infiltration of rain and surface water is influenced by many
factors, including soil depth and geomorphology, soil hydraulic properties, and rainfall or climatic
properties [3]. Researchers have understood for ages that rainfall wets the soil and may produce runoff.
Our understanding of the physics of the process and the dynamics of porous media hydraulics has
come rather recently. Our ability to mathematically describe the response of a soil to rainfall and to
understand the parameters that affect infiltration, has developed only in the last few decades.

The spatio-temporal evolution of infiltration rate under natural conditions cannot be currently
deduced by direct measurements at all scales of interest in applied hydrology, and infiltration modeling
with the aid of measurable quantities is of fundamental importance.

Even though the representation of the main natural processes in applied hydrology requires
areal infiltration modeling for both flat and sloping surfaces, research activity has been limited to
the development of local or point infiltration models for many years. A variety of local infiltration
models for vertically homogeneous soils with constant initial soil water content and over horizontal
surfaces has been proposed [4–28]. A milestone paper describing the process of infiltration from
a ponded surface condition was published by Reference [4]. Successively, Reference [29] published
his assessment of the role of infiltration in flood generation, defining “infiltration capacity” (IC) as

Water 2018, 10, 1873; doi:10.3390/w10121873 www.mdpi.com/journal/water1



Water 2018, 10, 1873

a hyetograph separation rate that was generally applicable as a threshold for application to a rainfall
intensity graph. A few years later, Reference [30] refined this concept by referring to it as an infiltration
rate that declines exponentially during a storm, and then published a conceptual derivation of the
exponential decay infiltration equation. On this basis, if the rainfall overcomes the IC, only a portion of
it may infiltrate while the remaining quantity ponds over the surface or moves depending of the local
slope. Therefore, the IC can be regarded as an important soil characteristic. As an example, Figure 1
shows several infiltration regimes when rainfall occurs over a soil surface. The line represents the IC(t)
curve for a silty loam soil. The dark columns represent the rainfall rate, r(t), observed in the Umbria
Region (Central Italy) during a generic frontal system. The dashed columns represent the simulated
behavior of infiltration rate, f (t), during the rainfall event. With low values of rainfall intensities,
the total amount of r(t) infiltrates through the soil surface and r(t) is equal to f (t). With high r(t) values
only a part of the r(t) can infiltrate, while the difference r(t)−f (t) becomes runoff. As it can be observed,
there exists no straightforward relationship between IC and runoff as the effective f (t) is a function of
the specific rainfall intensity.
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Figure 1. Infiltration capacity, IC(t), and infiltration rate, f (t), of a silty loam soil under a natural rainfall
event (observed in Central Italy) characterized by a variable intensity, r(t).

Natural soils are rarely vertically homogeneous. In hydrological simulations, the estimate
of effective rainfall can be reasonably schematized by a two-layered vertical profile [31,32].
Soils representable by a sealing layer over the parent soil or a vertical profile with a more permeable
upper layer are found frequently in nature. Some models for infiltration into stable crusted soils
were developed under significant approximations by adapting the Green–Ampt model [33–38] or the
two-stage infiltration equations proposed by Mein and Larson [39] for homogeneous soils. An efficient
approach which represents transient infiltration into crusted soils was proposed by Reference [40],
while Reference [41] formulated a model which describes upper-layer dynamics but in the limits of
a ponded upper boundary. A more general semi-analytical/conceptual model for crusted soils was
later formulated by Reference [42], and was extended by Reference [43] to represent infiltration and
re-infiltration after a redistribution period under any rainfall pattern and for any two-layered soil
where either layer may be more or less permeable than the other. For a much more permeable upper
layer, and under more restrictive rainfall patterns, a simpler semi-empirical/conceptual model was
presented by Reference [44]. Under conditions of surface saturation, a simple Green–Ampt-based
model was proposed [45].

In applied hydrology, upscaling of point infiltration models to the field scale is required to estimate
areal-average infiltration. This is a challenging task because of the natural spatial heterogeneity of
hydraulic soil properties [46–52], and particularly of the soil saturated hydraulic conductivity [53,54]
that may be assumed as a random field with a lognormal univariate probability distribution.
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The mathematical problem is not analytically tractable, whereas the use of accurate Monte Carlo
(MC) simulation techniques imposes an enormous computational burden for routine applications.
MC simulations were used, for instance, by References [55–57] to describe field-scale infiltration.
MC simulations were also used by Reference [58] to corroborate a relation between areal average and
variance of infiltration rate under a time-invariant rainfall rate; however, the averaging procedure was
applied in space over a single realization and the behavior of the resulting errors was not specified.
A variant to MC sampling for the representation of the random variability of a soil property is Latin
Hypercube sampling [59] adopted by Reference [60] to develop a simple parameterized approach for
areal-average infiltration.

Even though MC simulations, performed by many realizations of the random variable,
are rather expensive in terms of computational effort for practical applications, they are useful
as a tool to parameterize simple semi-empirical approaches or to serve as a benchmark for
validating semi-analytical models. Along these lines, Reference [61] developed three versions of
a semi-analytical/conceptual model for estimating the expected areal-average infiltration into vertically
homogeneous soils under spatially uniform rainfall, but with random horizontal values of the saturated
hydraulic conductivity (see also [62]). A shortcoming of this model is that the process of infiltration of
overland flow running over pervious downstream areas (run-on process) is neglected. On the other
hand, the importance of run-on was shown in a few investigations concerning the effects of horizontal
variability of saturated hydraulic conductivity on Hortonian overland flow [57,63–67], but this process
has generally been disregarded in hydrological models.

In addition to the heterogeneity of saturated hydraulic conductivity, rainfall is also characterized
by spatial variability [68,69]. Some studies combining the random variability of these two quantities
were performed by References [70–72]. The latter paper presented a semi-analytical model developed
under less restrictive conditions, even though run-on was not incorporated, and was based upon
the use of cumulative infiltration as the independent variable that was linked with an expected
time. Subsequently, Reference [73] formulated a more complete mathematical model for the expected
areal-average infiltration, which considers both the saturated hydraulic conductivity and rainfall
rate as random variables, and then combines the aforementioned semi-analytical approach with
a semi-empirical/conceptual component to represent the run-on process.

A model of the expected areal-average infiltration into a much more permeable upper layer of
a two-layered soil was also proposed by Reference [74] considering only a spatial horizontal random
field of the saturated hydraulic conductivity. It involves the solution of a set of algebraic equations
obtained by upscaling simple local infiltration equations to the field scale. The areal-average infiltration
for a vertically non-uniform soil characterized by a saturated hydraulic conductivity decreasing with
depth according to a power law was derived by Reference [75] and upscaled to the field scale by the
same semi-analytical technique used in previous papers [61,72].

Most of the above-mentioned models assumed zero or small surface slope that does not affect the
infiltration process. However, in most real situations, infiltration occurs over surfaces characterized
by different gradients [76,77] and the role of surface slope on infiltration is not clear. In fact,
the results obtained by some theoretical and experimental investigations [78–97] lead to contrasting
conclusions, suggesting that an improved understanding and modeling of infiltration on sloping
surfaces is required.

Finally, when macropore flow plays a significant role in determining infiltration, amendments of
the Darcy–Richards approach may be used, especially at the local scale [98,99].

The main intent of this review paper is to critically assess the complexities of the infiltration
process and to provide guidance for developments related to open problems. This paper will provide
classical approaches developed for rainfall events with continuous saturation at the soil surface,
and a more general formulation suitable for any type of rainfall pattern for applications at the local
(point) scale in homogeneous soils. Simple models for point infiltration into a two-layered soil with
a more permeable upper layer and a more complex model for any two-layered soil type are presented.

3
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Semi-empirical and semi-analytical field-scale infiltration models are analyzed. Finally, problems
linked to rainfall infiltration into surfaces with significant slopes are also discussed.

2. Basic Physical Models for Infiltration

By considering a horizontally homogeneous soil, water movement in the vertical direction is
governed by one-dimensional soil water flow and continuity equations. The flow rate, q, per unit
cross-sectional area is described by Darcy’s law, actually proposed by Reference [100], as:

q = −K
(

∂ψ

∂z
− 1

)
, (1)

where K is the hydraulic conductivity, ψ is the soil water matric capillary head, and z is the vertical soil
depth assumed positive downward. The infiltration rate, q0, is given by Equation (1) applied at the
soil surface.

In the absence of changes in the water density and soil porosity as well as of sinks and sources,
the continuity equation is:

∂θ

∂t
=

∂q
∂z

, (2)

where θ is volumetric water content and t is time. The substitution of Equation (1) into Equation (2)
leads to the well-known Richards equation:

C1
∂ψ

∂t
=

∂

∂z

[
K

∂ψ

∂z

]
− C2

∂ψ

∂z
, (3)

where C1 = dθ/dψ and C2 = dK/dψ with a typical assumption that θ and K are unique functions of
ψ thus neglecting hysteresis in these functions. The initial condition at time t = 0 for z ≥ 0 is ψ = ψi,
and the upper boundary conditions at the soil surface, where z = 0, are:

q0 = r, 0 < t ≤ tp; θ0 = θs, tp < t ≤ tr; q0 = 0, tr < t, (4)

where r is the rainfall rate, tp is the time to ponding, and tr is the duration of rainfall. Hereafter the
subscripts i and s denote initial and saturation quantities, respectively, while 0 stands for quantities
at the soil surface. The lower boundary conditions at a depth zb which is not reached by the wetting
front is ψ(zb) = ψi for t > 0. The soil water hydraulic properties can be represented by the following
parameterized forms [22]:

ψ = ψb

[(
θ − θr

θ∗s − θr

)−c/λ

− 1

]1/c

+ d , (5a)

K = K∗
s

[
1 +

(
ψ − d

ψb

)c]−(bλ+a)/c

, (5b)

where θ∗s and K∗
s are used as scaling quantities, ψb is the air entry head, θr is the residual volumetric

water content, c, λ, and d are empirical coefficients, and b = 3 and a = 2 according to Burdine’s
method [101]. For particular values of the parameters, Equations (5a) and (5b) reduce to the well-known
equations proposed by References [101,102]. For two-layered soils, two additional conditions are
required at the interface between the two layers:

ψ1(Zc) = ψ2(Zc) = ψc , (6a)

K1

[(
∂ψ1

∂z

)
Zc

− 1

]
= K2

[(
∂ψ2

∂z

)
Zc

− 1

]
, (6b)

4
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where hereafter the subscripts 1, 2, and c denote variables in the upper layer, in the lower layer, and at
the interface, respectively, and Zc is the interface depth.

In particular cases, it can be useful to express Equation (3) in terms of θ obtaining:

∂θ

∂t
=

∂

∂z

[
D(θ)

∂θ

∂z
+ K(θ)

]
, (7)

where D(θ) is the soil water diffusivity equal to K(θ)(dψ(θ)/dθ).

3. Point Infiltration Modeling for Homogeneous Soils

Many local infiltration models for vertically homogeneous soils with constant initial soil water
content and over horizontal surfaces are widely recognized in the scientific literature [4,5,8–11,17,18,
20,22,23,26,28–30,103]. Furthermore, for isolated storms and when ponding is not achieved instantly,
extended forms of the Philip model [45], the Green–Ampt model [104,105], and the Smith and Parlange
model [106] have been widely used, whereas for arbitrary rainfall patterns, the model presented in [26]
serves as a useful method. These four models, together with a widely adopted equation suggested
by References [29,30], have been extensively used in applied hydrology and as building blocks in the
development of infiltration approaches at the field scale.

3.1. Horton Empirical Equation

In the empirical equation proposed by References [29,30], the infiltration capacity, fc, exponentially
decreases as follows (see also Figure 2):

fc = f f +
(

f0 − f f

)
exp(−αt) , (8)

where f 0 and ff represent the initial and final values of fc, respectively, and α is the decay constant.
When t→∞, ff can be considered equal to the saturated hydraulic conductivity of the soil. If K and
D are independent of θ, References [107,108] demonstrated that Equation (8) can be obtained from
Equation (7).

in
fi

ltr
at

io
n 

ra
te

time

f0

ff

Figure 2. Graphical representation of the Horton empirical equation.

3.2. Philip Equation

A widely adopted analytical solution of the Richards equation was proposed by References [9–11,109]
under the conditions of vertically homogeneous soil, constant initial moisture content, and saturated
soil surface with immediate ponding. For early to intermediate times the semi-analytical solution
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for the infiltration capacity, based on a series expansion and truncation after the first two terms,
is expressed as:

fc =
1
2

St−1/2 + A , (9)

where S is the sorptivity, depending on soil properties and initial moisture content, and A is a quantity
ranging from 0.38 Ks to 0.66 Ks. For t→∞, Equation (9) is replaced by fc = Ks. The integration of
Equation (9) yields the cumulative infiltration:

F = St1/2 + At. (10)

Philip’s model was extended for applications to less restrictive conditions. For a constant rainfall
rate r > Ks, surface saturation occurs at a time tp > 0 and, following [45], infiltration can be described
through an equivalent time origin, t0, for potential infiltration after ponding as:

tp =
S2

(
r − A

2

)
2r(r − A)2 , (11)

t0 = tp − 1
4A2

[(
S2 + 4AFp

)1/2 − S
]2

, (12)

fc =
1
2

S(t − t0)
−1/2 + A, t > tp . (13)

For unsteady rainfall under the condition of a continuously saturated surface for t > tp,
the infiltration process can be represented adopting a similar procedure. Generally, S and A are
derived from the calibration of hydrological models; however, S can also be approximated as [110]:

S = [2(φ − θi)Ks|ψav|]1/2, (14)

where φ is the soil porosity and ψav is the soil water matric capillary head at the wetting front.

3.3. Green–Ampt Model

This model represents infiltration into homogeneous soils under the conditions of continuously
saturated soil surface and uniform initial soil moisture as:

fc = Ks

[
1 − ψav(θs − θi)

F

]
, (15)

where F the cumulative depth of infiltrated water. To express the infiltration as a function of time,
this equation can be solved after the substitution fc = dF/dt. The resulting equation [45] is:

F = Kst − ψav(θs − θi)ln
[

1 − F
ψav(θs − θi)

]
. (16)

Equation (16) assumes immediate ponding and an infinite supply of water at the surface.
Under more general conditions, with a constant rainfall rate r > Ks, that begins at the time t = 0,
surface saturation is reached at a time tp > 0. For t ≤ tp, the infiltration rate q0 is equal to r and later to
the infiltration capacity. Mein and Larson [104] formulated this process through Equation (15) as:

r − Ks = −Ksψav(θs − θi)∫ tp
0 r dt

, (17)

6
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which leads to the determination of tp as:

tp = −Ksψav(θs − θi)

r(r − Ks)
. (18)

Furthermore, for t > tp, Equation (16) becomes:

F = Fp − ψav(θs − θi)ln
[

F − ψav(θs − θi)

Fp − ψav(θs − θi)

]
+ Ks

(
t − tp

)
(19)

Equation (19) can be solved at each time, for example, by successive substitutions of F which is
then substituted into Equation (15) to obtain the corresponding value of fc.

3.4. Parlange–Lisle–Braddock–Smith Model

A 3-parameter model obtained through an analytical integration of the Richards equation has
been formulated by Reference [106] and can be expressed as:

fc = Ks

⎡
⎣1 +

α

exp
(

αF′
G(θs−θi)

)
− 1

⎤
⎦ , (20)

where F′ = F − Kit is the cumulative dynamic infiltration rate, α is a parameter linked to the behavior
of hydraulic conductivity and soil water diffusivity as functions of θ, and G is the integral capillary
drive defined by:

G =
1

Ks

θs∫
θi

D(θ)dθ (21)

Equation (20) includes as limiting forms [60] the Reference [17] equation (α = 1) and the
Green–Ampt equation (α→0). It can be applied to determine tp and fc for any rainfall pattern, and for
t > tp can be rewritten under the condition of surface saturation in a time dependent form as:

[(1 − α)Ks − Ki]
(
t − tp

)
= F′ − F′

p −
(θs − θi)KsG

Kd
ln

⎧⎪⎨
⎪⎩

exp
[

αF′
(θs−θi)G

]
− 1 + αKs

Kd

exp
[

αF′
p

(θs−θi)G

]
− 1 + αKs

Kd

⎫⎪⎬
⎪⎭ , (22)

where Kd = Ks − Ki and F′
p = F′(tp). The quantities F′

p and tp are the values of F′ and t at ponding,
respectively, at which Equation (20) with fc = r(tp) is first satisfied. The value of α usually ranges from
0.8 to 0.85 [3].

3.5. Corradini–Melone–Smith Semi-Analytical/Conceptual Model

When the hypothesis of uniform initial soil moisture cannot be guaranteed, the models presented
in the previous subsections cannot be applied. For complex rainfall patterns involving rainfall hiatus
periods or a rainfall rate after time to ponding less than soil infiltration capacity, an approach for the
application of the aforementioned classical models was developed [111–113] starting from the time
compression approximation proposed by Reference [114] for post-hiatus rainfall producing immediate
ponding (see also [1]). However, by comparing results with the Richards equation, Reference [22]
showed that this approach was not sufficiently accurate because it neglects the soil water redistribution
process (Figure 3) which is particularly important when long periods with a light rainfall or a rainfall
hiatus occur.
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Figure 3. Graphical representation of the soil water redistribution process.

Models combining infiltration and redistribution are therefore the best solution when soils are
subjected to complex rainfall patterns, which are prevalent under natural conditions (see also [115,116]).
Dagan and Bresler [20] developed an analytical model along this line starting from depth integrated
forms of Darcy’s law and the continuity equation and using simplifications in the initial and surface
boundary conditions that make easier areal investigations but reduce practical applications at the
local scale. In any case, the model is not applicable to local studies with erratic rainfalls producing
successive infiltration–redistribution cycles. A more general model was formulated by Reference [26]
starting from the same integrated equations, and then combined with a conceptual representation of
the wetting soil moisture profile.

To demonstrate the structure of the model presented in [26], a specific rainfall pattern to
describe all the involved components is presented here. The application to erratic rainfall is then
a straightforward extension. Let us consider a stepwise rainfall pattern involving successive periods
of rainfall with constant r > Ks, separated by periods with r = 0 (see Figure 4). We denote by t1 the
duration of the first pulse, t2 and t3, the beginning and end of the second pulse, respectively, and t4 the
beginning of the third pulse. The model was derived considering a soil with a constant value of θi
and combining the depth-integrated forms of Darcy’s law and the continuity equation. In addition,
as the event progresses in time, a dynamic wetting profile, of lowest depth Z and represented by
a distorted rectangle through a shape factor β(θ0) ≤ 1, was assumed. The resulting ordinary differential
equation is:

dθ0

dt
=

(θ0 − θi)β(θ0)

F′
[
(θ0 − θi)

dβ(θ0)
dθ0

+ β(θ0)
][q0 − K0 − (θ0 − θi)G(θi, θ0)β(θ0)pK0

F′

]
, (23)

where p is a parameter linked with the profile shape of θ and G(θi,θ0) is expressed by Equation (21)
modified by the substitution of θs with θ0 and Ks with K0. Equation (23) can be applied for 0 < t < t2,
and the profile shape of θ(z) is approximated [23] by:

θ(z)− θi
θ0 − θi

= 1 − exp
[

βz(θ0 − θi)− F′

(β − β2)− F′

]
. (24)

Functional forms for β and p were obtained by calibration using results provided by the Richards
equation applied to a silty loam soil, specifically:

β(θ0) = 0.6
θs − θi
θs − θr

+ 0.4, (25a)

βp = 0.98 − 0.87 exp
(
− r

Ks

)
dθ0

dt
≥ 0, (25b)

βp = 1.7
dθ0

dt
< 0 . (25c)
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Figure 4. (a) Rainfall pattern selected to describe the Corradini–Melone–Smith semi-analytical model
for point infiltration. (b,c) Profiles of soil water content at various times indicated in (a) and associated
with different infiltration-redistribution stages. For symbols, see the text.

Equation (23) can be solved numerically. For q0 = r, with F′ = (r-Ki)t, it gives θ0(t) until time to
ponding, t′p, corresponding to θ0 = θs and dθ0/dt = 0. Then, for t′p < t ≤ t1, with θ0 = θs and dθ0/dt = 0,
it provides the infiltration capacity (q0 = fc) and for t1 < t < t2, with q0 = 0, it gives dθ0/dt < 0 thus
describing the redistribution process.

The second rainfall pulse leads to a new time to ponding, t”p, but reinfiltration occurs according
to two alternative approaches determined by a comparison of r and the downward redistribution rate,
DF(t = t2), expressed by:

DF =

(
− 1

β

dβ

dθ0
− 1

θ0 − θi

)
F′ dθ0

dt
− Ki t = t2. (26)

More specifically, for r ≤ DF, the reinfiltrated water is distributed to the whole dynamic profile
and θ0(t) can be still computed by Equation (23), whereas for r > DF, the profile of θ(z, t = t2) is
assumed temporarily invariant and starts a superimposed secondary wetting profile which advances
alongside the pre-existing profile according to Equation (23) modified by substituting θi with θ0(t2)
and F′ with F′

2t accumulated for t ≥ t2. If the secondary profile reaches the depth of the first steady
one, the compound profile reduces to a single profile and then Equation (23) can be again applied (see
Figure 3 for a schematic representation of θ(z,t)). On the other hand, if at t = t3 the secondary profile
has not caught up with the first one, redistribution is first applied to the secondary profile and then
re-established to the single profile in the successive rainfall hiatus. Finally, in the case at t = t4, the θ(z)
profile is still compound and r is larger than DF(t4), and a procedure of consolidation that merges the
composite profile is applied early to avoid the formation of a further additional profile.

This model incorporates all the components required for application to any natural rainfall pattern.
It was calibrated by Reference [26] for a silty loam soil, and then tested using different soils from clay
loam to sandy loam soil types. Weighted implicit finite difference solutions of the Richards equation
were used as a benchmark. For each soil, the model accuracy was found to be acceptable in terms of
both infiltration rate and soil water content, even though better results were obtained for fine-textured
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soils. In addition, the model was found to simulate fairly well the θ(z,t) profiles observed in laboratory
(Figure 5) and field experiments [117,118].

 

Figure 5. Laboratory experimental system adopted by References [117,118] to verify the Corradini–
Melone–Smith model.

4. Point Infiltration Modeling for Vertically Non-Uniform Soils

A two-layer approximation, with each layer being schematized as homogeneous, is frequently
used to set up models of infiltration for natural soils. The process of formation of a sealing
layer was accurately examined by References [31,119], and that of disruption was considered by
References [120–122]. Evidence of the role of crusted soils in semi-arid regions has been recently
provided by Reference [123]. Green–Ampt-based models for infiltration into stable crusted soils were
proposed by References [33,34,36,39]. An efficient approach that represents transient infiltration into
crusted soils was proposed by Reference [40], whereas Reference [41] formulated a model that describes
upper-layer dynamics for a ponded upper boundary. On the other hand, vertical profiles with a more
permeable upper layer are observed in hydrological practice and can be also used, for example, as a first
approximation in the representation of infiltration into homogeneous soils with grassy vegetation [124].
In the latter layering type, the simple model presented by Reference [45] can be usefully applied for
infiltration into a saturated soil surface. Under more general conditions, the model by Reference [43]
appears to be accurate with modest computational effort.

4.1. Green–Ampt-Based Model for a Layered Soil

A model for infiltration into a two-layered soil with a more permeable upper layer under the
condition of continuously saturated soil surface has been formulated by Reference [45]. The classical
Green–Ampt equation is applied until the wetting front is in the upper layer, then the following
equations are used:

L2
(θ2s − θ2i)

K2s
+

[(θ2s − θ2i)ZcK2s − (θ2s − θ2i)K1s(ψav 2 + Zc)]

K1sK2s
ln
[

1 +
L2

ψav 2 + Zc

]
= t , (27)

F = Zc(θ1s − θ1i) + L2(θ2s − θ2i) , (28)

fc =
K1sK2s

ZcK2s + L2K1s
(ψav 2 + Zc + L2) , (29)
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where L2 is the depth of the wetting front below the interface. Equation (27) can be solved at each
time for L2 by successive substitutions; L2 is then used in Equations (28) and (29) to determine F and
fc, respectively.

4.2. Corradini–Melone–Smith Semi-Analytical/Conceptual Model for a Two-Layered Soil

A semi-analytical/conceptual model applicable to any horizontal two-layered soil where either
layer may be more permeable has been formulated by Reference [43]. It relies on the same elements
previously used by Reference [26] but adopted here in each layer and integrated at the interface
between the two layers by the boundary conditions expressing continuity of flow rate and capillary
head (Equations (6a) and (6b)). In addition, at the lower boundary for t > 0, we have ψ2 = ψi. The initial
condition is ψ1 = ψ2 = ψi constant at t = 0, and at the interface q(Zc) is approximated through the
downward flux in the upper layer as:

q(Zc) = K1s
G1(ψc, ψ10)

Zc
+ K1c , (30)

where G(ψc,ψ10) is expressed by Equation (21) modified by the substitutions of D(θ)dθ with K(ψ)dψ,
θs with ψ10, and θi with ψc. As long as water does not infiltrate in the lower layer, the model presented
in [26] is used, then starting from the time tc when the wetting front enters the lower layer, the following
system of two ordinary differential equations may be applied:

dψ10

dt
=

1
γZcC1(ψ10)

[
q10 − K1c − K1sG1(ψc, ψ10)

Zc

]
− (1 − γ)C1(ψc)

γC1(ψ10)

dψc

dt
t ≥ tc , (31)

dψc

dt
=

1
PL(ψc, t)

[
K1c +

K1sG1(ψc, ψ10)

Zc
− K2c − β2(θ2c)p2(θ2c − θ2i)K2sG2(ψi, ψc)

F2

]
t ≥ tc, (32)

with PL(ψc, t) and F2 defined as:

PL(ψc, t) =
[

β2(θ2c) +
dβ2

dθ2c
(θ2c − θ2i)

]
F2

(θ2c − θ2i)β2(θ2c)
C2(ψc) , (33)

F2 = F − Zc[γ(θ1s − θ1i) + (1 − γ)(θ1c − θ1i)]− K2it, (34)

and C1(ψ10) = dθ10/dψ10, C1(ψc) = dθ1c/dψ1c. The quantity γ represents a conceptual proportion of
the upper layer where θ is increasing due to rainfall and is assumed equal to 0.85 [42], β2 and p2 are
determined by Equations (25a–c) but applied using θ20, θ2s, θ2i, and θ2r and substituting r with q(Zc).
On the basis of the same stepwise rainfall pattern earlier adopted to explain the model presented
in [26], Equations (31) and (32) may be used for tc < t < t2. Then, the two-layer model has to be applied
in each layer by analogy with the procedure described for homogeneous soils; in particular, compound
and consolidated profiles develop in each layer. In the underlying soil, the generation of additional
profiles occurs through q(Zc) in substitution of r. On the basis of the described steps, model application
to arbitrary rainfall patterns is straightforward. The solution of the above system, Equations (31)
and (32), may be obtained by a library routine for the Runge–Kutta–Verner fifth-order method with
a variable time step. Calibration and testing of the model were performed through a comparison with
numerical solutions of the Richards equation. Three soils (clay loam, silty loam, and sandy loam)
with a variety of thicknesses were combined to realize two-layered soils, where either layer was more
permeable, that were selected as test cases. In all instances, the simulations involved the cycle of
infiltration–redistribution–reinfiltration. The infiltration rate as well as the water content at the surface
and interface were found to be very accurately estimated by the semi-analytical/conceptual model.
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5. Areal Infiltration Models over Soil with Variable Hydraulic Properties

At the field scale, considering the significant spatial variability of the main soil hydraulic
properties, rainfall infiltration modeling is not analytically tractable, whereas the use of accurate
Monte Carlo (M C) simulation techniques imposes an enormous computational burden for
routine applications.

In the Introduction section, the evolution of studies for field-scale infiltration models for spatial
variability in soil hydraulic properties and rainfall was presented. Models for infiltration at the
field scale have been recently developed and represent a useful support for practical hydrological
purposes. Two models characterized by significant differences in complexity and application area are
presented here.

5.1. Smith and Goodrich Approach

A semi-empirical model to determine the areal-average infiltration rate into areas with random
spatial variability of Ks has been proposed by Reference [60]. The authors assumed a lognormal
probability density function (PDF) of Ks with a mean value <Ks> and a coefficient of variation CV(Ks),
and considered one realization of the random variable. Then, adopting the model presented in [106]
(see also [22]) and the Latin Hypercube sampling method, and through a large number of simulations
performed for many values of CV(Ks) and rainfall rates, they developed the following effective
areal relation for the scaled areal-average infiltration rate, I∗e , linked with the corresponding scaled
cumulative depth, F∗

e :

I∗e = 1 + (r∗e − 1)
{

1 +
[

r∗e − 1
α

(
eαF∗

e − 1
)]ca}−1/ca

r∗e > 1, (35)

with
ca � 1 +

0.8

[CV(Ks)]
1.3

[
1 − e(0.85(r∗b−1))

]
, (36)

where I∗e = Ie/Ke, F∗
e = Fe/[G(θs − θi)], r∗e = r/Ke and, r∗b = r/ < Ks > . The quantity Ke denotes the

areal effective value of Ks given by:

Ke =
∫ r

0
K fKs(K)dK + [1 −

∫ r

0
fKs(K)dK]r , (37)

where fKs(K) is the PDF of Ks. Finally, Equation (35) may be also applied for r variable with time.

5.2. Govindaraju–Corradini–Morbidelli Semi-Analytical/Conceptual Model

Govindaraju et al. [72] formulated a semi-analytical model to estimate the expected field-scale
infiltration rate <In(F)> under the condition of negligible effects of the run-on process. The model
incorporates heterogeneity of both Ks and r assumed as random variables with a lognormal and
a uniform PDF, respectively. The quantity <In(F)> is estimated through the averaging procedure over
the ensemble of two-dimensional realizations of Ks and r. For the sake of simplicity, we first examine
the model under a steady-rainfall condition, and then provide the guidelines for applications to
a time-varying rainfall rate.

Starting from the extended Green–Ampt model and choosing F as the independent variable,
<In(F)> at a given F can be written as:

〈I(F)〉 =
∫ ∞

0

∫ ∞

Kc
r fr(r) fKs(K)dr dK +

∫ ∞

0

∫ Kc

0

(
1 +

ψ(θs − θi)

F

)
K fr(r) fKs(K)dr dK , (38)
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where fr(r) and fKs(K) are the PDFs of r and Ks, respectively, with Kc which denotes the maximum
value of Ks leading to surface saturation in the i-th cell, determined by:

Kc =
Fri

ψ(θs − θi) + F
= Fcri . (39)

Equation (38) may be expressed as:

〈In(F)〉 = 1
2RF2

c
{MKs [(rmin + R)Fc, 2]− MKs [(rmin)Fc, 2]}

− r2
min
2R {MKs [(rmin + R)Fc, 0]− MKs [(rmin)Fc, 0]}
+
(

rmin +
R
2

)
{1 − MKs [(rmin + R)Fc, 0]}

+ 1
Fc

(
rmin+R

R

)
{MKs [(rmin + R)Fc, 1]− MKs [(rmin)Fc, 1]}

− 1
Fc

(
1

RFc

)
{MKs [(rmin + R)Fc, 2]− MKs [(rmin)Fc, 2]}

+ 1
Fc
{MKs [(rmin)Fc, 1]} ,

(40)

with rmin and rmin + R extreme values of the PDF of r and MKs given by:

MKs(Ka, ω) =
∫ Ka

0
Kω fK(K)dK , (41)

where Ka and ω stand for the first and the second argument, respectively, of the MKs function. To relate
time to F, an implicit relation between the expected value of t, <t>, and F is provided as:

〈t(F)〉 = F
〈r〉 {1 − MKs [〈r〉 Fc, 0]}+

[
F + ψ(θs − θi)ln

(
ψ(θs−θi)

ψ(θs−θi)+F

)]
{MKs [〈r〉 Fc,−1]}+ ψ(θs − θi)∑∞

j=1
1

(j+1)〈r〉 j+1 {MKs [〈r〉 Fc, j]} .
(42)

To extend the model by incorporating the run-on effect, an additional empirical term is used in
the form presented in [73]:

〈I(t)〉 ∼= 〈In(t)〉 + 〈r〉 a
(

t
tpa

)b
exp

(
−c

t
tpa

)
, (43)

where tpa is the time to ponding (see Equation (18)) associated with <r> and <Ks>. The parameters a, b,
and c are expressed by:

a = 2.8[CV(r) + CV(Ks)]
0.36, (44)

b = 5.35 − 6.32[CV(r)CV(Ks)], (45)

c = 2.7 + 0.3
[ 〈r〉/〈Ks〉

CV(r)CV(Ks)

]0.3
, (46)

where Equation (44) holds for θi � θs and for θi→θs we have a→0. Furthermore, Equation (46) is
undefined for CV(r) and/or CV(Ks) equal to 0. In Equations (43)–(46), length units are in mm and
time is expressed in hours.

When the spatial heterogeneity of r can be neglected, with spatially uniform and steady rainfall
and negligible run-on, Equations (40) and (42) can be replaced by [61]:

〈I(F)〉 = r[1 − MKs(Kc, 0)] +
ψ(θs − θi) + F

F
MKs(Kc, 1) , (47)
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〈t〉 = F
r {1 − MKs [Kc, 0]}+

[
F + ψ(θs − θi)ln

(
ψ(θs−θi)

ψ(θs−θi)+F

)]
{MKs [Kc,−1]}+ ψ(θs − θi)∑∞

i=1
MKs [Kc ,i]
(i+1)ri+1 .

(48)

The last formulation was also extended for applications involving r variable in time. The same
method can be used to adapt Equations (40) and (42) for unsteady rainfall patterns. Furthermore,
the additional empirical term for run-on could be adapted for unsteady rainfalls following the
guidelines indicated by Reference [73].

The solution of the model even in the conditions of coupled spatial variability of r and Ks is fairly
simple and requires limited computational effort.

The model for coupled heterogeneity of r and Ks (Equations (40), (42), and (43)) was validated
by comparison with the results derived starting from MC sampling and using a combination of the
extended Green–Ampt formulation at the local scale with the kinematic wave approximation [125]
that is required to represent run-on. Through a wide variety of simulations it was shown that: (1) the
model produced very accurate estimates of <I> over a clay loam soil and a sandy loam soil; (2) the
spatial heterogeneity of both r and Ks can be neglected only when <r> � <K> or for storm durations
much greater than tpa; (3) the effects on <I> produced by significant values of CV(Ks) and CV(r) are
similar; (4) run-on plays a significant role for moderate storms and high values of CV(Ks) and CV(r);
and (5) the model can be simplified using Equations (47) and (48) for CV(r) substantially less than
CV(Ks) and steady rainfalls.

6. Conclusions and Open Problems

In spite of the continuous developments in infiltration modeling, challenges regarding infiltration
exist for many scales of hydrologic interest. The conflicting results from different studies on the effect
of slope on infiltration over homogeneous surfaces show that a solution continues to elude researchers.
Careful experimental and theoretical investigations in this regard are needed to fully comprehend this
fundamental infiltration behavior over sloping surfaces.

The estimate of infiltration at different spatial scales (i.e., from the local to watershed scales) is
a complex problem as further challenges are imposed by the natural spatial variability of soil hydraulic
characteristics and that of rainfall. An important issue to be addressed when areal estimates are
involved is that concerning the determination of <Ks>, CV(Ks), <r>, and CV(r) together with the
corresponding quantities for soil moisture content [126].

The models presented here apply to infiltration into a soil matrix. When macropore flow is
significant, the problem becomes much more complicated even though simplified approaches have
been proposed. For example, two practical approximations to describe infiltration into soils with
macropores rely upon the use of modified values of the saturated hydraulic conductivity of the soil
matrix [127] or upon the representation of the two processes of infiltration controlled by the matrix
potential and the macropore volume [128]. However, there exist many other models to represent
the macropore flow [129], based on the single continuum approach (e.g., [130]), the dual continuum
approach, the dual permeability approach (e.g., [131]), and the dual porosity approach (e.g., [132]).
Notwithstanding the high number of simplified models, and given the difficulty to investigate the
Navier–Stokes equations over finite soil portions, macropore flow still needs a convincing physical
theory for the scales of practical interest.

Finally, all these models are formulated for horizontal land surfaces. Extensions of the classical
infiltration theory to inclined surfaces were proposed by References [81,87]; however, these theories do
not explain the results of laboratory experiments, for example those performed on bare soils in the
absence of erosion and a sealing layer [88,92]. The modeling of the slope effects has to be therefore
considered as an open problem [97], in particular when surfaces with vegetation are involved [95].

Further challenges exist in our ability to independently measure soil properties at the local
scale to identify the true nature of field-scale variability. The use of common measuring instruments
for soil hydraulic properties does not yield consistent estimates of variability (e.g., [133]). Both the
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inter- and intra-instrument errors contribute to a level of uncertainty that has not been understood.
Even though measurement techniques are not the topic of this review, measurement errors and
uncertainty nevertheless influence modeling efforts that rely on these data. Efforts to appropriately
combine disparate measurement results are also needed to realize the full worth of the data that are
generated from expensive and time-consuming experimental campaigns.

Field-scale experiments measuring runoff and deep flow are influenced by spatial variability
as well, but as yet no theory exists for elucidating the underlying spatial variability from these
experiments. Current approaches (e.g., [134]) rely on brute force calibration techniques; however,
such methods are often plagued by identifiability and non-uniqueness problems. Moreover, calibration
is known to compensate for various model deficiencies, and authors deriving parameter estimates
from these approaches must be cognizant of the role played by the underlying model structure. Better
conceptual and theoretical underpinnings are needed to move the science of infiltration forward.
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Abstract: Rainfall infiltration modeling over surfaces with significant slopes is an unsolved problem.
Even though water infiltration occurs over soil surfaces with noticeable gradients in most real
situations, the typical mathematical models used were developed for infiltration over horizontal
surfaces. In addition, recent investigations on infiltration over sloping surfaces have provided
conflicting results, suggesting that our understanding of the process may still be lacking. In this study,
our objective is to specifically examine if the surface water velocity that is negligible over near horizontal
soil surfaces can affect the infiltration process over steep slopes. A new conceptual model representing
a wide range of experimental results is proposed. The model represents water flow as an ensemble of
infinitesimal “particles” characterized by specific velocities and assumes that only “particles” with
velocity less than a threshold value can contribute to the infiltration process. The velocity distribution
and the threshold value depend on slope and soil type, respectively. This conceptual model explains
observed results and serves as a foundation for developing further experiments and refining models
that offer more realistic representations of infiltration over sloping surfaces.

Keywords: hillslope hydrology; sloping surfaces; infiltration process; infiltration modeling;
overland flow

1. Introduction

The process of infiltration of water into the soil is highly dependent on soil hydraulic properties
that are generally variable in space, both in the vertical and horizontal directions. In natural conditions,
the net rainfall reaching the soil is also affected by the vegetation cover that produces rainfall interception,
sheltering the soil surface from the impact of falling drops. Vegetation also provides root systems that
generate preferential subsurface flow paths.

Historically, solutions to infiltration problems have been represented through analytical, numerical,
conceptual and empirical mathematical formulations. Analytical solutions provide estimates of
infiltration rate or cumulative infiltration as functions of time, usually by simplifications on the soil
water content profile during the study period. Powerful computers use numerical simulations of
unsaturated soil domains in a single vertical direction or in multiple spatial dimensions, allowing for
the use of complex initial and boundary conditions. Conceptual models try to balance the reduction
of process complexity with a satisfactory representation of physical reality, obtaining simplified
problem formulations. Finally, empirical infiltration models involve parameters fitted to the measured
infiltration, but they have limited power as predictive tools because the same model cannot be used in
different catchments.

The infiltration process has been deeply analyzed since early parts of last century at the point
(or local) scale and lately also at a field scale, even though most models assumed a horizontal soil
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surface. At the local scale, when single storms are considered, classical equations (e.g., References [1–6])
or more recent formulations (e.g., Reference [7]) are generally adopted, while in the presence of
events with consecutive soil water infiltration-redistribution cycles, conceptual/semi-analytical models,
such as the one described by Reference [8], become necessary. Upscaling of these local models to
obtain real (or field) models has been performed considering both vertically homogeneous [9–11] and
layered [12] soils.

All the aforementioned models, as well as many others in the scientific literature, consider a
soil surface that is oriented horizontally, while in most practical conditions the infiltration process
occurs on surfaces with significant gradients [13]. The results obtained in the latter condition are not
conclusive [14] and a physically-based approach with the ability to justify the experimental results
needs to be developed. Table 1 shows a summary of theoretical (both analytical and conceptual)
and experimental (carried out in both laboratory and field) studies dealing with the role of slope in
infiltration. A comparison of these analyses, especially when carried out in natural fields, is confounded
by several factors such as soil type and microtopography, rainfall intensity and duration, and presence
of vegetation, to name a few. However, there exist laboratory experiments (e.g., Reference [15])
designed to exclude the abovementioned effects, showing a significant reduction of infiltration with
slope, beyond the value expected when a steady state condition of soil saturation is assumed. This result
is more pronounced for bare and clay soils rather than in vegetated and coarse-textured soils. Instead,
most studies in Table 1 showing that infiltration increases with increasing slope were characterized
by the formation of rills and/or a sealing layer. Nevertheless, some studies reported in Table 1
recommended the adoption of empirical corrections for the saturated hydraulic conductivity, Ks,
but these corrections are not based on a theoretical approach and cannot be extended for general use.

Table 1. Studies dealing with the relation between slope and infiltration.

Authors Paper Analysis Type

Infiltration increase with increasing slope

Poesen [16] Experim.
Janeau, Bricquet, Planchon, Valentin [17] Experim.

Assouline, Ben-Hur [18] Experim.
Chen, Young [19] Theor.

Ribolzi, Patin, Bresson, Latsachack, Mouche, Sengtaheuanghoung, Silvera, . . . [20] Experim

Infiltration decrease with increasing slope

Nassif, Wilson [21] Experim.
Sharma, Barron, Fernie [22] Experim.

Philip [23] Theor.
Fox, Bryan, Price [24] Experim.

Chaplot, Le Bissonnais [25] Experim.
Essig, Corradini, Morbidelli, Govindaraju [26] Experim.

Patin, Mouche, Ribolzi, Chaplot, Sengtaheuanghoung, Latsachack, . . . [27] Experim.
Morbidelli, Saltalippi, Flammini, Cifrodelli, Corradini, Govindaraju [15] Experim.

Mu, Yu, Li, Xie, Tian, Liu, Zhao [28] Experim.
Khan, Gong, Hu, Lai, Zheng, Justine, Azhar, Che, Zhang [29] Experim.

Morbidelli, Saltalippi, Flammini, Cifrodelli, Picciafuoco, Corradini, . . . [30] Experim.
Wang, Chen, Yu [31] Theor.

Further theoretical developments are needed to understand the complex processes of infiltration
over sloping surfaces and to obtain a model that is sufficiently representative of the available
experimental results. A clear physical interpretation is required to support the prevailing hypothesis
of decreasing infiltration with increasing slope and to indicate specific laboratory experiments needed
to assess the proposed model.

The main objective of this paper is to present a conceptual model able to justify the reduction
of infiltration (with increasing gradients) obtained in the absence of secondary disturbance effects.
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The basic idea of the proposed model would serve as a potential starting point to stimulate the
development of new experiments to identify a model closer to physical reality.

2. Basic Equations

A study of the slope-infiltration interaction should be carried out by considering the coupling
of the fundamental processes occurring at and immediately below the soil surface (Figure 1), i.e.,
infiltration and surface runoff.

water particle

rainfall

x*z*

Figure 1. Schematic representation of the infiltration process over a sloping surface in a Cartesian
coordinate system.

Under conditions of a homogeneous and isotropic soil and considering a smooth soil surface, the
best theoretical representation of the involved processes can be obtained through the Richards equation
for the sub-surface flow and the Saint-Venant equations for the overland flow. More specifically,
the uni-dimensional Richards equation for a flat surface can be rewritten, in Cartesian coordinates (x*,
z*) shown in Figure 1, in the form (Reference [23]):

∂θ
∂t

=
∂
∂z∗

[
D
∂θ
∂z∗

]
− dK

dθ
∂θ
∂z∗ cosγ, (1)

where t is the time, θ the volumetric soil water content, K the hydraulic conductivity, D the soil water
diffusivity equal to K(θ)(dψ(θ)/dθ) with ψ soil suction head, and γ the slope angle. Equation (1), under
appropriate initial and boundary conditions, is identical to the classical Richards equation but with K
in the new coordinate system substituted by K cosγ.

The Saint-Venant equations, with a lateral inflow ql per unit length that does not contribute any
additional momentum to the flow, may be written as:

∂Q
∂x∗ +

∂A
∂t

= ql, (2)

S f = S0 − ∂h
∂x∗ −

v
g
∂v
∂x∗ −

1
g
∂v
∂t

, (3)

where Q is the discharge, A the area of a cross-section, v the velocity, Sf the friction slope, S0 the surface
slope, h the flow depth with reference to the bottom, and g the gravity acceleration.

A straightforward analysis of Equations (1)–(3) along with initial and boundary conditions
highlights that they cannot interact adequately. Specifically, the solution of the Richards equation may
produce effects on the Saint-Venant equations (e.g., when the soil surface is saturated, the rainfall
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excess determined through Equation (1) and its boundary conditions could be identified with ql, that
moves along the slope according to Equations (2) and (3)). On the other hand, there is no possibility
for the Saint-Venant equations to produce, from a mathematical point of view, any effect on the upper
boundary conditions of the Richards equation, therefore precluding a possible interaction between the
overland flow velocity and infiltration. Currently, we do not have a good way of defining the interface
conditions between surface and subsurface flows at the soil surface.

3. The Conceptual Model

The basic element of the proposed model is inspired by the following observation. When a golf
player is completing a hole, the last shot over the green has to be realized with a threshold velocity.
If the ball is characterized by a velocity greater than this threshold value, it does not enter the hole
(Figure 2) even though the direction is correct. A similar effect may be applicable to water moving on a
porous surface.

Let us consider steady conditions with a small layer of overland flow generated by a rainfall
rate, r. In line with the aforementioned abstraction, water “particles” can be roughly considered like
balls running over a soil surface and drawn in the soil pores by gravity but in the presence of an
interaction among the liquid water “particles”. Furthermore, it is logical to consider that the arrival of
new “particles” close to the pores depends on the persistence of overland flow under a given rainfall
rate. The last condition assures the existence of “particles” that potentially may fall in the pores.

For a horizontal soil surface, considering that (1) all the “particles” may potentially enter the
pores, because their velocity over the surface is practically equal to zero, and (2) the rainfall excess
cannot enter the pores, the proposed model becomes unnecessary.

The interest in this conceptual model arises in case the soil surface possesses a slope, as in many
natural conditions. With rainfall excess, water particles move downstream. Depending on friction
slope, fluid viscosity, and other local conditions, each infinitesimal “particle” of water is characterized
by a specific velocity (Figure 3). Consequently, it can be assumed that the “particles” move over the
slope with different velocities that in the average increase with the distance from the soil surface.

The quantity “particle velocity” in the small layer that produces subsurface flow may be assumed
as a stochastic variable characterized by a specific cumulative probability that for simplicity can be
expressed through an exponential term. The last choice, somewhat arbitrary, could be changed without
significant alterations of the proposed conceptual model. We have:

P(v ≤ vl) = 1− e−λvl (4)

where λ (>0) is the parameter of the probability distribution, v the independent variable, and vl
a specific value of v representing the maximum velocity that allows infiltration of “particles” in a
given pore.

Therefore “particles” with velocity less than vl may enter a specific pore, while “particles” with a
velocity greater than vl continue their run over the surface. Only the fraction P(v ≤ vl) may fall into the
pore producing subsurface flow.

As for a golf player, the threshold velocity depends on the hole diameter. In the proposed
conceptual model, vl depends on the pore dimensions that are linked with soil texture and particle
layout in the soil matrix. This means that vl may be linked with Ks. Furthermore, P(v ≤ vl) changes
with increasing slope because of the increasing velocity of “particles”. Consequently, for steeper slopes,
the probability to have values of v lower than vl decreases and Equation (4) suggests that λ becomes
smaller (Figure 4). The probability P(v ≤ vl) is also influenced, particularly in the presence of vegetation,
by the surface roughness, but bare soils are considered here.
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v1

v2>> v1

Figure 2. Movement of balls in a golf game: Balls can fall into the hole or not depending on their
velocity (v2>>v1).

Hence, a given surface slope determines a specific P(v ≤ vl) through a specific λ value, while the
soil structure, characterized by a well-known Ks, affects the threshold velocity vl. As a final result,
under steady conditions, infiltration of water into a slope, Kse, can be obtained as Kse = Ks × P(v < vl),
with Ks that represents the saturated hydraulic conductivity for a horizontal soil surface. The quantity
Kse may be considered as an effective saturated hydraulic conductivity depending on the soil gradient.

Figure 3. Soil surface with significant slope and “particles” characterized by various velocities.
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Figure 4. Example of three different cumulative probability functions of the “particle” velocities
associated to different slopes (slope 1 < slope 2 < slope 3) with the corresponding λ values in
Equation (4) equal to 4, 2, and 1 s/cm, respectively.

4. Model Parameters

The key parameters of the model are the threshold velocity, vl, and the decay parameter of the
cumulative probability, λ. A simple approach to obtain their values can be to fix one of them and to
determine the other using a calibration procedure based on the use of experimental data. As discussed
above, the threshold velocity is physically linked with the pore diameters and therefore with soil
texture and particle layout, which in turn influence Ks. We assume vl equal to Ks even though this
choice will affect the estimate of λ, that should depend only on the slope while its value obtained
through calibration will also adjust for this non-optimal hypothesis. Really, this assumption does
not reflect the physical reality because vl depends on the pore diameters that in a given soil is a
random variable and therefore should be represented by a stochastic approach. Therefore, our rough
simplification with a sole value of vl equal to Ks is equivalent to considering all soil pores characterized
by a representative diameter.

5. Experimental System

The calibration process of the λ parameter requires the use of results obtained by laboratory
experiments carried out through a physical model [26]. The adopted equipment is 1.52 m long,
1.22 m wide, and 0.78 m deep, with a tray angle adjustable up to 30◦. As it can be seen in Figure 5,
all boundaries of the physical model are impermeable except for the soil surface. A small gravel
layer (with thickness 7 cm) is placed at the bottom of the soil. Surface and percolated/deep flows are
measured by two calibrated sensors based on a tipping-bucket mechanism. Different steady rainfall
rates, sufficiently uniform over the slope with values up to 80 mm h−1, can be generated using special
sprinklers, a pump, and a manual manometer. The various natural soils used for the experiments are
characterized by the grain size distributions shown in Figure 6 with saturated hydraulic conductivity
associated to horizontal surface, Ks, equal to 2.93 mm h−1, 3.20 mm h−1, 10.37 mm h−1 and 17.00 mm h−1

for soil 1, soil 2, soil 3, and soil 4, respectively [26,32–36]. Each experimental run lasted more than
24 h, and the rainfall that was applied during the first 8–10 h produced extended periods with steady
conditions in the absence of direct rainfall infiltration. Before the beginning of each experiment, rainfall
was applied in order to have high soil water content at any depth. Furthermore, in the time period
between two successive experiments, the surface water content was kept sufficiently high in order to
avoid the formation of cracks. The measurements of deep flow for different gradients obtained under
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steady conditions are assumed equal to Kse. Soil erosion did not affect the experiments as checked by
an analysis of the surface water cloudiness.

 
Figure 5. A view of the physical model adopted in the laboratory experiments for slope-infiltration studies.
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Figure 6. Grain size distribution of the soils used in the laboratory experiments.

6. Analysis of Results

Some experimental results on the laboratory system described above were deduced by
Reference [26]. Three natural soils were used in different sets of laboratory experiments. The first set of
experiments (performed by using soil 1 of Figure 6, labeled as “Clay Loam” soil according to USDA
soil classification) consisted of 24 trials with slopes in the range 1◦–15◦ and rainfall rates in the range
10–20 mm h−1. The second set (by using soil 2 of Figure 6, labeled as “Loam” soil by USDA) consisted
of 8 trials with slopes and rainfall rates in the ranges 1◦–15◦ and 10–15 mm h−1, respectively. Finally,
the third set of experiments (soil 3 of Figure 6, labeled as “Sandy Loam” soil by USDA) consisted of
18 trials where slopes and rainfall rates were in the ranges 1◦–10◦ and 20–30 mm h−1, respectively. As it
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can be seen, the adopted surface slopes and soil types were not exhaustive because they didn’t involve
slopes exceeding 15◦ and didn’t consider a very coarse textured soil.

Therefore, a new set of experiments has been carried out with a fourth soil type (soil 4 of Figure 6,
labeled as “Sandy” soil by USDA) considering the surface slope in the range 10◦–26◦ and a very heavy
rainfall rate (about 60 mm h−1). The main results obtained by these new experiments are summarized
in Table 2 and confirm that for a fixed reference rainfall rate the slope gradient has a negative influence
on the steady deep flow. These results are consistent with those of Reference [26]. Even if they refer to
conditions dominated by gravitational effects, the theoretical formulations earlier proposed provide
incorrect simulations.

Table 2. Steady surface and deep flows for different laboratory slope gradients under a rainfall rate of
about 60 mm h−1. Soil 4 of Figure 6 is shown.

Experiment
Number

Slope (◦) Average Rainfall
Rate (mm h−1)

Steady Surface Flow Steady Deep Flow

(mm h−1) (%) (mm h−1) (%)

1 10 59.10 46.30 78.34 12.80 21.66
2 17 59.36 48.36 81.46 11.00 18.54
3 21 61.10 52.60 86.09 8.50 13.91
4 26 62.60 55.40 88.50 7.20 11.50

The estimate of λ requires us to subdivide the experiments selected here, excluding those carried
out with almost horizontal soil surface that have been used for the determination of Ks (14 experiments
with slope equal to 1◦, as specified in References [15] and [26]), into two groups (with comparable
general features) to be used in the calibration and validation phases, respectively (Table 3).

Through an inverse procedure, for each laboratory experiment of the selected calibration set a
specific λ parameter can be derived from Equation (4). Specifically, as a first approximation, vl is
assumed to be equal to Ks because a better approach closer to physical reality would require a joint
solution of Equations (1) and (2), which is blocked, as pointed out in Section 2, by the difficult
representation of their interaction. Then, the term on the left, P(v ≤ vl), is expressed by the ratio between
the observed steady deep flow, df, and Ks. Therefore, λ is the only unknown quantity in Equation (4).

Considering the laboratory experiments 1–20 of Table 3, the following general relation between
slope and λ has been obtained:

λ = 0.9861e−0.139×slope, (5)

where the slope is expressed in (◦). Figure 7 shows the accuracy level of this interpolating function.
The scattering of the λ values at given slope angles may be linked with other influential factors not
represented in our approach such as, for example, the surface roughness that is expected to be variable
from bare soil to another because of their different structure.

The model validation has been made using the laboratory experiments 21–40 of Table 3, through
the relative error of the steady deep flow, εdf, defined as follows:

εd f = 100

(
Kse − d f

)
d f

, (6)

with Kse given by:
Kse = Ks

(
1− e−λKs

)
. (7)

As shown in Table 4, εdf is within the range of −28.9%/+22.6% with an algebraic mean value of
1.0% (or 9.9% when the absolute value of each εdf is considered). In a few cases, the relative error
is significant, and therefore, we note that the steady deep flow is generally well reproduced by the
proposed model (see also Figure 8).
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Finally, from the experimental results, it comes out that increasing the rainfall rate becomes larger
for the steady surface flow while the steady deep flow experiences minor changes. More specifically,
combining for each slope the results shown in Table 4 for the steady surface and deep flow with the
values of rainfall rate given in Table 3, it can be deduced as doubled values of rainfall rate and surface
runoff do not determine in the average a clear trend of the deep flow. This outcome may be ascribed to
the fact that increasing the water depth on the surface increases its average velocity on the slope, but
the velocity of the small layer that affects infiltration does not experience significant variation.

Table 3. Main characteristics of the selected laboratory experiments (from Reference [26] and Table 2),
subdivided into calibration and validation sets.

Order Number Experiment Identification Slope (◦) Average Rainfall (mm h−1)

Calibration experiments

1 soil 1, exp 3 [26] 5 9.74
2 soil 1, exp 4 [26] 5 15.16
3 soil 1, exp 19 [26] 5 20.49
4 soil 1, exp 5 [26] 10 10.07
5 soil 1, exp 6 [26] 10 14.62
6 soil 1, exp 21 [26] 10 20.04
7 soil 1, exp 11 [26] 15 8.85
8 soil 1, exp 12 [26] 15 13.18
9 soil 1, exp 23 [26] 15 20.49

10 soil 2, exp 3 [26] 5 9.77
11 soil 2, exp 5 [26] 10 9.91
12 soil 2, exp 7 [26] 15 9.96
13 soil 3, exp 15 [26] 5 18.82
14 soil 3, exp 5 [26] 5 25.86
15 soil 3, exp 7 [26] 5 32.12
16 soil 3, exp 17 [26] 10 18.61
17 soil 3, exp 9 [26] 10 25.82
18 soil 3, exp 11 [26] 10 30.37
19 soil 4, exp 3 (Table 2) 21 61.10
20 soil 4, exp 4 (Table 2) 26 62.60

Validation experiments

21 soil 1, exp 13 [26] 5 9.55
22 soil 1, exp 14 [26] 5 13.81
23 soil 1, exp 20 [26] 5 20.28
24 soil 1, exp 9 [26] 10 9.11
25 soil 1, exp 10 [26] 10 14.56
26 soil 1, exp 22 [26] 10 20.02
27 soil 1, exp 7 [26] 15 9.85
28 soil 1, exp 8 [26] 15 14.30
29 soil 1, exp 24 [26] 15 19.84
30 soil 2, exp 4 [26] 5 15.92
31 soil 2, exp 6 [26] 10 15.02
32 soil 2, exp 8 [26] 15 13.90
33 soil 3, exp 16 [26] 5 18.29
34 soil 3, exp 6 [26] 5 25.83
35 soil 3, exp 8 [26] 5 32.31
36 soil 3, exp 18 [26] 10 18.36
37 soil 3, exp 10 [26] 10 25.87
38 soil 3, exp 12 [26] 10 31.34
39 soil 4, exp 1 (Table 2) 10 59.10
40 soil 4, exp 2 (Table 2) 17 59.36
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Figure 7. The λ parameter of Equation (4) obtained for the calibration experiments performed at the
different slope angles. The best interpolating function is also plotted.

Table 4. Model validation synthesized through the relative error of the steady deep flow, εdf

(Equations (6) and (7)).

Order Number Experiment Identification Slope (◦) Steady Deep
Flow (mm h−1)

Ks × P(v < vl)
(mm h−1)

εdf (%)

21 soil 1, exp 13 [26] 5 2.46 2.24 −9.1
22 soil 1, exp 14 [26] 5 2.32 2.24 −3.6
23 soil 1, exp 20 [26] 5 2.11 2.24 6.0
24 soil 1, exp 9 [26] 10 1.38 1.50 8.9
25 soil 1, exp 10 [26] 10 1.24 1.50 21.2
26 soil 1, exp 22 [26] 10 1.79 1.50 −16.0
27 soil 1, exp 7 [26] 15 0.91 0.88 −2.9
28 soil 1, exp 8 [26] 15 0.77 0.88 14.8
29 soil 1, exp 24 [26] 15 0.77 0.88 14.8
30 soil 2, exp 4 [26] 5 2.54 2.54 −0.1
31 soil 2, exp 6 [26] 10 2.27 1.74 −23.3
32 soil 2, exp 8 [26] 15 1.46 1.04 −28.9
33 soil 3, exp 16 [26] 5 9.63 10.31 7.0
34 soil 3, exp 6 [26] 5 10.33 10.31 −0.2
35 soil 3, exp 8 [26] 5 10.25 10.31 0.6
36 soil 3, exp 18 [26] 10 9.46 9.56 1.0
37 soil 3, exp 10 [26] 10 9.54 9.56 0.2
38 soil 3, exp 12 [26] 10 10.05 9.56 −4.9
39 soil 4, exp 1 (Table 2) 10 12.80 15.68 22.6
40 soil 4, exp 2 (Table 2) 17 11.00 12.38 12.5
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Figure 8. Comparison of the observed and simulated steady deep flow for the different
validation experiments.

7. Conclusions

The starting point of this work is that the infiltration process on sloping surfaces observed in
many laboratory experiments is not correctly represented by the existing theoretical modeling efforts.

On the basis of the main outcomes of this analysis performed using 54 laboratory experiments
and a conceptual model, the following insights can be derived:

• The proposed conceptual model can represent most laboratory experimental results obtained
for bare soils in the absence of secondary disturbance effects due to erosion and formation of a
sealing layer.

• According to this model, the “particles” of water moving above a sloping surface are characterized
by velocities considered as realizations of a stochastic variable with a cumulative probability
function expressed through an exponential term.

• Only water “particles” with velocity below a threshold value may contribute to the infiltration process.
• In practical terms, from the knowledge of surface slope, as well as of soil texture and particles

layout (both linked to Ks), a cumulative probability function P(v< vl) may be derived. The behavior
of different soil types is represented through the associated Ks values.

• Under steady state conditions, the infiltrating water is given by an effective saturated hydraulic
conductivity expressed by Ks × P(v < vl).

• Processes related to the fluid viscosity are not explicitly considered.
• The surface roughness plays an important role on the surface flow velocity. When particular

vegetation is present (e.g., grassy soil) a specific calibration of λ, which is the unique parameter
of the proposed model, is necessary. On this basis to generalize the model, new laboratory
experiments with different surface types should be performed.

• This work supports the idea that the infiltration process on a sloping surface is highly conditioned
by the surface flow velocity. When the surface slope increases the water speed increases, while
infiltration decreases. An extension of this simple concept could be useful to further our knowledge
of the infiltration process over sloping surfaces even under unsteady conditions when Kse could
be used to substitute Ks.
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Abstract: Modelling of recharge under irrigation zones for input to groundwater modelling is
important for assessment and management of environmental risks. Deep vadose zones, when
coupled with perched water tables, affect the timing and magnitude of recharge. Despite the temporal
and spatial complexities of irrigation areas; recharge in response to new developments can be modelled
semi-analytically, with most outputs comparing well with numerical models. For parameter ranges
relevant to the western Murray Basin in southern Australia, perching can reduce the magnitude of
recharge relative to irrigation accessions and will cause significant time lags for changes to move
through vadose zone. Recharge in the vicinity of existing developments was found to be similar to
that far from existing developments. This allows superposition to be implemented spatially for new
developments, thus simplifying estimation of recharge. Simplification is further aided by the use of
exponential approximants for recharge responses from individual developments.

Keywords: hydrology; irrigation recharge; perched water tables; groundwater modelling; vadose zone

1. Introduction

Irrigated agriculture leads to greater infiltration of water than non-irrigated agriculture, especially
in semi-arid and arid regions [1]. This, in turn, leads to greater recharge to underlying groundwater
systems, where it can cause salinization and waterlogging of agricultural land and salinization of
water resources [2] and associated riparian zones. Where groundwater is fresh, irrigation recharge may
have environmental benefits in returning fresh groundwater to streams and groundwater-dependent
ecosystems and providing recharge for groundwater users [3].

The assessment and management of irrigation environmental risks requires an understanding of
the processes that link actions, such as irrigation development and subsequent water use measures,
and the environmental impacts. This linkage is not just characterized by changes in water fluxes,
but in time delays for pressure changes to move from the site of the action (irrigation fields) to the
site of the impact (streams, affected land, groundwater-dependent ecosystems). Where water tables
are deep, the unsaturated zone under irrigation areas is an important pathway between actions and
groundwater systems, that link to impacts [4]. Yet, this zone is often poorly understood, falling between
the disciplines of the agronomic engineering and hydrogeology, meaning that links between actions
and impacts may be poorly understood.

Previous models of the unsaturated zone have mostly assumed that water moves under gravity
towards the water tables [5,6]. This means that below the agricultural zone, fluxes do not change
in magnitude from the agricultural soil zone to the groundwater. However, the larger soil water
fluxes under irrigation may not be able to be transmitted by gravity [7], where soil vertical hydraulic
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conductivity is low. This leads to conditions of perched water tables, with increased hydraulic gradients,
saturated conditions and lateral movement of water above these low-conductivity zones [8–10].
Sub-surface drainage may be required to avoid waterlogging and land salinity and water may be lost
to the land surface from the perched layer by drainage and evapotranspiration. Perched water tables
may, therefore, both change the magnitude of vertical fluxes and ‘smear’ the movement of pressure
changes over time. Modelling perched water tables is important for recharge in karstic geology [11],
managed aquifer recharge [12], contaminant sites [8–10] and ecology of ephemeral streams [13,14].

Irrigation districts can be complex, with different zones being developed over time over a range
of soils and water table depths. Any unsaturated zone model needs to be used in conjunction with
groundwater models, which are often implemented to assess irrigation risks and support the design of
mitigation measures. Unsaturated zone models, therefore, need to represent the main processes in
these complex irrigation districts that are important for the assessment and management of risks; yet
be simple enough to be practically implemented. The unsaturated zone models are required to link
management actions, such as water use measures to recharge across the irrigation district as a function
of time, and space.

While numerical hydrological models are able to model these processes, the implementation
of such models under complex irrigation districts with perched water tables is often impractical.
Simplicity of process representation may be addressed by keeping the number of parameters small,
seeking data sources that may be used for the parameterization and calibration of parameters, and using
algorithms that can be run relatively quickly in conjunction with the groundwater model. The models
and algorithms should be capable of representing the lifetime of irrigation districts, including new
developments, water-use efficiency measures and decommissioning.

This paper describes the semi-analytical PerTy3 model, which has been developed to address
issues in the western Murray Basin in southern Australia. Basin-wide strategies have been responsible
for reducing river salinity in the lower reaches of the River Murray [15]. This has been possible
through the combination of groundwater pumping and incentives for improving water use efficiency
of irrigation districts. Groundwater models have been implemented across the western Murray Basin
to assess salt load to the river. The highest-risk irrigation areas in the western Murray Basin overlie a
saline regional groundwater system, which discharges into the River Murray. The paper tests and
documents the PerTy3 model, as it relates to new developments.

However, even the application of semi-analytical models can be complex and resource-intensive,
so this paper also explores the application of conceptual transfer functions [16–18] for individual
actions, that can be superimposed. If such functions are shown to work, it would allow a transfer
function model to be used for each development and action and then added, thus simplifying the
estimation of recharge. Such models have previously been used for regions in which there are frequent
fluctuations of the water table in response to recharge events.

Finally, since perched water tables lead to lateral movement of water, there is a need to consider
both ‘greenfield’ and ‘brownfield’ developments. A greenfield development is one for which there
is no hydraulic interference from nearby irrigation areas, while the opposite is true for brownfield
developments. The antecedent moisture caused by prior nearby developments is thought to reduce time
lags for wetting fronts to reach the water table. If so, there would be a need to consider the configuration
of irrigation developments, which would add considerable complexity to the estimation of recharge
under irrigation areas. This paper will consider the effect of interference between irrigation fields.

The aims of this study are to:

1. develop and test a semi-analytical unsaturated zone model to predict recharge under new
irrigation developments with perched water tables. The main attributes being sought are:

(a) a conceptual model representing the main physical processes at the scale of the irrigation
district and periods of seasons and years;

(b) continuity of modelling between conditions of perching and non-perching;
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(c) a limited number of additional parameters;
(d) availability of field data that could be used to calibrate parameters;
(e) benchmarking against appropriate numerical models;
(f) use of agronomic modelling outputs as input and generates recharge as output to be used

in groundwater models; and
(g) a process for estimating recharge under brownfield developments.

2. explore the use of even simpler modelling approaches based upon:

(a) superposition of actions; and
(b) conceptual approximants for transfer functions.

A further paper [19] describes the development of models for change in recharge due to water-use
efficiency measures and for the whole-of-lifetime irrigation, including new development, water-use
measures and decommissioning. A pilot study for the Loxton-Bookpurnong district in the western
Murray Basin is described in [20]. The soil properties and other characteristics of that area will be used
within this paper.

2. Theory

This section describes the processes and theory that underlies the semi-analytical model, PerTy3
and perched water tables, more generally. More specifically, this section supports objectives 1(a–c);
namely, the description of a conceptual model representing the main physical processes at the scale
of the irrigation district and periods of seasons and years; provides continuity of modelling between
conditions of perching and non-perching; and includes a limited number of additional parameters.
Non-dimensionalisation is used to group related parameters and, therefore, simplify the model.

The motivation for this study is illustrated in Figure 1, which shows the hydrogeological model of
the Loxton-Bookpurnong irrigation district in southern Australia. Irrigation development has led to a
perched water table above a low-conductivity clay layer and a groundwater mound in the underlying
regional groundwater system. The increased groundwater gradients lead to greater volumes of saline
groundwater entering the River Murray.

Figure 2 shows the conceptual model for the fluxes in the vadose zone. There are three semi-infinite
layers of homogeneous soils, in which the second layer is of lower permeability. The left boundary
condition is a no flow boundary, which means this is a line of symmetry. The upper boundary is the
base of the agronomic zone, the left side of which underlies irrigated agriculture, and to the right
side underlies non-irrigated agriculture. The upper boundary condition is a downward water flux,
irrigation accession, as determined by agricultural practices, including channel leakage and spillage.
For the one-dimensional systems discussed below, the whole upper surface is irrigated. The lower
boundary condition is the water table, which is assumed to be constant. The profile is assumed to
be initially at steady-state, with the root zone drainage at the boundary condition being relevant to
either native vegetation or non-irrigated agriculture. At time zero, irrigation is implemented leading
to an increase in root zone drainage. As the vertical flux may also consist of leakage or spillage from
channels, it will be referred to as irrigation accession. In the western Murray Basin context, the new
irrigation accession rate is ~100–400 mm/year), while the pre-irrigation flux (~0.1 mm/year for native
vegetation or 2–30 mm/year for dryland agriculture).
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Figure 1. Conceptualizations of the Loxton-Bookpurnong Irrigation District, showing perched water
table under the irrigation district, and groundwater flow to the River Murray. model used to simulate
recharge under perched water tables.

Figure 2. Used to simulate recharge under perched water tables. The left-hand boundary is a no flow
boundary, representing a line of symmetry. The variables are non-dimensionalised, with x = 1 being the
outer limit of irrigation and x = x1 being the outer limit of perched water. Below layer 3 is the saturated
zone of the aquifer.

This paper considers situations, where there is a reasonable probability of perched water tables
under the irrigation area. This means that the irrigation accession should be sufficiently high or the
saturated vertical conductivity sufficiently low for perched water tables to occur. Where it does occur,
the ponded head builds up on the impeding layer and water moves laterally over the impeding layer,
where it infiltrates into the impeding layer.

The layers of the unsaturated zone have been parameterised using the modified
Mualem–Brooks–Corey model [21,22] for each layer. The water retention curve is given by:

θ = (ψ/hb)−λ, ψ > hb (1)
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Θ = 1, ψ ≤ hb (2)

where ψ is the soil suction, hb is the air-entry point, λ is a fitting parameter, and the relative saturation,
Θ, is given by

Θ =
(θ − θr)

(θs − θr)
, (3)

where θ is the volumetric water content, θr is the residual volumetric water content and θs is the
saturation volumetric water content. The relative permeability, Kr, is given by:

Kr =Θ
m, (4)

where m is a fitting parameter related to the connectivity of soil pores.
The hydraulic conductivity, K, is obtained by multiplying Kr by the saturated hydraulic conductivity.

These parameters will be different for the different layers and a subscript i will be subsequently used
to distinguish layer i. The parameters are assumed to be the same for both vertical and horizontal
properties, except for the saturated conductivity. A superscript h and v will be used with the saturated
hydraulic conductivity to characterise anisotropy. The values given to the parameters is given in the
Methods section.

The underlying equations are non-dimensionalised using the vertical length scale, l2, timescale
S2l2/Ks2

v, horizontal length scale x0, and vertical flux Ks2
v; where li is the thickness of the ith layer;

x0 is the half-width of the irrigated area; Ksi
v is the saturated vertical conductivity of the ith layer;

and S2 is the specific yield for the 2nd layer for the initial dry conditions. The purpose of the
non-dimensionalisation is to simplify the range of situations as much as possible using scaling and
non-dimensional variables.

2.1. Unsaturated Zone Conditions

The PerTy3 model, as it relates to new developments, is adapted from the wetting front model [5].
In that model, the movement of water through the vadose zone occurs via gravity, causing a pressure
(or wetting) front. Behind the wetting front, the flux of water is equal to the new flux, while below it,
the flux equals the old flux. The wetting front moves with the speed (non-dimensional):

dzwf/dt = (An − Ao)/(θn − θo) (5)

where zwf is the depth of the wetting front below the land surface; An and Ao are the non-dimensional
irrigation accessions for the irrigated and pre-existing agriculture respectively; and θn and θo are the
volumetric water contents above and below the wetting front. Their values are such that the relative
vertical hydraulic conductivity equals An and Ao, respectively. When the pressure front reaches the
water table, the recharge (dimensioned) increases from IAo to IAn. Equation (5) can be used to estimate
the time delay between the change in land use and the change in groundwater recharge. The above
theory, or variants of it, has been used to estimate time delays for changes in non-irrigated agriculture
to affect the underlying groundwater. In this paper, we look to adapt this model to the situation, where
the soil conductivity of parts of the vadose zone is sufficiently low to not allow the new water flux to
move vertically by gravity alone. The simplicity of the model is appropriate for our knowledge of soil
properties and input fluxes over representative scales. The parameters in Equations (1)–(4) will change
for each layer. A subscript ‘i’ will be used to denote these parameters for layer i.

2.2. Situations Where Perched Water Tables Occur

The conceptual model in PerTy3 considers five stages for the pressure front to move through to
the water table and for the new recharge rate to be attained. These are:

Stage 1: the pressure front moves through first layer according to Equation (5).
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Stage 2: the interface between layers 1 and 2 needs to become saturated for the perched situation
to occur. A wetting front continues to move through layer 2 while the moisture content about the
interface is increasing. However, the dimensionless vertical flux across a broad zone from above the
interface to below the pressure front is reducing from An to Ao.

Stage 3: saturated conditions develop at the interfaces of the first and second layers. This causes
a saturation front to move downward behind the wetting front into layer 2, while the perched layer
begins to build up in layer 1. The zone between wetting and saturation fronts is near-saturated and
can be broad. The perched layer causes the hydraulic gradient in the saturated zone to be greater than
that of gravity alone. As the ponded head rises, the hydraulic gradient continues to increase and the
flux behind the wetting front increases. Water begins to move laterally above the interface between
layers one and two and begins to infiltrate into the impeding layer.

Stage 4: the wetting front has reached the base of layer 2 and begins to move through layer three.
The surface of the perched water table continues to rise towards an equilibrium, as does the flux behind
the wetting front. As the flux increases, the saturation zone moves slowly towards the base of layer 2.

Stage 5: the wetting front has reached the water table. The recharge rises from the old irrigation
accession rate. The recharge continues to rise until the perched water table reaches a new equilibrium.
This occurs when the increased gradient through the second layer and the increased area of infiltration
means that the recharge is equal to the irrigation accession. Where layer one is sufficiently thin, water
from the perched water table is intercepted either by evapotranspiration or sub-surface drainage. This
prevents the recharge from reaching the irrigation accession flux.

In adapting the wetting front model to perched situations, the following changes are incurred:

• Darcy’s Law is applied to the saturated zone in the upper clay layer. We assume that all of the
hydraulic resistance is due to the clay and hence proportional to the thickness of the saturated
layer, while the ponded head means a hydraulic gradient greater than one, purely due to gravity.

• The ponded head increases to the stage where the irrigation accession flux can pass through layer
2, or it fills all of layer 1.

• The perching results in a distribution of transit times for a change in irrigation accession rate to
reach the water table.

• There may be a difference in magnitude between the irrigation accession and recharge, but only
where some of the irrigation accession is returned to the land surface. If not, at equilibrium the
recharge rate equals the irrigation accession rate.

• We have found it necessary to no longer consider the wetting front as a sharp transition from
pre-development conditions to saturation. The existence of air-entry suction, below which
hydraulic conditions the same as saturation occur and the near saturated zone means that the
transition can be significant.

• As the wetting front moves through layer 3, the increasing vertical water flux at the base of layer 2
can lead to the wetting front moving more quickly as it moves to the water table.

The sections below describe these stages in more mathematical detail. Table 1 lists all the
parameters used, their symbols and units and the equation number, where first used.
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Table 1. Glossary of parameters, symbols and units used in equations and the equation number, where
first used.

Parameter Unit Symbol Equation First Used

Dimensioned parameters

Thickness of layer i cm li (6), (10)

Time scale associated with equilibration process of
perched water table year ts (34)

Soil conductivity for layer i—dimensioned (current,
saturated horizontal, saturated vertical) cm/day K, Ksi

h, Ksi
v (10)

Irrigation accession flux (current, new, old, for step j) mm/year IA, IAn, IAo, IAj (11)

Half-width of the irrigated area m x0 (10)

Air-entry potential cm hb (1)

Soil water suction (negative potential) cm ψ (1)

Recharge to the water table (current, change) mm/year R, ΔR (41)

Sub-surface drainage mm/year D (40)

Dimensionless parameters

Depth of the wetting front (wf) or saturation front (sat) below the base of layer 1 zwf, zsat (5)

Lateral distance from centre of irrigation field x (8)

Time (current, initial, for wetting front to reach base of layer 1, time for saturation
to occur, time for wetting front to reach base of layer 2, time for which flux

changes at base of layer 2)
t, t0, t1, t2, t3, t4 (5), (6), (7), (45)

Soil volumetric water content for layer i (current, residual, saturated, new, old) θi, θri, θsi, θn, θo (3), (5)

Relative permeability for layer i Kri (3)

Ratio of specific yields for layers 1 and 2 β (8)

Relative saturation Θ (1)

Specific yield for the ith layer for the initial dry conditions Si (6)

Mualem exponent mi (4)

Coefficient for soil water retention curve λ (1)

Head of perched water table (current, initial, equilibrium, at edge of
irrigation field) h, h0, heq, h1 (13), (7), (32)

Dimensionless irrigation accession (current, new old) A, An, Ao (5)

Dimensionless parameters related to thickness of near-saturated zone ϕ (26)

Thickness of transitional zone between saturation front and wetting front Φ (26)

Dimensionless parameter related to the significance of lateral movement B (8)

Vertical water flux through impeding layer (current, equilibrium, old) q, qeq, q0 (8)

Specific yield of layer 1, relative to soil following passage of wetting front s1 (35)

Width of wetted zone outside irrigation field (current, equilibrium, old) x1, x1eq, x10 (8), (18)

Transfer function for the recharge TF (41)

Proportionality constant between perched head and depth of saturation front
during stage 3 α (21)

Velocity through layer 3 (group velocity for pressure changes, wetting
front velocity)

vg, vwf (36), (37)

Dimensionless parameter depicting lateral movement B (8)

Fitted parameter for approximants a (45)

2.3. Stage 1

During stage 1, the rate of movement of the wetting front is given by Equation (5).
The dimensionless time for the wetting front to reach the top of the clay layer is given by:

t1 = l1(θn1 − θo1)/((An − Ao)l2) (6)
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The variable t1 is sensitive to θn1, this needs to be calculated for the new flux.

2.4. Stage 2

Once the wetting front reaches the interface between layers 1 and 2, the low permeability of layer
2 means that moisture begins to accumulate about the interface. The additional moisture creates a
moisture gradient both below and above the interface in different directions. These gradients allow
more or less moisture than would occur by gravity alone at that moisture content and allows the flux
and soil suction to be continuous at the interface. A mass balance argument means that the difference
in flux at the upper and lower ends of the segment is equal to the rate of accumulation in that segment.
The time for saturation to occur is given by:

t2 =

∫
(θ − θb)dz/(An − Ao), (7)

where θb is the background water content. For layer 1, this background value is the new moisture
content and for layer 2, this is the old moisture content. We will return to the calculation of integral
(7) later.

2.5. Stage 3

The dimensionless equations describing the mass balance of the perched layer are:

β
∂h
∂t

= B(
∂
∂x

(h
∂h
∂x

)) + A− q 0 < x < 1 (8)

β
∂h
∂t

= B(
∂
∂x

(h
∂h
∂x

)) − q 1 < x < x1 (9)

where
B = Ks1

hl22/(Ks2
vx0

2) (10)

A = IAn/Ks2
v (11)

β = (θs
1 − θn

1)/(θs
2 − θo

2) (12)

h is the head of the perched water table, x = 1 represents the edge of the irrigation field; x = x1 is the
edge of the wetted zone outside of the irrigation field; x0 is the half-width of the irrigated field; and q
is the vertical flux into layer 2. Continuity in h and the flux of water (and therefore gradient in h) is
assumed to occur at x = 1. At x = x1, h is zero.

For the above equations, A is a dimensionless parameter that reflects the degree of perching, with
perching not occurring for smaller A and interception of the perched head with the upper boundary
condition for larger A. The dimensionless parameter, B, reflects the degree to which lateral movement
occurs. As B approaches zero, there is no lateral movement and the system behaves as a 1D system.
For very large B, the perched layer spreads thinly across the impeding layer. We also shall assume for
this stage, that the head of the perched layer is lower than the upper boundary, i.e.,

h ≤ l1/l2 (13)

Darcy’s Law across the saturated zone implies that:

q = 1 + h/zsat (14)

where zsat is the depth of the saturation front. This assumes that the main hydraulic impedance is in
the second layer. Under the wetting front model,

dzwf/dt = q (15)
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This assumes that the new flux is much greater than the old flux. During Stage 3, the wetting
front has not reached the base of layer 2.

In addition to the equations above, some further assumptions are added in order to estimate
recharge:

1. We shall ignore the effect of the ponded head outside the irrigated field on the infiltration into the
impeding layer, i.e.,

q = dzwf/dt = 1, 1 < x < x1 (16)

2. We shall assume quasi-steady-state Depuit–Forchheimer equations for this area, which leads to
the following equations:

h = (1 + sqrt(B)h1 − x)/sqrt(B), 1 < x < x1 (17)

x1= h1sqrt(B) + 1, and (18)

Q = −Bh
∂h
∂x

= h1sqrt(B) (19)

where Q is the non-dimensional lateral flux at x = 1 and h1 is the head of the perched layer at x = 1.

3. We shall assume that the head is constant across the irrigated field. Combining Equations (8), (9),
(18) and (19) gives:

βdh1/dt = A − q − h1sqrt(B). 0< x < x1 (20)

4. We shall assume in early times of ponding that the lateral movement is small, and processes are
vertical. We shall also assume that the separation between saturation fronts and wetting fronts is
constant. By defining the dimensionless parameter:

α = h/zsat, (21)

we find that zsat and h increase linearly:

zsat = (1 + α)t (22)

h = α(1 + α)t (23)

α = (−(1 + β) + sqrt((1 + β)2 + 4(A − 1)β)/(2β), and (24)

q = 1 + α (25)

Equation (25) indicates a flux greater than the free drainage flux through a saturated clay layer
(q = 1).

Stage 3 finishes when the wetting front reaches the bottom of layer 2. To estimate when this occurs,
it is necessary to estimate the thickness of the zone, Φ, between the wetting front and the saturated
zone (Figure 3a). If we assume that this zone is in a quasi-steady state, this can be estimated from
Darcy equation to give:

Φ = ϕ/(q − 1) =
∫

dψ/((q/Kr(ψ) − 1)l2), (26)

Φ = hb2/((q − 1)l2)+
∫

dψ/((q/(Kr(ψ) − 1)l2) (27)

where ϕ is a soil hydraulic property and the integral in Equation (26) goes from 0 (saturated) to
ψ3, and in Equation (27) from hb2 to ψ3, where ψ3 is either (a) the matric potential relating to the
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pre-development drainage, where the transition zone is entirely within the clay layer or (b) the soil
matric suction at the interface with layer 3. We shall assume that ϕ is constant with respect to q.

Once the wetting front reaches the base of layer 2, the flux at top of layer 3 increases to q = 1 + α
and the wetting front begins to move through this layer. This occurs at non-dimensional time after
perching begins:

t3 = (1 − ϕ/α)/(1 + α), (28)

and the ponded head will be:
ho = α − ϕ (29)

By knowing the flux during this third stage, it is possible to use the steady-state Darcy’s Law to
calculate t2 in Equation (7).

2.6. Stage 4

After the wetting front reaches the base of layer 2, Equations (14) and (26) can be combined to
estimate the vertical flux:

q = h + 1 + ϕ (30)

Incorporating Equation (30) into (20), the mass balance for the perched layer becomes:

β
∂h
∂t

= A− 1−ϕ− h (1 + sqrt(B)) (31)

where ϕ is calculated using Equation (27). This has the solution:

h = heq + exp(−(t − t0)(1 + sqrt(B))/β)(h0 − heq) (32)

where h0 and t0 are, respectively, the head and time at which the wetting front breaks through the clay
layer Equation (29). The equilibrium head, heq, is given by:

heq = (A − 1 − ϕ)/(1 + sqrt(B)) (33)

The effect of B is to not only reduce the steady-state ponded head, but it also quickens the rate at
which it is attained. To understand this better, we consider the dimensioned time scale:

ts = l2S2β/((1 + sqrt(B))Ks2
v) (34)

As B becomes very large, ts becomes:

ts ~ x0s1/sqrt(Ks1
h Ks2

v) (35)

Hence, the time scale involves a mixture of the horizontal conductivity of the sand layer and the
vertical conductivity of the clay layer. This is not surprising given that both soil parameters influence
both the magnitude of the ponded head and the ability of the water to move laterally.

Equation (30) implies that the vertical flux through the clay layer would also approach exponentially
the equilibrium value qeq from q0. Equation (30) and Equation (32). The extent of the wetting outside
the irrigation field also increases exponentially to the equilibrium value x1eq from x10 in parallel with
the ponded head (Equation (18) and Equation (32)). Equation (16) implies that the aggregated vertical
flux through the clay external to the irrigation field is proportional to the extent of wetting.

As the flux at the base of layer 2 increases, the velocity of the wetting front can increase. The speed
of the wetting front is given by Equation (5), but with A replaced by q. Unlike the situation where there
is no perching, the water content at the wetting front, θwf, is likely to change as the flux at the bottom
of layer 2 changes gradually. The change in flux (and associated water content) will move at a speed
determined by the group velocity, dK/dθ. This will continue until the change reaches either the wetting
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front or the capillary fringe (in the case, where the wetting front has already reached the capillary
fringe). In the former situation, the time at which the change reaches the wetting front is given by:

t − t4 = zwf/(dK/dθ(θ(t0))) = zwf/vg, (36)

where t4 is the time at which the change at the change occurs at the bottom of layer 2 and dK/dθ(θ(t4))
= vg is the group velocity as determined there.

 
(a) 

(b) 

Figure 3. Figures showing two aspects of the modelling: (a) near-saturated zone between wetting front
and saturation front, as described in Equation (26); and (b) changing speed of wetting front, as flux
behind increases.

Figure 3b shows the process of calculating the rate of movement of the wetting front. Following
the logic of that diagram allows zwf to be calculated by integrating the following equation:

Δzwf = vwfΔt4/(1 + vwf/vg) (37)

where vwf is the velocity of the wetting front and vg is the group velocity. If dK/dθ >> ΔK/Δθ, as is the
case for our parameterisation of layer 3, this simplifies to:

zwf =

∫
vwfdt4 (38)

Equation (38) implies that changes in flux and water content at the base of layer 2 are transmitted
quickly to the wetting front. This causes the wetting front to move more quickly. Once the wetting
front reaches the water table, the changes in flux should transmit quickly to the water table. Under the
assumption that dK/dθ >> ΔK/Δθ, the gap in time between the flux at the base of layer 2 disappears.
The effect of the higher fluxes at the base of layer 2 during the propagation of the wetting front through
layer 3 is to quicken the pace of the wetting front but also to increase the flux at the time the wetting
front reaches the water table. The speed at which the wetting front moves through layer 3 is less than
that for the unperched situation as the flux at the base of layer 2 is less than for the unperched situation.

Computationally, the inclusion of the assumption simplifies and quickens the algorithms but not
including the assumption is still computationally viable. The simpler assumption is made in PerTy3.

44



Water 2020, 12, 944

2.7. Stage 5

Once the wetting front reaches the water table, recharge rises from the pre-development flux to a
new higher flux, less than the irrigation flux. The recharge rate continues to increase, exponentially
asymptoting to the irrigation accession flux. The program ignores the effect of capillary fringe on
timing. For example, for native vegetation or dryland agriculture the corresponding soil suction could
be up to 10 m, while for irrigated agriculture, the corresponding suction is more likely 10′s of cm. We
shall assume that the bottom of layer 3 is the capillary fringe corresponding to irrigation.

If the perched head rises to the stage where it intercepts the upper boundary condition, there is no
capacity for further infiltration to occur. We refer to this as recharge rejection. This occurs when:

heq = (A − 1 − ϕ)/(1 + sqrt(B)), h > l1/l2 (39)

Any excess water is returned to the surface as evapotranspiration. This process can lead to
waterlogging and salinity and generally sub-surface drainage is required. The volume of rejected
recharge can be estimated using Equations (19) and (30):

D/IA = (A − 1 − ϕ − h(1 + sqrt(B)))/A (40)

In portraying outputs, a normalised transfer function is often used:

TF(t) = (R(t) − Ro)/(IAn − IAo) (41)

A transfer function is a mathematical model of a system that maps its input to its output (or
response). An analogous transfer function can be defined for drainage (or rejected recharge). Where
there is no rejected recharge, TF(t) = 0 for t = 0; and approaches 1 after long periods. Hence it represents
a cumulative probability distribution for time delays for pressure to travel through the vadose zone.
Where there is rejected recharge, TF(t) is less than one after long periods but the sum of transfer
functions for recharge and drainage approaches one. Transfer functions take on greater significance
where they can be superimposed for a combination of actions. A modified transfer function will be
defined below for application to superposition.

2.8. Theory: Summary

1. Irrigation development leads to the formation of a wetting front that moves through layer 1.
2. Once the wetting front reaches the interface between layers 1 and 2, the low permeability of layer

2 means that moisture begins to accumulate about the interface.
3. The ponded head is zero until the end of Stage 2, increases linearly until end of stage 3 and then

exponentially asymptotes to an equilibrium head during stages 4 and 5.
4. The flux at the base of layer 2 is zero until the end of stage 3 and then increases exponentially to

the irrigation accession rate.
5. The recharge rate is zero until the end of stage 4 and then increases exponentially to the irrigation

accession flux.
6. While the ponded head increases to the stage where the irrigation accession flux passes through

layer 2, the value of this may be so high that it intercepts the upper surface.

3. Methods

This section describes the modelling methodology used to meet objectives 1 and 2(a–b) of the study;
namely to benchmark the PerTy3 model against an appropriate numerical model; develop a process for
estimating recharge under brownfield developments; and explore the use of even simpler modelling
approaches based upon superposition of actions, and conceptual approximants for transfer functions.
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3.1. Model Implementation

To achieve these objectives, a series of implementations of the PerTy3 and the numerical model,
FEFLOW (finite-element subsurface flow simulation system), are used. The default parameters used
for both the one- and two-dimensional (2D) modelling are shown in Table 2. One-dimensional
(1D) situations represents those, where lateral movement of water is minimal, and hence where
B approximates zero. The default parameters have been derived using published estimates of
soil hydraulic parameters for the Mallee region [23] and defining equivalent parameters for the
Brooks–Corey–Mualem model. The irrigation flux pre-development, IAo, has been assumed to be 10
mm/year for all experiments. For the two-dimensional experiments, the half-width of the irrigation
area is assumed to be 500 m. Pertinent information on the irrigation water balance is from [24].

The numerical modelling is undertaken using FEFLOWTM [25]. FEFLOW solves the governing
flow equations in porous media for variable saturation. Richards’ equation is solved for a single
dominant fluid phase (in this case water) with an assumed stagnant air phase that is at atmospheric
pressure everywhere. FEFLOW implements a number of empirical and spline models for variable
saturation. Fine mesh refinement is used to achieve stable numerical solutions for the adopted choices
of the Mualem–Brooks–Corey model parameters. The vertical mesh size for both the 1D and 2D
modelling is 10 cm (250 (1D) or 150 (2D) elements), while for the 2D modelling, the horizontal mesh
size is 10 m (200 elements).

Table 2. Default soil parameters used in the modelling.

Parameter Symbol Layer 1 Layer 2 Layer 3

Texture Sandy Loam Clay Sand

Saturated volumetric water content
(cm3/cm3) θsi 0.35 0.4 0.38

Residual water content (cm3/cm3) θri 0.03 0.1 0.04

Air-entry potential (cm) hbi 12.0 40.0 8.0

Mualem exponent mi 8.24 7 6.94

Vertical saturated hydraulic conductivity
(cm/day) Ksi

v 300 various 500

Anisotropy for saturated conductivity
(Horizontal/Vertical)

~0 (1D)
various (2D)

~0 (1D)
1(2D)

~0(1D)
1 (2D)

Thickness (cm) li 500 500 1500 (1D)
500 (2D)

Table 3 details the various modelling experiments and the associated parameters. The modelling
has been designed to achieve the various objectives:

1. 1–6 (1D), 1–4 (2D) are a series of simulations for new developments that cover a range of
non-perched and perched situations and illustrate varying degrees of lateral movement. These
simulations demonstrate the main processes and the outputs allow benchmarking of the models.
For each experiment, the PerTy3 and FEFLOW models are used.

2. The experiments 5–10 (2D) are designed, in conjunction with Experiments 1–4 (2D), to explore the
effect of a brownfield developments in the vicinity of a development, already at equilibrium. More
specifically, the recharge under a greenfield development (1–4(2D)) is compared to brownfield
developments either directly adjacent to or 250 m away from a development at equilibrium. The
FEFLOW outputs will be compared to the superposition of the two developments.

3. Experiments 10–13 (2D) are designed to compare recharge brownfield sites in the vicinity of
greenfield sites, that are 5 years old. The FEFLOW outputs will be compared to the superposition
of the two developments.
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Table 3. Benchmarking experiments.

Model Expt
Number

Vertical Saturated
Hydraulic

Conductivity
(cm/day)

Anisotropy for
Saturated

Conductivity
(Horizontal/Vertical)

New
Irrigation
Accession
(mm/year)

Parameter Parameter

Separation
from Existing
Development

(m)

Kv
si IAn A B

1 (1D) 0.0913 ~0 100 0.3 ~0

2 (1D) 0.0365 ~0 100 0.75 ~0

3 (1D) 0.0183 ~0 100 1.5 ~0

4 (1D) 0.00685 ~0 100 4.0 ~0

5 (1D) 0.146 ~0 400 0.75 ~0

6 (1D) 0.067 ~0 400 1.5 ~0

1 (2D) 0.03 1000 200 1.83 0.1

2 (2D) 0.03 10,000 200 1.83 1

3 (2D) 0.03 100,000 400 3.65 10

3a (2D) 0.03 100,000 200 1.83 10

4 (2D) 0.03 10,000 100 0.91 1

5 (2D) * 0.03 1000 200 1.83 0.1 0

6(2D) * 0.03 10,000 200 1.83 1 0

7(2D) * 0.03 100,000 200 1.83 10 0

8(2D) * 0.03 1000 200 1.83 0.1
250 m from
equilibrium

development

9(2D) * 0.03 10,000 200 1.83 1 “

10(2D) * 0.03 100,000 200 1.83 10 “

11(2D) * 0.03 1000 200 1.83 0.1
250 m from
5-year-old

development

12(2D) * 0.03 10,000 200 1.83 1.0 “

13(2D) * 0.03 100,000 200 1.83 10.0 “

* experiments where no PerTy3 modelling was performed, but FEFLOW (finite-element subsurface flow simulation
system) modelling and superposition experiments were performed.

3.2. Transfer Functions and Superposition

In this section, we describe the concept of a transfer function for application to superposition, to
support objective 2(a). For this purpose, a modified transfer function for the recharge is defined:

TF′(t) = (R(t) − Ro)/(IAn* − IAo*) (42)

where the superscript * indicates the minimum of IA and the maximum irrigation accession without
rejected recharge. We can define a similar transfer function for drainage, TF”, where:

TF”(t) = (D(t) − Do)/(IAn** − IAo**) (43)

where Do is the original drainage rate, IA** is the maximum of IA and the maximum irrigation accession
that occurs without rejected recharge.

The general aim is to generate outputs, with appropriate accuracy, for a range of inputs. In line
with information theory, we would look to see whether simplifications are possible, by using, for
example, processes, such as superposition. As the system is not necessarily linear, there is no reason to
believe that superposition would necessarily apply to a range of situations. Some situations are not
expected to follow superposition including those where thresholds are involved, such as the initiation
of perching or rejected recharge. The addition of two actions, that do not individually exceed the
threshold but in aggregation do so, is not linear.
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If superposition does apply, the aggregate transfer function for a sequence of actions that affect
irrigation accession:

TF’(t) = (
∑

j(IA*j+1 − IA*j) TF’j+1)/(IA*p+1 − IA*0) (44)

where IAj is a sequence of modified irrigation accessions that occur from j = 0 to j = p + 1 and TF’j+1 is
the modified transfer function that applies for a change of irrigation accession from IA*j to IA*j+1.

The pattern of the aggregate TF’ with time would broadly follow that of IA, perhaps with time
delays and some ‘smearing’ and capping at the maximum irrigation accession for which there is no
rejected recharge. Where superposition applies, this could simplify the numerical process. The transfer
function could be generated for individual actions alone and this allows the overall aggregated transfer
function to be generated. While the theory above describes physical processes, the analytical model is
simplified, with assumptions such as spatial homogeneity, flat surface elevations etc. It is possible to
consider transfer functions as conceptual models, using enough complexity to broadly replicate the
recharge response. Such models have previously been used for recharge [16,18].

For this paper, we will compare the recharge under a brownfield development and the original
greenfield development with the superposition of the two individual recharge outputs. Brownfield
sites were thought previously to have shorter time delays, as they have already been wetted. Should the
superposition be a good approximation, this may simplify the estimation of recharge under a complex
irrigation district by allowing each development to be considered individually and then aggregated.

3.3. Approximants

In this section, we explore the application of approximants for the transfer function. In general,
an approximant is a function, series, or other expression which is an approximation to the solution of a
problem. Here, we trial the application of a conceptual model, specifically a linear reservoir model
with a time delay, to approximate transfer functions, namely:

TF(t) ~ 1 − exp(−a(t − t6)), t > t5 (45)

where a, t5 and t6 are fitted parameters. Such models have previously been used [18] for recharge
through a deep vadose zone. Such conceptual models have been used widely in surface hydrology
to calibrate surface flow models. The linear reservoir model forms a good approximation where the
output (recharge) is a linear function of the storage (the mass of water in the unsaturated zone) [18].

4. Results

4.1. One-Dimensional Modelling

Figure 4a compares the outputs for FEFLOW and PerTy3 for transfer functions for modelling
Experiments 1(1D)–6(1D). There was no perching for Experiments 1, 2 and 5. These resemble
step-functions, with consistency of results between the two forms of modelling. The values of A for
these experiments were 0.3, 0.75 and 0.75, respectively. The model outputs were again consistent, with
Experiments 3 and 6 showing perching. The transfer function showed a step increase, followed by an
apparent exponential approach to one. The model outputs for the ponded head for these experiments
are also consistent (Figure 4b) and both show an exponential approach to equilibrium after a delay and
an initial linear rise. The values of A for these experiments were both 1.5. The modelling outputs for
Experiment 4 show the least consistency with the numerical rise in the transfer function being slower;
and the ponded rise occurring slightly later but both intercepting the upper surface (500 cm). Drainage
or rejected recharge occurs with the increase for the analytical function occurring nearly 5 years later
than the numerical output for drainage. Overall, the modelling outputs show that the processes are
correct and the outputs are adequate for use in groundwater modelling.
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(a) 

 
(b) 

(c) 

 

Figure 4. Of outputs from one-dimensional outputs from PerTy3 (semi-analyt-ical) (dashed) and
FEFLOW (numerical) (solid) models (a) transfer functions; (b) ponded head and (c) normalized
drainage volume.

4.2. Two-Dimensional Modelling

The outputs for both the FEFLOW and PerTy3 models are consistent across a range of values of B
from 0.1 to 10 (Figure 5a). The PerTy3 outputs are flatter and lower than those from FEFLOW. This
is due to the representation of recharge external to the irrigated field (Figure 5b). The partitioning
between recharge occurring outside and inside the irrigated field is consistent across the models, but
PerTy3 shows initial delays in recharge occurring outside the field. Another modelling experiment
(not shown here) shows even greater inconsistency, suggesting that assumptions were not adequate.
The most likely cause is the lack of consideration of ponding external to the irrigated field. This would
have the effect of delaying recharge increases.

The FEFLOW output for the perched head (Figure 5c) if for x = 0, while that for PerTy3 is an
average across the irrigation field. While the FEFLOW output is higher than the PerTy3, the temporal
distributions are approximately parallel. There is a large change in head for B = 0.1 (340 cm) to B = 10
(120 cm). The wetted width PerTy3 outputs (Figure 5d) shows a large variation from 90 m (B = 0.1) to
250 m (B = 10).
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(a)  

(b) 

 
(c) 

 
(d) 

Figure 5. Comparison of outputs from two-dimensional semi-analytical and numerical modelling for
new accession rate of 200 mm/year: (a) Transfer functions (Total) for B = 0.1, 1, 10; (b) Transfer functions
(total, under irrigation field, external to irrigation field) for B = 10. (c) Perched heads for B = 0.1, 1.0,
10 for an increase in IA to 200 mm/year. The head for the FEFLOW model is for x = 0, while that for
PerTy3 is an average across the irrigated field. (d) the width of the wetted zone outside the irrigation
field for B = 0.1, 1.0, 10, and an increase in IA to 200 mm/year.

4.3. Modelling of Brownfield Developments

The effect of brownfield developments at a range of distances is shown in Figure 6. For low
values of B (Figure 6a), there is almost no difference whether the new development is placed next to
an existing field or at infinite distance (greenfield development). Even for B of 10, there is not much
difference. For brownfield developments next to an existing development at equilibrium (Figure 6b),
there is some earlier recharge and then later some delayed recharge. The earlier recharge is presumably
due to pre-wetting by the existing development and the later delays due to the expansion on one side
being constrained by the existing development.
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(a) 

 

(b) 

 

(c) 

 

Figure 6. Functions for brownfield developments: (a) numerical outputs at varying distances from a
pre-existing steady-state development and B = 0.1; (b) numerical outputs at varying distances from a
pre-existing steady-state development and B = 10; (c) numerical outputs for the total development
of a new development followed by another development, 250 m away for B = 1, 10 compared to
superposition of numerical outputs for two independent developments, one 5 years after the other.

For brownfield developments occurring 5 years after a new development (Figure 6c) there is,
minimal effect of separation.

4.4. Approximants

The trial of approximants was mostly successful with good matching with an exponential function
(Figure 7). The worst fit was for Experiment 4 (1D) (Figure 7a). For this experiment, the ponded head
reached the upper boundary condition by about year 17. This appears to change the temporal pattern
of recharge, which is not captured by the approximant.
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(a) 

 

(b) 

Figure 7. Approximants against numerical solutions for which perching occurs. Solid lines represent
numerical solutions and dashed lines approximants. (a) 1D modelling experiments 3, 4 and 6.
The approximants are respectively: 1 − exp(− 0.07 × (t + 10)), t < 12; 4: min(0.486,1 − exp(−0.18 × (t −
14))), t > 15; and 6: 1 − exp( − 0.22 × (t + 4.4)), t > 5. (b) 2D Modelling Experiments 2, 3 and 3a. The
approximants are respectively: 2: 1 − exp(− 0.12 × (t + 2.5)), t > 6; 3: 1 − exp( − 0.13 × (t − 0.8)), t > 4;
and 3a:1 − exp(−0.15 × (t + 1)), t > 5.

The coefficient in the exponential is similar for all the 2D modelling experiments. The theory
is predicting change in the exponential for experiment 3a. On the other hand, the 1D modelling is
showing considerable variation, which was not expected. However, Figure 4a shows that the analytical
expressions, which have similar coefficients for all the experiments, adequately fit the numerical
simulation. The 1D modelling is trying to fit over small variations of the transfer function and then
becomes sensitive to issues such as numerical dispersion.

Perhaps the largest difficulties are 1) the estimation of the time delay until recharge occurs and
2) the reference time in the exponential. However, the analytical model appears to be adequately
estimating time delays and becomes an issue of finding the simplest form of estimation.

Overall, the collection of results shows promise for using approximants, in addition to using a
PerTy3 or numerical models.

5. Discussion

5.1. Accuracy of Modelling

Modelling will necessarily involve simplifications of reality. For example, (1) all surfaces are
assumed to be topographically flat; and (2) layers are considered to be physically homogeneous with
known properties. The values of hydraulic properties need to be considered to be conceptual in
nature, rather than being true values. The study here has tried to incorporate the key processes. The
comparison between models tests mathematical errors.

The comparison of model outputs show that the outputs were consistent in most aspects for the
1D modelling. Two exceptions were (1) the transfer function for Experiment 4; the situation involving
interception of the ponded head with the upper boundary condition; and (2) the drainage volumes for
Experiment 4. These discrepancies were related in that the PerTy3 output showed that the perched
head reached the upper boundary condition about five years later than the FEFLOW output. This has
led to drainage volumes occurring five years later, although volumes were similar. It also meant that
recharge has equilibrated at about the same time as this interception for PerTy3; while recharge has
equilibrated some years after the perched head has intercepted the upper surface, causing a distortion
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of the transfer function. Despite these discrepancies, the consistency of the model shows that the
representation of the processes are accurate.

The comparison of model outputs for 2D modelling does not show the same level of consistency.
In particular, PerTy3, compared to FEFLOW, overpredicts (1) the delay in recharge occurring external
to the irrigated field; and (2) the exponential decay in transfer function. Both may be due to ignoring
the additional ponded head on recharge external to the irrigated field. The mound extends beyond
the irrigated field [24] and this reduces delays for recharge to occur, causing recharge to increase
continuously rather than be delayed. The mounding also changes the shape of the moisture storage in
the unsaturated zone, which will affect the exponential decay [19].

The outputs for FEFLOW and PerTy3 2D models are consistent in the partitioning of recharge
between under the irrigated field and external to the irrigated field; the reduction of the perched head
with B, and the exponential decay of perched head and wetted width. Thus, while some 2-dimensional
aspects are not adequately modelled, most other aspects appear to be adequate for the objectives of the
transfer function.

The comparison of model outputs with field observations will be discussed in [20].

5.2. Brownfield Developments

There has been some discussion in the Australian context, that brownfield developments should
respond more quickly due to antecedent moisture. The results here show that while this partially
occurs for high values for B, there are no lateral impacts (i) for B = 0.1 or 1, or (ii) for separations of
250 m or more; and that (iii) for no separation, there are delays in recharge that outweigh the early
breakthroughs. The lack of lateral impacts, especially for B = 0.1, 1, appears to be due to limited wetted
extent outside irrigated fields. The later time delays for B = 10 are probably due to the inability of
water to move laterally on one side. The effect would be similar to a larger irrigation field, with higher
perched water table and relatively smaller wetted extent.

The small interaction between irrigated fields means that a complex irrigation area with new
developments occurring at different times could be modelled as a superposition of impacts for
individual fields. This would greatly simplify the calculation of recharge under the irrigation district.
Should the circumstances be such that there are interactions (high B, small gaps between irrigation
fields, the results here indicate that there may be simple approximations, but this would require
more work.

5.3. Approximants

The study showed that the transfer functions for both 1D and 2D were able to be approximated by
an exponential function with a reference time. The best-fit coefficient for the exponential was consistent
across the 2D modelling, but variable for the 1D modelling. However, the analytical value was
reasonable for five of the six 1D outputs, suggesting that one value may be a reasonable approximation
for most situations. If so, this requires only for the reference time and the time delay (the time at which
recharge, and the exponential approximation begins). This was not investigated in this study. However,
PerTy3 appears to be able to estimate the time delay and the change in recharge at that time, so it may
become a matter of finding how this could be simplified or how these parameters change in response
to different model parameters. The exponential function can be derived from a linear reservoir model
in which the total recharge is linear with respect to the mass of water in the perched water table.

The use of approximants and superposition may lead to simplification of the estimation of
recharge. The approximants form a step towards considering transfer functions as conceptual models
that are fitted by the groundwater response. This has been done previously [16,18] for situations where
response times are quicker and individual events are independent. These are then used for calibration.
For the situations considered here, the response from different actions gradually accumulate into one
single evolving groundwater response. This can be used to calibrate the transfer function, where there
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is no rejected recharge and provided transfer functions do not vary greatly for different actions. Where
there is rejected recharge, drainage can be used for calibration.

5.4. Data Requirements

Superficially, the model appears to require many parameters and hence should be considered as
complex. For example, the model, in principle, requires several soil parameters for each layer. However,
many of these parameters are based on texture and can be approximated based on lithology information
and data [23]. The saturated vertical hydraulic conductivity for layer 2 and horizontal conductivity for
layer 1 appear to be critical parameters and are reflected in the dimensionless variables A and B, which
portray the range of behavior expected in the field [19]. A critical input to the model is the irrigation
accession, IA. This also is incorporated in the dimensionless variable A. Where district-scale flux data
is used e.g., surface water diversions, length of channels, this can only be converted to IA through a
good knowledge of the irrigation area and how it has changed over the history of the irrigation district.
In some cases, agronomic experiments have been conducted to estimate the field water balance and
hence water-use efficiency factors. Information of this type may be able to highlight how irrigation
accessions have changed over time in response to changed technology, rainfall and availability of
surface water. While PerTy3 has not represented this component of the water balance, its accuracy is
dependent on good information on surface water balance. The need for drainage is a sign that there is
rejected recharge and is useful for the calibration of soil hydraulic parameters [19].

5.5. Further Work

The work above has shown that the processes are well understood; that the 1D modelling of
these processes appears to be adequate, but the 2D modelling is only adequate for some aspects. In
particular, the assumption that the ponded head is effectively zero external to the irrigated field is
clearly inadequate. Some improvement to the model are, therefore, required, perhaps by considering
the quasi-steady state analytical models [26], in which a non-zero perched head is incorporated. The
2D transfer function does not vary significantly from the 1D modelling, suggesting that the one transfer
function may be adequate for a wide range of situations, and that an exponential model appears to
be an adequate approximation. This suggests that such approximants may be useful for estimating
recharge, but this requires more work. Brownfield irrigation developments appear to only differ from
greenfield developments for large B parameters and for separations of less than 250 m. This suggests
that treating developments as independent may be a reasonable approximation of a range of situations.
However, more work would be required for the other situations to find the best estimation method.

6. Conclusions

This paper has described the modelling of recharge from new irrigation developments, where
there is the potential for perching over a deep vadose zone. The model relies on a surface water balance
of the irrigation area and is intended to provide input to regional groundwater models. The model
adapts algorithms for which there is no perching to those with perching, allowing a smooth transition
through the parameter A.

The work shows that hydrological equilibrium between irrigation accession inputs and recharge
to the water table can occur by increased hydraulic gradient through the clay and a greater area of
ponded infiltration through the clay. Where the head of the perched water table is sufficiently close to
the land surface, some water is returned to the land surface either through sub-surface drainage or
by evapotranspiration. There is good agreement between estimates of recharge, ponded head and
return to the surface from the semi-analytical PerTy3 model and those from the numerical FEFLOW
model for one-dimensional situations, where recharge occurs beneath the irrigated fields. The perching
leads to some proportion of the recharge occurring after a long time delay from the timing of the
new development.
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The model shows that for the parameter range chosen here the effect of two-dimensionality on the
total recharge appears to be minor, whereas more detailed processes, such as the proportion of recharge
that occurs external to the irrigation field and the ponded head, are sensitive. These latter lateral effects
scale in a predictable fashion to a parameter B. Since recharge models usually only require the total
recharge, the lack of sensitivity should simplify the modelling.

The modelling also shows that the recharge under brownfield developments, which are developed
near pre-existing developments do not appear to be significantly different to that from greenfield
developments. This allows the recharge under realistic and complex scenarios of irrigation development
to be treated through superposition of recharge from individual fields.

The main input to PerTy3 is the irrigation accession under irrigation. The accuracy of the recharge
outputs from PerTy3 is dependent on good information for irrigation accessions over the history of the
irrigation development. This, in turn, is dependent on knowing how the irrigation area, and water-use
efficiency has changed over time.
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Abstract: Water use measures are being implemented in irrigation areas to make better use of limited
water resources and reduce adverse environmental impacts. A semi-analytical model is developed
and tested with a numerical model to estimate changes in timing and magnitude of recharge from
such measures in irrigation areas to support management of impacts, especially for areas with deep
vadose zones and perched water tables. Low hydraulic conductivity of soil layers will lengthen
time delays between actions and changes to recharge in addition to limiting the maximum recharge.
Despite variations in detailed processes, the recharge outputs from models are surprisingly similar,
irrespective of whether lateral effects are major. Superposition may be used to simplify the modelling
of the total change in recharge from successive actions, including the initial development. Further
simplification is possible, using an exponential conceptual model to approximate recharge responses
to individual actions.

Keywords: hydrology; recharge; soil drainage; water use efficiency; perched water

1. Introduction

Globally, irrigation areas are undergoing water use efficiency and infrastructure improvements
in order to make better use of limited water and to minimize adverse impacts of irrigation. There
are increasing efforts [1] to better account for the resultant changed water balances for surface water
supplied irrigation areas and to better understand the downstream impacts on water users and
environment. Reduced volumes of irrigation water not used by agriculture will often reduce the returns
to streams by groundwater, surface drains or a combination of both [2]. Where saline groundwater is
a major pathway, such as on lower reaches of the River Murray in Southeastern Australia, reduced
returns may improve future stream salinity and health of riparian zones [3]. Estimation of the timing
and quantity of changes in irrigation returns would support the management of salinity in this case;
and the accounting and management of downgradient impacts, more generally. This, in turn, requires
better estimation of the changes in timing and quantity of groundwater recharge.

The timing of reductions in groundwater recharge under deep vadose zones has been studied in
a range of contexts [4–8]. The “kinematic wave” approach [9], which estimates the speed at which
changes in pressure move towards the water table, is the simplest. Because of the difficulty of providing
soil hydraulic properties over spatial scales relevant for irrigation and environmental management,
field studies are required to provide credible estimates for time delays; e.g., [5,8]. A “transfer function”
approach [6,10] has been used for situations where there are frequent recharge “events” and it is
possible to calibrate the distribution of recharge from water table fluctuations.

Perched water is often associated with irrigation areas. Irrigation efficiency improvements may
reduce both the volume of perched water table (possibly to zero) and returns to the land surface from

Water 2020, 12, 936; doi:10.3390/w12040936 www.mdpi.com/journal/water57



Water 2020, 12, 936

perched water through evapotranspiration and sub-surface drainage. It is expected that perched water
will affect the timing of pressure changes from changed irrigation on reaching the underlying water
table. In addition to analysing perched water tables for irrigation, e.g., [11,12]; perched water tables have
been studied for waste ponds [4,7,13] and floodplain aquifers adjacent to ephemeral streams [14,15].
Steady-state analytical [16,17]; groundwater modelling approaches in which unsaturated zone is
treated as an aquitard and numerical unsaturated-saturated zone modelling [4,11,13] have been used
to analyse perched water tables, including the contribution to recharge.

There are limitations to the application of existing methods for estimating recharge under perched
water tables in deep vadose zones. Numerical methods are difficult to apply to the complex spatial and
temporal distribution of irrigation practices, especially given numerical stability problems associated
with perched water tables. Transfer functions are yet to be developed for perched water tables.
Steady-state analytical methods have yet to be applied to complex irrigation systems. This paper is
one of three papers [18,19] that seek to overcome these limitations by developing a semi-analytical
model, PerTy3, to estimate the recharge from irrigation areas over deep vadose zones where perching
may occur. The model shall try to limit complexity through the adaptation of existing kinematic wave
models and scaling principles. This paper contributes to this objective by:

a. adapting the PerTy3 model and associated theory, that had previously been described [18] for
application to new irrigation developments, in order to represent water use efficiency measures;

b. testing the theory and the model by comparison with a numerical model; and
c. implementing the model for the whole-of-life irrigation sequence, from development, to represent

changes in irrigation practice, including efficiency improvements.

Even if the model is successful, the spatial and temporal complexity of irrigation districts would
still mean that a physically based model may still be resource-intensive to implement. This paper,
in conjunction with [18,19] aim to address this limitation through a second objective; namely seeking
a way to implement transfer functions in order to estimate recharge from irrigation areas over a
district-wide scale. The aim of the transfer function aims is to relate the change in irrigation accession
at the top of the vadose zone to the recharge to the water table at the base. Transfer functions are
widely used for designing and testing electronic and control systems. The process can be simplified
if the system is linear and superposition applies. This allows individual actions to be modelled and
aggregated to represent an irrigation district; thereby, simplifying the computation. The application
of superposition to situations with perched water tables is not straightforward as the presence of
perching indicates a nonlinear behaviour, and thresholds between different states. The principle of
superposition needs to be tested before its application.

The relationship between inputs and outputs could be conceptually based, rather than physically
based and, therefore, be calibrated in a similar way to surface hydrology models. Previous recharge
studies using transfer functions [6,10] have calibrated transfer functions on the basis of water table
fluctuations. The application to deep vadose zones beneath irrigation districts is likely to differ as
groundwater mounds slowly evolve. The calibration of the transfer function is likely to be more
difficult and would benefit from knowledge of soil processes. Linear reservoir models have been used
previously [6] for recharge. Such a model implies that the output (recharge) is approximated as a linear
function of the soil water storage. It is possible that this approximation may be reasonable for perched
water table situations. This paper contributes to the second objective by:

a. trialling the principle of superposition of recharge models in response to individual actions over
a whole-of-life irrigation sequence; and

b. seeking simple conceptual models that can approximate the recharge distribution for individual
actions and in particular the linear reservoir model.

The third overall objective of this paper, in conjunction with [18,19] is to link the developed
unsaturated zone model to the surface water balance of irrigation districts, as input, and a regional
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groundwater model; and developing a process for calibrating this integrated model for application
to scenario modelling. This paper contributes to this third objective by testing the calibration of the
unsaturated zone model.

2. Theory

This section broadly provides the theory to meet the above objectives:

(1) Section 2.1 describes the conceptual model underlying the theory for objective 1. Sections 2.2
and 2.3 contribute to objective 1(a); i.e., adapting the PerTy3 model and associated theory,
which had previously been described [18] for application to new irrigation developments,
in order to represent water use efficiency improvements. The theory is developed in two
stages: (i) representation of the response of an unsaturated zone to an individual action,
which reduces irrigation accession, until the system reaches a new equilibrium (Section 2.2.);
and (ii) representation of a response to a series of actions, which reduce irrigation accessions
(Section 2.3). The theory adapts the PerTy3 model [18] by adapting the kinematic theory [10].

(2) Sections 2.4 and 2.5 contribute to meeting the second objective; namely, to explore the application
of transfer functions to estimate recharge from irrigation areas. More specifically, they contribute
to objectives 2(a) and 2(b) by (1) defining transfer functions that can be tested for superposition,
given the obvious nonlinearities and (2) describing the theory of the delayed linear reservoir
conceptual model.

(3) Section 2.5 contributes to the third objective by providing a theory for the drainage volumes in a
manner to allow data on drainage volumes to be used for calibration.

2.1. Conceptual Model for Theory

The conceptual model for this paper is similar to Ref. [18] and is shown in Figure 1. There are
three semi-infinite layers of homogeneous soils, in which the second layer is of lower permeability.
The left boundary condition is a no flow boundary, i.e., this is a line of symmetry and conditions to
the left reflect those on the right. The upper boundary is the base of the agronomic zone, the left
side of which underlies irrigated agriculture, and to the right side underlies non-irrigated agriculture.
The upper boundary condition is a with a downward water flux, irrigation accession, as determined
by agricultural practices, including channel leakage and spillage. For the one-dimensional systems
discussed below, the whole upper surface is irrigated. The lower boundary condition is the water table,
which is assumed to be constant.

Figure 1. Conceptual model for theory development. The darker brown layer (layer 2) represents the
impeding layer. The blue layer represents the saturated zone. The base of layer 1 is the base of the
agricultural zone, while the two lighter brown layers represent higher permeability zones. Saturated
conditions build up on the base of layer 1 and top of layer 2 (i.e., perching). The irrigation field extends
over the horizontal axis, x, from x = 0 to x = 1. The model dimensions extend beyond the irrigation
field (i.e., x > 1) to investigate the lateral effects of perching that extend to x1.

59



Water 2020, 12, 936

The layers of the unsaturated zone have been parameterised using a modified Mualem–Brooks–
Corey model of soil hydraulic properties for each layer [20,21]. The water retention curve is given by:

Θ =

⎛⎜⎜⎜⎜⎝ ψhb

)−λ
, ψ > hb (1)

Θ = 1, ψ ≤ hb (2)

where ψ is the soil suction, hb is the air-entry point, λ is a fitting parameter, and the relative saturation,
Θ, is given by

O =
(θ − θr )

(θs − θr )
. (3)

The relative permeability, Kr, is given by:

Kr = Θ
m (4)

where m is a fitting parameter related to the connectivity of soil pores.
The hydraulic conductivity, K, is obtained by multiplying Kr by the saturated hydraulic conductivity.

These parameters will be different for the different layers and a subscript i will be subsequently used
to distinguish layer i. The parameters are assumed to be the same for both vertical and horizontal
properties, except for the saturated conductivity. A superscript h and v will be used with the saturated
hydraulic conductivity to characterise anisotropy. The values given to the parameters is given in the
Methods section.

The underlying equations are non-dimensionalised using the vertical length scale, l2, timescale S2

l2/Ks2
v, horizontal length scale x0; where li is the thickness of the ith layer; x0 is the half-width of the

irrigated area; Ksi
v is the saturated vertical conductivity of the ith layer; and S2 is the specific yield

for the second layer for the initial dry conditions. The purpose of the non-dimensionalisation is to
simplify as much as possible using scaling and non-dimensional variables.

2.2. Modelling Individual Actions

In this section, the theory for recharge response to a reduction in irrigation accession is developed.
The system is assumed to be initially in equilibrium and the change in irrigation accession occurs
at time zero. The theory is adapted from the kinematic wave model [10] in which the initial and
final states are unsaturated zone and processes are one-dimensional (vertical). This is described
in Section 2.2.1. In Section 2.2.2, this theory is adapted to situations, in which the initial state is
perched. For perched water tables, water can move laterally from the irrigation district and process
can be two-dimensional. Under certain conditions, these two-dimensional processes can be reasonably
represented by one-dimensional processes, for which the modelling is simpler.

2.2.1. Kinematic Wave Theory for Unsaturated Zones

Where the original irrigation accession is sufficiently small, the soil zone is initially unsaturated for
all layers. In the application of the kinematic wave approach [10] to the above conceptual model, the
reduction in irrigation accession at the top of layer one causes the moisture content and soil potential
there to reduce to the value for which the intrinsic vertical hydraulic conductivity, Kr1, equals the
new non-dimensional irrigation accession flux, A. The kinematic value approach follows how any
particular value of vertical hydraulic flux (and associated moisture content and soil potential) between
the old and new irrigation accession fluxes travels through layer one. The higher value of flux (and
associated moisture content and soil potential) travels more quickly, with the fastest being that for
the old irrigation accession and the slowest being that for the new irrigation accession. When the
fastest value reaches a particular depth, the flux at that depth begins to gradually reduce from the old
irrigation accession until the slowest value reaches that depth and flux stabilizes at the new value. Any
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value of flux can be followed through the three layers to the water table. The theory implies that the
speed of any value in the ith layer is given by:

dz
dt

= dK/dθ = Kri (Θ)/(θ− θri) Gi (5)

where z is the non-dimensional depth of the soil potential below the land surface, and θ is the moisture
content, θ; in that layer that corresponds to the soil potential; and:

Gi = mi Si Ksi
v/Ks2

v (6)

Recharge will remain at the old value until the fastest value reaches the water table and reduce
until the slowest value reaches there and will then stabilize at the new value. The recharge between
these values can be obtained by interpolating the times for other values to reach the water table.

Should there be any further measures that reduces irrigation accession, then the above steps can
be repeated. Since the group velocity for these new values are lower, there should be no interference
between the steps.

2.2.2. Soil Zone Initially with Perched Water

In this section, we consider the situation for which there is a perched water table at the base
of the first layer but does not intercept the upper surface of layer 1 and this remains so throughout
the transition from old accession rate to new accession rate. It will be shown in this section that
most state variables of interest will move exponentially from the old equilibrium value to the new
equilibrium value.

If layer one is sufficiently thick, equilibrium conditions can be reached in which the infiltration
through the clay equals that of the irrigation accession [18]. The non-dimensional thickness of the
perched water above the second layer, heq, under equilibrium conditions is given by:

heq = (A − 1 − ϕ)/(1 + sqrt(B)) (7)

where A is the non-dimensional irrigation accession; B and ϕ are dimensionless variables, defined by:

B = Ks1
h l22/(Ks2

v x0
2) (8)

ϕ = (A − 1)
∫

dψ/((A/Kr2
v (ψ) − 1 ) l2) (9)

and the integral in Equation (10) is from hb to∞ and ϕ is assumed to be insensitive to A.
Perching only occurs if

A > 1 + ϕ (10)

and does not intercept the upper boundary condition if

l1/l2 > (A − 1 − ϕ)/(1 + sqrt(B)) (11)

Under conditions of quasi-steady state perched water, and a perched water of zero thickness
under non-irrigated agriculture in the fringes of the irrigation areas, the transient condition is given
by [18]:

β
∂h
∂t

= A− 1−ϕ− h (1 + sqrt(B)) (12)

where β is the ratio of s1 to S2; and s1 is the specific yield of layer 1 after wetting front has already
passed through. This has the solution:

h = heq + exp( − t (1 + sqrt(B))/β) (h0 − heq) (13)
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where heq and h0 are respectively the new equilibrium head and the old equilibrium head. This
shows that perched head reduces exponentially to the new equilibrium conditions. The effect of
two-dimensional flow is indicated by the dimensionless parameter B, where B = 0 corresponds to
one-dimensional flow and large B corresponds to significant lateral movement. The effect of B is to not
only reduce the steady-state ponded head, but to also quicken the rate at which the new equilibrium is
attained. To understand this better, we consider the dimensioned time scale in the exponential function:

ts = l2 S2 β/((1 + sqrt(B)) Ks2
v) (14)

As B becomes very large, ts becomes in dimensioned variables:

ts~x0 s1/sqrt(Ks1
h Ks2

v) (15)

Hence, the time scale involves a mixture of the horizontal conductivity of the sand layer and the
vertical conductivity of the clay layer. This is not surprising given that these soil parameters influence
both the magnitude of the ponded head and the ability of the water to move laterally. In parallel
with the ponded head increasing exponentially to the equilibrium value, the vertical flux through the
second layer under the irrigated agriculture would also approach the equilibrium value, qeq:

q(t) = qeq − (qeq − q0 ) exp( − (t − t0) (1 + sqrt(B))/β) (16)

where q0 is the vertical flux at initial equilibrium and is related to h0 by:

q0 = 1 + h0 + ϕ (17)

There is a similar relationship between qeq and heq .The extent of the wetting outside of the irrigation
field, x1, also decreases exponentially under the assumptions used from the original equilibrium value,
x10, to the new equilibrium value, x1eq, in parallel with the ponded head.

x1(t) = x1eq − (x1eq − x10) exp( − (t − t0) (1 + sqrt(B))/β) (18)

where x10 is related to h0 by:
x10 = h0 sqrt(B) + 1 (19)

However, the aggregated vertical flux through the clay external to the irrigation field is no longer
proportional to the extent of wetting, as areas that had wetted previously will continue to drain. This
additional term is ignored in the current modelling.

2.2.3. Change from Perched Water Table to None

If the new irrigation accession is such that A < 1 + ϕ, there is no perched water in the new
equilibrium situation. The solution to Equation (12) in that situation is still given by Equation (13), but
with the term heq substituted by (A − 1 − ϕ)/(1 + sqrt(B)). This allows the time for the perched head to go
to zero to be estimated. After that time, layers 2 and 3 begin to drain; and Equations (5) and (6) apply.

2.2.4. Initial State with Rejected Recharge

For the situation where the head of the perched water under the irrigated agriculture intersects
the upper boundary (i.e., the first layer is saturated under irrigation), Equation (11) no longer applies
and some of the irrigation accession is returned to the surface as there is no opportunity of any further
infiltration. We refer to this situation as rejected recharge. If this is the starting situation, then a minor
reduction in the irrigation accession may have no effect on recharge, but rather the volume of rejected
recharge is reduced. It is only when the irrigation accession is reduced sufficiently for Equation (12) to
hold that recharge will change in response to the reduced irrigation accession. The volume of rejected
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recharge should reduce to zero almost immediately and the head of perched water will also begin to
respond immediately. The Equations (12), (13), (16) and (18) should then apply.

2.3. Modelling of Multiple Actions

In Section 2.2.1, the theory for a soil zone with no perched water showed that the response
of successive actions, which reduced irrigation accession, were independent of each other. This is
unchanged for perched water tables. As can be seen in Equation (12), where it does not matter if the
initial condition is an equilibrium situation. The value of the head at the time of the water use efficiency
change is used for h0. Taken together, the methodology across the range of situations described in
Sections 2.2.1–2.2.4 does not change under multiple actions, which reduce irrigation accession.

For the first irrigation water use efficiency improvement following a new development, the
soil zone may not have come to a hydraulic equilibrium at the time this improvement occurs. Two
situations are considered: (1) the wetting front has reached the water table, but perched water has not
equilibrated and (2) wetting front is in layer three when new measure occurs.

In the first situation, the effect of reduced irrigation accession should almost be immediate. The
perched head should move exponentially to the new equilibrium value or zero (if the new equilibrium
state has no perched water). The flux through the second layer should change exponentially in
response and the system behaves as in Section 2.2.2. The change in flux will then cause a change in
recharge when the pressure effect reaches the water table. Where there is no perched water in the new
equilibrium state, layers two and three begin to drain

In situation (2), the perched head will still respond exponentially, as will the flux through layer
two. There is some chance that the pressure effect of this may reach the wetting front before it reaches
the water table, causing a slight modification in the change in flux at the wetting front and the speed at
which it moves. Once the wetting front has reached the water table, the system will respond as per
Section 2.2.2.

2.4. Transfer Function and Superposition

Section 2.3 contributes to the second objectives; namely developing a way to implement transfer
functions for the estimation of recharge from irrigation areas at district-wide scales. More specifically,
it defines modified transfer functions for which superposition may apply. It also develops the theory
for the linear reservoir model, in a way that is relevant to irrigation systems with perched water.

A transfer function is a mathematical model of a system that maps its input to its output (or
response). A normalised transfer function TF(t) is normally defined as:

TF(t) = (R(t) − Ro)/(IAn − IAo) (20)

An analogous transfer function can be defined for drainage volumes (D(t)). These transfer
functions will mostly be used for displaying results in Section 4. Where there is no rejected recharge,
TF(t) = 0 for t = 0; and approaches 1 for large times. Hence, it represents a cumulative probability
distribution for time delays for pressure to travel through the vadose zone. Where there is rejected
recharge, TF(t) is less than one for large times but the sum of transfer functions for recharge and
drainage approaches one.

As the system is not necessarily linear, there is no reason to believe that superposition would
necessarily apply to a range of situations. Some situations are not expected to follow superposition
include those where thresholds are involved, such as the initiation of perching or rejected recharge.
The addition of two actions, that do not meet individually exceed the threshold, but in aggregation
do so, is not linear. The transfer functions, as defined in Equation (20), is clearly not appropriate
for superposition, because of the threshold where rejected recharge occurs. For the purpose of
superposition, a modified transfer function for the recharge is defined:

63



Water 2020, 12, 936

TF’(t) = (R(t) − Ro)/(IAn* − IAo*) (21)

where the superscript * indicates the minimum of irrigation accession (IA) and the maximum irrigation
accession without rejected recharge. We can define a similar transfer function for drainage, TF”, where

TF”(t) = (D(t) − Do)/(IAn** − IAo**) (22)

where Do is the original drainage rate, IA** is the maximum of IA and the maximum irrigation accession
that occurs without rejected recharge.

If superposition does apply, the aggregate transfer function for a sequence of actions that affect
irrigation accession:

TF’(t) = (
∑

j (IA*j+1 − IA*j) TF’j+1)/(IA*p+1 − IA*0) (23)

where IAj is a sequence of modified irrigation accessions that occur from j = 0 to j = p + 1 and TF’j+1 is
the modified transfer function that applies for a change of irrigation accession from IA*j to IA*j+1.

The pattern of the aggregate TF’ with time would broadly follow that of IA, but with (a) time delays;
(b) “smearing” and (c) capping at the maximum irrigation accession for which there is no rejected
recharge. Where superposition applies, this would simplify the numerical process by generating the
transfer function for the combination of actions from the transfer function of individual actions.

Within the parameter range used, superposition provided a reasonable approximation to
new developments because of the lack of hydraulic interaction between developments [18] i.e.,
spatial superposition. In this paper, we will test the principle of superposition for a set of actions
acting on the one irrigation development at different times, i.e., temporal superposition. For the
modelling in this paper, a new development is assumed to be followed by a succession of water use
efficiency improvements.

2.5. Theory for the Linear Reservoir Model

The transfer functions for application in Equation (23) can be generated from PerTy3, using the
methodology described in Section 2.1. However, one of the objectives of the paper is to explore the
application of conceptual models for the transfer function and, in particular, the linear reservoir model.
The separation between physically based and conceptual models is not black and white. While the
theory above describes physical processes, the analytical model is simplified, with assumptions such
as spatial homogeneity, flat surface elevations etc. It is possible to consider transfer functions as
conceptual models, using enough complexity to broadly replicate the recharge response. Such models
have previously been used for recharge [6,10].

The physical processes above are consistent with a linear reservoir, for which the inputs, IA, and
outputs, R, are related through the storage, M:

dM/dt = IA* − q (24)

where M is the total amount of water in the unsaturated zone, including the perched water table and
IA* is the irrigation accession, adjusted for rejected recharge, if it occurs. If R is linear with respect to M i.e.,

q = cM + d (25)

This leads to M being exponential with respect to time with coefficient −c. There is a time lag
between q and R due to the time for pressure fronts to move through the unsaturated zone. This leads to:

Δ R = Δ IA (1 − exp(− c (t - t5))), t > t6 (26)

where Δ represents the change in the parameter, and c, t5 and t6 become fitted parameters. While the
theory in previous sections give physical meaning to parameters c and tl or fitted to model outputs,
they can be also fitted to groundwater responses.
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The exponential nature of the linear reservoir function is similar to that of many of the parameters
in PerTy3. This is perhaps not surprising, given that the mass balance Equation (24) bears striking
similarity to Equation (12).

2.6. Criteria for Rejected Recharge

Rejected recharge occurs when Equation (11) is not satisfied. The criterion for rejected recharge
can be written in dimensioned form:

IA > Ks2
v (1 + ϕ + l1/l2 + sqrt(Ks1

h/Ks2
v) l1/x0) (27)

Equation (22) separates soil-related parameters (right-hand side) from irrigation accession (left
hand side). This aids the parameterization of the transfer function, as over time, irrigation accession
will change and gradually decrease. For many areas, rejected recharge will require drainage of some
form for agriculture to be sustained. The presence or absence of drainage and the drainage volume for
different irrigation accessions and different soils to calibrate the parameters in the transfer function.
Where Equation (23) applies, the drainage volume, D, can be written as:

D = IA − Ks2
v (1 + ϕ + l1/l2 + sqrt(Ks1

h/Ks2
v) l1/x0) (28)

where data for drainage volumes exist, they can also be used for calibration.

3. Methods

This section describes the methodology to meet the objectives of the paper. Section 3.1 provides
a description of the modelling experiments used to address objectives 1 and 2. In particular, the
experiments contribute to 1(a) testing the theory and the model by comparison with a numerical model;
1(b) implementing the model for the irrigation whole-of-life; 2(a) trialling the principle of superposition
of recharge models in response to individual actions over the irrigation whole-of-life; and 2(b) seeking
simple conceptual models that can approximate the recharge distribution for individual actions and in
particular the linear reservoir model.

Sections 3.2 and 3.3 describe modelling experiments that contribute to objective 2; namely:

a. trialling the principle of superposition of recharge models in response to individual actions over
the irrigation whole-of-life; and

b. seeking simple conceptual models that can approximate the recharge distribution for individual
actions and in particular the linear reservoir model.

Sections 3.4 and 3.5 contribute to objective 3 by providing information to support the calibration
of integrated models for application to scenario modelling.

3.1. Modelling Experiments

A series of modelling experiments have been conducted to achieve objectives 1 and 2. The models
are partitioned into one-dimensional (1D) modelling or two-dimensional (2D) modelling. For the 1D
modelling, the variable B has effectively been set to zero. For numerical models, the whole of the upper
surface is irrigated and the right-hand boundary has zero lateral flux of water. The degree to which
lateral transport is important for the 2D modelling is dependent on the parameter B. This has been set
to one for this paper.

Either (or both) the PerTy3 and numerical models have been used. The PerTy3 semi-analytical
model has been designed to satisfy the above theory. This does not use a mesh, but rather is designed
to estimate time delays. Fluxes are generally estimated at annual time-steps. For transmission of
pressure through the unsaturated zone, the time delays are estimated for steps in soil suction and then
interpolated to provide recharge at annual time-steps.
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The numerical modelling is undertaken using FEFLOWTM [22]. FEFLOW is an acronym of Finite
Element subsurface FLOW simulation system and solves the governing flow equations in porous
media for variable saturation. Richards’ equation is solved for a single dominant fluid phase (in this
case water) with an assumed stagnant air phase that is at atmospheric pressure everywhere. FEFLOW
implements a number of empirical and spline models for variable saturation and in this work the
empirical Mualem–Brooks–Corey model is used [20,21]. Fine mesh refinement is used to achieve stable
numerical solutions for the adopted choices of the Mualem–Brooks–Corey model parameters. The
set-up for both 1D and 2D modelling is shown in Figure 2. For the 1D modelling (Figure 2a), the third
layer has a thickness of 15 m, while for the 2D modelling, it has a thickness of 5 m. The vertical mesh
size for both is 10 cm (250 (1D) or 150 (2D) elements), while for the 2D modelling, the horizontal mesh
size is 10 m (200 elements).

Figure 2. Discretisation for the FEFLOW (Finite Element subsurface FLOW) modelling of
(a) one-dimensional (1D) situations and (b) two-dimensional (2D) situations.

The models have mostly been parameterized using values relevant to the Mallee region of
Southeastern Australia [23]. These default values are shown in Table 1. In addition to the parameters
in the Tables, the following default values were used:

• irrigation half-width, x0, 500 m for 2D modelling;
• dimensionless parameter B: 0001 (1D); 1 (2D); and
• pre-irrigation accession for new development: 10 mm/year.

Table 1. Default soil parameters used in the modelling.

Parameter Symbol Layer 1 Layer 2 Layer 3

Texture Sandy Loam Clay Sand
Saturated volumetric water content (cm3/cm3) θsi 0.35 0.4 0.38

Residual water content (cm3/cm3) θri 0.03 0.1 0.04
Air-entry potential (cm) hbi 12.0 40.0 8.0

Mualem exponent mi 8.24 7 6.94
Vertical saturated hydraulic conductivity (cm/day) Kv

si 300 0.03 500

Anisotropy for saturated conductivity (horizontal/vertical) ~0 (1D)
1 (2D)

~0 (1D)
1 (2D)

~0 (1D)
1 (2D)

Thickness (cm) li 500 500 1500 (1D)
500 (2D)
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Table 2 lists the modelling experiments, with non-default parameters and whether the
semi-analytical and/or numerical model is used. These modelling experiments can be categorized
as follows:

(i) Experiments 7 (1d) and 8 (1D) model the transient behaviour from an equilibrium state to a new
equilibrium state in response to a single reduction in irrigation accession. The modelling outputs
of PerTy3 and FEFLOW will be compared. In addition, outputs will be used in Sections 3.2 and 3.3
to test superposition and find approximants for the linear reservoir model.

(ii) Experiments 9 (1D) and 14-1 (2D) model the transient behaviour from an equilibrium state to a
new equilibrium state in response to multiple water use efficiency improvements. This includes
the behaviour of the perched head and for the 2D modelling recharge under the external to the
irrigated agriculture. The modelling outputs of PerTy3 and FEFLOW will be compared. The
outputs of the two models will be compared to show differences between 1D and 2D situations.
Moreover, the outputs will be used in Sections 3.2 and 3.3 to test superposition, including
superposition of approximants.

(iii) Experiments 10 (1D) and 15 (2D) model the transient response from an equilibrium pre-irrigation
state to a new equilibrium in response to irrigation development and successive irrigation
efficiency improvements. Only PerTy3 is used. The modelling outputs are used to in Section 3.2
to test superposition. The outputs for 10a and 15a come from [18].

(iv) Experiment 11 (1D) models the sensitivity of the recharge over time for the irrigation whole-of-life
to Ks2

v. The values of Ks2
v are chosen so that soil zone goes from no perching to perching for

almost the entire modelling period.

Table 2. Parameter values that vary between modelling experiments. ‘y’ or ‘n’ indicates whether that
model has been used for that experiment.

Model Expt
Number

Irrigation Accessions (mm/year)
Non-Dimensional Irrigation

Accession
PerTy3 FEFLOW

IAn A
7 (1D) 230 to 100 2.1 to 0.91 y y
8 (1D) 100 to 50 0.91 to 0.45 y y
9 (1D) 230 to150 (0y) to 100 (5y) to 50 (10y) 2.1 to 1.36 to 0.91 to 0.45. y y

10a (1D) 10 to 230 (1996) 0.09 to 2.1 [18] [18]

10b (1D) 10 to 230 (1921) to 150 (2001) to 100
(2006) to 50 (2011) 2.1 to 1.36 to 0.91 to 0.45 y y

10c (1D) 10 to 230 (1996) to 150 (2001) to 100
(2006) to 50 (2011) 0.09 to 2.1 to 1.36 to 0.91 to 0.45 y n

10d (1D) Superposition of 10a and 10b n n

11a,b,c,d (1D) 10 to 400 (1996) to 150 (2001) to 100
(2006) to 50 (2011)

0.09 to 3.65 to 1.82 to 0.91 to
0.45 y n

14-1 (2D) 400 to 200 (0y) to 100 (10y) to 50 (15y) 3.65 to 1.82 to 0.91 to 0.45 y y
15a (2D) 10 to 400 (1976) 0.09 to 3.65 [18] [18]

15b (2D) 10 to 400 (1961) to 200 (1981) to 100
(1986) to 50 (1991)

0.09 to 3.65 to 1.82 to 0.91 to
0.45 y y

15c (2D) 10 to 400 (1976) to 200 (1981) to 100
(1986) to 50 (1991)

0.09 to 3.65 to 1.82 to 0.91 to
0.45 y n

15d (2D) Superposition of 15a and 15b

3.2. Superposition Experiments

There are three superposition experiments:

1. The first is for a series of water use efficiency improvements, using outputs from experiments 7,
8 and 9. The modelling experiment 9 represents a combination of water use efficiency changes
of 230 to 100 mm/year and 100 to 50 mm/year, separated by 5 years. The numerical outputs for
experiments 7 and 8, which each represent the individual transitions, but with each starting from
an equilibrium state, were superimposed, using Equation (21). This superposition is compared to
the semi-analytical and numerical modelling outputs for experiment 9.
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2. The second experiment (Experiment 10 (1D)) is for a one-dimensional irrigation whole-of-life i.e.,
a new development followed by a succession of water use efficiency improvements. The PerTy3
model is implemented for three 1D scenarios: 10a a new development that started in 1996; 10b
is a sequence of water use measures separated by 5 years, starting in 2001 (the 1996s state of a
new development starting in 1921 approximates an initial equilibrium state); and 10c, the same
sequence of water use measures following a new development in 1976. The superposition of 10a
and 10b (10d) is compared with 10c.

3. The third experiment (Experiment 15(2D)) is for a two-dimensional irrigation whole-of-life. The
PerTy3 model is implemented for three 2D scenarios: 15a, a new development starting in 1976;
15b, a sequence of water use measure separated by 5 years and beginning in 1981 (the 1981 state of
a new development in 1961 approximates an initial equilibrium state); and 15c, the same sequence
of water use measures following a new development in 1976. The superposition of 15a and 15b
(15d) is compared with 10c.

The superposition of spatially separate new developments has been previously tested [18].
Water use efficiency measures in separate developments would be expected to be a weaker test of
superposition and is not tested further here.

3.3. Seeking Approximants

Approximants are fitted to the FEFLOW transfer function outputs for modelling experiments 7
(1D) and 8 (1D) using Equation (26).

Moreover, the superposition of the approximants for a series of water use efficiency improvements
is tested by comparing to the FEFLOW output for the transfer function for modelling Experiment 14-1.

3.4. Using Drainage Outputs for Calibration

Drainage volumes can be potentially used to calibrate the PerTy3 model. To test this, drainage
and soil data are obtained for the Loxton–Bookpurnong irrigation district in the Mallee region.

The soils of the district are categorised into six types. The 3a soils are those for which sub-surface
drainage was required, while the 3b soils, none was required. The 3b soils are further divided based
on sub-surface characteristics and 3a into two for the different irrigation districts.

Drainage volumes have been measured for the Loxton region [24,25], but not for the Bookpurnong
area. For the latter, the presence or absence of sub-surface drainage was noted. The drainage
volumes and estimated irrigation accessions [24] were averaged for four periods (1970–1990, 1990–2002,
2002–2006, 2006–2013). These four periods correspond to periods with different estimated water use
efficiency factors [24]. The period before 1970 is largely ignored, as a comprehensive drainage scheme
was not available before this time. Drainage was only assumed to occur for 3a soils.

Table 3 summarises the soil and drainage characteristics for the six soil types. Areas with no
drainage for a period are denoted N/D; areas for which the drainage volume is known; while those
where drainage occurs but the volume is unknown are denoted D.

To calibrate PerTy3, Equations (27) and (28) are first applied to create contours of drainage volumes
using Ks1

h and Ks2
v as variables, keeping other variables constant. By varying Ks1

h and Ks2
v are then

varied to best fit the drainage data in Table 3. One way to constrain non-uniqueness is to have the
same values for all 3a soils and another one for all 3b soils.
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Table 3. Soil physical properties and drainage responses for different soils across the
Loxton–Bookpurnong Irrigation Districts. ND indicates no drainage and D drainage implemented. Φ
is a non-dimensional parameter [18].

District
L = Loxton
B = Book

L/B = both

Soil
Type

Layer 1
Thickness

l1 (cm)

Layer 2
Thickness

l2 (cm)

ϕ

D (mm/year)

IA
(mm/year)
1920–1970

IA
(mm/year)
1970–1990

IA
(mm/year)
1990–2002

IA
(mm/year)
2002–2006

IA
(mm/year)
2006–2013

398 339 317 150 83

L 3a_1 250 350 0.43 D 173 151 ND ND
B 3a_2 400 600 0.25 D D D ND ND

L/B 3b_1 500 300 0.51 ND ND ND ND ND
L 3b_2 1200 200 0.76 ND ND ND ND ND

L/B 3b_3 400 200 0.76 ND ND ND ND ND
B 3b_4 500 500 0.30 ND ND ND ND ND

3.5. Whole-of-Life Modelling

The modelling experiment 11(1D) aims to show the sensitivity of the irrigation whole-of-life
recharge to Ks2

v. The PerTy3 model is implemented with the following values for Ks2
v: (a) 0.1 (b) 0.05

(c) 0.03 (d) 0.01 cm/day. The perching conditions show the full range of behaviour over this range
of Ks2

v: The irrigation accession is varied from 10 to 400 to 150 to 100 to 50 mm/year, separated by
5 years. This should provide some insight on the interaction between IA and Ks2

v and whether the
groundwater response may be able to be used to calibrate soil parameters.

4. Results

4.1. 1D and 2D Modelling

Figure 3 shows the 1D modelling outputs for the transfer function for Experiments 7, 8 and 9. The
transfer functions outputs from FEFLOW and PerTy3 models generally match well for both 7 and 8.
The worst comparison is for Experiment 8 (non-perching), where the numerical result shows greater
“dispersion” of recharge.

 

Figure 3. The 1D modelling outputs for Experiments 7 (red), 8 (yellow) and 9 (green). (a) Transfer
function (TF). Solid lines indicate FEFLOW (num-erical) outputs, while dashed line shows PerTy3
(semi-analyt-ic) outputs. The superposition for the transfer function (Experiment 9) is denoted by
dotted line (super).

Figure 4a shows that for 2D modelling, there is a greater discrepancy between the outputs of
FEFLOW and PerTy3. The partitioning between the recharge under irrigated agriculture and external
to irrigated agriculture is initially consistent between the two models. However, the recharge for the
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area external to irrigation is predicted by PerTy3 to decline in about 8 years, compared to 20 years
for FEFLOW. Similarly, PerTy3 predicts the recharge under the irrigated agriculture to decline within
15 years compared to 22 years for FEFLOW. The total recharge for both models declines at similar rates
to that under the irrigated agriculture.

 
(a) 

 
(b) 

Figure 4. (a) The 2D modelling outputs for transfer function for experiment 14-1. Solid lines are outputs
from FEFLOW (num-erical), while dashed lines are outputs from the PerTy3 (semi-analyt-ic) model.
The red lines are for total recharge; yellow that from under irrigated agriculture (IRR) and green for
external to irrigated agriculture (Ext). (b) Comparison of transfer functions from Experiments 9 (1D)
(dashed) and 14-1 (2D) (solid).

Figure 4b shows that the transfer function from the 2D modelling (Experiment 14-1) is almost
identical to the that from the 1D modelling (Experiment 9), despite there being a reasonably even split
of recharge both under and external to the irrigated agriculture. Moreover, the irrigation accession
required for rejected recharge is significantly greater for the 1D situation. There does not appear to be
the sensitivity of the exponential time scale as shown in Equation (14).

Figure 5 shows the modelled perched head for both 1D and 2D situations. Again, the outputs
are consistent for the 1D situation, while there is a significant discrepancy for the 2D modelling. The
perched head is initially consistent, but for the 2D situation, the semi-analytical modelled perched
head declines in only 10 years compared to 15 years for the numerical model. This difference might
explain that for the recharge in Figure 4. Moreover, the decline in the numerical output is piecewise
linear, while that in the semi-analytical model piecewise exponential.

 
(a) 

 
(b) 

Figure 5. Modelled perched head for (a) Experiments 7 (1D) (red) and 9 (1D) (green); and
(b) Experiment 14-1 (2D). Solid lines are FEFLOW (num-erical) outputs, while dashed lines are
PerTy3 (semi-analyt-ic) outputs.
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4.2. Superposition Experiments

Figure 6 shows the transfer function for the superposition of modelling Experiments 7 and 8
and compares this for both the FEFLOW and PerTy3 model outputs for Experiment 9. While the
superposition is higher than either of the outputs for Experiment 9, the shape and time scale of recharge
reduction is similar.

 

Figure 6. PerTy3 modelling output for Experiment 10 (1D): 10a new development (new, orange line);
10b water use efficiency (WUE, green line); 10c (whole sequence of new development and water use
efficiency (whole, dashed red line); Experiment 10d recharge for superposition of 10a and 10c transfer
functions (super, red solid line); Irrigation accession for Experiment 10c (1D) blue line.

Figure 6 shows the results of the superposition Experiment 10. It shows the modelled response to
the new development and for the subsequent water use efficiency improvements. The superposition
(solid red) resembles the modelled output (red dashed). The resultant pattern is a smoothed and
delayed version of the irrigation accession (shown in blue). The irrigation accession is the input to the
model and reflects initially the pre-irrigation conditions, then the irrigation history from 1976 to 2010
and then the assumed final irrigation accession of 50 mm/year from 2010 onwards.

Figure 7 shows the results of the superposition experiment 15. Again, the superposition (red
dashed) matches the modelled recharge (red solid) and the resultant form is a smoothed and delayed
version of the irrigation accession (blue). The irrigation accession reflects the irrigation history from
pre-irrigation rate of 10 mm/year, development in 1976 and irrigation improvements from 1981 to 1991
and then the final assumed rate of 50 mm/year.

4.3. Use of Drainage Data to Calibrate the Transfer Function

Figure 8a shows contours of drainage volumes (mm/year) for the 3a_1 soil for the Loxton–
Bookpurnong District for an irrigation accession rate of 339 mm/year, based on soil hydraulic properties.
Negative values mean that there is no drainage. For this value of IA, the drainage has been estimated
to be 173 mm/year. This implies that the soil properties follow a contour, beginning with Ks1

h = 0 and
Ks2

v = 0.0212 cm/day. The drainage volumes for other values of IA in Table 3 leads to the same contour.
The relationship between the two conductivities for this contour is shown as a solid line in Figure 8b.
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Figure 7. PerTy3 model outputs for Experiment 15 (2D): Experiment 15a new development (new, orange
line); Experiment 15b water use efficiency (WUE) measures (green line); Experiment 15c sequence of
new development and water use efficiency measures (whole, red solid line); Experiment 15d recharge
for superposition of transfer functions (super) for 15a and 15b. The Irrigation accession (IA) is shown
in blue.

 
(a) 

 
(b) 

Figure 8. (a) Contours for drainage for the 3a_1 soil type for irrigation accession of 300 mm/year.
Negative values correspond to no drainage, while positive values correspond to drainage volumes
(mm/year). The resultant drainage for Loxton (173 mm/year) corresponds to the contour starting at the
vertical conductivity for layer 2 of 0.0212 and horizontal conductivity of layer 1 of zero. (b) The blue
solid line shows this same contour (3a_1 soil). Contours (dashed lines) are also shown for 3a_2 soil for
IA of 150 (brown, 3a_2 150) for which there is no drainage and 317 (grey, 3a_2 317)) for which there
is drainage. This means that the soil properties should lie between these contours and is consistent
with the blue contour for all but the lowest horizontal conductivity. Further contours (dotted lines) are
shown for 3b soils (3b_1 398; 3b_2 398; 3b_3 398; 3b_4 398). Even for IA of 398 mm/year, there is no
drainage. Soil properties therefore should lie above these contours. The contour for 3b_4 forms the
strongest constraint.
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While the presence or absence of drainage is known for soil 3a_2, the drainage volumes are
not. This knowledge provides some constraints on the soil properties. The absence of drainage for a
value of IA of 150 mm/year, but drainage at 317 mm/year means that the soil properties lie between
the two dashed contours in Figure 8b. If we are seeking one set of soil properties denoted as 3a,
the contour found for 3a_1 would be consistent with this constraint for all but the lowest value of
horizontal conductivity.

For 3b soils, there is no drainage, even for a value of IA of 398 mm/year. This means that the
soil properties must lie above the dotted contours in Figure 8b. If we are seeking a single set of soil
properties for all 3b soils, the strongest constraint is given by 3b_4. This implies that Ks2

v > 0.025
cm/day for high values of Ks1

h or >0.045 cm/day (low values of Ks1
h ). Soil properties can then only be

further constrained by fitting to the groundwater response.

4.4. Approximants

Figure 9a shows fitted approximants for the transfer functions for FEFLOW outputs for experiments
7 and 8 (1D). The exponential functions with a time delay were reasonable approximations for both the
perched situation and the unperched situation. For the latter, the approximant underestimated the
later stages.

 
(a) 

 
(b) 

Figure 9. (a) Fitted approximants for 1D FEFLOW (num-erical) transfer functions for modelling
experiments (7) and (8). The approximants are respectively 1 − exp(−0.11 × (t − 0.8)) for t > 2; 1 −
exp(−0.32 × (t − 3.5)) for t > 4. (b) Superposition of a succession of fitted approximants (a) to reductions
of irrigation accession from 350 to 200, 200 to 150 (5 years later), 150 to 100 (5 years later) and 100 to 50
(5 years later) and compared to FEFLOW (Num-erical) output for 2D modelling Experiment 14-1.

Figure 9b showed the superposition of these approximants for a series of successive reductions
of irrigation accession from 350 to 200 to 150 to 100 to 50 mm/year at time intervals of 5 years. The
superposition of the approximants overestimated recharge during the later stage, but still provided a
reasonable approximation for application to groundwater modelling.

4.5. Whole-of-Life Modelling

Figure 10 shows the recharge response to a whole-of-lifetime sequence for irrigation areas. The
results show that time delays for new developments increase for decreasing Ks2

v. The highest value of
Ks2

v (01.1 mm/day) produces the earliest and highest peak value, equalling IA after five years. For other
values of Ks2

v, the peak values occur later and have lower values, with the lowest value of Ks2
v (0.01

mm/day) having a barely discernible peak. For Ks2
v = 0.1 mm/day, the shape mirror that of IA, but with

a delay varying from 3 to 8 years. For the next highest value of Ks2
v, 0.05 mm/day, recharge reduces

exponentially until there is no perched head and then falls to match the recharge for 0.1 mm/day. For
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the third highest value of Ks2
v, 0.03 mm/day, recharge also falls, more or less, exponentially (but more

slowly than for Ks2
v = 0.05 mm/day), to where the perched water disappears and then falls to the final

value only two years after the previous curves, and with a time delay of up to twelve years after IA.
Reduction of Ks2

v and the presence of perched water leads to lower peak recharge values, greater time
delays. When perched water disappears, the difference between the recharge disappears.

 

Figure 10. Plots of recharge with time for irrigation systems with different values of Ks2
v (a) 0.01 (b)

0.03 (c) 0.05 and (d) 0.1 cm/day in response to a sequence of IA shown as a solid blue line.

5. Discussion

This paper has built upon a semi-analytical model, PerTy3, to estimate the impact of reduced
irrigation accessions on recharge, adapting an analytical model [10]. This has focused on deep vadose
zones, where time delays for pressure transmission can be significant and where perching can occur.
The theory allows straightforward changes in the status of perching as irrigation accession increases
after development and reduces after infrastructure and water use measures. In addition, the theory
has been generalized to two-dimensional situations. The use of non-dimensional parameters A and B
reflect these transitions, A for perching and B for lateral flow. Perching will occur where A is greater
than 1 + ϕ and rejected recharge occurs where A is large enough for criterion (Equation (11)) to no
longer hold. One-dimensional behaviour will occur when B is small and lateral movement becomes
significant as B becomes greater than one.

5.1. Accuracy of the Model

The model is conceptual in nature and simplifies the processes under irrigation areas. For
example, topography is assumed to be flat and sub-surface soil layers are homogeneous in nature. The
expectation is that some parameters will need to be calibrated, but the data to do this is limited. The
aim is to capture the key processes, while keeping the model as simple as possible. Parameters related
to the key processes can then be calibrated.

The testing of the model can occur in three ways:

(1) model-to-model comparison;
(2) comparison of assumptions with past literature; and
(3) testing with field data.
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Outputs from the semi-analytical and numerical models have been compared (Figures 3–5). The
underlying assumptions and parameters for the models are very similar. The numerical model may
not necessarily be taken as a point of truth, as it may have problems with numerical instability and
dispersion, especially with the fine mesh required for modelling perched water situations. From
inspection, there did not appear to be issues of instability. Closer examination of results than those
shown here is possible and has been conducted. The model in this paper used a more restricted set of
parameters than in [18] for the new developments and so any findings needs to be qualified that they
are for the range of parameters used.

The outputs for PerTy3 and FEFLOW are generally very consistent for one-dimensional situations.
Even the closer inspection of outputs shows great consistency. The largest discrepancy appears to
be the modelling of the drainage of unsaturated zone, where the semi-analytical model predicted a
quicker response than the numerical model. However, this discrepancy occurs for drier conditions,
where perching is not an issue and, hence, associated with the analytical model [10]. The most likely
issue is that this kinematic wave model only considers the gravity component of Richard’s Equation
and ignores the diffusive component. The latter becomes more important for drier conditions [26].
The diffusive component would lead to upward flow from the capillary fringe; thus, offsetting the
gravity term and slowing the pressure fronts. This would lead to PerTy underestimating time lags for
drier conditions.

The discrepancy between outputs from PerTy3 and FEFLOW is much greater for the
two-dimensional modelling. The numerical modelling of total recharge is similar to the one-dimensional
modelling [18], even for a value of B of 10. Figure 4b shows a similar result for reduced irrigation
accessions, although the testing was limited to where B was one. The degree of similarity appears
to be surprising, given the detailed processes are different. Other indicators (irrigation accession at
which rejected recharge occurs and partitioning between the recharge under the irrigated agriculture
are showing significant differences from 1D processes. This similarity may be useful for groundwater
modelling, where the total recharge is the quantity of interest.

PerTy3 outputs shows agreement with the numerical modelling in the partition proportions and
the initial response for the perched head. However, it is predicting smaller time delays overall for
recharge and perched head to reduce. A possible reason for the discrepancy is the assumption that the
perched head is not affecting soil infiltration external to the irrigated field. This assumption differs
from some of the literature for steady-state solutions e.g., [17]. The perched head for x slightly greater
than 1 should be similar to that slightly less than 1. A fall in irrigation accession would lead to not
only a change in wetted area, but also a fall in the ponded head external to irrigated agriculture.
Consideration of the perched head external to the irrigated agriculture would lead to behaviour closer
to the one-dimensional situation.

The large time delays and dispersion as predicted are generally consistent with model inversions
to infer recharge from the groundwater response [3]. This is investigated more objectively in Ref. [19].

5.2. Sensitivity and Calibration

The paper has shown how drainage volumes and the absence or presence of drainage may be
used to constrain soil properties. Drainage is very sensitive to Ks2

v, but much less so to Ks1
h. The

equilibrium perched head is also very sensitive to Ks2
v, but Ks1

h can significantly reduce its value. It
is possible that maps of perched head could be used to constrain both model parameters. The large
variation in recharge patterns in Figure 10 for reducing Ks2

v suggests that groundwater responses
could be used to calibrate Ks2

v. Because of the spatial variability of Ks2
v and the difficulty in measuring

Ks2
v in the field, it is difficult to provide an independent value of Ks2

v within an order of magnitude,
yet the impact on recharge can be very dramatic.

75



Water 2020, 12, 936

5.3. Superposition and Approximants

This paper describes superposition experiments in time. The transfer function for a new
development in the vicinity of an existing development will be approximately the same as that far
away from any existing developments for the parameters tested [18]. This paper extends on that
work by showing that the change in recharge from a superposition of independent actions is almost
identical to that of the same set of actions occurring successively, within the range tested. This means
that it is feasible to consider the numerous actions occurring both spatially and temporally across the
irrigation district could be considered as independent actions and, hence, the total recharge could be
considered as a sum of the changes in recharge from the individual actions. If this is shown to be the
case through further testing, this could simplify the analysis of a complex irrigation district. Because
there are thresholds with perched water tables and rejected recharge, there are limitations to the range
of situations that superposition applies.

In parallel to considering superposition, it may be possible to use simpler approximants for
the transfer function. Figure 9a showed that simple exponential functions with a built-in time
delay provided a reasonable approximation to 1D transfer functions from numerical modelling.
Figure 9b showed that the superposition of these approximants provided a reasonable approximation
to modelling experiment 14-1. The delayed exponential function is consistent with linear reservoir
modelling used by others for the vadose zone [6]. The modelling shows that there is some potential
to use simple additions of transfer functions for individual actions. The fitted exponential decay
parameter is strongly related to the vertical conductivity of the impeding layer.

5.4. Learnings from the Modelling

The modelling outputs has shown that the effect of a low conductivity layer is to lengthen time
delays between changes in irrigation accession and recharge, perhaps up to fifteen years for the
parameters considered here. This has implications for salinity management, as this implies that
groundwater pumping or other engineering works may need to be maintained until the impacts of the
water use efficiency measures are effective. Where groundwater is fresh, the delays in reduction in
irrigation returns to the river from water use efficiency measures may be large. Where decommissioning
is being implemented, the time delays are expected to be much longer again.

In summary, there has been significant progress towards efficient modelling of recharge from
irrigation areas, especially where the vadose zone is deep and where perched water tables exist.
However, the following issues would benefit from more work:

1. The 2D modelling for both new developments and water use efficiency measures: while the
current modelling does capture some aspects consistently with the numerical modelling, it
underestimates the overall time delays between a change in IA and a change in recharge.

2. Drainage from unsaturated soils: The current model underestimates the time for drainage to
occur from an unsaturated soil.

3. Testing of superposition and approximants: The work so far shows that superposition and
simple approximants has promise in simplifying the modelling of recharge from irrigation areas.
However, it does need to be tested across a broader range of parameters and situations before
regular use.

6. Conclusions

This paper describes the development of a model of recharge from an irrigation area undergoing
water use efficiency changes in parallel with new development. It specifically addresses irrigation
areas overlying perched water tables and deep vadose zones. This is particularly relevant to the
Southwestern part of the Murray–Darling Basin in Southeastern Australia, where groundwater
mounds under irrigation areas are pushing saline water into the River Murray. The impact on river
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salinity is being managed through a combination of groundwater interception schemes and water use
efficiency measures.

The outputs from semi-analytical model, PerTy3, which has been adapted from an existing
model [10], and compared to those from a numerical FEFLOW model. For the one-dimensional (1D)
situation, (i.e., modelling of large irrigation areas with low horizontal hydraulic conductivity), the
outputs are consistent for situations with perched water tables. Where there is rejected recharge, the
recharge will not change until the irrigation accessions reduces so that there is no longer rejected
recharge. In the absence of rejected recharge, the perched head (and recharge) falls exponentially in
response to reduced irrigation accessions. If the reduction in irrigation accession is such that perched
water tables disappear, or there were no perched water tables initially, the model is underestimating
the time delays for pressure changes to move through the unsaturated zone as the soil drains.

PerTy3 also appears to underestimating time delays for two-dimensional situations. In these
situations, perched water moves laterally across the impeding layer and then infiltrates. As the
irrigation accession is reduced, the ponded head falls and area of wetting external to the irrigation field
reduces. The 2D modelling predictions of changes in recharge from the numerical model are almost
identical to those from the 1D modelling for the parameter range tested here.

The superposition of changes in recharge due to independent actions is close to the change in
recharge from a succession of those actions, for the range of testing. If this applies more broadly, it may
simplify the modelling of a complex irrigation area, where developments and irrigation water use
efficiency measures are occurring over time and space. It also appears that simple approximations may
be able to be used, which would further simplify such an analysis.

The main impact of a low conductivity layer is to delay the impact of water use efficiency changes
on recharge, due to the time delays for pressure responses to reduced irrigation accession to travel
through the vadose zone. This has significance for management, as the delays may mean that interim
measures, such as pumping for salinity, may need to continue for longer.
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Abstract: Quantifying the magnitude and timing of groundwater returns to streams from irrigation
is important for the management of natural resources in irrigation districts where the quantity
or quality of surface water can be affected. Deep vadose zones and perched water tables can
complicate the modelling of these fluxes, and model outputs may be biased if these factors are
misrepresented or ignored. This study was undertaken in the Murray Basin in southern Australia
to develop and test an integrated modelling method that links irrigation activity to surface water
impacts by accounting for all key hydrological processes, including perching and vadose zone
transmission. The method incorporates an agronomic water balance to simulate root zone processes,
semi-analytical transfer functions to simulate the deeper vadose zone, and an existing numerical
groundwater model to simulate irrigation returns to the Murray River and inform the management
of river salinity. The integrated modelling can be calibrated by various means, depending on context,
and has been shown to be beneficial for management purposes without introducing an unnecessary
level of complexity to traditional modelling workflows. Its applicability to other irrigation settings
is discussed.

Keywords: hydrology; vadose zone modelling; perched water tables; irrigation recharge; groundwater
returns to streams; groundwater modelling

1. Introduction

Irrigation often results in return flows to streams, either by drainage systems established to remove
excess irrigation water in the root zone (drainage returns) or by excess irrigation water moving past the
root zone, recharging groundwater and then discharging to streams (groundwater returns) [1]. Return
flows can be significant in terms of quantity and/or quality and can potentially impact downstream
users or aquatic and riparian ecology [2]. Quantifying the magnitude, timing, and quality of return
flows to streams is required to inform the management of these risks [3,4]. Drainage returns can be
measured directly, but modelling is required to quantify groundwater returns [1].

Several processes need to be represented in the modelling in order to estimate the timing and
magnitude of groundwater returns [5,6]. Surface and rootzone processes control the amount of water
that moves past the rootzone (rootzone drainage) [7]. This water must pass through the remainder of the
vadose zone before it recharges the groundwater system (irrigation recharge). Saturated zone processes,
including groundwater–surface water dynamics, control the transmission of this flux to streams.

The surface and rootzone processes are comparatively well understood, being an area of focus for
agronomic specialists in the interests of devising improved irrigation practices. The saturated zone
also receives attention, being an area of focus for hydrologists and hydrogeologists in the interests of
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water resource management. The deeper vadose zone, being harder to measure and falling between
scientific disciplines, is not as well understood.

Where the vadose zone is thin and relatively uniform with depth, there is minimal delay between
rootzone drainage and irrigation recharge such that it is reasonable to assume their equivalence.
However, where the vadose zone is thick or includes lithological units where perched water tables may
form, the timing and magnitude of irrigation recharge can be significantly affected. A thick vadose zone
means that it can take a long period of time (in the order of years or decades) for changes in root zone
drainage (e.g., due to irrigation development or the introduction of efficiency measures) to propagate
to the water table [8–10]. If a layer of relatively low permeability (e.g., a clay unit) occurs within the
vadose zone, a perched water table may form above this layer. In these circumstances, the rate of
downwards flux will be restricted by the vertical hydraulic conductivity of the low permeability unit
and the perched water table may grow vertically and laterally, and some water could be returned to
the surface (e.g., via evapotranspiration or via drainage systems) [11–15].

The inclusion of the deeper vadose zone within catchment-scale models is rare, particularly under
irrigated settings. Existing vadose zone models, which can be applied at large scales, mostly assume
that water moves under gravity (e.g., [16,17]), but this assumption is invalid where perched water
tables form [18].

The challenge of including the deeper vadose zone within models has resulted in different
approaches to modelling groundwater returns: forward and inverse modelling. The forward method
(e.g., [19,20]), aims to model the relationship between irrigation recharge and groundwater returns.
The inverse method (e.g., [15,21]) estimates irrigation recharge using observed groundwater level
responses or spring discharges and applies the derived irrigation recharge rates to estimate groundwater
returns. There are limitations to both methods. The forward method will often involve simplifying
assumptions such as ignoring any time lags or losses associated with perching and use uncertain
parameters. Errors due to simplifying assumptions and uncertainty are directly transferable to the
predicted groundwater returns. The estimation of recharge by inverse method, which is mostly used
where there is no appropriate vadose zone model, does not provide unique solutions. It is also difficult
to formulate scenarios to model different irrigation practices because on-ground actions and their
influence on rootzone drainage are not directly linked to irrigation recharge and groundwater returns
within the modelling approach.

Both the forward and inverse methods may lead to biases in estimating groundwater returns
from irrigation and create uncertainty when linking on-ground actions (e.g., irrigation efficiency
improvements) to impacts on the river. Biases can result in several disbenefits for the management
of groundwater returns. If the risks of groundwater returns are overstated or thought to occur
more acutely than in reality, control measures might be overdesigned, too expensive, or place an
unnecessarily restrictive burden on irrigation development. If the risks are understated or thought
to occur more gradually than in reality, control measures may be insufficient to avoid unacceptable
impacts. Furthermore, if the modelling approach fails to appropriately link on-ground actions with
their effects, there can be an inequitable sharing of the cost burden to manage risks.

Recognising the limitations of current methods, the authors of [22,23] developed a semi-analytical
approach to model vadose zone transfers. These transfer functions include the simulation of perching
and allow for the time lags inherent in unsaturated flow.

The objective of this study was to make use of the transfer functions developed by [22,23] and
develop an integrated modelling method to quantify the groundwater returns from irrigation for the
management of salinity in the lower Murray River, Australia. The integrated approach links the various
elements of hydrological system involved: (1) the surface/rootzone, (2) the deeper vadose zone, and (3)
the saturated zone. The integration of all three elements is intended to reduce the risk of biases that are
inherent in current methods by allowing the models to make full use of the datasets available, as well
as to create a transparent process to simulate the impact of various management actions. The method

80



Water 2020, 12, 956

must be applicable on a catchment-wide scale and be practical to implement; that is, it should not
impose an unnecessary burden on existing model workflows and their data requirements.

2. Study Area Description

2.1. Salinity Management in the Murray River

The Murray River is Australia’s longest river. Its catchment (including that of the Darling River)
spans more than 1 million km2. It provides water to more than 1.5 million households, including the
city of Adelaide, and supports a substantial irrigation industry, being Australia’s primary food bowl.
Along the lower reaches of the Murray River, low salinity river water (in the order of 100–200 mg/L)
is used to irrigate a range of horticultural crops across several irrigation districts. Irrigation has
significantly altered the hydrology of this semi-arid environment, leading to much higher recharge
rates under areas of irrigation. Because the groundwater is naturally highly saline (typically 18,000
to 35,000 mg/L), the higher rates of recharge can mobilise saline groundwater to the river and its
floodplains, potentially resulting in deleterious impacts to downstream users and the environment.
An extensive policy framework and management system is in place to manage the salinity risks [24].
The policy framework relies on an accounting system that assigns salinity effects (both debits and
credits) to specific on-ground actions. Groundwater models, representing different irrigation districts,
are used as the principal assessment tools to quantify groundwater returns and the salinity credits and
debits resulting from irrigation practices.

2.2. Study Area Location, Climate, and Hydrology

The study area was the Loxton and Bookpurnong irrigation districts of South Australia (Figure 1).
Annual rainfall is 275 mm and average maximum temperatures range from 15.6 ◦C in July to 31.3 ◦C in
February. Irrigation occurs on the “highland” areas that flank the Murray River and its floodplain.

Figure 1. Location of the Loxton and Bookpurnong irrigation districts (the red marking on the inset
map shows the location of the study area map).

The hydrology of the study area is dominated by the Murray River, which consists of a main river
channel and a meandering network of anabranches and wetlands in its floodplain. There are no local
tributaries and rainfall runoff is negligible. Flow in the Murray River is highly regulated by dams and
storages upstream and by a series of weirs in its lower reaches that were constructed to aid navigation.
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The weirs have created a regime of near-constant water levels, interspersed by floods that are irregular
but large.

2.3. Landscape and Geology

The highland is composed of a dune-swale system, oriented east–west, with relatively subdued
relief. It has been incised by the Murray River and its floodplain, which is about 20–30 m below the
areas of irrigation.

The landscape is underlain by the Murray geological basin—a 550 m thick sequence of Cenozoic
marine sediments. The Murray River has formed a trench through the upper sections of this sedimentary
sequence. The floodplain trench is infilled by alluvial sediments to be level with marine Loxton Sands
unit of the regional sedimentary sequence. The Loxton Sands are capped by the Blanchetown Clay, a
widespread lacustrine deposit that underlies most, but not all, of the irrigation district. It is of variable
depth and thickness, tending to occur from depths of 2–3 m below surface as a 5 m thick layer of
laminated clays. It is overlain by the aeolian Woorinen Formation, which forms the dune-swale system
at the surface and hosts sandy loam soils.

2.4. Hydrogeology

The regional water table occurs in Loxton Sands unit, which is in direct hydraulic connection with
the alluvial floodplain aquifers that interact with the river. Groundwater in the Loxton Sands is highly
saline (7000–50,000 mg/L). The Murray River is generally gaining along this reach, with groundwater
(and salt) entering the river and floodplain by lateral flow from the Loxton Sands and some upwards
leakage from deeper units in the Murray Basin [21].

In the areas of irrigation, the vadose zone is characterised by three layers in order of depth: loamy
sands of the Woorinen Formation, the Blanchetown Clay (which may or may not be present), and the
unsaturated upper sections of the Loxton Sands.

2.5. Irrigation and Drainage

The region is well suited to irrigated horticulture, having abundant sunshine, suitable soils, and
access to surface water. Irrigation along the Murray River in South Australia commenced in the
1890s, with more intense development after the Second World War [25]. Most of the development in
Loxton occurred in 1948 with the establishment of the Loxton Irrigation Trust, a government-sponsored
initiative [26]. The Bookpurnong area was established more recently, from the 1980s onwards, as a
private initiative.

The efficiency of irrigation has improved over time [25]. Prior to the 1970s, irrigation practices were
either by flood or furrow irrigation with water supplied on a set roster. This has shifted progressively to
sprinklers and drippers, and the pressurisation of off-take systems from the river. This has resulted in
lower rootzone drainage rates relative to the application rates. The author of [26] estimated irrigation
efficiency factors at decadal intervals since irrigation development. The estimates were based on
a combination of anecdotal evidence from early time periods, as well as some selected irrigator
surveys and benchmarking studies for particular crop types and application methods from later time
periods [26]. The estimates are more accurate since 2000 but are uncertain for all time periods.

Rootzone waterlogging became evident soon after the development of irrigation, due the formation
of perched water tables on the Blanchetown Clay. Sub-surface drainage systems were installed to
manage the issue.

At Loxton, a comprehensive drainage scheme (CDS) was installed. This features a series of gravity
flow pipelines that receive water from tile drainage networks on each property and delivers this water
to a series of open bottom caissons, where water collects and is pumped to the floodplain for disposal.
Data have been collected on the volumes of water intercepted. Drainage volumes increased until the
late 1990s and have steadily declined since.
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In Bookpurnong, drainage issues do not occur as commonly as at Loxton. About 30% of
the irrigated area requires drainage and this is confined mostly to the southwest of the district.
The drainage of these properties has been managed privately, in which a tile drainage network transfers
water to sumps that are pumped from for disposal. There are no data available on the cumulative
drainage volumes.

2.6. Groundwater Returns and Salinisation

Irrigation has caused recharge rates to increase substantially from background levels. Prior to
European settlement, the region was covered by native Mallee vegetation that allowed very little water
past its rootzone [27]. The clearing of native vegetation for dryland agriculture resulted in recharge
rates increasing from 0.1 to 10 mm/year, and irrigation development has resulted in recharge rates
exceeding 100 mm/year [28].

The higher recharge has led to the development of a groundwater mound within the Loxton
Sands aquifer, resulting in increased salt loads to the river and the floodplain (see Figure 2). The lateral
flow component from the Loxton Sands is thought to be the main mechanism for salt entering the
floodplain and the river, and a network of dedicated pumping wells (a salt interception scheme, SIS)
was installed in 2006 to actively reduce the groundwater returns to the river.

Figure 2. Conceptual model of groundwater returns to the Murray River from the Loxton and
Bookpurnong irrigation districts, sourced with permission from [29]. Note that the Agronomic Water
Balance used in this paper does not include irrigation drainage, which is addressed as an output of the
transfer function.

As illustrated in Figure 2, the quantum of irrigation recharge is the key driving force for
groundwater returns, and there are numerous processes that can influence it. These can be separated
into three domains: (1) an agronomic water balance (AWB) that occurs at the surface/rootzone and
defines the rootzone drainage rate; (2) the deeper vadose zone where variably saturated conditions,
including perching, occur; and (3) the saturated zone.

2.7. Existing Methods to Model Groundwater Returns

The salinity management framework requires that groundwater returns (and their salt loads) to
the river be quantified over history and into the future on the basis of past and present actions that
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include irrigation development, the implementation of efficiency measures, and SIS pumping. A 3D
MODFLOW groundwater model [30] has been developed for this purpose and is updated over time to
provide more refined salt load estimates and to account for any changes in management or observed
data [21,31]. The domain of the groundwater model is primarily that of the saturated zone shown in
Figure 2.

Estimates of rootzone drainage are obtained from an AWB undertaken on a district-wide scale
at annual intervals [26]. Inputs to the water balance are based on measured rainfall and irrigation
diversions. Outputs are based largely on an assumed irrigation efficiency factor, which represents
the percentage to total water applied that is consumed by crop evapotranspiration. The residual of
the water balance is the rootzone drainage rate. It is a comparatively small term relative to the other
components (which have large error bands) and is therefore highly uncertain, particularly in early
time periods for which there are limited data. It is also heavily dependent on the irrigation efficiency
factor used in the calculation.

Although the estimates of rootzone drainage are available, they have not been used directly by the
groundwater model. This is due largely to the lack of a simple, yet appropriate, vadose zone modelling
tool at the time of the groundwater model development that could simulate the influence of perching
of the transfer of rootzone drainage to recharge.

The recharge rates have been derived using the inverse method in which observed groundwater
level fluctuations and aquifer pumping test data are used to constrain the hydrogeological parameters
so that recharge may be derived inversely during model calibration, which was undertaken manually.
The spatial zonation of recharge is based initially on the timing of irrigation development. The zonation
evolves during the inversion process and is not highly constrained. The recharge rates over the whole
irrigation areas are compared to the root zone drainage rates post-calibration as a check that the rates
derived are comparable, but there is significant spatial variability between recharge zones. Other
datasets are used, wherever possible, to constrain the model, such as under-river geophysics and river
salinity data.

The calibrated groundwater model is then used to predict groundwater returns and salt loads
into the future for a range of management scenarios. Under these scenarios, a subjective recharge rate
of 100 mm/year has been selected to simulate ongoing irrigation.

The existing method is logical but has some significant limitations related to (1) the non-uniqueness
of the recharge–aquifer parameter relationship and its associated uncertainty, and (2) the indirect link
between on-ground actions and the derived recharge rates. These limitations result in a model that
does not use all of the datasets available to constrain it, and one that relies on a subjective approach for
the recharge rates used in predicting of groundwater returns (and salt loads). As such, the method is
susceptible to bias.

3. Methods

3.1. Modelling Approach

The development of vadose zone transfer functions by [22,23] has allowed for the development of
a more integrated modelling method. The method, illustrated in Figure 3, includes three elements that
correspond to the three domains of the conceptual model (Figure 2):

1. The surface/rootzone is modelled by the AWB [26], which is applied spatially by using a
systematic approach to recharge zonation, resulting in a time-varying rootzone drainage rate for
each recharge zone.

2. The deeper vadose zone is modelled by the transfer functions (TF) developed by [22,23].
The rootzone drainage rates are passed through transfer functions the resulting in two outputs:
a time-varying drainage rate representing water that is returned to the surface via perching, and a
time-varying irrigation recharge rate.
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3. The saturated zone is modelled by a groundwater flow model (a modified version of the existing
Loxton–Bookpurnong model [21]) to generate groundwater returns and salt load to the river as
an output.

Figure 3. Process used in the integrated modelling method.

The method links on-ground actions directly with predicted groundwater returns and provides
for two separate calibration targets: the observed data on drainage rates and groundwater levels.

3.2. Agronomic Water Balance

The AWB, as described by [26], was used to estimate the total rootzone drainage volume across
each irrigation district. Unlike [26], who used the observed CDS drainage data as part of the water
balance, it was removed from the calculations and set aside to use as a calibration target. The water
balance was thus reduced to the following equation,

RZD = (P + I)(1− E f f ), (1)

where RZD is the root zone drainage volume across an entire irrigation district, P is the precipitation
volume over the district (L3/L3), I is the total volume of irrigation water diverted to the district (L3/L3),
and Eff is the irrigation efficiency factor (%), noting that other factors are included in the water balance
during early time periods at Loxton to estimate seepage and transmission losses from open irrigation
channels.

3.3. Recharge Zonation

Recharge zones were defined according the year of irrigation development (Figure 4a) and the
nature of the vadose zone underlying each irrigation block (Figure 4b). The various combinations of
these two factors resulted in 335 recharge zones across both irrigation districts (Figure 4c).

The year of irrigation development was obtained from historical aerial imagery of the irrigation
footprint. The vadose zone was classified into units and subunits using the available borehole logs
and geological models. The classification relates to the type of vadose zone transfer function required
and its parameterisation. If the Blanchetown Clay was absent, a single layer (loam) transfer function
was used and sub-units defined the varying thicknesses of the vadose zone. If the Blanchetown Clay
was present, then a three-layer (loam–clay–sand) transfer function model was required, and sub-units
define the varying layer thicknesses at different points in the landscape. The three-layer zones were
also coded by whether a drainage network had been installed or not. This distinction can be used as a
calibration target.
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Figure 4. Method used to allocate recharge zones, showing (a) the timing of irrigation development,
(b) classification of the vadose zone, and (c) resulting recharge zones

3.4. Transfer Functions

The TF models representing a one-layer or three-layer model are described by [22,23]. The one-layer
model represents a vadose zone where the clay layer is absent and therefore perching and a requirement
for drainage does not occur. The input is the time-varying RZD and the output is the time-varying
irrigation recharge rate. The three-layer model was defined to represent a vadose zone where perching
may occur due to the presence of a clay layer. The input is the time-varying RZD and the output is the
time-varying irrigation recharge rate along with a time varying drainage rate. The drainage occurs
when a perched water table reaches the surface of the model.

Both models are parameterized using the modified Maulem–van Genuchten function [32].
The parameters used were based on measured soil water retention data of Mallee soils [33].

A scripting process was developed to run the AWB, distribute RZD across the various recharge
zones, and to call and run the TF models for each zone.

3.5. Partial Calibration of Irrigation Recharge

A partial calibration of the AWB-TF models can be performed using drainage data. This calibration
can occur externally to any groundwater modelling, and several aspects of the drainage data can be
used to constrain the model outputs, as follows:

• Where drainage infrastructure is absent, the modelled drainage should be negligible.
• Where drainage infrastructure is present, the modelled drainage should be non-negligible.
• Where there is observed drainage data, this modelled drainage should approximate these trends.

In calibrating the models at Loxton and Bookpurnong, it was considered that two main parameters
could be varied as part of the calibration:

• The irrigation efficiency parameter (Eff ) at any point in time, which controls the total recharge and
drainage output provided by the model.

• The vertical hydraulic conductivity (Kv) of the Blanchetown Clay, which controls the partitioning
between recharge and drainage—a lower Kv leads to more perching and more drainage, a higher
Kv leads to less perching and more recharge.
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3.6. Groundwater Model and Integration of Transfer Function

Various options can be employed to integrate the AWB and TF models with a groundwater model.
In this study, a staged integration was undertaken to assess the merits of the approach. We considered
a base case and two potential methods that integrate the AWB and TF models with the groundwater
model focusing on different calibration approaches (Table 1).

Table 1. Methods tested for model integration.

Method Recharge Hydrogeological Parameters

LB2011 Inversely calibrated using groundwater data Existing MODFLOW model
TF-A/B AWB-TF, calibrated using drainage data Recalibrated MODFLOW model
TF-C AWB-TF-MODFLOW calibrated together using drainage and groundwater data

The base case (LB2011) is the existing Loxton–Bookpurnong groundwater model in MODFLOW
from which recharge rates are derived inversely via manual calibration.

TF-A/B uses drainage data to calibrate the AWB and TF models and derived recharge rates that are
passed to the groundwater model. The MODFLOW model is recalibrated in accordance with the revised
irrigation recharge and the observed groundwater level data. In this instance, the AWB-TF model
was calibrated manually and the MODFLOW model was calibrated using an automated calibration
procedure incorporating the Parameter ESTimation code, PEST [34].

TF-C calibrates the integrated (AWB-TF-MODFLOW) model simultaneously using drainage and
groundwater data. In this instance, the integrated model was calibrated using PEST, but a manual
calibration process could also be applied.

4. Results

4.1. Drainage and Irrigation Recharge Using Partial Calibration

An initial calibration of the AWB-TF models was undertaken using drainage data. It was found
that the Kv of the clay layer was well constrained by the drainage targets and only minor adjustments
were required from the default value of 0.03 cm/day (109.5 mm/year) (Table 2). Non-negligible
drainage rates would occur in areas where drainage infrastructure is absent when the Kv was decreased
substantially from the default value. Any substantial increases to the Kv were constrained by the
observed drainage data at Loxton.

Table 2. Calibrated hydraulic conductivity (Kv) of Blanchetown Clay from use of drainage data.

Irrigation Area Drainage Infrastructure
Blanchetown Clay Kv

Default Value Calibrated Value

Bookpurnong Present
0.03 cm/day

(109.5 mm/year)

0.02 cm/day (73 mm/year)
Absent 0.027 cm/day (98.6 mm/year)

Loxton
Present 0.02 cm/day (73 mm/day)
Absent 0.03 cm/day (109.5 mm/day)

Figure 5 shows a comparison of the recharge and drainage rates derived from the existing methods
and datasets to those derived by the new AWB-TF models developed. The AWB-TF models show
recharge and drainage outputs that increased substantially in the late 1950s, reflecting the main period
of irrigation development and accounting for a short time lag (<5 year), a period of stabilisation
between 1960 and 2000, and a decline post-2000 as irrigation efficiency measures were introduced.
The calibration focused on the period of late 1990s onwards, as this was where there was more
confidence in the available datasets.
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Figure 5. Comparison of recharge and drainage rates derived from existing methods and datasets
(plotted in orange) to those derived the new agronomic water balance (AWB)-transfer functions (TF)
models (plotted in blue) for the Loxton irrigation area, showing (a) techarge rates, (b) drainage rates,
and (c) total drainage and recharge rates.

When recharge and drainage were combined, the outputs of the AWB-TF models compared
reasonably to the combined LB2011 recharge and observed drainage rates (Figure 5c). However, there
was divergence in the 1960–2000 period when recharge and drainage were considered separately.
The LB2011 model had recharge declining from 1980 onwards at a period when drainage rates were
increasing. This is counter-intuitive because if drainage rates were increasing then it would be expected
that recharge was also increasing or was at least stable. It may be the result of the regional groundwater
mound being intercepted by the drainage infrastructure and the LB2011 model needing to reduce
recharge to account for this. Although this is possible, the LB2011 model does not model these processes
explicitly, nor does its documentation describe these circumstances as the justification for reducing
recharge over a period when drainage was increasing. In contrast, the AWB-TF model estimates
gross recharge, and if the interception of the regional groundwater mound is occurring then it can be
modelled explicitly by the groundwater model. As shown in this example, the new approach provides
a much clearer representation of the irrigation actions affecting groundwater recharge, ultimately
creating transparency in the estimation of salinity impacts to the river.

4.2. Comparison of Integrated Models

The integrated models obtained comparable calibration statistics to the existing method. The scaled
residual mass statistic (SRMS) was 1.6% for the LB2011 model, 1.8% for TF-A/B, and 1.7% for TF-C.
The calibrated horizontal hydraulic conductivities, Kh, of the regional water table aquifer are shown
in Figure 6. The spatial distribution of Kh under TF-B was broadly similar to LB2011. Given that the
conductivity field of TF-B was derived independently of LB2011, this provides some confidence in the
new method.
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Figure 6. Comparison of calibration for horizontal hydraulic conductivity (m/d) of the Loxton Sands
(regional water table aquifer) for the three models evaluated: LB2011/TF-A model, TF-B model,
TF-C model.

In TF-C, a zone of high Kh was derived in the south of the model domain, which was not
replicated by the other models. Closer inspection revealed a complication in this area of the model,
with simultaneous calibration of drain conductance and efficiencies in the AWB, whereby greater
recharge could be produced by the transfer function only to be offset by increases to drainage
conductance in the MODFLOW model. This was a product of the automated calibration procedure,
and further work is required to mitigate this effect, but this complication is not reflective of the
integrated modelling approach being tested.

There were some key differences in how irrigation recharge was distributed in space and time.
The inclusion of the AWB-TF components to the modelling tended to minimize the spatial variability
in recharge rates, which could be considerable in the existing method (Figure 7). The recharge rates of
the integrated models were also more stable temporally (see Figure 5a).

Figure 7. Distribution of irrigation recharge in 1985 within the existing LB2011 model, the TF-A/B
model, and TF-C model.

Figure 8 compares the irrigation efficiency factor (Eff ) used in the integrated models. In the
TF-A/B model, Eff was taken from the default values of [26] and was not varied during the calibration,
whereas in TF-C it was varied as part of the calibration. The recharge rates and estimated groundwater
returns can be quite sensitive to Eff, and the large increase in the early 2000s was coincidental with the
pressurisation of the irrigation supply system at Loxton.
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Figure 8. Irrigation efficiency factor used in the TF-A/B and TF-C models.

Figure 9 shows the projected salt flux to the river for the different models used. It is highest under
the existing method.

Figure 9. Estimated salt flux associated with groundwater returns to the river for the different models
used. The modelled salt flux was determined using the calibrated models up until 2011. For LB2011,
future projections were determined by assigning a constant irrigation recharge of 100 mm/year. For the
other models, future projections were determined in accordance with the AWB and calibrated irrigation
efficiency for 2011 and running this for 100 years through the TF models to generate a recharge rate
into the future.

The integrated approach offers a transparent method of determining an appropriate recharge rate
for estimating future salinity impacts. The basis of the method is to set the irrigation accession rate in
accordance with the AWB and calibrated irrigation efficiency for 2011, and to run this into the future.
By comparison, the existing methods subjectively select 100 mm/year as the recharge rate into the
future on the basis of expert opinion rather than local datasets.

For TF-A/B, the continued Eff was 85% for both districts. For TF-C, the Eff was only adjusted
slightly (87% for Loxton and 83% for Bookpurnong) but its sensitivity was such that small changes
can result in large changes to the RZD. For instance, at Loxton, an adjustment in Eff from 85% to
83% resulted in a 13% decrease in the RZD (from 129 to 112 mm/year). This influenced the projected
groundwater returns and shows the importance of having an objective procedure to calibrate Eff.
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5. Discussion

5.1. Benefits of The Integrated Modelling Approach

For the irrigation areas with deep vadose zones in which perching can occur, the only viable
approach before the development of the TF models was an inverse approach in which the aquifer
conductivity values and then recharge values were inferred (with some limited adjustments of
conductivity) on the basis of observed groundwater responses [21]. The integrated modelling approach
clearly addresses a deficiency of the inverse approach, namely, not being able to transparently
link actions to salt load impacts. In addition, the inverse method requires a complex process for
calibrating recharge over many zones and stress periods, and may have few other datasets to constrain
what is a non-unique problem. A careful logic and many groundwater model runs are required
to provide sensible values. The integrated modelling approach is simpler than this because it is
objectively formulated.

The results demonstrate the impact that recharge input values in a groundwater model has on the
salt flux to river estimates used for register entries. Given a scenario where there is limited data to
constrain recharge values, use of the integrated method provides some means to quantify the reduction
in uncertainty of recharge estimates via automated calibration software. There is presently no method
to fully quantify reductions to uncertainty using manual calibration. Adopting the transfer function
for future assessment promotes transparency and repeatability of the modelling approach. Moreover,
it will promote consistency between groundwater models used for other irrigation areas by reducing
subjectivity of the calibration process.

5.2. Limitations of the Integrated Modelling Approach

The trial demonstrated that the integrated model may require an increase in model development
time. The extent of the increase will be dependent on the modeller’s familiarity with a scripting
language such as Python and/or an automated calibration utility such as PEST.

Initially, the method will require time and effort to upskill users and to incorporate routinely into
current workflow. However, this additional cost will reduce over time once the approach and the
linking script are developed for a particular model.

A lack of data may still affect the success of applying the integrated approach. Drainage data for
the Loxton district provided some constraint on the outputs of both the AWB and transfer function in
this trial. In addition, attempts to minimize the difference between simulated drainage in the AWB and
transfer function provided a further constraint on the calibration of irrigation application efficiencies
and clay conductance.

Access to high performance computing is also strongly recommended if the integrated approach
is to be used with automated calibration.

5.3. Recommendations

Despite the success of the trial implementing the integrated modelling approach, further areas of
investigation are required and include:

• Further testing of ways to optimise the AWB and transfer function parameters to produce recharge
trends that better match observed head variation patterns. Use of more discrete time periods
within the AWB is one option.

• The development of scripting processes to simulate the deactivation of irrigation blocks.
• Development of transfer function models for situations where there are multiple clay layers in the

vadose zone.
• Testing the integrated method in situations where perching occurs but the vadose zone is shallow.

In these settings, a forward modelling method is typically used [19,20], but there is no feedback
loop and use of drainage data to constrain the AWB parameters.
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6. Conclusions

Irrigation areas have a complex history (spatially and temporally) with respect to the timing of
irrigation development, water use efficiency, drainage, climate, and crop type, among other factors.
This complexity can lead to a lack of transparency, obscure interpretation, and require additional
resources and skills to represent it appropriated within a modelling framework. Any new methodology
has to ensure that it does not add to the complexity of prior approaches and it must be widely
applicable. Our development of the transfer function and integrated modelling was cognisant of
these considerations. It attempted to simulate the transmission of the unsaturated zone with as few
parameters as possible. It implemented a flexible method that can be applied in other semi-arid
environments where there is a deep vadose zone. It makes use of existing datasets and attempts to use
all of these datasets more thoroughly to calibrate and constrain the model outputs.

This paper described an integrated methodology for the estimation of groundwater returns to
streams from irrigation areas with deep vadose zones and perched water tables. This methodology
was implemented for an irrigation district in south-eastern Australia, adjacent to the lower reaches of
the River Murray. An existing surface water balance model and the spatial distribution of the historical
irrigation development were used to assess irrigation accessions to the unsaturated zone. A recently
developed unsaturated zone model [22,23] estimated the groundwater recharge from the irrigation
accession. Two different implementations of a groundwater model using these data were compared to a
pre-existing groundwater model by using recharge calibrated using groundwater responses. In the first
implementation, the newly estimated recharge values replaced the recharge values in the pre-existing
model, that is, the saturated zone properties were the same. In the second implementation, a new set
of saturated zone parameters were calibrated.

The study has shown that

• The implementation of the integrated methodology requires some additional data (drainage
information, high quality maps of irrigation development, soil maps). However, the pilot study
showed that many of these could be either accessed or generated within a constrained time.

• The drainage information could be used to constrain the main soil parameters.
• The irrigation accession, unsaturated zone model, and the recharge data layers were linked

through Python scripting. Due to variations between irrigation districts and available data, some
changes in the script will be generally be required.

• Recharge data generated by the unsaturated zone model can readily replace those generated by
the arduous inversion process, while providing greater transparency.

• The calibration of aquifer conductivity, using the new recharge data, generates credible parameters,
even without the use of pump tests and other independent information.

Further work is required to optimize the calibration methodology, standardise scripting approaches,
and test the method in other vadose zone settings.
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Abstract: Soil water infiltration is a critical process in the soil water cycle and agricultural practices,
especially when wastewater is used for irrigation. Although research has been conducted to evaluate
the changes in the physical and chemical characteristics of soils irrigated by treated wastewater,
a quantitative analysis of the effects produced on the infiltration process is still lacking. The objective
of this study is to address this issue. Field experiments previously conducted on three adjacent field
plots characterized by the same clayey soil but subjected to three different irrigation treatments have
been used. The three irrigation conditions were: non-irrigated (natural conditions) plot, irrigated
plot with treated wastewater for two years, and irrigated plot with treated wastewater for five years.
Infiltration measurements performed by the Hood infiltrometer have been used to estimate soil
hydraulic properties useful to calibrate a simplified infiltration model widely used under ponding
conditions, that were existing during the irrigation stage. Our simulations highlight the relevant
effect of wastewater usage as an irrigation source in reducing cumulative infiltration and increasing
overland flow as a result of modified hydraulic properties of soils characterized by a lower capacity
of water drainage. These outcomes can provide important insights for the optimization of irrigation
techniques in arid areas where the use of wastewater is often required due to the chronic shortage
of freshwater.

Keywords: treated wastewater; irrigation techniques; infiltration modeling

1. Introduction

A quantitative study of water movement in the vadose zone allows us to identify strategies
for water conservation, flood/runoff and erosion control, and the assessment of aquifer potential
contamination due to migration of water-soluble chemicals [1]. Infiltration of irrigation water is one
of the most critical processes for successful agricultural activities [2]. It is a key dynamic process
to be considered for the design of irrigation systems and optimization, irrigation scheduling, and
irrigation management [3]. This process assumes much more importance in arid and semi-arid regions
where, because of short periods and low amounts of rainfall, water is a scarce resource considered as
a limiting factor for agricultural production. In these areas, the chronic water shortage has compelled
the decision-makers to look for non-conventional water sources for irrigation. One of these is the treated
wastewater (TWW) [4], which also gives the advantage of low cost if compared with other solutions
such as seawater. In this context, a continuous monitoring of the TWW and soil parameters is required
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to guarantee a sufficient level of water and soil quality for efficient plant development. In comparison
to freshwater, usually, TWW has a higher content of organic matter and nutrients that, particularly in
arid soils, are required for plant growth. However, it contains some elements that can adversely affect
soil and plant [5]. Major effects produced by TWW are the physical clogging by suspended solids and
the bioclogging facilitated by dissolved organic matter [6,7]. The clogging process typically results
in the reduction of soil porosity and potential hydraulic conductivity. Bedbabis et al. [6] reported
a decrease in soil infiltration after 4 years of using treated wastewater in irrigation. Similar results
were obtained by Alizadeh et al. [8] in Iran as a result of using treated wastewater for irrigation of
a cornfield for 2 years where the infiltration rate decreased by 15.6%. Moreover, Tunc and Sahin [7]
reported a decrease in soil infiltration after having used treated wastewater in irrigating different crops
grown in loamy soil, as a result of decreasing macropores by the suspended materials in the TWW.

On these bases, it is clear that a recommended use of TWW as the irrigation water source requires
complete knowledge of its long-term effects on both hydraulic characteristics and the quality level
of agricultural soils. Recently, Gharaibeh et al. [9] investigated the long-term impacts of irrigation
with TWW on the physicochemical properties of soil through multi-year field trials. Infiltration
measurements on three plots subjected to different irrigation durations were involved. They found that
irrigation with TWW for a few years affected soil physicochemical properties producing an increase of
electrical conductivity and sodium adsorption ratio. On the other hand, a decrease in pH, infiltration
and unsaturated hydraulic conductivity due to pore-clogging by surface deposition of suspended
materials was also observed. Furthermore, a slight decrease in bulk density and observable increases
in aggregation percentage due to a significant increase in the organic matter were also highlighted.
However, in this study, the effects of physical and chemical modifications of soil on the soil capability
of absorbing water and generating surface runoffwere not quantitatively extrapolated.

The objective of this work is to integrate the analysis by Gharaibeh et al. [9] through a quantitative
estimate of the expected effects on the infiltration and runoff production processes due to multi-year
TWW irrigation. This issue represents an open challenge in the light of optimizing irrigation techniques
in arid and semi-arid geographic zones. Field experiments previously conducted on three adjacent field
plots characterized by the same clayey soil but subjected to three different irrigation treatments have
been used to address this issue. The three irrigation conditions were: non-irrigated (natural conditions)
plot, irrigated plot with TWW for two years, and irrigated plot with TWW for five years. Data of
infiltration measurements, earlier performed by the Hood infiltrometer, have been used here to estimate
the soil hydraulic properties. These quantities have enabled us to calibrate a well-known infiltration
model under the ponded conditions representative of the irrigation stage. The adopted approach has
provided insights that can be useful in irrigation system designing as well as in optimizing the use
of TWW.

2. Materials: Field Experiments

2.1. Experimental Site

The field experiments used here and previously described by Gharaibeh et al. [9] were conducted
at Jordan University of Science & Technology (JUST) (32◦27′57.4” N latitude, 35◦57′54.4” E longitude),
70 km north of Amman, Jordan. The experiments were performed on three adjacent field plots (each of
0.8 ha) characterized by the same soil texture. The soil is classified as fine and mixed with clayey soil
texture (clay 48%, silt 37%, and sand 15%) and thermic Typic Calcixerert characterized by 15% CaCO3

content. The three plots were subjected to three different TWW irrigation patterns. The first plot was
not-irrigated (rain-fed) and is used here as the no-TWW benchmark. The second plot was irrigated
with TWW for two years, while the third plot was irrigated with TWW for five years. The TWW used
in the experiments was supplied from a wastewater treatment plant located in the JUST campus, which
uses rotating biological contactors. More details about water characteristics and irrigation strategies
can be found in Gharaibeh et al. [9]. In the following sections, these treatments are referred to as 0 YR,
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2 YR, and 5 YR, respectively. The main chemical soil characteristics of the three plots are presented in
Table 1.

Table 1. Selected chemical properties for the soil of the three plots: pH, electrical conductivity (EC),
organic matter (OM), and cation-exchange capacity (CEC).

Treatment/Plot pH
EC

(dS m−1)

OM
(%)

CEC
(cmole(+) kg−1)

0YR 6.9 0.7 2.77 32.49
2YR 7.7 1.68 4.37 31.16
5YR 7.4 2.09 7.19 33.44

2.2. Measurements of Hydraulic Properties

The Hood infiltrometer (IL-2700, Umwelt-Gerate-Technik GmbH, Muncheberg, Germany) was
used for in-situ infiltration measurements following Schwarzel and Punzel [10]. This device was
chosen because it maintains the soil surface and pore system undisturbed. Furthermore, it allows us to
perform infiltration measurements at different water tensions. The measurements were realized in
2013 on an undisturbed soil surface. Each experiment was performed at least three days after the last
rain or irrigation event. Five measurements (replicates) per each site (treatment) were conducted on
randomly distributed locations. Infiltration tests were carried out by applying on the soil surface
tensions ranging from 0 mm to the value of the soil bubbling point with steps of 20 mm. For each
tension value, the infiltration rate was allowed to reach steady conditions for approximately 8 min
before the tension level was changed to the next level.

Following Gharaibeh et al. [9], steady-state infiltration can be described using Wooding model [11]:

qs(Ψ) = K(Ψ)(1 +
4
πrα

) (1)

where qs(Ψ) is the steady infiltration rate at the fixed tension Ψ, K(Ψ) is the unsaturated hydraulic
conductivity, r is the infiltrometer radius and α is the sorptive number. Substituting the exponential
model of Gardner [12]:

K(Ψ) = KseαΨ (2)

and applying the natural logarithm to both sides, Equation (1) becomes:

ln [qs(Ψ)]= αΨ + ln[Ks(1 +
4
πrα

)] (3)

where Ks is the saturated hydraulic conductivity. Equation (3) highlights a linear relationship between
ln[qs(Ψ)] and Ψ with α representing the slope. Linear regression can be therefore used on experimental
pairs of ln[qs(Ψ)] and Ψ for estimating α. The estimate of Ks can be then obtained by Equation (1) for
Ψ = 0:

Ks =
qs(0)

1 + (4/πrα)
(4)

Figure 1 shows an example of results based on the experiments performed on the three plots and
described by Gharaibeh et al. [9]. Specifically, Figure 1a shows the instantaneous infiltration curves
obtained during the first replicate of the infiltration experiment in each of the three plots subjected to
different irrigation treatments (0YR, 2YR, and 5YR). Figure 1b represents cumulative infiltration curves
averaged over the five replicates performed in each plot. As can be seen, the cumulative infiltration
at the end of the 90 min experiments for the 0YR, 2YR, and 5YR treatments were 140 mm, 68 mm,
and 59 mm, respectively, showing a significant reduction of soil infiltration capacity when TWW is
applied. This reduction is likely due to the high load of the suspended solids present in the treated
wastewater [9,13].
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Figure 1. (a) Instantaneous infiltration rates associated with the first replicate; (b) mean cumulative
infiltration curves obtained on the three plots with different earlier irrigation treatments (0YR, 2YR,
and 5YR) [9].

Through the procedure described in Section 2.2, Gharaibeh et al. [9] obtained the saturated
hydraulic conductivity and sorptive number averaged over five replicates of infiltration measurements
realized on each plot/treatment (Table 2). Based on these results Ks is not significantly different among
the three considered treatments even though a slightly decreasing trend can be detected with increasing
the number of TWW irrigation years. This result suggests that the usage of TWW in irrigation does
not alter morphology and connectivity of the largest pores which mainly influences the saturated
hydraulic conductivity. However, the estimate of the sorptive number shows a relevant difference in
the three plots with values significantly increased for TWW irrigated sites where, as a consequence,
the unsaturated hydraulic conductivity expressed through the Gardner [12] model had lower values
(see Figure 2). Considering that the sorptive number parameter indicates the relative magnitudes
of gravity and capillarity forces during unsaturated flow [14], this outcome suggests a significant
reduction of fine pores, that drain water at suction levels < 0 cm, with respect to the total porosity. This
evidence was justified by Gharaibeh et al. [9] also with the presence in TWW of both high loads of
organic material and suspended solids that tend to settle in the finer soil pore spaces where the flow
velocity is lower. Furthermore, the application for long periods of wastewater determined a reduction
and disconnection of soil micro- and mesopores leading to a significant drop in hydraulic conductivity
of unsaturated soils.

Table 2. Saturated hydraulic conductivity, Ks, and sorptive number, α, estimated through the procedure
described in Section 2.2 and averaged on five replicates of the infiltration tests performed on each
plot [9].

Treatment/Plot
Ks

(cm/h)
α

(1/cm)

0YR 2.94 0.056
2YR 2.75 0.161
5YR 2.69 0.212
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Figure 2. Unsaturated hydraulic conductivity, K, as a function of tension, Ψ, according to the Gardner
(1958) model estimated for the three experimental plots with different irrigation treatments (0YR, 2YR,
and 5YR).

3. Methodology

In this study, a simplified infiltration model widely used under ponding conditions was
selected [15] This model is based on an infinite-series solution of the Richards flow equation [16] under
the hypothesis of ponding conditions, which results in a two-term infiltration equation expressed as:

I = St1/2 + At (5)

where I is the cumulative infiltration, t is the time, S is the soil sorptivity, and A is a constant that is
related to the saturated hydraulic conductivity (typically assumed as 0.4 Ks).

The sorptivity parameter can be defined as

S(Ψ0) = �γ(θ(Ψ0) − θ(Ψi))

∫ Ψ0

Ψi

K(Ψ)dΨ� 1
2 Ψi < Ψ0 < 0, θ(Ψi) = θi < θ(Ψ0) < θs (6)

where θ is the soil volumetric water content, the subscripts i and s refer to initial and saturated
conditions, respectively, and γ =1.818 is a dimensionless empirical constant [17] related to the shape of
the wetting front. Following Reynolds and Clarke Topp [18] and using Equation (2), the following
equation holds:

S(Ψ0) = �γ(θ(Ψ0) − θ(Ψi))
K(Ψ0)

α(Ψ0)
�

1
2

(7)

This equation highlights that sorptivity reduces with increasing antecedent water content,
decreasing hydraulic conductivity and increasing sorptive number. For Ψ0 = 0 Equation (7) becomes:

S = �γ(θs − θi)
Ks

α
�

1
2

(8)
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Based on Equation (8) values of sorptivity have been estimated for the three plots/treatments of
this study (Table 3).

Table 3. Philip’s model parameters estimated for the three experimental plots of this study.
The difference between saturated soil water content, θs, and initial soil water content, θi, is also given.

Treatment/Plot θs−θi
S A

(cm/h0.5) (cm/h)

0 YR 0.49 6.84 1.18
2 YR 0.42 3.61 1.10
5 YR 0.41 3.08 1.08

4. Results and Discussion

Based on the Philip model parameters estimated for the three experimental plots/treatments and
shown in Table 3, it can be deduced that the sorptivity markedly decreases with increasing the period
of irrigation using TWW. On the other hand, the A parameter is rather similar for all treatments. These
results suggest that A, which is related to the saturated hydraulic conductivity and connectivity of
the largest pores, is not affected by the TWW movement. In contrast, the decrease of S could be due to
the clogging of the small pores being this parameter mainly influenced by the sorptive number for
invariant values of Ks (Equation (8)). In this context small differences of antecedent soil conditions in
terms of θs − θi—slightly decreasing from 0YR to 5YR treatments—were observed among the three
plots (see Table 3).

Adopting the parameters of Table 3, the Philip model has been applied in the case of an irrigation
process of duration 1.5 h and rate sufficiently high to determine quickly the saturation of soil surface in
the three plots with different earlier irrigation treatments. The results obtained are shown in Figure 3 in
terms of cumulative infiltration. The simulated cumulative infiltrations (Figure 3) at the irrigation end
for the 0YR, 2YR, and 5YR plots were 101, 61, and 54 mm, respectively. Statistical analysis, involving
one-way ANOVA test at the probability level p < 0.001 and Tukey’s Honestly Significant Difference test
at level p < 0.05, has shown that there are no significant differences between the two plots irrigated with
TWW (2YR and 5YR treatments), while the cumulative infiltration in these two plots is significantly
lower than that of the control plot (0YR). This significant decrease in cumulative infiltration in the 2YR
and 5YR TWW irrigated soils could be explained by the high load of suspended solids present in
the TWW. When soil is irrigated by TWW, these suspended materials settle in the smaller pores. With
time, the micropores as well as the mesopores become smaller and disconnected producing a significant
reduction in infiltration rate and cumulative infiltration. In agreement with this conclusion, Viviani and
Iovino [19] showed a reduction in soil porosity which led to a decrease in soil infiltration rate as a result
of pore-clogging due to the use of TWW. Similarly, Bardhan et al. [13] concluded that suspended solids
loaded in the TWW reduced soil infiltrability due to pore-clogging.
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Figure 3. Cumulative infiltration curves obtained by Philip’s model for the three experimental plots
subjected to different irrigation treatments (0YR, 2YR, and 5YR).

The aforementioned results can have relevant implications in arid and semi-arid regions where
water is limited for the majority of irrigation farms. In this context, water use efficiency is an important
issue to be considered because with its increase more crops can be irrigated. Based on our outcomes,
for a fixed irrigation pattern able to produce approximately immediate soil surface ponding, the use
of TWW reduces gradually in time the amount of water entering the soil and increases runoff. To
better specify this element, Figure 4 shows the reduction in time of water amount that the soil can
absorb in 2YR and 5YR plots with respect to the control plot (0YR) for irrigation duration up to 3 h.
From this figure it can be observed that for an irrigation period of 1.5 h the water amount absorbed by
the soil in 2YR and 5YR plots is reduced by 41 mm and 47 mm, respectively; for an irrigation stage
of 3 h, the infiltrated water depth decreases by 58 and 68 mm, respectively. The water amount that
the soil is not able to absorb becomes surface runoff. This implies that for an irrigation scheduled time
a reduced water amount is requested in these two plots to avoid an increased runoff. The reduction
of absorbable water is here interpreted as gained water and expressed in percentage, with respect to
the water infiltrated in the control plot, is defined as irrigation efficiency. The trend of this quantity in
the function of irrigation duration is represented in Figure 5, which highlights a decreasing advantage
with increasing irrigation periods. For durations ranging from 30 min to 180 min, the irrigation
efficiency tends to decrease from 50% to 44% and from 48% to 38% for 5YR and 2YR plots, respectively.
In any case, the above values show how after just 2 years the efficiency is significantly increased and
after a further 3 years, it becomes almost 50%.
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Figure 4. Reduction of water amount absorbable for periods of irrigation up to 3 h in 2YR and 5YR
plots if compared with the benchmark plot (0YR).

Figure 5. Irrigation efficiency obtained in 2YR and 5YR plots for periods of irrigation up to 3 h in terms
of cumulative infiltration reduction if compared with the benchmark plot (0YR).

5. Conclusions

Insights about the effects on the infiltration process produced by continuous use of TWW for
irrigation have been provided. Infiltration measurements earlier realized by the Hood infiltrometer in
three adjacent field plots characterized by the same soil type and different durations of TWW irrigation
(0, 2, and 5 years, named 0YR, 2YR, and 5YR) have been exploited to estimate the associated Philip
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model parameters, saturated hydraulic conductivity Ks, and sorptivity S. From infiltration simulations
performed by the model under the hypothesis of ponded conditions, applicable during irrigation,
a quantitative estimate of TWW usage effects has been carried out.

Specifically:

1. The continuous usage of TWW for irrigation determines a lower capacity of water drainage in
unsaturated conditions mainly due to the clogging process of the smaller pores by the accumulation
of suspended sediments. This leads to a significant decrease of the S parameter in 2YR and 5YR
plots, while the saturated hydraulic conductivity linked with the connectivity of larger pores is
only weakly affected.

2. The simulations by the Philip model with the decreased values of sorptivity have highlighted
reductions of cumulative infiltration in a plot with TWW treatment. For an irrigation pattern with
a duration of 1.5 h, the reduction of absorbable water amount with respect to 0YR plot has been
found equal to 40% and 47% in 2YR and 5YR plots, respectively, with irrigation duration equal to
3 h the percentages reduce to 38% and 44%, respectively. Equivalent increases of runoff have to
be expected if the irrigation water amount remains the same. Hence, the percentage reductions of
cumulative infiltration have been here interpreted as water amounts that can be saved for that
planned irrigation pattern and have been considered a measure of the gained irrigation efficiency.

3. The above-defined advantages of TWW usage (in terms of irrigation efficiency) slightly decrease
with increasing irrigation duration (30 min up to 180 min) ranging from 50% to 44% and from 48%
to 38% for the 5YR and 2YR plots, respectively. Anyway, the irrigation efficiency is significant
and can be relevant in arid and semi-arid areas.

The results of this research would indicate that the use of treated wastewater leads to the reduction
of the required water used to irrigate soil limiting runoff. This is an important outcome of this work
that indicates the use of treated wastewater in irrigation practice as one of the possible strategies to be
adopted in arid zones to increase irrigation efficiency. However, further investigations are required
to establish the link between irrigation efficiency defined here and crop production. Furthermore,
complete knowledge of TWW long-term effects on quality characteristics of water and agricultural
soils is still lacking.
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Abstract: Evaluation of slope stability under rainfall is an important topic of Geotechnical Engineering.
In order to study the influence of anisotropy ratio (kr = kx/ky) and anisotropy direction (α) on the
seepage and stability of a slope, the SEEP/W and SLOPE/W modules in Geo-studio were utilized
to carry out the numerical analysis of a homogeneous slope in Luogang District, Guangzhou City,
China, which is based on the theory of unsaturated seepage and stability. Two kinds of soils (clay and
sand) were included. Results show that: For sandy soil slope, the increase of kr promotes the rainfall
infiltration, and the decrease of α prevents the rainfall infiltration. The maximum water content of the
surface (MWCS) reaches maximum with the increase of kr and α. The rising height of groundwater
(RHG) is −3–4 m and the safety factor (SF) is 1.3–1.7. For clayey soil slope, variations of kr and α have
little impact on the seepage characteristics and slope stability. The MWCS remains almost the same.
The rainfall infiltration depth (RID) is 0.5–1 m and the SF is about 1.7. Therefore, for sandy soil slope,
it is not only necessary to consider the influence of kr, but also the influence of α. For clayey soil slope,
it can be treated as isotropic material to simplify calculation.

Keywords: hydraulic conductivity anisotropy; sandy soil slope; clayey soil slope; seepage
characteristics; slope stability; numerical simulation

1. Introduction

Slope stability is an important engineering problem in the geotechnical field, for example, the
slope stability of the excavation of a foundation pit [1], the regulation of a riparian slope [2], and the
stability of a high slope under complex geological environment in a reservoir area [3], etc. Slope failures
mainly include external and internal causes. The external causes include rainfall [4–6], reservoir water
level fluctuations [7–9], earthquakes [10–12], human activities such as excavation or blasting [1,3–15],
etc. The internal causes are mainly affected by the properties of the slope soil, which include soil
types [16–18], unsaturated characteristics [19–21], soil strength [22–24], etc. Rainfall is the key factor
triggering the landslide, which accounts for 51% of all the landslide disasters, according to some
relevant investigations [25]. Rainfall usually occurs in rainy seasons, which is concentrated and has a
long duration and leads to landslide easily. The main reasons for slope instability caused by rainfall
are as follows: (1) Rainfall increases the groundwater level inside the slope, which reduces the effective
stress and shear strength of the soil. (2) Rainfall increases the slide force of the slope, which aggravates
the slope instability. The main consequence for slope instability caused by rainfall is reflected in these
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two aspects: (1) Landslide causes damage to buildings in the area where the slope is located. (2)
Landslide threatens the lives and properties of the residents around the disaster area. For example, on
16 September 2011, heavy rainfall (250 mm/day, cumulative 430 mm) in Nanjiang County, Sichuan
Province, China, induced thousands of landslides, and on 29 April 2015, the groundwater level in
Dangchuan, Heifangtai, Gansu Province, China, rose due to heavy rainfall, which caused a large-scale
slope failure [26]. Therefore, it is important to grasp the law and influencing factors of slope instability
caused by rainfall in order to correctly understand the mechanism of rainfall infiltration and to prevent
and control landslide disasters.

Scholars have conducted large numbers of research studies on the rainfall infiltration mechanism.
The research results mainly focused on theory, experiments, and numerical simulations. With respect
to theoretical research, Green-Ampt Semi-Analytical Method [27] was the first method to describe the
transient infiltration process of rain water in unsaturated soils. It is assumed that the wetting front
moves down along the depth direction and the velocity remains unchanged. The volume of water
content of the soil after the wetting front is θ0 (completely saturated), and the initial water content of
the soil before the front is θi. The rainfall intensity is always higher than the infiltration capacity of
the soil, and the actual infiltration rate is equal to the infiltration capacity of the soil. Mein et al. [28]
improved the Green-Ampt model and rainfall infiltration process was divided into two periods. The
first stage is the free infiltration period, and the rainfall intensity in this stage is less than the soil
infiltration capacity. The second stage is the ponding infiltration period, and the rainfall intensity is
greater than the soil infiltration capacity. Chu et al. [29] divided the non-uniform rainfall process into
several uniform periods, and calculated the infiltration process according to whether there will be
ponding. Chen et al. [30] derived a uniform slope rainfall infiltration model based on the Green-Ampt
model. For experimental research, Wu et al. [31] carried out the laboratory model test of landslide
under artificial rainfall, and the influence of rain water infiltration on the slope failure was analyzed.
Li et al. [32] studied the influence of rainfall on the internal mechanical response characteristics of slope
based on fiber grating monitoring technology. Zhang et al. [33] systematically investigated the stability
of Xiakou slope under rainfall based on the field monitoring data. In the aspect of numerical simulation,
Hao et al. [34] simulated the variations of stability of a typical slope under rainfall based on the limit
equilibrium method. Wang et al. [35] used XFEM (extended finite element method) to simulate the
crack propagation process in a slope under heavy rain. Dou et al. [36] considered the spatial variability
of hydraulic conductivity of slope soil based on the Monte Carlo method, and simulated the seepage
characteristics and slope stability. However, most of the previous studies regarded the slope materials
as isotropic materials. According to the SEM (scanning electron microscope) microcosmic study of
Song et al. [37], the anisotropy of permeability coefficient is caused by the flocculation microstructure
of clay and other soils, meanwhile, soil permeability coefficient anisotropy is greatly affected by dry
density and freeze-thaw cycles [38]. Generally speaking, the hydraulic conductivity anisotropy ratio
(kx/ky) can reach 2–10, and it is possible to reach 100 for clayey soil [39]. There exist joint cracks in rock
slope [40,41], which lead to strong anisotropy of seepage characteristics. The coefficient anisotropy not
only has great influences on the transient seepage but also has an impact on the safety factor of the
slope. According to Mahmood et al. [42], the difference of slope safety factors between considering
and not considering soil anisotropy will be about 40% [43]. But most of the previous studies ignored
the seepage anisotropy of slope soil, and the research results of soil anisotropy of slope were few
and incomplete. Yeh et al. [44] took into account the hydraulic conductivity anisotropy ratio of soil
slope, and simulated the seepage characteristics and local safety factors, but ignored the hydraulic
conductivity anisotropy direction. In fact, the horizontal permeability coefficient kx and vertical
permeability coefficient ky coincide with the natural coordinate axis only in some special cases such as
layered crushed earth dam or naturally deposited layered soil. In nature, there are more cases where
the anisotropy principal direction does not coincide with the coordinate axis. The actual conditions
cannot be accurately reflected only by considering the hydraulic conductivity anisotropy ratio.
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In view of the shortcomings of previous studies, the mathematical definition of hydraulic
conductivity anisotropy ratio and direction are firstly described in this paper. The SEEP/W and
SLOPE/W modules in Geo-studio were utilized to carry out the numerical analysis of a homogeneous
slope in Luogang District, Guangzhou City, China [45]. Geo-studio is a professional software suitable
for analyzing the seepage and stability of soil slopes, and the numerical results were consistent with the
experimental results and field investigations. For example, Jiang et al. [46] analyzed the seepage and
stability of a cracked slope with SEEP/W and SLOPE/W. Duong T.T. [2] used the Geo-studio program
to study the effects of soil hydraulic conductivity and rainfall intensity on riverbank stability. Muqdad
Al-Juboori et al. [47–49] conducted the machine learning research based on SEEP/W. Therefore, this
software was utilized in this paper to analyze the effect of hydraulic conductivity anisotropy. Two kinds
of soil (clay and sand) and the hydraulic conductivity anisotropy ratio and direction were included.
Then the volume water content, rainfall infiltration depth (RID), rising height of groundwater (RHG)
and maximum water content of the surface (MWCS) of three typical sections of slope (top, middle,
and toe) were analyzed in detail. Finally, the safety factors (SF) of the slope under different conditions
were evaluated. The research results provide some references for the understanding of the seepage
anisotropy law and prevention of landslides.

2. Methods and Theory

2.1. Theory of Unsaturated Seepage

The SEEP/W module in Geo-studio was utilized to simulate the rainfall infiltration, and the
seepage control equation in the SEEP/W was derived from the saturated and unsaturated Darcy’s
law [50], which can be expressed as

∂
∂x

(kx
∂H
∂x

) +
∂
∂y

(ky
∂H
∂y

) + Q = mwγw
∂H
∂t

. (1)

In Equation (1), x and y are the coordinates in the direction of x and y, kx is the hydraulic
conductivity in the x direction, ky is the hydraulic conductivity in the y direction, H is the total head,
Q is the applied boundary flux, t is the time, mw is the slope of the storage curve, and γw is the unit
weight of water.

Applying the Galerkin method of weighed residual to the governing differential equation, the
finite element for two-dimensional seepage equation can be derived as

τ

∫
A

([B]
T
[C][B])dA{H}+ τ

∫
A

(λ〈N〉
T
〈N〉)dA{H}, t = qτ

∫
L

(〈N〉
T
)dL. (2)

In Equation (2), [B] is the gradient matrix, [C] is the element hydraulic conductivity matrix, [H]
is the vector of nodal heads, <N> is the vector of interpolating function, q is the unit flux across the
edge of an element, τ is the thickness of an element, λ is the storage term for a transient seepage equal
to mwγw, A is a designation for summation over the area of an element, and L is a designation for
summation over the edge of an element.

In an abbreviated form, the finite element seepage equation can be expressed as

[K]{H}+ [M]{H}, t = {Q}. (3)

In Equation (3), [K] is the element characteristic matrix, [M] is the element mass matrix, and {Q} is
the element applied flux vector.
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2.2. Effect of Negative Pore-Water Pressures

In locations above the groundwater table, the pore-water pressure in the soil is negative relative to
the pore-air pressure. This negative pore-water pressure is commonly referred to as the matric suction
of the soil. Under negative pore-water pressure conditions the shear strength may not change at the
same rate as for total and positive pore-water pressure changes. Therefore, a modified form of the
Mohr–Coulomb equation must be used to describe the shear strength of an unsaturated soil (i.e., the
soil with negative pore-water pressures). The shear strength equation is [51]

s = c′ + σn tanϕ′ + (ua − uw) tanϕb. (4)

In Equation (4), s is the unsaturated shear strength, c’ is the cohesive strength, ϕ’ is the frictional
strength, ϕb is an angle defining the increase in shear strength for an increase in suction, ua is the
pore-air pressure, and uw is the pore-water pressure.

2.3. Safety Factor for Unsaturated Soil

SLOPE/W adopts the Morgenstern–Price method based on limit equilibrium theory to calculate
the safety factor. The modified method strictly satisfies the force balance and torque balance, and the
calculation accuracy is high. The expression is listed below:

Fs =

ns∑
i=1

c′ibi+(Wi+Pi cos βi−uabi) tanϕ′i+(ua−uw)bi tanϕb

[1+(tanϕ′i tanαi)/Fs] cosαi

ns∑
i=1

Wi sinαi − riPi

. (5)

In Equation (5), ci’ is the cohesive strength for every soil slice, i is the soil slice number, Wi is the
weight of every soil slice, Pi is the water pressure, βi is the angle of the bottom of the soil slice, bi is the
length of every soil slice, ϕi’ is the frictional strength for every soil slice, ri is the radius of the sliding
arc, and Fs is the safety factor.

3. Numerical Model Framework

3.1. Numerical Model and Boundary Conditions

The case study is a homogeneous slope in Luogang District, Guangzhou City, China [46]. The
slope height is 16 m, which is divided into 2 grades with a width of 2 m. In order to reduce the influence
of boundary conditions, the range was extended and the model was divided into 13,484 nodes and
13,279 units, which are shown in Figure 1.

C 

B 

A 

Initial water table 
Different locations 

Cartesian coordinate axis 
Anisotropy direction 

Toe of the slope 

Middle of the slope 

Top of the slope ky x

y

 kx

Figure 1. Illustration of slope model.
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To investigate the seepage characteristics at different positions, three sections were set to reflect the
effect of hydraulic conductivity anisotropy, whose positions were x = 73 m (top of the slope), x = 61 m
(middle of the slope), and x = 50 m (toe of the slope). The boundary conditions were as follows: AB
and GH were the fixed water level boundaries of 9 m and 24 m, respectively. CDEF was the rainfall
infiltration boundary. BC and GF were small flux boundaries. AH was the impervious boundary.

3.2. Unsaturated Soil Properties

The soil-water characteristic curves (SWCC) adopted the Fredlund and Xing model, which can be
written as [52]

kw = ks

N∑
i= j

Θ(ey)−Θ(Ψ )
eyi Θ′(eyi)

N∑
i=1

Θ(ey)−Θs
eyi Θ′(eyi)

. (6)

In Equation (6), kw is the calculated conductivity for a specified water content or negative
pore-water pressure, ks is the measured saturated conductivity, Θs is the volumetric water content,
e is the natural number 2.71828, y is a dummy variable of integration representing the logarithm
of negative pore-water pressure, i is the interval between the range of j to N, j is the least negative
pore-water pressure to be described by the final function, N is the maximum negative pore-water
pressure to be described by the final function, Ψ is the suction corresponding to the jth interval, Θ’ is
the first derivative of the equation, and Θ can be described as

Θ = C(Ψ )
Θs{

ln
[
e +
(
Ψ
a

)n]}m . (7)

In Equation (7), a is the air-entry value of the soil, n is a parameter that controls the slope at
the inflection point in the volumetric water content function, m is a parameter that is related to the
retention capacity, and C(Ψ ) is a correcting function defined as

C(Ψ ) = 1− ln(1 + Ψ
Cr
)

ln(1 + 1000000
Cr

)
. (8)

In Equation (8), Cr is a constant related to the matric suction corresponding to the retention capacity.
The sandy soil and clayey soil were selected for analysis, which represent the high and low

permeability [53], as shown in Figure 2. The unsaturated parameter values are shown in Table 1 [54],
and the SWCC curves are shown in Figure 3.

 

(a) (b) 

Figure 2. Typical appearance of sandy and clayey soil. (a) Clayey soil. (b) Sandy soil.
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Table 1. Unsaturated parameter values.

Soil Type
SWCC Parameters Permeability Coefficient

a/kPa m n θ/% kx/(m/s) kx/(m/day)

Sand 10 1 1 45 10−4 8.64
Clay 100 1 1 45 10−6 0.0864

  
(a) (b) 

Figure 3. SWCC curves. (a) Permeability coefficient function. (b) Volume water content function.

3.3. Definition of Anisotropy and Calculation Conditions

Previous studies mostly ignored the anisotropy ratio and direction. In fact, anisotropy widely
exists in the soil. For the hydraulic conductivity matrix [C] in Equation (2), it can be expressed as

[C] =
[

C11 C12

C21 C22

]
. (9)

In Equation (9), C11 = kxcos2α + kysin2α, C22 = kxsin2α + kycos2α, and C12 = C21 = kxsinαcosα +
kysinαcosα. The kx, ky, the anisotropy direction α can be defined according to Figure 2. The kx is the
horizontal permeability coefficient, ky is the vertical permeability coefficient, and α is the direction
between ky and y axis. When α = 0◦, [C] is reduced to

[C] =
[

kx 0
0 ky

]
. (10)

Equation (10) was adopted in [44], with only considering the anisotropy ratio kr = kx/ky. However,
the definition of anisotropy not only includes the ratio kr but also the direction α. Previous investigations
ignored the anisotropy, especially the anisotropy direction α.

To completely discuss the anisotropy of sandy soil and clayey soil, including the anisotropy ratio
kr and the anisotropy direction α, the calculation conditions are shown in Table 2, which includes the
anisotropy ratio kr = 1, 10, 50, 100, and the anisotropy direction α = 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, and
90◦. The range of kr and α were selected according to Gilbert el al. [39]. To reflect the influence of the
heavy rainfall, the rainfall intensity is set to 10−6 m/s, and the rainfall duration time is set to 120 h.
Meanwhile, 120 h of rainfall stop was also considered.
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Table 2. Different calculation conditions.

Rainfall Intensity (m/s) Soil Type kx(m/s) kr α/◦

10−6 Sand 10−4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1

10
50
100

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
15
30
45
60
75
90

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Clay 10−6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1

10
50
100

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
15
30
45
60
75
90

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

4. Results and Discussions

4.1. Initial Conditions

Initial conditions are important for further numerical simulations. In order to determine the
initial conditions more accurately in this paper, the maximum negative pore water pressure of −25 kPa,
−50 kPa, and −75 kPa and the specified annual average rainfall infiltration were numerically simulated,
and the pore pressure variation of sandy soil and clayey soil are shown in Figure 4. Under the
annual average rainfall infiltration, the initial pore pressure of sand and clay was obviously different
in that the initial pore pressure of sandy soil slope was slightly larger than clayey soil slope, but
the distribution along the elevation was similar, which was reflected in that the initial pore water
pressure firstly remained unchanged then gradually increased along the elevation. The maximum
negative pore-water pressure was close to −50 kPa, which was selected as the initial condition of all
the calculation conditions in this paper.

  
(a) (b) 

Figure 4. Initial pore pressure distribution. (a) Sandy soil. (b) Clayey soil.

4.2. Variation of Volumetric Water Content

According to the calculation conditions in Table 2, we carried out a total number of 54 numerical
simulations, and obtained, in all, 162 sections of volumetric water content variation. For ease of reading,
this section will carry out the discussion based on the classification of sandy soil and clayey soil slope.
The variations of volumetric water content of different α values with kr = 10 and kr = 100 are shown
in Figures 5 and 6 to illustrate the influence of anisotropy direction α on seepage characteristics, and
different kr values with α = 0◦, 45◦, and 90◦ are also displayed in Figures 7 and 8 to show the impact of
anisotropy ratio kr. The volumetric water content of the 120th h is only shown in Figures 5–8.

111



Water 2020, 12, 277

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 5. Variation of volumetric water content under different α values for sandy soil. (a) Top of the
slope with kr = 10. (b) Middle of the slope with kr = 10. (c) Toe of the slope with kr = 10. (d) Top of the
slope with kr = 100. (e) Middle of the slope with kr = 100. (f) Toe of the slope with kr = 100.
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Figure 6. Cont.
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(g) (h) (i) 

Figure 6. Variation of volumetric water content under different kr values for sandy soil. (a) Top of the
slope with α = 0◦. (b) Middle of the slope with α = 0◦. (c) Toe of the slope with α = 0◦. (d) Top of the
slope with α = 45◦. (e) Middle of the slope with α = 45◦. (f) Toe of the slope with α = 45◦. (g) Top of the
slope with α = 90◦. (h) Middle of the slope with α = 90◦. (i) Toe of the slope with α = 90◦.

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 7. Variation of volumetric water content under different α values for clayey soil. (a) Top of the
slope with kr = 10. (b) Middle of the slope with kr = 10. (c) Toe of the slope with kr = 10. (d) Top of the
slope with kr = 100. (e) Middle of the slope with kr = 100. (f) Toe of the slope with kr = 100.
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Figure 8. Variation of volumetric water content under different kr values for clayey soil. (a) Top of the
slope with α = 0◦. (b) Middle of the slope with α = 0◦. (c) Toe of the slope with α = 0◦. (d) Top of the
slope with α = 45◦. (e) Middle of the slope with α = 45◦. (f) Toe of the slope with α = 45◦. (g) Top of the
slope with α = 90◦. (h) Middle of the slope with α = 90◦. (i) Toe of the slope with α = 90◦.

4.2.1. Sandy Soil

The variations of volumetric water content of sandy soil for different sections under different
anisotropy direction α values are shown in Figure 5.

For the top of slope, the volumetric water content on the surface decreased with the increase of α.
This is because kx was greater than ky. When α = 0◦, the vertical permeability reached the minimum,
so the rainfall was hard to infiltrate, and the rain water accumulated in the shallow part of the slope.
With the increase of α, however, the vertical permeability increased, and the rain water was easier to
infiltrate into the deep part, thus leading to the decrease of the surface volumetric water content. What
should be noticed is that when the anisotropy ratio was small (i.e., kr = 10), the impact of rainfall on
the volumetric water content was mainly reflected on the slope surface; but when the anisotropy ratio
was larger (i.e., kr = 100), not only the slope surface but also the deep area were violently influenced,
especially for α = 0◦ and α = 15◦.

For the middle of slope, the volumetric water content was affected by the combined effect of
rainfall infiltration and the rainfall excretion from the slope top. The increase of α also decreased the
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volumetric water content on the surface as was illustrated in the previous paragraph. The combined
effect, however, made the maximum surface volumetric water content happen at α = 15◦.

For the toe of slope, the variation of volumetric water content was similar to the slope top and
middle In the condition of α = 0◦, however, the whole section did not reach saturation with kr = 10, but
reached saturation with kr = 100.

Figure 6 shows the variation of volumetric water content under different kr values. For the top
of slope, the volumetric water content under different kr values was greatly affected by the values of
α. When α was relatively small (i.e., α = 0◦), the surface volumetric water content increased with the
increase of kr. This is because the increase of kr decreased the horizontal permeability, thus leading to a
higher surface volumetric water content. Meanwhile, rain water was easier to infiltrate through the
horizontal direction when kr decreased, which rose the underground water level, thus leading to the
increase of the deep volumetric water content. Yeh H.F. et al. (2018) [44] conducted relevant.simulations
and the results were similar to current research results. However, the increase of α values made the
difference of volumetric water content between different kr values smaller. This is because the vertical
permeability decreased with the increase of α, and the rain water drained away rather than infiltrated
directly into the slope soil.

For the middle of slope, the variation range of volumetric water content was larger than that of
the slope top, and under the combined effect, the value of volumetric water content was also larger
than that of the slope top.

For the toe of the slope, due to its lower terrain, the height of the initial water table to the surface
of the slope toe was smaller, and it was affected not only by rainfall but also by the rain water from the
slope middle. So it had a smaller unsaturated area and a larger volumetric water content. What should
be noticed is that the whole section reached saturation when α = 0◦ and kr = 50 and 100, and did not
reach saturation in other conditions.

4.2.2. Clayey Soil

The variations of volumetric water content under different α values are shown in Figure 7, and
the variation of volumetric water content under different kr values are shown in Figure 8.

As can be seen in Figures 7 and 8, the differences between different kr and α values was relatively
small for clayey soil. This is because the clayey soil had a relatively lower permeability, and the rainfall
was difficult to infiltrate. Only the rainfall infiltration depth varied for different locations of the slope.
The rainfall infiltration depth increased with the decrease of distance to the slope toe, and the deep
volumetric water content almost did not change.

Figure 6 shows the variations of volumetric water content for sandy slope. The permeability
coefficient was high, which resulted in the obvious change in the variation of volumetric water content,
and, in fact, the bending reflected the accumulation of rain water on the shallow part of the slope.
However, it was different in the clay slope, which is shown in Figure 8. The low permeability coefficient
made the rain water difficult to infiltrate into the soil, and the no-ponding boundary allowed the excess
water to move away from the boundary. So once the rainfall stopped, the slope surface did not have
rainfall infiltration boundaries anymore, and the bending effect was not so obvious. We can see the
bending effect in Figure 8b,d, which was located in the slope middle, but the slope top (Figure 8a,c)
was regarded as unchanged.

4.3. Analysis of Rainfall Infiltration Depth, Rising Height of Groundwater, and Maximum Water Content of
the Surface

As can be inferred from Section 4.2, the hydraulic conductivity anisotropy ratio kr and α have a
great impact on the seepage characteristics of the slope. In order to evaluate this comprehensively,
the rainfall infiltration depth (RID), rising height of groundwater (RHG), and the maximum water
content of the surface (MWCS) were defined, as shown in Figure 9. Figure 9a shows distribution
of volumetric water content during the rainfall process each day at the toe section of clayey slope.
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The surface volumetric water content gradually increased until the rain stopped. So the MWCS was
defined to illustrate the saturation on the slope surface, which was the maximum surface water content
when the rain stopped. During the rainfall, the wetting front developed into the deep area, and the
RID is defined to characterize the influence of the rainfall on the slope deep, which was the height
of the turning point to the slope surface. For sandy soil, as shown in Figure 9b, not only the surface
volumetric water content but also the rising height of groundwater increased. So the RHG was defined
to express the impact of rainfall on the sandy slope, which was the height of the turning point of the
volumetric water content when the rain stopped to the turning point of the initial volumetric water
content. What should be noticed is that there was no noticeable effect for the second to fifth rainfall day
on the water content. This is because the hydraulic conductivity anisotropy was kr = 10 and α = 0. So
for the sandy slope, rain water was hard to spread, and the difference was relatively small, as shown in
Figure 10a. For clay soil, due to its low permeability, the difference seemed to be less obvious.

(a) (b) 

Figure 9. Variation of volumetric water content for sandy and clayey soil. (a) Sandy soil. (b) Clayey soil.

The MWCS for clayey and sandy soil slope is shown in Figure 10. For sandy soil slope, the MWCS
increased to the maximum with the increase of kr and α. When it came to the slope toe, the value of
MWCS became larger than slope top and slope middle, which means that the slope toe was easier to
reach saturation during rainfall. For clayey soil slope, the MWCS under different kr and α values was
almost the same for the same section.

Figure 11 shows the variation of RID for clayey soil slope and the variation of RHG for sandy soil
slope. For sandy soil slope, rainfall mainly caused the underground water level to rise, and the rising
height was −3–4 m. What to be stressed is that when kr = 100, α = 15◦, the height of groundwater
level decreased. We inferred this may be due to the fact that the vertical permeability coefficients were
relatively small and the groundwater level was readjusted. For clayey soil slope, the variations of kr

and α had little influence on the RID. For slope top, the RID was 0.5 m, for slope middle it was 0.5–1 m,
and for slope toe it was 1 m.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 10. Variation of MWCS for clayey and sandy soil. (a) Top of the slope for sandy soil. (b) Middle
of the slope for sandy soil. (c) Toe of the slope for sandy soil. (d) Top of the slope for clayey soil.
(e) Middle of the slope for clayey soil. (f) Toe of the slope for clayey soil.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 11. Variation of RID and RHG for clayey and sandy soil. (a) Top of the slope for sandy soil.
(b) Middle of the slope for sandy soil. (c) Toe of the slope for sandy soil. (d) Top of the slope for clayey
soil. (e) Middle of the slope for clayey soil. (f) Toe of the slope for clayey soil.

4.4. Safety Factors

The SLOPE/W module was utilized in this section to calculate the safety factors based on the
Equation (5). In order to control the variables, the calculation parameters of soil strength were set
according to Tang et al. [54], where c’ = 10 kPa, ϕ’ = 26◦, and ϕb = 26. The variations of safety factors
(SF) under different kr and α values are shown in Figure 12.
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(a) (b) 

Figure 12. Variation of SF for clayey and sandy soil slope. (a) Sandy soil slope. (b) Clayey soil slope.

The variations of kr and α had a great impact on the SF for sandy soil slope. The minimum SF (1.3)
happened when kr = 100 and α = 0◦. This is because in this condition kx > ky. The infiltration of rainfall
in the horizontal direction led to a dramatic rise of the underground water, which led to the decrease of
the soil strength and the SF. What was contrary was that when kr = 100 and α = 90◦, the SF reached
the maximum (1.7), which was due to the low permeability coefficient in the horizontal direction
(10−6 m/s), and the rainfall was difficult to infiltrate. It should be noticed that the SF increased when
kr = 100 and α = 15◦, which was because, in this situation, the underground water level decreased and
the soil strength increased.

For clayey soil slope, rain water was difficult to infiltrate into the soil due to its low permeability,
and the SF remained 1.7 under different kr and α values, which was more stable than sandy soil slope
under the same situations.

5. Conclusions

In this paper, the seepage characteristics and stability of slope in Luogang District, Guangzhou
City, China were numerically simulated, considering the effect of sandy and clayey soil and the
influence of the hydraulic conductivity anisotropy ratio kr and direction α. The following conclusions
can be obtained:

(1) The initial conditions are important for the subsequent calculation of unsaturated seepage. In this
paper, the initial maximum suction of sand and clayey soil of −45 kPa was selected for numerical
simulation, which was consistent with the actual situation.

(2) For sandy soil slope, the seepage characteristics and slope stability were greatly affected by the
hydraulic conductivity anisotropy ratio kr and direction α. The increase of kr promoted the rainfall
infiltration, which made the groundwater level and the surface water content rise. The decrease
of α prevented rainfall infiltration, which made the rainfall hard to infiltrate. For clayey soil, the
variations of kr and α had little impact on the distribution of volumetric water content.

(3) The RID, RHG, and MWCS were defined to characterize the seepage response under rainfall. For
sandy soil slope, the MWCS increased with the increase of kr and α, and the RHG was −3–4 m.
For clayey soil slope, the MWCS varied little and was higher than sandy soil slope, and the RID
was 0.5–1 m.

(4) The minimum SF happened when kr = 100 and α = 0◦, and varied dramatically with kr and α for
sandy soil slope. The SF for sandy soil slope was 1.3–1.7, while the SF for clayey soil slope was
higher than that of sandy soil slope, and remained about 1.7.

(5) In actual engineering, it is necessary to consider the effect of the hydraulic conductivity anisotropy
ratio kr and direction α for sandy soil slope. However, for clayey soil slope, it can be treated as
isotropic medium without considering its anisotropy for the purpose of simplifying the calculation.
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Abstract: This study aimed to determine the highly sensitive variables for a groundwater simulation
model adjacent to an artificial recharge lake (ARL) using short-term rainfall events. The model was
established using an artificial neural network (ANN) with rainfall events. Normalized rainfall, rainfall
intensity, and groundwater data were selected as model variables. The coefficient of determination
(R2) was used for model performance assessment. Finally, a sensitivity analysis (SA) was conducted
to evaluate the importance of each model input. The study results indicated that the R2 of the ANN
model ranged between 0.759 and 0.914. The SA showed that the rainfall was more sensitive than
rainfall intensity in the study area. Based on the SA results and relevant geological characteristics, it
was observed that the rainfall of past 1-day, past 2-day, and past 3-day responded faster than the
other variables to the wells near the river and the ARL. In addition, the past 2-day rainfall was highly
sensitive to the groundwater table; this may be due to the fact that the well screen location was above
sea level as observed in Wells 1, 2, and 6. The results indicate that the groundwater table variation is
response-related to the distance from the wells to the river and the ARL, and the rainfall time-lag.
This SA study is helpful to researchers wishing to study related ARL efficiency issues.

Keywords: groundwater recharge; infiltration; Lin-Bien River; rainfall intensity; artificial neural
network; ANN

1. Introduction

In the 1970s, groundwater contributed 20% of the total water usage (TWU) in Taiwan, whereas
faster economic growth with industrial expansion and population increase have greatly expanded
water demand in Taiwan in the 1990s, the groundwater contributing 31% of the TWU in Taiwan [1,2].
In the 2010s, the groundwater water percentage of TWU has reached 34%, achieving 64.9% in Southern
Taiwan [3,4]. However, due to anthropogenic interference and climate change, the water supply
is extremely unstable, groundwater withdrawals may locally exceed recharge, and undesirable
conditions may develop in the aquifer and in hydraulically connected surface waters [5]. Overexploited
groundwater has led to seawater intrusion, land subsidence, lowering of groundwater levels, and
salinization of soil, and has reduced the well water withdrawal yields in Taiwan [6,7]. Artificial
recharge has been defined, as the process of replenishing groundwater through an artificial recharge
lake (ARL), to increase groundwater storage in subterranean zones [8–10]. However, the process of
groundwater recharge is complex. The infiltration impact is complicated by many confounding factors
such as rainfall (or applied water) intensity, micro-topography, vegetation, soil texture, and vertical
and horizontal heterogeneity in soil properties [11]. Morbidelli et al. indicated that, although a variety
of local infiltration models for vertically homogeneous soils with constant initial soil water content
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and over horizontal surfaces have been proposed, the estimate of infiltration at different spatial scales
(i.e., from the local to watershed scales) is a complex problem as further challenges are imposed by the
natural spatial variability of soil hydraulic characteristics and that of rainfall [12]. Due to the intricate
mechanism of groundwater, it is hard to simulate the hydrological phenomena in a hydro model
because of the applied limitation, causing the use of extremely inconvenient models [13]. The simulation
accuracy could be improved, by investing much time and many resources to establish a hydro model [14].
Thus, some researchers use statistical approaches to simulate groundwater variation. These approaches
can reveal the stochastic dependence among the groundwater observations and their related variables,
and commonly require a relatively fewer number of parameters than a physical-based model, with
limited subjective assumptions [15]. Related research studies, such as those by Daliakopoulos et al. [16],
Nayak et al. [17], Sahoo and Jha [18], and Liu et al. [19]. They used multiple linear regression (MLR) and
artificial neural networks (ANNs) to establish the relationship using statistical models. For example,
Daliakopoulos et al. used 17 years of data to establish ANN models according to time-lag rainfall,
temperature, streamflow, and groundwater table in the Messara Valley basin (Greece). The dataset was
divided into three parts for the purposes of training (11 years), cross-validation (3 years), and testing
(3 years). The established ANNs included a feedforward neural network (FNN), a recurrent neural
network (RNN), and a radial basis function network (RBFN). The coefficient of determination (R2) was
selected to evaluate model performance. The results showed that the R2 in the FNN was between 0.592
and 0.993, in the RNN it was between 0.609 and 0.911, and in the RBFN it was 0.744 [16]. However, in
statistical model development, it is more important to select highly related inputs to acquire accurate
simulation results, and to exclude data having less impact on the output of the model, to reduce the
freedom degree of the model and the processing. Many scholars use a sensitivity analysis (SA) as the
determination method to obtain the relative importance of model inputs. Jha and Sahoo established
multilayer perception (MLP), an RNN, and an RBFN to simulate groundwater variation in 17 sites in
Jiangnan, Kochi, Japan. Groundwater table differences, past rainfall, stream stage, temperature, and
seasonal dummy variables were selected as inputs. In that research, data were split into four years for
the model training and validation, and the remaining two years of data for the model testing. The R2

was selected for model performance evaluation. The results showed that, in 17 sites, the R2 in MLP
was between 0.781 and 0.971, in the RNN it was between 0.691 and 0.983, and in the RBFN it was
between 0.691 and 0.983. After the ANN model was developed, an SA was conducted to identify the
sensitivity of all inputs. The SA results showed that the H-4 well had the highest sensitivity for each
input [20]. Ahlawat developed the relationship between precipitation and runoff using an ANN model
in the Betwa catchment, India. A sensitivity analysis was conducted for model importance evaluation.
The results indicated that some of the rainfall stations could be removed from the model because of the
low sensitivity [21].

2. Materials and Methods

2.1. Study Area

The Lin-Bien catchment is located in Pingtung Plain, Taiwan (Figure 1, after [22]). There are three
long-term record rainfall stations, namely, Taiwu-1, Xinlaiyi, and Nanhan, which were selected for
rainfall data collection (Table 1). Groundwater monitoring wells included Wells 1 to 7, which are
adjacent to the catchment boundary (Table 2). The location of each rainfall station and groundwater
monitoring well is illustrated in Figure 2.
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The location of  
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Figure 1. Location map of Pingtung Plain, after [22].

Table 1. Rainfall stations in the study catchment.

Rainfall Station
(Period)

Annual Rainfall
(mm)

Coordinate Control Area

(TWD97-X) (TWD97-Y) (km2) (%)

Taiwu-1 (1955–2018) 4366.2 217,853.20 2,500,983.30 50.76 15
Xinlaiyi (1972–2018) 3646.9 216,084.71 2,492,152.60 141.13 40
Nanhan (1965–2018) 2506.0 211,948.60 2,481,928.20 156.97 45

Table 2. Information about each groundwater monitoring well in the study area.

Groundwater Monitoring Wells
(Recording Period from 2010/05 to 2015/12)

Coordinate Well Screen
(Above Sea Level)

(TWD97-X) (TWD97-Y)

Well 1 211,320.61 2,491,816.04 24 to 33
Well 2 211,084.75 2,490,990.15 14 to 23
Well 3 210,331.36 2,490,524.91 −17 to 5
Well 4 210,031.63 2,491,209.14 −18 to 6
Well 5 209,115.70 2,491,773.84 −17 to 5
Well 6 209,097.66 2,492,587.59 13 to 25
Well 7 210,184.92 2,492,093.04 −5 to 7

Ting et al. [23] point out that the groundwater catchment in the study area can be divided into
three layers, that is, the upper layer, middle layer, and lower layer. The thickness of the upper layer,
varying from 10 to 60 m, is assumed to be an unconfined aquifer. The aquifer of the fluvial deposits in
the foothills consists of coarse sand and gravel, decreasing in size to sand in a downstream direction
with a thickness in excess of 220 m. The middle layer, assumed to be semi-pervious, is a geological
formation which has a very low transmissivity compared to the aquifer, with a thickness of about
20 m of clay and sandy clay. The lower layer is assumed to be unconfined in the upper reaches of
the area and confined from the mid-fan; the storativity may thus alternate between confined and
unconfined values. The aquifers are recharged directly by rainfall, river flow, and subsurface inflow
from the northern upstream part of the fluvial fan. The study area is hydraulically bounded in the
south by the sea (Taiwan Strait). The screens of each well were all set in the upper layer, which is
mainly composed of gravel, and with slice sand, silt, and clay. The transmissivity, storativity, and
maximum yield were determined as 9148 m2/day, 6.5 × 10−3, and 7084 m3/day, respectively, by the
Taiwan Provincial Groundwater Development Bureau [24]. The hydrogeological profile of each well in
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this study area is redrawn in Figure 3 [25], and the groundwater piezometric map of the Pingtung
Plain’s dry season is shown in Figure 4 [26].

Figure 2. Location map of the study area (W1 to W7 is Well 1 to Well 7, respectively).

Figure 3. Hydrogeological profile of the study area (W1 to W7 is Well 1 to Well 7, respectively), after [25].
The A-A’ profile of Figure 1.

The infiltration rate in this study area was evaluated by infiltration experiment in a 30 × 30 ×
1.63 m test pit in 2002 [27]. The initial infiltration rate was about 22.76 m/day and the average infiltration
rate was 17.26 m/day. After a serial infiltration test, the difference in infiltration rate between 2003 and
2005 had a maximum variation from 15.2 to 10.33 m/day due to the sand addition experiment [28].
If one compares the ARL infiltration result to other studies, the infiltration rate is about 5.9 m/day in
the Rokugo Alluvial Fan, Northern Japan [29]; Liu et al.’s study on underground reservoirs in the
western suburbs of Beijing estimates the infiltration rate between 1.0 m/day and 3.6 m/day [30].
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The location of  
the ARL and wells 

Figure 4. Groundwater piezometric map of the Pingtung Plain’s dry season (November to May) [26].

2.2. Data Collection and Process

For this study, around five years of daily rainfall and daily groundwater table data collected
from 2010/05 to 2015/12 were used. Before the model was established, original data underwent a
pre-procedure process that included the following steps: (1) rainfall data processing, (2) groundwater
table data processing, and (3) data normalization. The data collection and processing procedure steps
are described in the following subsections.

2.2.1. Rainfall Data

Mean catchment rainfall can be calculated by several techniques, such as Thiessen polygon,
isohyetal, polynomial, geostatistical, inverse distance weighted, multi-quadratic interpolation, and
kriging [31,32]. This study referred to Tsou et al. [33] who used the Thiessen polygon method to
calculate the mean catchment rainfall. The separated Thiessen’s control area in the Taiwu-1 station
was 50.76 km2 (15%), in the Xinlaiyi station it was 141.13 km2 (40%), and in the Nanhan station it was
156.97 km2 (45%). Based on research of the effects of rainfall, rainfall intensity, and groundwater table
variation [34], the groundwater table is more sensitive in a five-day time-lag in a shallow layer [35].
Hence, this study combined the rainfall of past 1-day (R1) to past 5-day (R5) and rainfall intensity of
past 1-day (RI1) to past 5-day (RI5) as the model inputs.

2.2.2. Groundwater Data

This study referred to Nayak et al. using 2-day groundwater differences as output for the model
establishment [17]. In addition, considering the hydrogeology in a shallow groundwater aquifer,
the groundwater variation is significantly affected by 10 days of rainfall [36]. Therefore, this study
separated rainfall and groundwater data by events, where groundwater table rising past 10 days until
groundwater drop was regarded as an event.

2.2.3. Data Normalization

To prevent an error associated with extreme values, data normalization was conducted for the
data regarding rainfall, rainfall intensity, and groundwater differences. In addition, this procedure
randomized the data using the concept of stochastic statistics to understand the relative change amount
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in the database. Therefore, the data employed were bounded between 0 and 1 using Equation (1)
below, and then they were reverted by following Equation (2) [37]:

xnorm =
x− xmin

xmax − xmin
, (1)

x = xnorm × (xmax − xmin) + xmin, (2)

where xnorm is the normalized dimensionless variable, x is the observed value of the variable, xmin is
the minimum value of the variable, and xmax is the maximum value of the variable.

2.3. Artificial Neural Network (ANN)

An artificial neural network is an algorithm for processing information by its dynamic state
response to inputs. The neural network computes its output at each iteration (epoch) and compares it
with the expected output of each input (exemplary) vector in order to calculate the error. An ANN
comprises parallel systems that are composed of processing elements (PEs) or neurons, which are
assembled in layers and connected through several links or weights. After feeding input data to the
input layer, they pass through and are operated on by the network until the output is produced at
the output layer. Each neuron receives numerous inputs from other neurons through some weighted
connections. These weighted inputs are then summed, and a standard threshold is added, generating
the argument for a transfer function (usually linear, logistic, or hyperbolic tangent), which in turn
produces the final output of the neuron [38,39].

Hsieh et al. and Liao et al. compared MLP, a time lag recurrent network (TLRN), and a time
delay neural network (TDNN) for groundwater simulation in the Lin-Bien River catchment. The MLP
model is appropriate and suitable for this study area [40,41]. In order to learn more complex decision
functions, inputs are fed into a number of perceptron nodes, each with its own set of weights and
threshold [42]. The outputs of these nodes are then inputted into another layer of nodes, and so on.
The output of the final layer of nodes is the output of the network. Such a network is termed MLP,
and the layers of nodes whose input and output are seen only by other nodes are termed hidden [43].
The connection weights are computed by means of a learning algorithm. There are different variants
of back-propagation learning algorithms in the literature [44]. The illustration of the MLP model is
shown in Figure 5.

Input
(days, d)

Input Layer
( i )

Hidden Layer
( j )

Output Layer
( k )

Output

Rainfall (d-1)

Rainfall (d-2)

Rainfall (d-3)

Rainfall (d-4)

Rainfall (d-5)

Rainfall Intensity (d-1)

Rainfall Intensity (d-2)

Rainfall Intensity (d-3)

Rainfall Intensity (d-4)
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…
..
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wij

wij

wjk

w: weight

Figure 5. Illustration of the multilayer perception (MLP) model, after [39].
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2.4. Sensitivity Analysis (SA)

A sensitivity analysis is a tool for model input importance assessment. Referring to Jha and
Sahoo [20] and Memarian et al. [45,46], the SA calculation equation (Equation (3)) is given as follows [47].
When the change is small, the input is less sensitive in the model; on the contrary, when the changes
are significant, the input is highly sensitive:

Sk =

p∑
p=1

n∑
n=1

(
yip − yip

)
ak

2 (3)

where Sk is the sensitivity index for input k, yip is the ith output obtained with the fixed weights for the
pth pattern, n is the number of network outputs, p is the number of patterns, and αk

2 is the variance of
the input k.

3. Results

The ANN model was established using normalized rainfall and groundwater table data. The R2

was selected for model performance evaluation. Thus, the sensitivity analysis was conducted to
evaluate the importance of the input for the model simulation. All results are discussed below.

3.1. ANN Results

Referring to the training, validation, and testing arrangements from Tayfur and Singh [48],
Yang et al. [49] and Memarian et al. [45], respectively, this study used 70% of the data for training, 20%
for validation, and 10% for testing. With respect to the PE and hidden layer selection, Cheung et al.
suggest 10 PEs in 1 hidden layer [50]. Thus, in this study, PEs were set at 10, and the hidden layer was
set at 1. The simulated results revealed that the R2 of the MLP model in Well 1 was 0.848, in Well 2 it
was 0.854, in Well 3 it was 0.914, in Well 4 it was 0.897, in Well 5 it was 0.759, in Well 6 it was 0.841, and
in Well 7 it was 0.812. All MLP model values showed high correlation (R2 > 0.8) except for Well 5,
which was the farthest well from the Lin-Bien River and the ARL. Comparing Well 5 with a similar
location well (Well 6), the well screen of Well 6 (13–25 m, above sea level) was shallower than that of
Well 5 (−17 to 5 m, above sea level). The MLP model performance values (R2) are shown in Table 3.
The model testing correlation relationship of each well is presented in Figures 6–12.

Table 3. MLP model performance.

Groundwater Monitoring Wells R2

Well 1 0.848
Well 2 0.854
Well 3 0.914
Well 4 0.897
Well 5 0.759
Well 6 0.841
Well 7 0.812
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Figure 6. The model testing correlation relationship of Well 1.
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Figure 7. The model testing correlation relationship of Well 2.
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Figure 8. The model testing correlation relationship of Well 3.
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Figure 9. The model testing correlation relationship of Well 4.
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Figure 10. The model testing correlation relationship of Well 5.
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Figure 11. The model testing correlation relationship of Well 6.
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Figure 12. The model testing correlation relationship of Well 7.

3.2. SA Results

A sensitivity analysis was performed on the MLP model’s simulation results to understand the
relative sensitivity of each input to the output. All SA results are shown in Table 4 and Figure 13.
Referring to Jha and Sahoo, the level of sensitivity was classified into five categories [20], as shown in
Table 5. Based on the value of the sensitivity index for a particular input at the well, the influence level
of the model’s sensitivity to the input was ranked on a scale of 1 to 5 (Table 6). The sensitivity analysis
indicated that, for past 5-day rainfall and rainfall intensity, R2 and RI3 were the highest and second
highest sensitivities in Well 1; in Well 2, the results were R2 and R3; in Well 3, they were R4 and R2; in
Well 4, they were RI2 and RI1; in Well 5, they were R5 and R4; in Well 6, they were RI4 and R2; and
in Well 7, they were R4 and R5. The rainfall (R) is more sensitive than rainfall intensity (RI) in this
research area. The highest and second highest sensitivities are listed in Table 7 (if the ranked result in
the same value, the original SA index was compared).
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Table 4. Sensitivity analysis index.

Inputs Well 1 Well 2 Well 3 Well 4 Well 5 Well 6 Well 7

RI5 0.0216 0.0207 0.0163 0.0064 0.0096 0.0049 0.0145
RI4 0.0045 0.0025 0.0035 0.0028 0.0047 0.0133 0.0033
RI3 0.0223 0.0220 0.0156 0.0101 0.0076 0.0002 0.0164
RI2 0.0040 0.0157 0.0231 0.0650 0.0044 0.0102 0.0037
RI1 0.0017 0.0163 0.0130 0.0212 0.0051 0.0021 0.0200
R5 0.0053 0.0132 0.0181 0.0035 0.0238 0.0084 0.0498
R4 0.0203 0.0324 0.0639 0.0029 0.0181 0.0069 0.1489
R3 0.0136 0.0594 0.0343 0.0036 0.0048 0.0036 0.0443
R2 0.0849 0.1095 0.0362 0.0108 0.0030 0.0127 0.0092
R1 0.0102 0.0027 0.0048 0.0173 0.0060 0.0042 0.0372
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Figure 13. Sensitivity index of each input of the MLP model.

Table 5. Categorization of sensitivity and associated ranks.

Category of Sensitivity Value of Sensitivity Index Rank

1. Very high sensitivity >0.1 1
2. High sensitivity 0.05 to 0.1 2

3. Moderate sensitivity 0.01 to 0.05 3
4. Low sensitivity 0.005 to 0.01 4

5. Very low sensitivity ≤0.005 5

Table 6. Ranked sensitivity analysis index of each input.

Inputs Well 1 Well 2 Well 3 Well 4 Well 5 Well 6 Well 7

RI5 3 3 3 4 4 5 3
RI4 5 5 5 5 5 3 5
RI3 3 3 3 3 4 5 3
RI2 5 3 3 2 5 3 5
RI1 5 3 3 3 4 5 3
R5 4 3 3 5 3 4 3
R4 3 3 2 5 3 4 1
R3 3 2 3 5 5 5 3
R2 2 1 3 3 5 3 4
R1 3 5 5 3 4 5 3
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Table 7. Highest and 2nd highest sensitivities.

Groundwater
Monitoring Wells

Highest Sensitivity 2nd Highest Sensitivity

Index Variable Index Variable

Well 1 2 R2 3 RI3
Well 2 1 R2 2 R3
Well 3 2 R4 3 R2
Well 4 2 RI2 3 RI1
Well 5 3 R5 3 R4
Well 6 3 RI4 3 R2
Well 7 1 R4 3 R5

When considering the SA results and the information in the location map of the study area
(Figure 2), one can see that Wells 1 to 3 are within the study catchment, which is adjacent to Lin-Bien
River and the ARL, and responded faster in R1, R2, R3, RI1, RI2, RI3, respectively; Wells 4 to 7 are
outside the catchment and far from the ARL; R4, R5, RI4, RI5 were found to be sensitive in Wells 5 to 7.
It can be concluded that the groundwater table variation adjacent to the Lin-Bien River and the ARL is
response-related with rainfall time-lag. It is worth noting that, although Well 4 is located outside the
catchment, it still has a certain degree of sensitivity from past 3-day rainfall (R1, R2, R3, RI1, RI2, RI3,
respectively), the reason for which is discussed below.

The sensitivity of each well is influenced by the well screen position. The reason for past 3-day
rainfall (R1, R2, R3, RI1, RI2, RI3, respectively) being sensitive in Well 4 is that the well screen’s
location is similar to the one in Well 3. After considering the SA results about the information for
each groundwater monitoring well (Table 2), it was observed that 2-day rainfall (R1, R2, RI1, RI2,
respectively) was more sensitive due to the well screen location being above sea level, for example, in
Wells 1, 2, and 6.

4. Discussion

The purpose of this study was to discover the highly sensitive variables of a groundwater
simulation model adjacent to an ARL using short-term rainfall. The model was established by
MLP with past 10-day short-term events. Normalized rainfall (R1 to R5), rainfall intensity (RI1 to
RI5), and groundwater data were selected as model variables. The R2 was used for model accuracy
assessment [18]. A sensitivity analysis (SA) was conducted to evaluate the importance of each model
input. The study results are discussed as follows.

First, during the model establishment, the MLP model was suggested for development [5,40,41].
The best fit R2 of the MLP model was 0.914 (Well 3) and the lowest R2 in MLP was 0.759 (Well 5). This
model uses rainfall as an input; the rainfall converges in the ARL and the river then infiltrates into
the groundwater layer. The farthest well (Well 5) from the Lin-Bien River and the ARL responded
more slowly than the other wells with a lower R2. Comparing Well 5 with a similar location well (Well
6), the well screen of Well 6 (13–25 m, above sea level) was shallower than that of Well 5 (−17 to 5 m,
above sea level). Therefore, the rainfall response in Well 6 was faster than in Well 5.

Second, a sensitivity analysis was conducted for input importance evaluation. The highest and
second highest inputs in Well 1 were R2 and RI3; in Well 2, they were R2 and R3; in Well 3, they were
R4 and R2; in Well 4, they were RI2 and RI1; in Well 5, they were R5 and R4; in Well 6, they were RI4
and R2; and in Well 7, they were R4 and R5. The rainfall amount (R) was more sensitive than rainfall
intensity (RI) in this research area.

Finally, when considering the SA results for the Lin-Bien River catchment area (Figure 2) and the
relevant hydrogeological profile (Figure 3), a slight difference between “within the catchment” and
“outside the catchment” can be found. Wells 1 to 3 are in the study catchment and adjacent to Lin-Bien
River and the ARL, and responded faster in past 3-day rainfall (R1, R2, R3, RI1, RI2, RI3, respectively)
than the other four wells. On the other hand, R4, R5, RI4, RI5 were found to be sensitive in Wells 5 to 7.
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Although Well 4 was located outside the catchment, it still had a certain degree of sensitivity from
past 3-day rainfall (R1, R2, R3, RI1, RI2, RI3, respectively) because the location of its well screen was
similar to the one in Well 3. Moreover, R2 was highly sensitive due to the well screen being located
above sea level, that is, Wells 1, 2, and 6. It can be concluded that the groundwater table variation in
this study area is response-related with the distance from the wells to the river and the ARL, and the
rainfall time-lag.

5. Conclusions

A sensitivity analysis is not only a tool for the input importance evaluation of a groundwater
simulation model, but it is also a useful method, considered with a hydrogeological map and geological
characteristics, for explaining influences on the physical mechanism of groundwater infiltration, taking
into account the complexity of the relevant physical groundwater model’s development. This SA study
is helpful to researchers wishing to study related ARL efficiency issues.
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Abstract: An unconditionally mass conservative hydrologic model proposed by Talbot and Ogden
provides an effective and fast technique for estimating region-scale water infiltration. It discretizes soil
moisture content into a proper but uncertain number of hydraulically interacting bins such that each
bin represents a collection of pore sizes. To simulate rainfall-infiltration, a two-step alternating process
runs until completion; and these two steps are surface water infiltration into bins and redistribution
of inter-bin flow. Therefore, a nonlinear dynamical system in time is generated based on different
bin front depths. In this study, using rigorous mathematical analysis first reveals that more bins can
produce larger infiltration fluxes, and the overall flux variation is nonlinear with respect to the number
of bins. It significantly implies that a greater variety of pore sizes produces a larger infiltration rate.
An asymptotic analysis shows a finite change in infiltration rates for an infinite number of bins, which
maximizes the heterogeneity of pore sizes. A corollary proves that the difference in the predicted
infiltration rates using this model can be quantitatively bounded under a specific depth ratio of
the deepest to the shallowest bin fronts. The theoretical results are demonstrated using numerical
experiments in coarse and fine textured soils. Further studies will extend the analysis to the general
selection of a suitable number of bins.

Keywords: infiltration; moisture content discretization; uncertain; bin

1. Introduction

The recharge of groundwater [1,2] is critical in many aspects, for example, natural environments,
industry, and agriculture. Therefore, recharging aquifers is urgent in regions with growing
demands [3,4] on water supplies that are the key to the local ecosystem and to economic
development [5,6]. By using either natural or artificial methods to conduct the recharge, estimating
infiltration is usually subject to both uncertainties and multiple types of errors. Moreover, the problem
of rainfall-induced shallow landslides represents the most common natural hazard [7] in some areas of
the world. These landslides are activated by intense rainfall events where water infiltration causes an
increase of both volumetric content and pore pressure, thus worsening the slope stability in landslide
prone areas. Thus, effective and economic numerical models are first needed to simulate the movement
of water in the vadose zone, especially for large-scale distributed hydrologic applications over a
relatively long period [8,9].
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For groundwater infiltration there are advanced reservoir modeling methods based on the Richards
equation [10] that can provide exact solutions to estimate infiltration [11,12]. However, these methods
are computationally expensive especially for a large geographic area such as a city or a large ranch
or farm. To simulate the rain-infiltration process over a number of years, they are complicated and
computationally costly since they determine where the water moves in space. The Green–Ampt
model [13], due to its computational convenience, is widely used in estimating infiltration parameters
and states, such as flux, accumulative water content, and infiltration time [14–17]. Nevertheless,
it makes some ideal, although unrealistic assumptions, for instance, it assumes the existence of an
abrupt wetting front, and uniform water content behind the wetting front. To avoid these limitations,
several contributions have modified this model. They can be classified as experimentally based
corrections [18,19], and mathematically or physically based optimizations [20–22]. To avoid the
drawbacks of the Green–Ampt model and rapidly determine how well ground water and aquifers
are recharged only, the Talbot–Ogden model is proposed [23,24] for estimating large-scale surface
water infiltration into various unsaturated soil textures [25] over long periods. Valuable features of
this model are the relatively low computational cost and the large-scale applicability. These features
are essential for integrating the hydrologic–hydrogeologic model into an integrated model for the
identification of water related hazards as well as supporting an early warning system for the reduction
of hydrogeological risk.

The Talbot–Ogden model is derived from the unsaturated Darcy’s law and conservation of mass
for water moving through a variably saturated porous media. It quickly simulates the infiltration
in the water content-depth (θ-z) domain as its new perspective. In Figure 1, the fundamental idea
in the Talbot–Ogden model is presented. In this model, bins are constructed by discretizing the
moisture content domain as shown in Figure 1a. According to their water content values, they are
independently arranged in parallel, not in series. Bins represent a collection of pore sizes corresponding
to a specific range of moisture content θi ≤ θ ≤ θe in a soil. Within a particular bin, this range of
moisture content can be found throughout the soil over the vertical domain (Figure 1b). Since the
model has only one spatial dimension, this assumption is valid regardless of how sufficiently small
the horizontal discretization is. The Green–Ampt equation is transformed and applied to compute
the depth infiltration independently in each bin. A process called redistribution, which is invoked at
every time step immediately after infiltration, governs the horizontal inter-bin flow along the θ-axis
according to the capillary pressure associated with each bin. This process will take into account all
the saturated bins but not only restricted to the local neighborhoods of different bins. The infiltration
and redistribution are respectively driven by gravitational and relative capillary forces in each bin.
During the infiltration, the capillary pressure and hydraulic conductivity become dynamic, and the
wetting front as in the Green–Ampt model (Figure 1a) may not exist. The discretized water content
domain has also been extended to be affine multi-dimensional [26] for depicting more complicated
pore size distributions. It is an intrinsically mass conservative model that can be applied to various soil
textures [8,23,27]. However, its suitability is directly related to the uncertain number of bins because
the predicted flux is highly nonlinear with respect to the discretization in the moisture content domain.
Therefore, this uncertainty plays an important role under different soil conditions in this model. The
convergence test for choosing a proper number of bins by Talbot and Ogden [23] is more rigorously
analyzed in this work, and its physical meaning, a greater variety of pore sizes leading to a larger
infiltration rate, can be naturally explained from this study. It will also be quantitatively estimated
how an infinite water content discretization affects the flux variation through an asymptotic analysis
by linearly fitting the wetting front. It directly indicates that a particular depth ratio of the deepest to
the shallowest bin fronts can maximize the infiltration flux.
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Figure 1. The mechanism in the Talbot–Ogden model. (a) Bins corresponding to different porosity
θ-values compared to the wetting front in the Green–Ampt model; (b) Different moisture content in a
soil over the vertical domain.

In Section 2, the Talbot–Ogden model is first introduced, which allows us to create a fast solver
to simulate infiltration using finite water content discretization. A detailed sensitivity analysis is
then made on the quantitative change of the flux as a function of the number of bins, and this work
is generalized to an asymptotic analysis that gives an upper bound for infiltration flux variation.
In Section 3, the infiltration flux variation using this model is firstly estimated from the physical
parameters of a variety of real soil textures. Infiltration simulations for examples in both coarse and
fine soil textures are presented using different numbers of bins to validate the theoretical analysis.
Section 4 is the conclusive part.

2. Theory and Methodology

2.1. The Talbot–Ogden Model

Before presenting the Talbot–Ogden model, let us briefly review the Green–Ampt model relevant
to it. The Green–Ampt equation [13], which is based on Darcy’s law, provides a very simple model to
describe the infiltration of water into the subsurface soil. By neglecting the depth of ponded water, the
Green–Ampt equation for vertical infiltration is given by:

f = Ks

(
(θd − θi)Hc

F(t)
+ 1
)
, (1)

where f is the infiltration rate, Ks is saturated hydraulic conductivity, θi is initial moisture content, θd is
the maximum moisture content during infiltration, Hc is the effective capillary drive at the wetting
front, and F(t) is the cumulative infiltration depth at time t.

The Talbot–Ogden model discretizes the entire water content domain into bins that flow in soils
based on the porosity [23] and there is only one vertical spatial dimension (Figure 2) in this model.
From the initial moisture content θi to the effective porosity θe there are n bins indexed by j with equal
bin width Δθ. The midpoint value (j − 1)Δθ + Δθ/2 represented by θj is the moisture content of the j-th
bin and the depth of its saturated wetting front is zj. The j-th bin is assumed to be either fully saturated
or dry at any depth. The residual moisture content is θr. The rightmost saturated bin is θd. The bins
between θd and θe are unsaturated but can become saturated later. In the Green–Ampt model, the
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cumulative infiltration function F(t) is defined as F(t) = z(θd − θi). If we let f = dF/dt = (θd − θi)dz/dt,
the vertical infiltration formula by substituting this expression into Equation (1) is obtained.

dz
dt

=
1

(θd − θi)

(KsHc

z
+ Ks

)
(2)

 
Figure 2. The infiltration in the Talbot–Ogden model.

Based on Equation (2), the front of the j-bin grows as:

dzj

dt
=

1
θd − θi

(
K(θd)ψ(θd)

zj
+ K(θd)

)
(3)

Here, ψ represents the capillary pressure.
The vertical infiltration of water in each bin is governed by Equation (3). The horizontal movement

of water through bins is shown in Figure 3. By Equation (3), the infiltration rate dzj/dt is inversely
proportional to zj if the other parameters are constant for the j-th bin. Hence, bins to the right tend to
have greater front depths than the left ones especially in the beginning of infiltration (Figure 3a).

Figure 3. The redistribution in the Talbot–Ogden model: (a) pre-redistribution and (b) post-redistribution.

Due to the capillary effect in soil, water in bins with large θ-values tends to flow to those bins with
smaller θ. This horizontal flow is referred to as the redistribution. It reorganizes the redundant water
collected from those protruding wetting fronts in all saturated bins proportional to the values of the
capillary pressureψ(θj) of every bin participating in the redistribution [23]. In the redistribution process
(Figure 3b), the last deeper bin is defined as the first saturated bin found over the moisture content
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domain along the negative direction of the θ-axis whose front depth is higher than the shallowest
saturated bin. Note that the wetting front depths gradually decrease from left to right after the
redistribution since the capillary pressure in the bins on the left acts immediately on water found at
depth in the bins to the right in this model [23].

The reasons for choosing a fixed moisture content θd for both K(θ) and ψ(θ) in Equation (3) are
found in [23]. Water tends move downward through the saturated bins with large θ-values, which is
the reason that K(θd) is chosen for every bin. However, the capillary pressure in a soil with only lower
moisture content than the current saturated bin is always satisfied prior to the rightmost saturated bin,
which is the reason that ψ(θd) is chosen for every bin. The functions K(θ) and ψ(θ) are from Brooks
and Corey [28], but other soil hydraulic models [29–31] can be used without affecting the analysis and
conclusions in this paper.

Due to the uncertain discretization of the moisture content domain into n bins, a dynamical
system [32] is generated

zt+Δt
j = zt

j +
dzt

j

dt
× Δt + redistt

j, j = 1 . . . n, t ∈ [0, T], (4)

and
redistt

j = redistt
j

(
ψ(θ1), zt

1,ψ(θ2), zt
2, . . . ,ψ

(
θlast deeper bin

)
, zt

last deeper bin

)
(5)

In Equations (4) and (5), the term redist represents the redistribution as the inter-bin movement
of water.

The second term of the right hand side in Equation (4) comes from Equation (3) as infiltration.
The computation is inexpensive using Equation (4), as for every time step only n ordinary different
equations are solved for the infiltration. The simulation of redistribution takes O(n) operations for all n
bins. In the numerical convergence test by Talbot and Ogden, the largest n is 400 with a time step size
2.5 s for the coarsest soil sand, which provides a fast, accurate solution.

2.2. Instantaneous Infiltration Rates Analysis

The most important quantity in the Talbot–Ogden model is the bin width Δθ. Therefore, the
range of Δθ must be selected to match the unsaturated flow in specific soil systems because the flux
is nonlinear with respect to Δθ. There are two simple assumptions made before analyzing the flux:
(1). θd is assumed to be fixed and independent of the number of bins, which is reasonable since
θd corresponds to the rightmost saturated bin that is changing during the infiltration; (2). All bins
with θi ≤ θ ≤ θd are already saturated. If there are empty bins, it means that the surface water can be
absorbed in the next time step so that the instantaneous infiltration rate equals the precipitation rate.

The number of bins and its nonlinear influence on the predicted flux can be considered under
these assumptions. Now the only uncertain quantity in the Talbot–Ogden model is the number of
bins, which means either a finer or a coarser discretization. All other parameters remain constant.
The unsaturated flow divides into two steps within every time step: infiltration and redistribution
(Figure 4).

Figure 4. A numerical example: (a) infiltration and (b) redistribution.
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The infiltration governs the vertical downward movement of water in every bin. The redistribution
governs the horizontal inter-bin flow. The amount of water redistributed to each bin is proportional to
the local capillary pressure. In Figure 4, redundant water in the protruding bin caused by infiltration is
redistributed to the bins to its left. In the next time step, the process begins with another infiltration
followed by redistribution (Equation (4)). These two processes alternate until the simulation completes.
The strength of the peak in that particular protruding bin with more infiltration will depend on the bin
width Δθ due to its nonlinearity effect in Equation (4). The redistribution phase moves no surface water
downward into the soil by assumption, but only rearranges the wetting fronts in different bins. Due to
the properties of the decreasing front depths by the redistribution, an analysis of the instantaneous
infiltration rates in the Talbot–Ogden model can be made.

2.2.1. One Bin versus Two Bins

Figure 5 presents the model of one bin and its division into two bins. The rectangle ACHF
represents bin1. Its wetting front is FH, its width is Δθ1, and its depth is z1. Similarly, the two bins in
Figure 5 are bin2 (ABJI) and bin3 (BCED) with wetting fronts IJ and DE, respectively. Both their bin
widths are equal to Δθ2, which means Δθ1 = 2Δθ2. Their front depths are z2 and z3. It is assumed that
the entire water content for the two cases is the same. So, the water in bin1 equals that contained in the
union of bin2 and bin3, that is z1 × Δθ1 = z2 × Δθ2 + z3 × Δθ2. These two cases can be compared. Let
VOnebin and VTwobins denote the instantaneous infiltration rates for each case. VOnebin is calculated by

VOnebin = Vbin1 = dz1
dt × Δθ1

=
2×Δθ2×K(θd)

θd−θi

(
ψ(θd)

z1
+ 1
) (6)

Figure 5. One bin versus two bins.

VTwobins is calculated by

VTwobins = Vbin2 + Vbin3 =
( dz2

dt + dz3
dt

)
× Δθ2

=
Δθ2K(θd)
θd−θi

(
ψ(θd)

z2
+

ψ(θd)
z3

+ 2
) (7)

Based on the capillary pressure of the soil, a relationship among depths exists: z2 > z1 > z3, since
left bins always have deeper wetting fronts than the bins to their right. Moreover, if z2 = z3, then
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splitting one bin into two bins reverts back to the one bin case. Now, the difference between the
instantaneous infiltration rates can be computed by subtracting (6) from (7). Thus,

VTwobins −VOnebin = Vbin2 + Vbin3 −Vbin1

=
Δθ2×K(θd)×ψ(θd)

θd−θi

(
(z2−z3)

2

z2z3(z2+z3)

)
≥ 0 (with equality i f z2 = z3).

(8)

Equation (8) uses z1 × Δθ1 = z2 × Δθ2 + z3 × Δθ2. Therefore, when one bin is split into two bins
and all possible pores are saturated, additional water infiltrates into the soil faster. Its increment can be
bounded by (8). Doubling the number of bins leads to a more continuous flow among bins. Hence,
more bins mean a higher infiltration rate. One bin is increased to n bins to prove this assumption.

2.2.2. One Bin versus n Bins

Similarly, n bins can be obtained by equally discretizing the moisture content domain of the
one bin case into n pieces. All other parameters remain constant. In Figure 6, the rectangle ABCD
represents one bin binX. Its depth and bin width are zX and ΔθX, respectively. Then binX is split into n
bins, marked by bin1, bin2, . . . , binn−1, and binn. All these new bins have the same width Δθ. Their
depths from left to right are z1, z2, . . . , zn−1 and zn. It is similar to the previous example to have
zX × ΔθX = (z1 + z2 + . . .+ zn) × Δθ, nΔθ = ΔθX = θd − θi, and z1 ≥ z2 ≥ . . . ≥ zn. By geometry there
exists an index l such that z1 ≥ z2 ≥ . . . ≥ zl ≥ zX ≥ zl+1 ≥ . . . ≥ zn. The infiltration rate of binX is

VOnebin = VbinX = dzX
dt × ΔθX

=
ΔθXK(θd)
θd−θi

(
ψ(θd)

zX
+ 1
) (9)

Figure 6. One bin versus n bins.

For the n-bin case, the summed infiltration rate is

Vnbins =
n∑

j=1
Vbinj =

n∑
j=1

dzj
dt × Δθ

=
n∑

j=1

ΔθK(θd)
θd−θi

(
ψ(θd)

zj
+ 1
) (10)
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By Equation (9) and Equation (10), the infiltration difference between these two cases is

Vnbins −VOnebin =

⎛⎜⎜⎜⎜⎝ n∑
j=1

Vbinj

⎞⎟⎟⎟⎟⎠−VbinX

=
Δθ×K(θd)×ψ(θd)

θd−θi

⎛⎜⎜⎜⎜⎝ n∑
j=1

1
zj
− n

zX

⎞⎟⎟⎟⎟⎠
=

Δθ×K(θd)×ψ(θd)
θd−θi

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
n∑

j=1

1
zj
− n2

n∑
j=1

zj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ≥ 0

(11)

Note that the last step of Equation (11) uses

n∑
j=1

zj

n
≥
⎛⎜⎜⎜⎜⎜⎜⎝

n∏
j=1

zj

⎞⎟⎟⎟⎟⎟⎟⎠
1
n

≥ n
n∑

j=1

1
zj

. (12)

Therefore from Equation (11), which means Vnbins − VOnebin ≥ 0, more bins in the model result in a
greater infiltration rate.

Now, n1 bins is increased to n2 bins, where n2 and n1 are integers and n2 > n1. This case resembles
the extension from one bin to �n2/n1� bins. The difference in infiltration rates between these n1 and
n2 bins is bounded by Vn2bins −Vn1bins ≈ V�n2/n1�bins −VOnebin. By Equation (11), we can conclude that
if a soil texture can be fitted by a finer discretization, its overall conductivity becomes higher in the
Talbot–Ogden model. We found the infiltration rate using asymptotic analysis.

2.3. Asymptotic Analyses and Its Physical Meaning

Asymptotic analysis is used when the number of bins increases toward infinity. Equation (11) and
the assumption nΔθ = θd − θi are used first:

Vnbins −VOnebin = K(θd) ×ψ(θd)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
n

n∑
j=1

1
zj
− n

n∑
j=1

zj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (13)

Before asymptotic analysis, the wetting front curve is loosely assumed to approximate a straight
slanted line (Figure 7) in theθ-z domain. This assumption can also be demonstrated by the water content
profiles in the solutions of the Richards Equation using Hydrus-1D [27] under many circumstances.
Although it is only an approximation, all the wetting fronts in this model decrease from z1 to zn

(Figure 6) after redistribution in every time step. When n→∞, the effect of the number of bins on the
instantaneous infiltration rate in the Talbot–Ogden model is:

lim
n→∞(Vnbins −VOnebin)

= lim
n→∞

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣K(θd) ×ψ(θd) ×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(z1−zn)

n∑
j=1

1
zj

n(z1−zn)
− z1−zn

z1−zn
n

n∑
j=1

zj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

= K(θd) ×ψ(θd) ×
(

1
z1−zn

∫ z1
zn

1
z dz− z1−zn∫ z1

zn
zdz

)
= K(θd) ×ψ(θd) ×

(
1

z1−zn
ln z1

zn
− 2

z1+zn

)
.

(14)

144



Water 2019, 11, 1192

Figure 7. Approximately linearly decaying wetting fronts.

Equation (14) is obtained by the fundamental law of integration, which is the Newton–Leibniz
rule. Summing the reciprocals and then taking the average results in a positive number. Therefore, in
the integration the lower bound is 1/zn, and the upper bound is 1/z1.

Moreover, z1 corresponds to the deepest saturated bin, whereas zn corresponds to the shallowest
one. For convenience let zi and zd denote these two depths, respectively, because of the moisture
content they represent. Thus, when n→∞,

‖Vnbins −VOnebin‖L1
= lim

n→∞(Vnbins −VOnebin)

= K(θd) ×ψ(θd) ×
(

1
zi−zd

ln zi
zd
− 2

zi+zd

) (15)

What Equation (15) tells us is that the variation in infiltration rate depends only on the depths
corresponding to the initial porosity θi and the moisture content θd of the rightmost saturated bin.
These two special bins are actually the deepest and the shallowest ones, respectively. An interpretation
is that the whole wetting front is pushed downward by water in the largest saturated porosity θd and
is prevented from progressing by water in the initial moisture content θi. Therefore, the advancement
of the wetting front is a compromise between these two bins. Interestingly, the unit of length does
not count in the expression, and the quantity 1

zi−zd
ln zi

zd
− 2

zi+zd
is dimensional and is meaningful in

physics. However, its value needs some further research, which is crucial for this model. The following
practical case is presented: suppose the two wetting fronts satisfy

∃δ > 0 and N̂ ∈ Z+, such that zd(t) + N̂δ ≥ zi(t) ≥ zd(t) + δ, f or all t.

If lim
t→∞zd(t)→∞, then the following limits hold:

lim
zd→∞

(
1

zi − zd
ln

zi
zd
− 2

zi + zd

)
≤ lim

zd→∞

(
1
δ

ln
(
1 +

N̂δ
zd

)
− 2

2zd + N̂δ

)
= 0 (16)

and

lim
zd→∞

(
1

zi − zd
ln

zi
zd
− 2

zi + zd

)
≥ lim

zd→∞

(
1

N̂δ
ln
(
1 +

δ
zd

)
− 2

2zd + δ

)
= 0. (17)

Therefore, it follows that

lim
zd→∞

(
1

zi − zd
ln

zi
zd
− 2

zi + zd

)
= 0. (18)

Equation (18) means that if the wetting fronts corresponding to the initial moisture content θi
and the effective porosity θe are within some distance from each other in depth, the infiltration in the
Talbot–Ogden model will eventually become a steady state flow. However, a transformation will make
this discussion easier.
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Without loss of generality, let zi = rzd with r > 1, then a function D(r) characterizing the difference
between Vnbins and VOnebin, is defined by D(r) = ln(r)/(r − 1) − 2/(r + 1). It follows that

‖Vnbins −VOnebin‖L1
=

K(θd) ×ψ(θd)

zd
×D(r). (19)

The potential maximum or minimum of D(r) can be attained by taking its derivative

dD(r)
dr

= − ln(r)

(r + 1)2 +
1

r(r− 1)
+

2

(r + 1)2 , (20)

which has a zero point at r ≈ 8.16. There are also two limits for two extreme cases:

lim
r→1+

D(r) = lim
r→1+

(r+1)ln(r)−2(r−1)
r2−1

= 0,
(21)

and
lim

r→+∞D(r) = lim
r→+∞

[
1

r−1 ln(r) − 2
r+1

]
= 0.

(22)

Equation (21) corresponds to the Green–Ampt model. Equation (22) means that if the deepest
wetting front is too far away from the shallowest one, then the infiltration rate also tends to the one bin
case (Figure 8).

Figure 8. Ratio r of the deepest wetting front to the shallowest one and its influence on D(r).

The curve in Figure 8 very clearly shows the change in D(r). With the maximum value of D(r), it is
able to bound ‖Vnbins −VOnebin‖L1

. Note that

‖Vnbins −VOnebin‖L1
=

K(θd)×ψ(θd)
zd

×D(r)

≤ 0.0748×Ks×ψb×
(
θd−θi
θe−θi

)3+ 1
λ

zd
(by Brooks and Corey)

(23)

where λ denotes the pore size distribution index [14]. If θd = θe, then the hydraulic models used in
inequality (23) are unimportant because K(θd) = Ks and ψ(θd) = ψb always hold. In this situation, hence,

‖Vnbins −VOnebin‖L1
≤ 0.0748× Ks ×ψb

zd
, (24)
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the upper bound of the infiltration rate error can be calculated. Note that if a soil texture is chosen, then
zd can grow as a function of time and the rainfall rate, therefore making this upper bound decrease
with respect to time.

3. Numerical Experiments

In this section, the flux variation upper bound is calculated from the physical parameters of a
variety of soil textures. Numerical tests are then carried out to simulate infiltration and verify our
analysis in the previous section.

If zd is fixed in Equation (24), what is important is the product of saturated hydraulic conductivity
Ks and the bubbling pressure ψb. Therefore, 0.0748·Ksψb gives a bound for discrepancy of infiltration
rates. In Table 1 [23], Ksψb decreases from coarser to finer soils. The one exception is between clay
loam and silty clay loam. In general, the upper bound of ‖Vnbins −VOnebin‖L1

becomes larger with
coarser soils. Significantly, this finding means that if the soil is finer, then the infiltration will not be
distinguishable based on a change in the number of bins. However, in coarse textured soil systems, the
number of bins is more important than in finer ones. This is the reason why more bins may be required
to test the coarser soil: the outcome varies in a wider range.

Table 1. Parameters of different soil systems.

Texture Ks (cm/h) ψb (cm) Ksψb (cm2/h) 0.0748·Ksψb (cm/h)

Sand 23.56 7.26 171.05 12.795
Loamy sand 5.98 8.69 51.18 3.828
Sandy loam 2.18 14.66 31.96 2.391

Loam 1.32 11.15 14.72 1.101
Silt loam 0.68 20.79 14.14 1.058

Sandy clay loam 0.30 28.08 8.42 0.630
Clay loam 0.20 25.89 5.17 0.386

Silty clay loam 0.20 32.56 6.51 0.487
Sandy clay 0.12 29.17 3.50 0.262

Silt clay 0.10 34.19 3.42 0.256
Clay 0.06 37.30 2.24 0.168

From the last column of Table 1, if zd is fixed and not too deep nor too shallow, then the value
0.0748·Ksψb is in fact a certain bound for the variation in infiltration rate. This condition means that if
the rainfall rate is around that value or of the same scale for a specific soil system, then the choice of a
proper number of bins to make the simulation realistic is needed. Hence, the choice of the number
of bins should be determined at least by both the soil and rainfall rates. Note that when zd is very
large in inequality (24), the bound becomes small, which means the Talbot–Ogden model acts as the
Green–Ampt model or the Richards model for the steady state flow.

Using the Talbot–Ogden method it is possible to simulate this infiltration process by choosing
some parameters, including an appropriate number of bins. If the proper number of bins is relatively
large, then the modeled soil lets water quickly pass through it, which indicates that an underground
reservoir recharges quicker. On the other hand, if fewer bins are needed, then the model indicates that
this soil has a good capacity to retain water, which is beneficial for growing plants and for agriculture.
In general, the number of bins may indicate the pore size categories that can be modeled in the soil
for infiltration.

The comparison of instantaneous infiltration rates computed by Talbot–Ogden method and
Hydrus-1D is tested. In this work, the main focus is the influence of the number of bins on the
infiltration rates in the Talbot–Ogden method. The soil parameters used are listed in Table 2 [14]. The
time step Δt is set as 10 s for all the simulations to guarantee the comparison consistency. Figure 9
shows the infiltration rate curves corresponding to different numbers of bins for three soil textures.
These three types are sand, sandy clay, and silt loam. Different rainfall rates are used because each soil
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type can generate comparable data only under the proper rainfall rate. One continuous rainfall is one
pulse. There are two pulses, and each lasts for 1.5 h. The numbers of bins used in testing are 25, 125,
and 250.

 

 

 
Figure 9. Comparison of infiltration rates in (a) sand, (b) silt loam, and (c) sandy clay using different
numbers of bins.
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Table 2. Soil textures and parameters used in model evaluation.

Soil Ks (cm/h) ψb (cm) θr θi θe λ

Sandy clay 0.12 29.17 0.109 0.239 0.321 0.223
Silt loam 0.68 20.79 0.015 0.133 0.486 0.234

Sand 23.56 7.26 0.02 0.033 0.417 0.694

With an increase in the numbers of bins, the infiltration rate in any soil system rises. During
the second precipitation, this phenomenon is even more obvious than in the first one. The reason is
explained by the analysis given in Section 2. At the beginning of the second rainfall there are already
some dry pores with larger pores that correspond to θ near θe, which is to the right of the moisture
content domain. The depth zd is very small at this moment so that the change in infiltration rate is
more sensitive to the perturbation of the numbers of bins than that in the first pulse. Mathematically,
if zd < 1 cm (the unit is consistent with that in Table 1), the upper bounds given by inequality (24)
and Table 1 are relatively easier to approach during the second pulse, thus verifying the analysis in
Section 2.

The quadratic or root mean squared (RMS) difference in the instantaneous infiltration rates
calculated at every time step with 25 bins and 125 or 250 bins, are defined as

RMS1 =

√√√√√√√ N1∑
time step=1

(
f time step
25 bins − f time step

125 bins

)2
N1

(25)

and

RMS2 =

√√√√√√√ N2∑
time step=1

(
f time step
25 bins − f time step

250 bins

)2
N2

, (26)

where f represents the instantaneous infiltration rates as computed for different numbers of bins,
respectively, and N is the number of f values in the interval for which RMS is calculated. In Table 3, the
columns of RMS values and their comparisons show that the effect on the infiltration rate becomes
smaller with an increase in the number of bins. In the fourth column of Table 3, the decreasing
RMS1/RMS2 values indicate that the coarser the soil texture is, the more sensitive the infiltration rate is
to the change in the number of bins, especially at the beginning of this change. This phenomenon can
be attributed to the relatively large range of infiltration change for coarser soils as shown in Table 1.
Note that the root mean square values in Table 3 also satisfy RMS1,2 < 0.0748·Ksψb.

Table 3. Influence of the number of bins on the infiltration in the Talbot–Ogden model.

Type RMS1 (cm/h) RMS2 (cm/h) RMS1/RMS2 (%) 0.0748·Ksψb (cm/h)

Sandy Clay 0.0171 0.0182 94.11 0.262
Silt Loam 0.1256 0.1515 82.91 1.058

Sand 1.9330 2.6853 71.99 12.795

Root mean sqaure1 = The difference of infiltration rates between 25 and 125 bins; Root mean square2 = The difference
of infiltration rates between 25 and 250 bins.

Figure 10a shows how infiltration behaves when the number of bins increases rapidly. There are
three arrays of data for comparison: one with 100 bins, another with 500 bins, and the rest with bins.
The rainfall rate is set to 2 cm/h, and two pulses are selected with each lasting 1.5 h. Figure 10b shows
similar results but with a coarser soil system silt loam. Let N denote the number of time steps where
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infiltration discrepancies appear corresponding to different numbers of bins, the following equation is
used to calculate the influence of the rapid increase in the number of bins:

In f luence o f large number o f bins(x) =

√√√√√√ N∑
i=1

(
Vi,100 bin−Vi,x bin

Vi,100 bin

)2
N

× 100%. (27)

Figure 10. Infiltration in (a) sandy clay loam, and (b) silt loam with a large increase in the number
of bins.

For the three cases in Figure 10a,b, the use of (27) yields Table 4. In Table 4, for sand clay loam, the
difference in average infiltration rates using 100 bins and bins is

2.0 cm/h× 8.56% = 0.1712 cm/h < 0.0748 ·Ksψb = 0.630 cm/h. (28)

Table 4. Influence of large number of bins on the infiltration rate compared with 100 bins as the baseline.

Number of Bins (x) Sand Clay Loam Silt Loam

500 8.04% 17.48%
8.56% 24.32%
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Similarly, for silt loam, their difference is

3.5 cm/h× 24.32% = 0.8512 cm/h < 0.0748 ·Ksψb = 1.058 cm/h. (29)

In Equations (28) and (29) show that if the number of bins increases by 100 times, then the
increment in the infiltration rates is still bounded by the data in Table 1. In fact, the increment of
infiltration rate is more significant from 100 bins to 500 bins. These results show that infiltration in the
finer soil system is less sensitive to the rapid increase in the number of bins than the coarser one, which
is consistent with the analysis in Equation (24) and Table 1.

4. Conclusions

A sensitivity analysis of the instantaneous infiltration rates in the Talbot–Ogden model is developed
with rigorous mathematical deduction and reasonable physical assumptions. This analysis starts
from the two-bin case to the n-bin case. It is concluded that the infiltration rate increases with finer
discretization in the moisture content domain. Numerical experiments on the overall infiltration
rates have confirmed this theoretical conclusion. Therefore, the choice of the number of bins is very
important for different soil textures. When θd approaches θe, the Talbot–Ogden model always generates
higher infiltration fluxes than the Green–Ampt model, where K = Ks and Hc = −ψb are set.

An asymptotic analysis is also made on estimating the largest infiltration rates. Using the loose
assumption of a line-shaped wetting front, the asymptotic analysis provides an upper bound of the
infiltration rate difference resulting from two arbitrarily different moisture content discretizations. The
numerical experiments then illustrate this result. These upper bounds for different soil textures can
determine the accuracy of the Talbot–Ogden model in predicting the fluxes in various environments.
Note that if the wetting front is apparently nonlinear, which is possible in the Talbot–Ogden model
especially when precipitations are intermittent, then this asymptotic analysis may be adjusted to be
piecewise for different intervals of the moisture content domain. The nonlinearity can be handled
using exponential functions (i.e., zα, α > 1) to approximate the depths of the wetting fronts.

There are basically two factors determining the infiltration rates in the Talbot–Ogden model. One
is the number of bins by the n-bin case analysis and the other is the front depth discrepancy between
the leftmost bin and the rightmost bin in our asymptotic analysis. Moreover, it is intrinsically mass
conservative and is always computable.

The analysis will be extended to predicting the infiltration rate variation as a function of time
but not only restricted to the instantaneous moment. Meanwhile, bugs and cracks can be easily
incorporated into this model, although this will make the flux analysis more complicated. This model
can also be extended to heterogeneous soil textures by solving stacked homogeneous soil layers, which
is future work.
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Physical Notations and Units

Variable Physical Meaning Unit

Ks Saturated hydraulic conductivity [LT−1]
K Hydraulic conductivity [LT−1]
ψb Bubbling pressure [L]
ψ Capillary pressure [L]
Hc Suction head/Effective capillary pressure [L]
θ Moisture content or porosity [L3L−3]
θi Initial moisture content [L3L−3]
θd The maximum moisture content during infiltration [L3L−3]
θe Effective moisture content [L3L−3]
θr The residual water content [L3L−3]
Δθ Bin width after discretization [L3L−3]
f, V Infiltration rate [LT−1]
F Total water in soil [L]
t Time [T]
z Infiltration depth [L]
zd Front depth of the bin associated with θd [L]
zwe Front depth of the bin associated with θe [L]
zwi Front depth of the bin associated with θi [L]
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Abstract: Riverbank failure often occurs in the rainy season, with effects from some main processes
such as rainfall infiltration, the fluctuation of the river water level and groundwater table, and
the deformation of transient seepage. This paper has the objective of clarifying the effects of soil
hydraulic conductivity and rainfall intensity on riverbank stability using numerical analysis with
the GeoSlope program. The initial saturation condition is first indicated as the main factor affecting
riverbank stability. Analyzing high-saturation conditions, the obtained result can be used to build an
understanding of the mechanics of riverbank stability and the effect of both the rainfall intensity and
soil hydraulic conductivity. Firstly, the rainfall intensity is lower than the soil hydraulic conductivity;
the factor of safety (FOS) reduces with changes in the groundwater table, which is a result of rainwater
infiltration and unsteady state flow through the unsaturated soil. Secondly, the rainfall intensity
is slightly higher than the soil hydraulic conductivity, the groundwater table rises slowly, and the
FOS decreases with both changes in the wetting front and groundwater table. Thirdly, the rainfall
intensity is much higher than the soil hydraulic conductivity, and the FOS decreases dominantly
by the wetting front and pond loading area. Finally, in cases with no pond, the FOS reduces when
the rainfall intensity is lower than hydraulic conductivity. With low hydraulic conductivity, the
wetting front is on a shallow surface and descends very slowly. The decreasing of FOS is only due to
transient seepage changes of the unsaturated soil properties by losing soil suction and shear strength.
These obtained results not only build a clearer understanding of the filtration mechanics but also
provide a helpful reference for riverbank protection.

Keywords: riverbank stability; rainfall intensity; hydraulic conductivity

1. Introduction

Rainfall is one of the main factors causing slope failure in tropical areas. The effects of rainfall
properties on slopes have been studied in large amounts of research that have analyzed slope stability
by both investigation and simulated models. By the simulation of different conditions of slopes
and rainfall boundaries, previous research has indicated the changes of soil unsaturated properties,
such as the reduction of suction, shear strength, and the increasing of hydraulic conductivity and
pore-water pressure [1–20]. Finally, these changes cause slope failure. Before rain, the slope area
above the groundwater table is considered as being in a partly unsaturated and dry state near the
surface [1–4]. The unsaturated area reduces by rainfall water infiltration during and after the rainfall
event. The change of the area from unsaturated to saturated is caused by the advancement of
the wetting front from the surface [4,5,9,13,21–23] and groundwater table from depth [6–8,10–20].
Those processes were found to be the primary factors controlling the instability of slopes due to
rainfall and were greatly affected by rainfall intensity (RI) and soil properties, especially by unsaturated
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soil hydraulic conductivity [4,17–36]. The unsaturated soil hydraulic conductivity (HC) controls the
transient seepage, the depth of rainfall infiltration, the changes in pore pressure during the rainfall
event, and finally, affects the FOS. The effects of soil hydraulic conductivity on slope stability in the
rainy season are usually assessed from the point of view of three topics: (1) the effects of changes in
the value of soil hydraulic conductivity and rainfall intensity [17–30]; (2) the soil anisotropic HC and
hydraulic hysteresis [31–35]; (3) the failure delay phenomenon due to the defense of HC and RI [36].
This research focuses on the overview and analysis of the first of these topics.

The effects of the HC on the FOS were specifically simulated by [25,26]. Those research works
reported that high hydraulic conductivity led to rapid saturation. Additionally, infiltration causes
the wetting front to quickly shift downward. This shift causes water to contact the underlying
impermeable soil, leading to a rapid rise in pore-water pressure and the formation of a perched water
table. The slope reaches full saturation and experiences a reduction in soil resistance. Consequently,
the factor of safety rapidly decreases [26]. High-intensity rainfall has large effects on the slope if the
soil slope has high hydraulic conductivity (Ks ≥ 10−4 m/s) and when the slope has poorly drained
soils (i.e., Ks ≤ 10−6 m/s) [25].

The simulated analyses were also carried out with different boundaries of rainfall. When building
the relationship of rainfall intensity and unsaturated hydraulic conductivity by the ratio of RI/HC,
the previous research analyzed the RI = HC [5], RI ≥ HC [19,22]; and RI < HC [8,17,21,23,26,29]
cases. Setting up a boundary with RI = HC or RI ≥ HC and no pond [5,19,22], the development of a
wetting front from the crest of the slope and the reduction of soil suction during rainfall were found
to dominantly affect the slope stability. The development of the defense of the wetting front under
increased rainfall intensity shortens the time required for the wetting front to reach the pore-water
pressure and moisture content sensors. The growing of groundwater has not been mentioned much.
The same trend was also found in [17,21,23], which had the boundary of RI < HC. The larger the
coefficient of permeability is, the greater the depth of the wetting front is. The opposite mechanism is
seen in [8,29] with a boundary of small RI and high initial saturation and hydraulic conductivity, and
the pore-water pressure increases gradually from the deep part to the crest of the slope [8,29]. For a
slope with a larger HC, the slope failures possibly take place under rainfall with a shorter duration
and a greater intensity [8]. Those research works also concluded that when the rainfall intensity is
greater than the saturated hydraulic conductivity of the surface soils, a runoff occurs along the slope
surface [8,22].

Although those previous research works had unobvious objectives focusing on building the
effects of hydraulic conductivity, the results clearly showed that the slope stability was significantly
affected by the soil hydraulic conductivity and the rainfall intensity boundary. The ratios of RI/HC
were divided into three cases; however, each previous research work only concentrated on one of those
cases. Moreover, there was a difference regarding the development of the pore-water pressure by the
rising groundwater table [8,29] or by a wetting front from the surface [21,23] when those analyses had
the same initial conditions. Further research should cover all three cases of different RI/HC ratios.

A riverbank is a special slope that relates closely to hydraulic dynamics, not only from rainfall
infiltration from the surface concerning the space above the slope, but also significantly from the
fluctuation of the river water level and groundwater table [27,37–43]. Past research works assessed the
effects of rainfall on riverbank stability using the indirect process of transient seepage due to water
level changes and assumed that rainfall has no effect on the riverbank surface.

By reviewing previous papers, it was obvious that the hydraulic conductivity has great effects
on slope stability during rainfall events. However, some limitations were found in the reviewed
research. The effects of the different RI/HC values were not specific to a researcher, and there was a
difference in the previous discussion on seepage mechanics, such as the changes in the wetting front
and the groundwater table. Moreover, research on the effects of hydraulic conductivity on riverbank
slope stability was performed in only a few papers. Therefore, the objective of this paper is to build
the mechanics of riverbank failure with different rainfall infiltration and soil hydraulic conductivity
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models. The numerical analyses by the GeoSlope program with both SEEP/W and SLOPE/W moduli
are applied in this study.

2. Materials and Methods

The case study is a riverbank area in the Red River in Hanoi city, Vietnam. The Red River
originates in Yun-nan, China, and flows through northwest Vietnam. The total length of the Red River
in Hanoi is about 90 km with about 40 km of riverbank inside the urban area of Hanoi, where the
population density and density of houses built near the natural riverbank are highest. These areas
are located in high river terraces, outside the river dike, and near natural banks. In the annual rainy
season, the destruction of local houses, roads, and land-use along the Red River bank has occurred.

The selected riverbanks are almost natural banks, and some are supported in the toe by vegetation.
The riverbanks in these locations have either collapsed or have high failure potential due to fluctuations
in the river water level, river water flow stress, rainfall, and human activities. Figure 1 shows the road
near the riverbank (left), and the natural riverbank (right), which was broken in the rainy season of
2016 and 2017.

Figure 1. Some current problems near the riverbank in the study area.

2.1. Field Investigations and Soil Properties

The field investigation was performed during both the dry and the rainy seasons to describe
the status of the riverbank and the river water level changes. Field data measurement and collection
included bank geometry (i.e., height, slope), alluvial area, current river water level, and soil samples.
The monitoring data, which included groundwater level, river water level fluctuation, and rainfall,
were also collected from the National Meteorology Station.

The soil properties included soil physical properties such as water content, density, and grain
size. The saturated hydraulic conductivity and shear strength were obtained in the geotechnical
laboratory of VNU University of Science, Vietnam National University, Hanoi. The unsaturated
soil properties, such as soil suction, were determined by using a pressure plate apparatus in the
geotechnical laboratory of Ibaraki University, Japan, as shown in [42]. Based on the soil samples
collected along the riverbank in the Hanoi area and the soil properties experiment, the riverbank in this
area is quite homogeneous, with a silt or silty-clay layer in the bank layer and fine sand from the toe of
the riverbank to the sediments. The silt layer is composed of less than 20% fine sand, 30–70% silt, and
10–30% clay. This paper selects one section of the soil bank to analyze riverbank stability, as shown
in Table 1. Figures 2 and 3 present the suction and unsaturated hydraulic conductivity, respectively.
The unsaturated shear strength and hydraulic conductivity were estimated by using the models of
Vanapalli (1996) [44] and Van Genuchten (1980) [45] in the GeoSlope program [46,47].
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Figure 2. Soil–water characteristic curves.
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Figure 3. The unsaturated hydraulic conductivity curves.

Table 1. Soil properties used in riverbank stability analysis in Ba Vi area.

Riverbank Soil Properties Silt-Riverbank Soil Fine Sand Base

Depth of layer 10–1.5m From 1.5 m to depth

Grain size (%)

Coarse sand: 1–0.25 mm 18.38
Fine sand: 0.25–0.075 mm 13.46 80.91

Silt: 0.075–0.005 mm 71.03 0.71
Clay < 0.005 mm 15.51 0

Natural water content (%) 18.5 4.72
Dry density (kN/m3) 15.0

Specific gravity 2.62 2.68
Liquid limit (%) 34.5
Plastic limit (%) 21

Liquid index 1.23
Soil classification ML SP

Saturated volume water content 42 29
Air-entry value (kPa) 20.05 9.3

Residual suction (kPa) 90 25
Residual volumetric water content (%) 10 4
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Table 1. Cont.

Riverbank Soil Properties Silt-Riverbank Soil Fine Sand Base

a 28.39 10.33
n 4.205 18.89
m 0.72 0.53

Max slope 1.33 2.58
Hydraulic conductivity (cm/s) 7.39 × 10−5 1.69 × 10−2

Cohesion force ((kPa) 5.0 0
Internal friction angle (o) 32 30

2.2. Numerical Model Framework

This paper uses the commercial GeoSlope program (GeoSlope International Ltd.) [46–49] as a
numerical model to analyze riverbank stability. GeoSlope is one of the most useful and widely used
programs in slope and riverbank stability analysis in many kinds of research [1–5,12,14,15,24–26].
The present paper uses a pair of analyses of transient seepage in SEEP/W and slope stability in
SLOPE/W in the GeoSlope program.

In general, by using the SEEP/W, the mechanism describes specifically the transient seepage by
rainfall infiltration. The obtained results from SEEP/W, which include pore-water pressure distribution
and changes in soil properties, become the input data for the next modulus SLOPE/W for analyzing
the riverbank stability. The result of the FOS indicates the riverbank stability when FOS is higher than
one. The results and discussion focus on building the relationships between the FOS and the different
conditions of initial saturation, rainfall intensity, and soil hydraulic conductivity.

The field investigation, laboratory testing, and monitoring of the support input data included
three factor groups: the riverbank geometry, the soil properties, and the hydraulic conditions (such as
the river water level and rainfall intensity). The riverbank stability analysis was performed for different
initial saturation conditions, soil hydraulic conductivity, and rainfall intensity. The initial saturation
conditions were set up by the initial river water level and the capillary height or the maximum
negative head. In SEEP/W, the maximum negative head can be used to build the assumption of
the predetermined negative pore pressure profile, and then the saturation condition can be set up.
Other simulated factors such as the soil hydraulic conductivity and rainfall intensities were installed as
the difference between the soil properties and boundaries. The conditions of the riverbank, hydraulics,
and boundaries for different scenarios of the initial saturation and rainfall intensity are described in
more detail below.

2.2.1. Riverbank Geometry and Hydraulic Boundary Condition

This paper uses a riverbank configuration with the initial conditions shown in Figure 4.
The riverbank has a slope angle of 52 degrees and a height of 10 m. The riverbank is homogeneous silty
soil with a sand layer underneath. The analyzed soil properties are shown in Table 1 and Figures 2 and 3.

The boundary conditions of river water level (RWL) and rainfall intensity were set up in the
SEEP/W model. Using the riverbank configuration shown in Figure 4, the initial RWL was the
boundary in the river site from the bottom to 3 m, and the function RWL–time was the boundary of the
entire lateral riverbank. The rainfall was the boundary on the surface of the riverbank. Both scenarios
with and without the function “potential seepage face review” were used with the rainfall boundary.
Without the function “potential seepage face review”, the rainwater would infiltrate into the soil as
long as the rainwater exceeded the infiltration capacity; under these conditions, a pond would present
above the riverbank surface when there was excess rainwater. This condition often occurs at some
riverbank sites that have a pond or low areas near the riverbank and during floods. If the “potential
seepage face review” was included, the pond would not exist, and the excess rainwater would run off.

158



Water 2019, 11, 741

Figure 4. The initial riverbank configuration.

The rainfall intensity was determined based on daily monitoring data. The rainy season is from
mid-June to mid-September, and high rainfall often occurs in August. Figure 5 shows the variation
in the rainfall intensities (RI, mm/h) of several rainy days in the rainy month (August 2016), and
Figure 6 shows the changes in daily rainfall and RWL monitored during the rainy season from 1 July
to 31 August where some sites in the Red River bank broke. It can be seen that the rainfall intensity
ranged from 0–50 mm/h. To simulate the effect of rainfall intensity on riverbank stability, three rainfall
intensities were used: RI = 10 mm/h; RI = 30 mm/h; and RI = 50 mm/h. Based on the RWL data, the
initial RWL was set as 3 m.
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Figure 5. The hourly rainfall with high rainfall intensity for some days in August 2016.

The initial pore-water pressure and saturation conditions were set up by using the function of
the maximum negative pressure head in SEEP/W. This function was built with knowledge of the
pore pressure in unsaturated soil. Soil regions above the groundwater table were divided into two
sub-regions: a dry zone near the surface and a partly saturated zone near the groundwater table.
The pore-water pressure graph was linear and negatively sloped from the groundwater table to the
maximum negative head. This meant that the negative pore-water pressure near the surface may have
become too high in the dry zone. In fact, the soil was never completely dry and always retained some
amount of water. The small surface flux had the effect of changing the pore-water pressure profile.
Figure 7 shows a pore-water pressure profile with a non-dry surface condition in which the negative
pore-water pressure was negatively linearly sloped to a maximum negative pore-water pressure and
remained constant at a value in response to soil water content. The magnitude of the maximum
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negative pore-water pressure was dependent on the shape of the hydraulic conductivity function,
and to a lesser extent on the rate of infiltration. In SEEP/W, setting the maximum negative head can
indicate the field pore pressure profile. Based on the investigation and experimental data of the soil
water content and soil suction curve, the value pore pressure or saturation degree could be determined.
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Figure 6. Daily river water level (RWL) and daily rainfall from 1 July to 31 August 2016.

 
Figure 7. Calculation pore-pressure condition by saturation condition.

To simulate the effect of the initial pore pressure and saturation conditions, we set the different
initial negative pore pressures to 15 kPa and 33 kPa, respectively. At those pressures, the relative
soil water contents were 41% and 33%, and the saturation degrees were 87% and 70% respectively.
Those were average experimental values in the beginning of the rainy season and in the rainy season.

The initial riverbank soil had a saturation hydraulic conductivity of Ks = 7.39 × 10−5 cm/s
(Table 1). To simulate the effects of soil hydraulic conductivity on the processes of rainfall infiltration
and riverbank stability, three values of saturation hydraulic conductivity were used to represent
the initial saturated hydraulic conductivity: Ks = 7.39 × 10−3 cm/s, Ks = 7.39 × 10−4 cm/s, and
Ks = 7.39 × 10−5 cm/s. A hydraulic conductivity of Ks = 7.39 × 10−3 cm/s was considered to
show high conductivity (cases Hi); Ks = 7.39 × 10−4 cm/s was considered medium hydraulic
conductivity (cases Mi); and Ks = 7.39 × 10−5 cm/s was considered low hydraulic conductivity
(cases Li). Figure 8 shows three unsaturated hydraulic conductivity curves that correspond to the three
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hydraulic conductivity values listed above and to the same suction properties for silty soil in the Red
River bank.
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Figure 8. The different unsaturated hydraulic curves used in analyses.

2.2.2. Cases Used in Analysis

Table 2 describes the numbers of cases we analyzed to simulate the riverbank stability in the
different initial suction conditions or negative pressure, the rainfall intensity, and the hydraulic
conductivity, in which cases H-1-1, H-1-2, H-1-3 were the names of case studies with high saturation
hydraulic conductivity (Ks = 7.39 × 10−3 cm/s) at the initial saturation degree of 70% at three rainfall
intensities of 10 mm/h, 30 mm/h, and 50 mm/h, respectively. Using this labeling for cases, there were
18 analyzed cases, as shown in Table 2.

Table 2. Cases used to analyze Ba Vi riverbank.

Saturated
Degree

(%)

Vol.
Water
Content

(%)

Soil
Suction

(kPa) in Ba
Vi

The Unsaturated
Hydraulic

Conductivity (HC,
cm/s) Ba Vi

Name of
Cases
Versus

HC

Name of Cases The Ratio RI/HC at

10
mm/h

30
mm/h

50
mm/h

10
mm/h

30
mm/h

50
mm/h

70 33 33 7 × 10−4 H-1 H-1-1 H-1-2 H-1-3 0.38 1.19 1.85
87 41 15 3 × 10−3 H-2 H-2-1 H-2-2 H-2-3 0.09 0.28 0.46

70 33 33 7 × 10−5 M-1 M-1-1 M-1-2 M-1-3 3.85 11.86 18.57
87 41 15 3 × 10−4 M-2 M-2-1 M-2-2 M-2-3 0.93 2.78 4.63

70 33 33 7 × 10−6 L-1 L-1-1 L-1-2 L-1-3
87 41 15 3 × 10−5 L-2 L-2-1 L-2-2 L-2-3 9.26 27.78 46.30

Where rainfall intensities (RI) = 10 mm/h = 2.7 × 10−4 cm/s; RI = 30 mm/h = 8.3 × 10−4 cm/s;
RI = 50 mm/h = 1.3 × 10−3 cm/s.

3. Results

3.1. Effects of the Initial Saturation Condition

Figure 9 shows the results of FOS versus time with the saturation degrees of 70% and 87% and RI
= 10 mm/h. These were cases H-1-1, H-2-1, M-1-1, and M-2-1. In these cases, the rainfall intensity was
lower than the hydraulic conductivity when the saturation degree was 87%, and the rainfall intensity
was slightly higher than the hydraulic conductivity when the saturation degree was 70%. Most of the
rainfall water infiltrated into the soil and caused the increase of pore-water pressure by the raising of
the groundwater table. The FOS results indicated the effect of the saturation condition and hydraulic
conduction on riverbank stability. The higher saturation condition and higher hydraulic conductivity
caused higher pore pressure; then, FOS decreased more quickly and obtained a lower value (Figure 9).
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Figure 9. The factor of safety (FOS) results at an RI = 10 mm/h and with a different saturation degree
and hydraulic conductivity.

When S = 87%, the FOS had obviously different trends that depended on the rainfall intensity
and soil hydraulic conductivity. However, it was an insignificant change in the case of the analysis
where S = 70%. Therefore, the below results and discussion mention only the case where S = 87 %.

3.2. Effects of Rainfall Intensity and Hydraulic Conductivity on Riverbank Stability

Firstly, both the rainfall intensity and rainfall accumulation affected the FOS. With higher
rainfall intensity and rainfall accumulation, the FOS decreased to a lower value (Figure 10).
That result was also found in most of the previous research that mentions rainfall intensity [21–30].
Figure 10A1,A2,B1,B2,C1,C2 shows the changes of FOS not only by rainfall intensity and rainfall
accumulation but also by soil hydraulic conductivity in cases with a pond and no pond on the surface.
In Figure 10, the red dashed line where FOS was equal to one on the graphs meant that riverbank
failure occurred. The effects of hydraulic conductivity on the FOS were as follows:

When Ks = 7.39 × 10−3 cm/s, the change in FOS had the same trend in both boundary cases.
In three cases of different RIs, the FOS decreased at the same rate from the beginning of the rainfall
event to approximately 30 h. After 30 h of rain, the FOS varied with the different rainfall intensities.
The higher the RI was, the lower the FOS was. The riverbank was stable when RI = 10 mm/h; however,
riverbank failure occurred after 36 h with RI = 50 mm/h, and after 40 h with RI = 30 mm/h. The results
had the same trend as those obtained by Rahimi et al [25]. There, the FOS also decreased rapidly in the
beginning of the rain event, and then FOS insignificantly changed after a threshold of RI. Once the RI
reached the threshold RI, the FOS did not change any more due to an excess of rainwater run off [25].

For Ks = 7.39 × 10−4 cm/s, the range of FOS in cases with a pond was from 1.36 to 0.39
(Figure 10B1), and from 1.39 to 1.03 in cases with no pond (Figure 10B2). In both cases, the FOS
change was insignificant with an RI of 10 mm/h; however, the FOS decreased rapidly after 55 h and
110 h where RI = 50 mm/h and RI = 30 mm/h, respectively. In the case with a pond, the riverbank
failure occurred at 60 h and 115 h with RI = 50 mm/h and RI = 30 mm/h, respectively. In the case with
no pond, riverbank failure only occurred when RI = 50 mm/h.

For Ks = 7.39 × 10−5 cm/s, the FOS obviously decreased in the rainfall boundary with a pond
(Figure 10C1), but that changed only slightly in the case of a boundary with no pond (Figure 10C2).
In the case with a pond, the FOS decreased as the rainfall intensity and accumulation increased from
1.38 to 0.2. At higher rainfall intensity, riverbank failure occurred quickly. Riverbank failure occurred
after 16 h and 26 h for rainfall intensities of 50 mm/h and 30 mm/h, respectively. In the case of no
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pond, the FOS decreased indistinguishably in small ranges with all rainfall intensities from 1.37 to 1.35,
and the riverbank was stable after five days of rain.
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Figure 10. The change of FOS with different rainfall intensities and hydraulic conductivity with a pond
and with no pond.

These results indicated that the drainage condition (pond or no pond) greatly affected the change
of FOS. In the case of no pond, the present results regarding the change of FOS with different RIs
and HC were the same as the results obtained in the same condition with no pond in [21–23,27–30].
The potential of riverbank failure was higher when the riverbank had higher hydraulic conductivity.
On the contrary, the potential of riverbank failure with low hydraulic conductivity was higher than
that with high hydraulic conductivity when a pond was present on the surface. With a pond on
the surface, the excess rainwater not only built a loading pressure but also created a wetting front;
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then, the FOS decreased more quickly. With HC < RI, the FOS had a lower value in soils with
lower hydraulic conductivity (Ks = 3 × 10−5 cm/s) than in soils with higher hydraulic conductivity
(Ks = 3 × 10−4 cm/s) because the excess rainwater in the first case was much more than in the latter
case. In general, it is rare to have a pond on the surface of a riverbank or slope. However, when the
riverbank slope has a high saturation degree and the soil suction is completely lost, any charge-loading
in the surface will cause an unbalanced loading and riverbank slope failure to occur.

3.3. Effects of Rainfall Intensity and Hydraulic Conductivity on the Water Infiltration Mechanism

The mechanics of rainfall infiltration for different cases of RI and HC are indicated here by the
changes of pore-water pressure and the wetting line. Pore-water pressure increased with the raising of
the groundwater table, and the wetting front was linearly propagated from the surface and separated
the saturated area and the initial unsaturated area by rainwater infiltration.

In the case with a pond on the slope surface, the rainfall infiltration occurred in both processes:
(1) the pore-water pressure or the groundwater table rose, and (2) the wetting front propagated.
The changes in the groundwater table or the wetting front depended on the rainfall intensity and the
soil hydraulic conductivity.

The rainfall infiltration caused the raising of the groundwater table when the hydraulic
conductivity was higher than the rainfall intensity. Figure 11 shows the groundwater table versus
raining time for the case H-1-1, which had an RI/HC = 0.09. The rainwater infiltrated and moved
quickly into the soil and could raise the groundwater table. The transient seepage area above the
groundwater may not even have obtained full saturation, as shown in [17]. The cases of H-1-1, H-2-2,
H-2-3, and M-1-1 with the ratios of RI/HC = 0.38; 0.28, 0.46, and 0.93, respectively, had the same
mechanics. In these cases, an increase of pore-water pressure was the main reason causing the decrease
of the FOS and riverbank failure. These results had the same trend as shown in [8,29] when the soil
hydraulic conductivity was higher than the rainfall intensity.

Figure 11. The raising of the groundwater table when the RI/HC is less than one.

The second process, in which the rainfall infiltration caused the wetting front to descend, occurred
when the hydraulic conductivity was lower than the rainfall intensity or the ratio of RI/HC was higher
than one (i.e., the cases of M-2-2, M-2-3, L-2-1, L-2-2, and L-2-3). With a high ratio of RI/HC or low
hydraulic conductivity, as in cases L-2-1, L-2-2, and L-2-3, the rainwater infiltrated very slowly into
the riverbank soil and did not cause a change in groundwater. Because of the slow transient seepage
and the high rainfall intensity, an amount of excess water created a pond on the surface. When a
pond was present, the wetting line appeared and descended deeper into the riverbank soil as rainfall
accumulation increased. Figure 12 shows the wetting front descending in the case of low hydraulic
conductivity, i.e., Ks = 7.39 × 10−5 cm/s, with the pond above the riverbank surface when the rainfall
flux exceeded the soil infiltration capacity. The increased wetting depth caused the fully saturated
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zone to expand to nearly the riverbank surface. The rainfall intensity greatly affected the depth of
the wetting front and the height of the pond. In these cases, the rainfall intensity and changes in
the saturation condition caused by the wetting front were the main factors affecting the FOS and the
riverbank stability.

Figure 12. The wetting front descending when the RI is much higher than HC.

When the rainfall intensity was slightly higher than hydraulic conductivity (as in cases M-2-2
and M-2-3), the riverbank became saturated from both the groundwater table and the wetting front,
as shown in Figure 13. Similar to the case of high hydraulic conductivity, the groundwater table rose
by transient seepage through the unsaturated area. However, the groundwater rose at a slow rate.
The wetting front appeared when excess rainwater was present on the surface. With only the rising of
the groundwater table, the FOS decreased slowly, but the FOS changed more quickly when the wetting
front descended. In this case, both the groundwater table and wetting front influenced the FOS and
the riverbank stability.

Figure 13. The rising of the groundwater table when the RI is lightly higher than HC.

In cases where the riverbank had good drainage conditions and no pond on the surface, the excess
rainwater ran off the slope. When RI < HC (cases H-1-1, H-2-1, H-2-1, H-2-3, and M-2-1), the change of
groundwater was the same as in the cases with a pond on the surface.

In cases with low hydraulic conductivity, (cases M-2-2, M-2-3, L-2-1, L-2-2, and L-2-3), the
rainwater seepage occurred very slowly. The excess water ran off the slope, and the wetting front also
spread slowly. In a short time, the groundwater table and the wetting front did not significantly increase.
Then, the FOS slightly decreased (Figure 10C2). The decreasing of the FOS was due to the transient
seepage change of the unsaturated soil properties as well as losing soil suction. This result also matched
that in [2,5,19,22] when the rainfall intensity was smaller or equal to the soil hydraulic conductivity.
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3.4. Effects of Rainfall Infiltration and River Water Level Fluctuation

The effects of multiple rainfall events and RWL in the rainy season are shown in Figure 14.
The change in FOS was nearly the same as the change in RWL, which meant that the FOS increased
with the increase in RWL, and the FOS decreased with the decrease in RWL. These results agreed
with those of previous studies [39–42], which studied the effect of RWL on FOS. When the riverbank
had a soil hydraulic conductivity lower than 10−4 cm/s, the FOS always depended on the change
in RWL because of confining pressure [42]. The effect of rainfall on the riverbank was insignificant
compared with the effects of changes in RWL. The results from the long-term analysis during the rainy
season showed that low-intensity rainfall (less than 140 mm/day, average 5.8 mm/h) caused the FOS
to decline at a low rate. Riverbank failure occurred only when the riverbank had a high slope and
had cracks in the riverbank surface. In fact, there was a high slope angle and some cracks along the
riverbank in the study area. In general, a riverbank with a high slope angle and some cracks has a
high potential of failure during the rainy season. Moreover, the change in RWL was the factor with
the greatest influence on the FOS of the riverbank. The riverbank was more damaged when multiple
factors occurred together.
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Figure 14. The FOS change with fluctuations of RWL and rainfall in the long-term.

4. Conclusions

The initial conditions such as the saturation degree and the groundwater table are the first
important factors for riverbank slope stability in the rainy season. Setting the initial conditions leads
to different mechanisms of infiltration, seepage, and changes of groundwater pressure.

In highly saturated conditions, the FOS decreases with the increase in rainfall intensity and
accumulation. During a rainfall event, the rainwater infiltrates and affects the riverbank stability
through two processes—changes in pore-water pressure and a wetting front controlled by the rainfall
intensity and the hydraulic conductivity.

When the rainfall intensity is lower than soil hydraulic conductivity, the rainwater infiltrates, and
transient seepage occurs through the unsaturated area, causing the groundwater table to rise. In soil
with a higher hydraulic conductivity and rainfall intensity, the groundwater table rises quickly, leading
to a higher potential of riverbank failure. Riverbank failure often occurs under high-intensity rainfall.

When the rainfall intensity is slightly higher than the soil hydraulic conductivity, the groundwater
table rises slowly, and the FOS decreases slowly in the early period after raining. With a pond on the
surface, the wetting front appears when there is excess rainfall water. The FOS decreases more quickly
by the development of both the wetting front and the groundwater table convergence.
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When the rainfall intensity is much higher than the soil hydraulic conductivity, the groundwater
does not change in a short time. The wetting front descends slowly, and the height of the pond
increases quickly with higher rainfall intensity. The wetting front and pond loading area are the main
factors causing FOS changes.

In cases with no pond, the wetting front is on a shallow surface and descends very slowly, and the
rainfall water transient seepage occurs slowly. In a short time, the groundwater table and the wetting
front do not significantly increase; thus, the FOS slightly decreases. The decreasing of FOS is due to
transient seepage changes of unsaturated soil properties as well as losing soil suction.

During long-term events with low-intensity rainfall, i.e., less than 10 mm/h, the FOS primarily
depends on the river water level. A riverbank with a high slope angle and cracks with high hydraulic
conductivity will have a higher potential of riverbank failure.

Author Contributions: Conceptualization, T.T.D. and D.M.D.; Methodology, T.T.D.; Software, T.T.D.; Validation,
T.T.D., D.M.D. and K.Y.; Formal Analysis, T.T.D.; Investigation, T.T.D., D.M.D.; Resources, T.T.D.; Data Curation,
T.T.D.; Writing-Original Draft Preparation, T.T.D.; Writing-Review & Editing, T.T.D.; Visualization, T.T.D.;
Supervision, K.Y.; Project Administration, T.T.D.; Funding Acquisition, T.T.D.

Funding: This research was funded by the project Code 105.08-2015.24, which was sponsored by Nafosted,
Ministry of Science and Technology, Vietnam.

Acknowledgments: This paper was completed with the support of the project Code 105.08-2015.24, which was
sponsored by Nafosted, Ministry of Science and Technology, Vietnam, and the support by Geotechnical Laboratory,
Ibaraki University, Japan to determine unsaturated soil properties. The authors express our sincere gratitude for
these supports.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gasmo, J.; Rahardjo, H.; Leong, E.C. Infiltration effects on stability of a residual soil slope. Comput. Geotech.
2000, 26, 145–165. [CrossRef]

2. Iverson, R.M. Landslide triggering by rain infiltration. Water Resour. Res. 2000, 36, 1897–1910. [CrossRef]
3. Rahardjo, H.; Leong, E.C.; Rezaur, R.B. Studies of rainfall-induced slope failures. In Proceedings of the

National Seminar, Slope 2002, Bandung, Indonesia, 27 April 2002; pp. 15–29.
4. Rahardjo, H.; Ong, T.H.; Rezaur, R.B.; Leong, E.C. Factors controlling instability of homogeneous soil slopes

under rainfall. J. Geotech. Geoenviron. Eng. 2007, 133, 1532–1543. [CrossRef]
5. Kim, J.; Jeong, S.; Park, S.; Sharma, J. Influence of rainfall-induced wetting on the stability of slopes in

weathered soils. Eng. Geol. 2004, 75, 251–262. [CrossRef]
6. Lu, N.; Godt, J. Hillslope Hydrology and Stability; Cambridge University Press: New York, NY, USA, 2013.
7. Gofar, N.; Lee, M.L.; Asof, M. Transient seepage and slope stability analysis for rainfall-induced landslide:

A case study. Malays. J. Civ. Eng. 2006, 18, 1–13.
8. Cai, F.; Ugai, K. Numerical analysis of rainfall effects on slope stability. Int. J. Geomech. 2004, 4, 69–78.

[CrossRef]
9. Huang, C.C.; Lo, C.L.; Jang, J.S.; Hwu, L.K. Internal soil moisture response to rainfall-induced slope failures

and debris discharge. Eng. Geol. 2008, 101, 134–145. [CrossRef]
10. Egeli, I.; Pulat, H.F. Mechanism and modelling of shallow soil slope stability during high intensity and short

duration rainfall. Sci. Iran. 2011, 18, 1179–1187. [CrossRef]
11. Suryo, E.A. Real-Time Prediction of Rainfall Induced Instability of Residual Soil Slopes Associated with

Deep Cracks. Doctoral Thesis, School of Earth, Environment and Biological Science Science and Engineering
Faculty Queensland University of Technology February, Brisbane, Australia, 2013.

12. Yunusa, G.H.; Kassim, A.; Gofar, N. Effect of surface flux boundary conditions on transient suction
distribution in homogeneous slope. Indian J. Sci. Technol. 2014, 7, 2064–2075.

13. Oh, S.; Lu, N. Slope stability analysis under unsaturated conditions: Case studies of rainfall-induced failure
of cut slopes. Eng. Geol. 2015, 184, 96–103. [CrossRef]

14. Bordoni, M.; Meisina, C.; Valentino, R.; Lu, N.; Bittelli, M.; Chersich, S. Hydrological factors affecting
rainfall-induced shallow landslides: From the field monitoring to a simplified slope stability analysis.
Eng. Geol. 2015, 193, 19–37. [CrossRef]

167



Water 2019, 11, 741

15. Ishaka, M.F.; Alib, N.; Kassimb, A.; Bahru, U.J. Analysis of suction distribution response to rainfall event and
tree canopy. J. Teknol. 2016, 78, 83–87.

16. Heyerdahl, H. Influence of extreme long-term rainfall and unsaturated soil properties on triggering of a
landslide—A case study. Nat. Hazards Earth Syst. Sci. 2017. [CrossRef]

17. Mahmood, K.; Kim, J.M.; Ashraf, M. The effect of soil type on matric suction and stability of unsaturated
slope under uniform rainfall. Ksce J. Civ. Eng. 2016, 20, 1294–1299. [CrossRef]

18. Yang, Y.; Wang, Y.; Wu, Y. The Influence of Rainfall on Soil Slope Stability. Electron. J. Geotech. Eng. 2015, 20,
13071–13080.

19. Wu, L.; Zhou, Y.; Sun, P.; Shi, J.; Liu, G.; Bai, L. Laboratory characterization of rainfall-induced loess slope
failure. Catena 2017, 150, 1–8. [CrossRef]

20. Manenti, S.; Amicarelli, A.; Todeschini, S. WCSPH with limiting viscosity for modelling landslide hazard at
the slopes of artificial reservoir. Water 2018, 10, 515. [CrossRef]

21. Khalid, M.; Kim, J.M. Effect of hydraulic conductivity on suction profile and stability of cut-slope during low
intensity rainfall. J. Korean Geotech. Soc. 2012, 28, 63–70. [CrossRef]

22. Qi, S.; Vanapalli, S.K. Hydro-mechanical coupling effect on surficial layer stability of unsaturated expansive
soil slopes. Comput. Geotech. 2015, 70, 68–82. [CrossRef]

23. Wu, L.; Xu, Q.; Zhu, J. Incorporating hydro-mechanical coupling in an analysis of the effects of rainfall
patterns on unsaturated soil slope stability. Arab. J. Geosci. 2017, 10, 386. [CrossRef]

24. Zhang, G.R.; Qian, Y.J.; Wang, Z.C.; Zhao, B. Analysis of rainfall infiltration law in unsaturated soil slope.
Sci. World J. 2014, 2014, 567250. [CrossRef]

25. Rahimi, A.; Rahardjo, H.; Leong, E.C. Effect of hydraulic properties of soil on rainfall-induced slope failure.
Eng. Geol. 2010, 114, 135–143. [CrossRef]

26. Sasekaran, M. Impact of Permeability and Surface Cracks on Soil Slopes. Master’s Thesis, The University of
Manchester, Manchester, UK, 2011.

27. Gottardi, G.; Gragnano, C.G. On the role of partially saturated soil strength in the stability analysis of a river
embankment under steady-state and transient seepage conditions. Presented at the E3S Web of Conferences.
E3S Web of Conferences 9, Paris, France, 12–14 September 2016; Volume 19002. [CrossRef]

28. Zhai, Q.; Rahardjo, H.; Satyanaga, A. Variability in unsaturated hydraulic properties of residual soil in
Singapore. Eng. Geol. 2016, 209, 21–29. [CrossRef]

29. Wu, L.Z.; Zhang, L.M.; Zhou, Y.; Li, B. Analysis of multi-phase coupled seepage and stability in anisotropic
slopes under rainfall condition. Environ. Earth Sci. 2017, 76, 469. [CrossRef]

30. Ojha, R.; Corradini, C.; Morbidelli, R.; Govindaraju, R.S. Effective saturated hydraulic conductivity for
representing field-scale infiltration and surface soil moisture in heterogeneous unsaturated soils subjected to
rainfall events. Water 2017, 9, 134. [CrossRef]

31. Mahmood, K.; Ryu, J.H.; Kim, J.M. Effect of anisotropic conductivity on suction and reliability index of
unsaturated slope exposed to uniform antecedent rainfall. Landslides 2013, 10, 15–22. [CrossRef]

32. Yeh, H.F.; Wang, J.; Shen, K.L.; Lee, C.H. Rainfall characteristics for anisotropic conductivity of unsaturated
soil slopes. Environ. Earth Sci. 2015, 73, 8669–8681. [CrossRef]

33. Yeh, H.F.; Tsai, Y.J. Analyzing the Effect of Soil Hydraulic Conductivity Anisotropy on Slope Stability Using
a Coupled Hydromechanical Framework. Water 2018, 10, 905. [CrossRef]

34. Chen, P.; Mirus, B.; Lu, N.; Godt, J.W. Effect of hydraulic hysteresis on stability of infinite slopes under steady
infiltration. J. Geotech. Geoenvironmental Eng. 2017, 143, 04017041. [CrossRef]

35. Kim, J.; Hwang, W.; Kim, Y. Effects of hysteresis on hydro-mechanical behavior of unsaturated soil. Eng.
Geol. 2018, 245, 1–9. [CrossRef]

36. Zhang, J.; Li, J.; Lin, H. Models and influencing factors of the delay phenomenon for rainfall on slope stability.
Eur. J. Environ. Civ. Eng. 2018, 22, 122–136. [CrossRef]

37. Samadi, A.; Amiri-Tokaldany, E.; Darby, S.E. Identifying the effects of parameter uncertainty on the reliability
of riverbank stability modeling. Geomorphology 2009, 106, 219–230. [CrossRef]

38. Samadi, A.; Amiri-Tokaldany, E.; Davoudi, M.H.; Darby, S.E. Experimental and numerical investigation of
the stability of overhanging riverbanks. Geomorphology 2013, 184, 1–19. [CrossRef]

39. Fox, G.A.; Heeren, D.M.; Wilson, G.V.; Langendoen, E.J.; Fox, A.K.; Chu-Agor, M.L. Numerically predicting
seepage gradient forces and erosion: Sensitivity to soil hydraulic properties. J. Hydrol. 2010, 389, 354–362.
[CrossRef]

168



Water 2019, 11, 741

40. Zhong-Min, Y.; Yan-Qiong, G. Coupling effect of seepage flow and river flow on bank failure. J. Hydrodyn.
2011, 23, 834–840.

41. Yong, G.L.; Robert, E.; Thomas, Y.O.; Simon, A.; Blair, P.; Greimann, K.W. Modeling of multilayer cohesive
bank erosion with a coupled bank stability and mobile-bed mode. Geomorphology 2014, 243, 116–129.

42. Duong, T.T. Assessment of Riverbank Stability—The Perspectives of Unsaturated Soils and Erosion Function.
Doctoral Dissertation, Ibaraki University, Mito, Japan, September 2014.

43. Liang, C.; Jaksa, M.B.; Ostendorf, B.; Kuo, Y.L. Influence of river level fluctuations and climate on riverbank
stability. Comput. Geotech. 2015, 63, 83–98. [CrossRef]

44. Vanapalli, S.; Fredlund, D.; Pufahl, D.; Clifton, A. Model for the prediction of shear strength with respect to
soil suction. Can. Geotech. J. 1996, 33, 379–392. [CrossRef]

45. Van Genuchten, M.T. A closed-form equation for predicting the hydraulic conductivity of unsaturated soils
1. Soil Sci. Soc. Am. J. 1980, 44, 892–898. [CrossRef]

46. GEO-SLOPE International Ltd. Seepage Modeling with SEEP/W. Available online: http://www.geo-slope.
com (accessed on 2 January 2019).

47. GEO-SLOPE International Ltd. Stability Modeling with SLOPE/W. Available online: http://www.geo-slope.
com (accessed on 2 January 2019).

48. Krahn, J. The 2001 RM Hardy Lecture: The limits of limit equilibrium analyses. Can. Geotech. J. 2003, 40,
643–660. [CrossRef]

49. Aryal, K.P. Slope Stability Evaluations by Limit Equilibrium and Finite Element Methods. Doctoral Thesis,
Norwegian University of Science and Technology, Trondheim, Norway, 2006.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

169





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Water Editorial Office
E-mail: water@mdpi.com

www.mdpi.com/journal/water





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03936-023-9 


	Blank Page



