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Preface to ”Research on Solar Collector”

In the last decade, large-scale deployment in the commercial use of tracking solar collectors has

occurred due to new and large solar power plants using parabolic troughs or solar tower plants.

This has piqued the interest of the research community and industry in new optical designs of

solar collectors and in investigating the performance, limitations, and operational and maintenance

issues of current solar collector designs, including specific research on receivers, optical concentrators,

tracking systems, etc.

This Special Issue presents some recent research on solar collectors for medium-temperature

applications, both line-focus and point-focus, conceived for industrial process heat or combined

thermal and electrical applications (e.g., concentrated photovoltaic systems), and high temperature

applications, independently if the final application is the coupling of the solar system to provide

thermal energy to a power block for electricity production or the supply of that high temperature

thermal energy to heat processes in industries.

This Special Issue presents both theoretical and practical issues on geometrics optics,

thermal–hydraulic modelling, and performance analysis, and it includes articles focused in solar

tower systems, both on the concentrator optics and receiver behavior, parabolic troughs, linear- and

point-focus Fresnel collectors, Fresnel lens, and concentrated photovoltaic systems.

Loreto Valenzuela

Special Issue Editor
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Abstract: This paper presents a numerical simulation on the heat transfer of liquid sodium in a solar
receiver tube, as the liquid sodium is a promising heat-transfer candidate for the next generation
solar-power-tower (SPT) system. A comparison between three mediums—solar salt, Hitec and liquid
sodium—is presented under uniform and nonuniform heat-flux configurations. We studied the
effects of mass flow rate (Qm), inlet temperature (Tin), and maximum heat flux (qomax), on the average
heat-transfer coefficient (h) and the friction coefficient (f ) of the three mediums. The results show that
the h of liquid sodium is about 2.5 to 5 times than other two molten salts when Tin is varying from 550
to 800 K, Qm is 1.0 kg/s, and qomax is 0.1 MW/m2. For maximum heat fluxes from 0.1 to 0.3 MW/m2,
the h of liquid sodium is always an order of magnitude larger than that of Hitec and Solar-Salt (S-S),
while maintaining a small friction coefficient.

Keywords: solar-power tower; liquid sodium; solar salt; Hitec; heat flux

1. Introduction

Compared to the parabolic trough, Fresnel and dish collectors, the solar-power-tower (SPT) plant
has the remarkable advantages, such as lower electricity cost, large-scale power generation and higher
efficient thermodynamic cycles [1–3]. The SPT is equipped with a large number of heliostats on the
ground, each with a tracking mechanism that accurately reflects the reflection of sunlight onto the
receiver at the top of a tall tower. The concentrating magnification on the receiver can exceed 1000
times. One typical arrangement of the SPT receivers is the external tubular receiver designed for Solar
Two project, in which only half of the surface of the tube is exposed to solar irradiation. This may bring
about many problems, such as aggravating the plastic deformation of the receiver tube, facilitating
degradation of the selective absorptive coating and decreasing the allowable solar heat flux [4,5]. Since
the nonuniform solar heat flux tends to cause the temperature inhomogeneity of the heat-transfer fluid
(HTF) and, further, the thermal stress on the heat-transfer tubes, a much broader range of operational
temperatures is required. The liquid metal as the promising candidate for the exposed cylindrical heat
absorber of SPT has been proposed [6].

Nitrate salts have been used as HTFs and thermal storage mediums for decades in the concentrating
SPT industry. The most commonly used HTFs are solar salt (S-S, 60% NaNO3 and 40% KNO3) and
Hitec (53% KNO3 + 40% NaNO2 + 7% NaNO3). Both the nitrate salt mixtures will decompose above
873 ◦K, which has seriously limited the overall efficiency in the SPT system. Furthermore, recent
research efforts have shown that the nitrate salts are more suitable for use in parabolic trough systems
due to their low working temperature [7]. However, the next-generation SPT systems require a higher
incident peak flux and operating temperature. If the liquid metal is the heat-transfer fluid, it can
provide an incident peak flux above 0.6 MW/m2. Liquid sodium (Na), characterized by chemical

Energies 2019, 12, 1432; doi:10.3390/en12081432 www.mdpi.com/journal/energies1
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stability at temperatures up to near 1173 ◦K has a lower melting point to 371 ◦K [8], as well as superior
thermal conductivity and low Prandtl number. The material properties mentioned above can largely
improve heat transfer when compared to conventional fluids such as oil or salt mixtures [9]. In fact,
during the early years of the development of central receiver systems (CRSs), liquid sodium was
one of the prominent HTFs under investigation. Indeed, several test projects have been developed,
and the efficiency was obtained at 88%–96% in the 1980s [10]. However, the disadvantage of liquid
sodium is its high combustibility when in contact with water even if no air. Fortunately, special and
protective measures have also been developed from previous experiences [11]. Also, this technology
has continued to be investigated by several institutions around the world [12–14]. Besides, further
work has reported that liquid metals have attractive properties for CSP applications [15,16]. Recently,
Amy et al. [17] demonstrated how a ceramic, mechanical pump that can be used to continuously
circulate liquid metal at temperatures of around 1473 ◦K–1746 ◦K. This study solves the problem that
collecting, transporting, storing liquid metal above 1300 ◦K brings.

The prediction of heat transfer of liquid metal has been the subject of many investigations.
DeAngelis et al. [18] have examined using a liquid metal as heat-transfer fluid in conjunction with a
receiver. It is feasible to reach temperatures of 1623 ◦K at greater than 90% efficiency. Boerema et al. [15]
compared liquid sodium and Hitec, and the use of liquid sodium can achieve 57% absorber area
reduction and 1.1% efficiency improvement. Even if liquid sodium is an excellent heat-transfer medium,
the specific application background was not mentioned in the paper. Pacio et al. [19,20] summarized
the current state-of-the-art of liquid metals (LMs) as HTFs in solar power plants.

Additionally, the liquid sodium (Na) was proposed as an efficient HTF to allow extending the
design ranges, and able to contribute to the development of next-generation SPT. Matsubara et al. [21]
studied the spanwise heat transport in turbulent channel flow with Prandtl numbers ranging from 0.025
to 5.0. It is regrettable that they do not compare the heat-transfer property with traditional heat-transfer
fluid (e.g., solar salts). Rodríguez-Sanchez et al. [22,23] focused on the thermal, mechanical and
hydrodynamic analysis associated to the nonuniformity of the heat flux, and they also considered the
thermal field and thermal stresses along the solid wall [24].

A higher cost, more complex system and security issues are factors that have to be considered for
the experimental research on liquid metal.

Therefore, numerical simulation is an effective research method [25,26]. In this work, we present
a numerical simulation on the heat transfer of liquid sodium under nonuniform heat flux. A physical
model of a single tube is established to investigate the heat-transfer performance of the receiver tube,
and two other commonly used heat-transfer media, Hitec and solar salt, are also to be considered. First,
we built solar heat-flux distributions on the whole absorber outer wall and circumferential variation of
heat flux on the inner wall of the tube. Then, the heterogeneity of the temperature on the circumferential
tangent plane and the solid wall is presented. Cloud images show the wall temperature distribution of
the three HTFs. The temperature difference (Θ-Θref) of the three HTFs along the circumferential angle
is compared when qomax is 0.1 MW/m2, Re is ranging from 10,000 to 30,000, and inlet temperature
is 550 ◦K. Last, the influence of three parameters, Qm (1.0 to 3.0 kg/s), qomax (0.1 to 0.3 MW/m2), Tin
(550 ◦K to 800 ◦K) on the heat-transfer characteristics of sodium, S-S and Hitec are discussed. This
research can offer technical references for the design and construction of experimental facilities.

2. Mathematical model

2.1. Physical Model

The research background of this study is the heat receiver of the solar-power-tower system
(Figure 1a). Since the collector is cylindrical and the fluid flows serpentinely in the collector tube, we
investigate only the single collector tube (Figure 1b).
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(a) (b) 

Figure 1. (a) Solar power tower system; (b) Exposed cylindrical heat receiver and a single receiver tube

We consider the conjugate heat-transfer problem of a receiver tube subject to inhomogeneous
heat flux along the axial direction (z), circumferential direction (θ), and radial direction (r). The heat
transport from the regional source (see Figure 2) contains three orthogonal components. The outer
diameter (R) of the geometric model is 20 mm, and the tube length is 100R. The effect of different
thermal boundary conditions on the heat-transfer performance of the collector tube is discussed.

Figure 2. Schematic diagram of tower solar collector.

As shown in Figure 3, this paper deals with two heat-flux conditions of the turbulent-flow model:
(a) A cosine heat flux (see Equation (1)) [27] is imposed on one half of the wall of the tube, while

the other half is considered adiabatic.

q =

⎧⎪⎪⎨⎪⎪⎩ qomax · e− 9
2 ·(z−1)2 · cosθ, cosθ ≥ 0

0, cosθ < 0
(1)

where the qomax is the maximum heat flux on the wall of the collector tube, θ is the circumferential
angle, and z is the length along the axial direction of the receiver tube.

(b) The heat flux to the bright side is constant, and the backlight side is an adiabatic.

3
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(a) (b) 

Figure 3. The heat flux conditions: (a) nonuniform heat flux (NHF) (b) uniform heat flux (UHF).

2.2. Governing Equations

A conjugate heat-transfer model is adopted to obtain the heat flux and temperature distribution
in both the fluid and the tube wall. To simplify the model, the following assumptions are made: (1) the
mediums are homogeneous and isotropic; (2) the liquid phase is in a state of local thermal equilibrium;
(3) the heat loss at the outer wall of the receiver tube is not considered since this paper only focuses on
the heat-transfer characteristic of the HTFs in the tube. For the heat loss on the outer surface of the
tube, one can refer to the references [23,28].

The governing equations for continuity, momentum, energy and standard k–ε two-equation
turbulence model for the incompressible Newtonian fluid can be expressed as follows:

Continuity equation:
∂
∂x

(ρui) = 0, (2)

Momentum equation:

∂
∂xi

(ρuiuj) = − ∂p∂xi
+
∂
∂xj

[(μt + μ) + (
∂ui
∂xj

+
∂uj

∂xi
) − 2

3
(μt + μ)

∂ul
∂xl
δij] + ρgi, (3)

Energy equation:
∂
∂xi

(ρuiT) =
∂
∂xi

[(
μ

Pr
+
μt

σt
)
∂T
∂xi

] + SR, (4)

k equation:
∂
∂xi

(ρuik) =
∂
∂xi

[(μ+
μt

σk
)
∂k
∂xi

] + Gk − ρε, (5)

ε equation:
∂
∂xi

(ρuiε) =
∂
∂xi

[(μ+
μt

σε
)
∂ε
∂xi

] +
ε
k
(c1Gk − c2ρε), (6)

where the turbulent viscosity μt and the production rate of k Gk are given by

μt = cμρ
k2

ε
, Gk = μt(

∂ui
∂xj

+
∂uj

∂xi
), (7)

where the standard constants are employed, cμ = 0.09, c1 = 1.44, c2 = 1.92, σk = 1.0, σε = 1.3, and
σT = 0.85 [29].

2.3. Boundary Conditions

As a plurality of solar mirrors superposes the heat flux to the receiver tube wall, the radiation
heat flux is highly nonuniform. The heat-flux expression is approximating the normal distribution
function along the axial direction of the receiver tube and the cosine function distribution along the
circumferential direction, as described in the Formula (1).

4
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It is also convenient to define the total heat flux applied to the outer surface, and note that the
energy conservation in the solid implies that:

Q =

∫ π

0
q0(θ)R0dθ = 2qomaxR0, (8)

where the total heat flux (Q) is kept constant for all the cases presented here, and R0 = 20 mm.
Considering the wall temperature of the tube varies with the time and heat flux, to improve the

accuracy and practicability of the numerical calculation, we adopted the formulas shown in Table 1 to
evaluate the thermophysical properties of HTFs. The collector tube material is 316 L stainless steel,
and its thermal conductivity (ks) is 18.4 W/(m·K). Based on the assumptions, the boundary conditions
are expressed as follows:

Table 1. Thermophysical properties of sodium [30], Solar salt and Hitec [7], where T is the fluid bulk
temperature in Kelvin.

HTFs
Thermophysical

Properties
Property Equation

Liquid sodium
371 ◦K–1255 ◦K

ρ/kg·m−3 219 + 275.32(1 − T/2503.7) + 511.58(1 − T/2503.7)0.5

λ/W·m−1·K−1 124.67 − 0.11381·T + 5.5226 × 10−5·T2 − 1.1842 × 10−8·T3

cp/J·kg−1·K−1 1658.2 − 0.84790·T + 4.4541 × 10−4·T2 −2.9926 × 106·T−2

μ/Pa·s ln (T) = −6.4406 − 0.3958ln(T) + 556.835/T

Solar salt
533 ◦K–873 ◦K

ρ/kg·m−3 2090 − 0.636(T − 273.15)
λ/W·m−1·K−1 0.443 + 1.9 × 10−4(T − 273.15)
cp/J·kg−1·K−1 1443 + 0.172(T−273.15)

μ/Pa·s 2.2714 × 10−2 − 1.2 × 10−4(T − 273.15) + 2.281 × 10−7(T −
273.15)2 − 1.474 × 10−10(T − 273.15)3

Hitec
415 ◦K–808 ◦K

ρ/kg·m−3 −0.74(T − 273.15) + 2084
λ/W·m−1·K−1 0.411 + 4.36 × 10−4(T − 273.15) + 1.54 × 10−6 (T − 273.15)2

cp/J·kg−1·K−1 1560 − (T − 273.15)
μ/Pa·s 102.7374 (T − 273.15)−2.104

(1) Fluid and the solid wall region
When the HTF flows around a stationary solid wall in a collector tube, where the solid wall is

impermeable, the normal velocity should be satisfied vn = 0. At the same time, the no-slip condition
must be satisfied, and the tangential velocity vτ = 0. The heat-flux condition of the tube wall is:

qw = −(λ∂T
∂n

), (9)

(2) The inlet and outlet temperature of the tube
The inlet velocity, pressure, and temperature of the tube line are formulated as follows, respectively.

Tx=0 = T0, ux=0 = u0, pinlet = p0. (10)

2.4. Numerical Methods

The governing Equations (2)–(7) are discretized by the finite volume method by using O-mesh and
wall-dense nonuniform mesh. Moreover, the convective terms in momentum and energy equations are
discretized with the second upwind scheme. The SIMPLE algorithm is used to ensure the coupling
between velocity and pressure. The discretization of momentum, turbulent kinetic energy, energy, and
dissipation rate are all second upwind schemes. The turbulence model is κ-εmodel. The near-wall
surface flow is solved by the standard wall function method, and all the non-dimensional number of
near-wall y+ is controlled by 30~60. The convergence criterion for the velocities and energy is that the

5
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maximum mass residual of the cells divided by the maximum residual is less than 10−5 and 10−7 for
the continuity, momentum, and energy equation. Based on these methods, the performance of the
receiver tube for the two models with different HTFs can be rapidly predicted [31].

2.5. Parameter Definitions

To predict the thermal and hydraulic characteristics, we define the time-averaged temperature in
the cross-plane among the fluid as Θ, and the average temperature of the inlet and outlet of a receiver
tube is named Θref, also known as the qualitative temperature.

The Reynolds number and average Nusselt number in the receiver tube for the medium are given
as [32].

Re =
uDiρ

μ
, Nu =

hRi
λ

, h =
q

Δt
, (11)

where h is the average heat-transfer coefficient, q is the average heat flux in the tube, Δt the difference
between the average temperature of the inner wall of the tube and the qualitative temperature.

The friction coefficient is defined as [33]:

f =
Δp
L

Ri

(1/2)ρu2 , (12)

where Δp is the pressure difference between the inlet and outlet of the receiver tube.

3. Model Verification and Cases Studied

3.1. Model Verification

We verified the calculation procedure by comparing them with empirical formulas and existing
experimental data. Figure 4a exhibits the trend of Nu for S-S (Pr = 13) and Hitec (Pr = 50) as the
Re ranging from 1 × 104 to 3 × 104 under the nonuniform heat flux on a receiver tube. The inlet
temperature is set as the melting point for the three HTF, respectively. The result of the calculation is in
good agreement with Dittus–Boetter correlation and Gnielinski correlation [7]. Figure 4b shows the
variation tendency of Nu when the Pe is ranging from 65 to 203 for sodium (Pr = 0.01). The calculation
results have a 2~6% difference with the Lyon-Martinelli equation correlation [34] and are consistent
with the experimental data [30]. These results prove that the model and its calculation procedure is
suitable and reasonable.

Pr

Nu

Re

Pr

 

Pr

N
u

Pe

N
u

(a) (b) 

Figure 4. (a) Nu, as a function of Re, computed with inhomogeneous heating with WTR = 0.125. Red
squares: Pr = 13. Black circles: Pr = 50. Solid lines: Dittus–Boetter correlation. Dashed lines: Gnielinski
correlation. (b) Nu, as a function of the Péclet number, Pe. Solid lines: Lyon-Martinelli correlation
(Nu = 7 + 0.028·Pe0.8). Dashed lines refer to 2~6% from the correlation. Blue points: experimental
data [34]. Black squares: numerical results.
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3.2. Cases Studied

The main parameters used in the calculation cases are listed in Table 2. Among them, the mass
flow rate varies from 1.0 to 3.0 kg/s, qomax is from 0.1 to 0.3 MW/m2, and the inlet temperature is from
550 ◦K to 800 ◦K. The temperature range is chosen between the melting point and the boiling point of
the three mediums.

Table 2. The calculation parameters.

Test Condition HTFs Qm (kg/s) Tin (◦K) qomax (MW/m2) h (W/m2 K)

Case1
Sodium

S-S
Hitec

1.0~3.0 550 0.1
2989~14,089
2105~7318
2526~7947

Case2
Sodium

S-S
Hitec

1.0 550~800 0.1
23,822~21,520
4859~10,107
6047~11,664

Case3
Sodium

S-S
Hitec

1.0 550 0.1~0.3
75,960~75,753

5502~5581
6047~6167

4. Results and Discussion

4.1. Heat Flux

The heat-flux distributions on the whole absorber outer wall (case 1) are consistent with the result
of Equation (1) shown in Figure 5.

Figure 5. 3D heat-flux distribution on the outer tube’s wall.

Figure 6 shows that the solar energy flux distribution, of different mediums on a cross section
when Qm is set as 1 kg/s, the inlet temperature is 550 ◦K, and qomax is 0.1 MW/m2. The distribution is
unsymmetrical in the circumferential direction and is independent of the HTF in the receiver tube. It is
noteworthy that the maximum heat flux through the inner wall is at the location 90◦.

q(
θ)
/q
m
ax

Pr=0.01
Pr=13
Pr=45

θ / °

Figure 6. Circumferential variation of heat flux on the inner wall of the tube. The heat flux is
non-dimensional with the maximum heat flux qomax at the same WTR and Re.

7
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4.2. Temperature Profile

The heat-flux distribution caused by inhomogeneous radiation inevitably influences the
temperature distribution on the collector tube. The heterogeneity of the temperature on the
circumferential tangent plane and the solid wall is shown in Figures 7 and 8. The coupled heat
transfer between solid wall and fluid has been omitted in this section.

Figure 7. Temperature distribution on tube wall of sodium, S-S, and Hitec.

When the Re is 25,000, and the inlet temperature is 550 ◦K, the wall temperature distributions
of the three HTFs are shown in Figure 7. It is found that the temperature distribution on the outer
wall is extremely nonuniform around the tube. Compared with the other two HTFs, the temperature
distribution on the solid wall of sodium is more uniform at the exit section. The outlet temperature
is 561.08 ◦K, 550.93 ◦K, 551.06 ◦K on the area-weight-average from left to right of Figure 7. The tube
wall temperature difference of sodium changes to 20 ◦K, solar salt changes to 24 ◦K and the Hitec
changes to 24 ◦K after passing through two meters of the tube. Overall, for sodium, the temperature
difference of the whole tube is the minimal, and the outlet temperature is higher than S-S or Hitec. The
reasons for those are that high thermal conductivity of sodium, which enhances the turbulent flow, the
heat transfer and reduces the wall temperature. Thus, in SPT projects, sodium is more suitable as a
heat-transfer medium than S-S or Hitec, in terms of flow dynamics and heat transfer.

Figure 8 shows the variation of the temperature difference as a function of the circumferential
coordinate. We made a comparison between the present NHF model calculations (solid-lines) and the
results predicted by the uniform heat flux (UHF) model (dashed lines). The temperature difference
(Θ-Θref) means the difference in the temperature on the circumferential section and the qualitative
temperature. The temperature difference (Θ-Θref) of the three HTFs along the circumferential angle is
compared when qomax is 0.1 MW/m2, Re is ranging from 10,000 to 30,000, and inlet temperature is set to
550 ◦K.

Note that the UHF model underestimates the inner temperature of the tube on the bright side
while overestimates the backlight since the UHF model imposed the same heat flux on the bright side.
Energy accumulation on both sides of the tube leads to two highest temperature points shown in
Figure 8b,c whereas sodium has no obvious highest point. In the UHF model, the Θ-Θref of sodium is
lower than that in the NHF model, and the temperature difference is considerable as Re increasing.
The results indicate that thermal conductivity still dominates even if the turbulence is significant
when sodium is used as HTF. For the higher Prandtl number (S-S or Hitec), the average temperature
in cross-plane of the adiabatic side must be equal to the bulk temperature. The reason is that the
momentum transfer rate is higher than the heat-transfer rate, so the velocity surface is first established,
and the heat-transfer delay. The changing range of Θ-Θref is larger than sodium as Re increasing for S-S
or Hitec. That shows that the flow and heat transfer of S-S or Hitec are greatly influenced by turbulence.
As expected, the maximum temperature difference reached at the location of 90◦, which agrees with
the cosine effect expressed by the Equation (1).
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Figure 8. (a–c) Circumferential variation of the inner wall fluid temperature with the qualitative
temperature for different Reynolds number at a fixed-inlet temperature (Tin = 550 ◦K). (a) Pr = 0.001
(b) Pr = 13 (c) Pr = 50. Solid lines: the present calculations; Dashed lines: homogeneous heat-flux
model (HHFM).

The value of Θ-Θref is slightly dependent on the Re but strongly affected by the Pr. In general, the
Θ-Θref is increasing as the Pr increases, decreasing as the Re increases. Comparing Figure 8a–c, the
temperature difference of S-S at the location θ = 90◦ is 1.93 times higher than sodium, and Hitec is 1.35
times higher that of sodium when Re is 10,000. The temperature difference of S-S is 1.29 times higher
than sodium, and Hitec is 2.0 times sodium when Re is 30,000. The results reflect that sodium has a
good effect on solving the uneven temperature caused by nonuniform heat flux, which may reduce the
risk of hot spots and, thus, reduce pipe stresses.

9



Energies 2019, 12, 1432

Another concern is the inner wall temperature, also called film temperature, which could lead
to the degradation of the HTFs. The inner wall temperature distribution in NHF and UHF models
are shown in Figure 9a–c when Re is 25,000, and the inlet temperature is 550 K. From Figure 9a–c, the
average temperature of the fluid in the tube is: 562.8 ◦K, 554.9 ◦K, 554.7 ◦K. Figure 9a–c show that one
of the most significant advantages of sodium over S-S and Hitec is that the temperature distribution is
much more uniform on both the inner and outer surface of the tube.

  
(a) (d) 

  
(b) (e) 

 

 
 

(c) (f) 

Figure 9. (a–c) Temperature distribution of three kinds of media under two models and (d,e) velocity
distribution under NHF model.

Obviously, for the NHF model, there is a heat spot on the outer wall from 0◦ to 180◦, especially at
90◦. At the same time, the UHF model is idealistic. But, the highest heat spot temperature of sodium
is the lowest, while S-S and Hitec are same. There is a considerable temperature gradient when the
sodium flows in the receiver tube. Besides, not far from the entrance, the inner fluid temperature is
higher and more uniform than S-S or Hitec flow in the tube.

10



Energies 2019, 12, 1432

Corresponding velocity distribution is shown in Figure 9e,f. The velocity of sodium is the lowest,
only 0.19 times the other two mediums. At a distance of 0.2 m from the inlet, the sodium flow reached
fully developed, and the boundary layer is thinner, while the other boundary conditions remained
unchanged. It can be explained that the molecule heat conduction of sodium dominates in fully
developed turbulent heat transfer. The heat diffusion of the medium with lower Prandtl number
(sodium) is much higher than the momentum transfer diffusivity.

4.3. Effects of Mass Flow

Figure 10 shows the dependence of h, f of the three HTFs on Qm, which varies from 0.2 to 1.4 kg/s.
The values of maximum heat flux and inlet temperature are set to 0.1 MW/m2 and 550 ◦K, respectively.
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Figure 10. Effects of Qm on the heat-transfer performance of the HTFs in the tube: (a) Qm-h, (b) Qm-f -Δp.

The average heat-transfer coefficient of all working fluids increases with the mass flow. When
the Qm increases by 0.3 kg/s, the h of S-S, Hitec and sodium increases by an average of 1303, 1355,
2775 W/m2·◦K, respectively. The variation of Qm has a significant influence on the heat-transfer
characteristic of the HTFs, especially on sodium. For sodium, the higher the Qm, the better the
heat-transfer coefficient. The reason is that the average temperature difference is getting smaller
increasingly with the rise of Qm when the maximum heat flux is 0.1 MW/m2. However, the law of
change in the average friction coefficient is reversed, all decreasing as the flow rate increases. When the
Qm is higher than 0.8 kg/s, the friction coefficient decreases slowly. S-S and Hitec, with high heat-transfer
rate and low-pressure drop, are exceptionally beneficial for heat transfer. The results suggest that
the Qm should be higher than 0.8 kg/s to obtain greater heat-transfer performance. However, a larger
mass-flow rate represents more considerable pump pressure and more substantial heat absorption
capability. Besides, without increasing the solar thermal input, it is possible to cause the reduction of
fluid temperature and increase the corresponding heat loss.

4.4. Effects of Inlet Temperature

The physical properties of the HTF are primarily affected by the inlet temperature (Tin). The
typical operating temperatures for the three HTFs are shown in Table 3. The available temperature
range is between the melting point and the boiling point. The trends of h, f for the three HTFs have
been shown in Figure 11. Tin is varying from 550 ◦K to 800 ◦K, Qm is 1.0 kg/s, and qomax is 0.1 MW/m2.

From Figure 11a, the heat-transfer coefficient of sodium is larger by about 2.5 to 5 times than the
other two kinds of molten salt and decreases slowly with the temperature rising. The reason for the
above unique heat-transfer feature of sodium is its high conductivity, and it decreases with increasing
temperature even in turbulent flow. As shown in Figure 11c, the conductivity of sodium is 118, 154
times Hitec and S-S at 550 ◦K, respectively. Furthermore, the h of Hitec or S-S increases linearly with the
increase of temperature whereas sodium is the opposite. The h of Hitec has not changed significantly
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between 750 ◦K and 800 ◦K because its boiling point is 808 ◦K. The greater the h, the smaller the f when
the mass-flow rate is constant for the three HTFs. Besides, from Table 3, the energy-storage capacity
(ρCp) of Hitec or S-S is two times more than the sodium.

Table 3. Comparison of the physical properties for different HTFs proposed for CRS applications. The
physical properties are evaluated at 550 ◦K, 1 bar. melting point =m.p, normal boiling point (n.b.p).
Sources: [35–37].

Candidate HTF
m.p
◦K

n.b.p
◦K

ρCp

kJ/m3·◦K
Sodium 371 1255 1166

Solar salt 533 873 2498
Hitec 415 808 2411
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Figure 11. Effects of Tin on the performance of tube: (a) T-h; (b) T-f ; (c) T-ρ-μ-Cp-λ.

Based on the above conclusions, we can select sodium as the heat-transfer medium in the
collector tube on the top of the SPT, while the Hitec or S-S as the circulating medium or storage
medium, respectively.
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4.5. Effects of Heat Flux on the Outside Surface

Generally, the heat flux on the outside surfaces of the receiver tubes in SPT plants is quite limited
to give a reasonable lifetime. The maximum heat flux allowed (allowable flux density), qomax, has
progressively grown for many years, such as 0.35 MW/m2 in the Solar One plant and 0.8 MW/m2

in the Solar Two plant. Besides, the qomax is a crucial parameter for the receiver design, since it is
directly related to the heliostat field cost, which involves the number of heliostats and the arrangement
strategy [38,39].

Figure 12a,b show the variations of h, f of the three HTFs when qomax varies from 0.1 to 0.3 MW/m2.
The values of mass flow rate and inlet temperature are set to 1.0 kg/s and 550 ◦K, respectively. The
increased maximum heat flux does not affect the average heat-transfer coefficient of HTFs in the tube,
and the h of sodium is invariably 12.56 times that of Hitec and 13.8 times that of S-S. At the same time,
the flow of liquid sodium in the tube maintains a small friction coefficient compared to the other two
working fluids (Figure 12b). Therefore, liquid sodium ensures economics while maintaining efficient
system operation.

h
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q ⋅
 

f

q ⋅

(a) (b) 

 
qmax =0.1 MW/m2 qmax = 0.3 MW/m2 

(c) (d) 

Figure 12. Effects of qomax: (a) qomax-h, (b) qomax-f, (c,d) qomax-T.

As shown in Figure 12c,d, when the maximum heat flux changed from 0.1 to 0.3 MW/m2, the
temperature of the outer wall increased from 554.53 ◦K to 563.61 ◦K while the average temperature of
the circumferential increased by about 2 ◦K. At the same time, the temperature difference between the
inner and outer walls is smaller than 4 ◦K in both cases. As a result, the thermal stress acting on the
heat-transfer tubes is greatly reduced.
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5. Conclusions

The heat-transfer characteristic of liquid sodium is compared with solar salt and Hitec in a
heat-transfer tube for the SPT system. The calculations present the effects of operational parameters
(Qm, Tin, qomax) on the thermal and thermo-hydraulic performance of three mediums under a
nonuniform heat flux. The following conclusions are obtained:

(a) The tube wall temperature difference of sodium is 20 ◦K, which is 4 ◦K lower than other the
two mediums when the Re is 25,000, and the inlet temperature is 550 ◦K. In either NHF model or UHF
model, the temperature distribution of Sodium is more uniform and higher than S-S and Hitec, and the
highest temperature on the hot spot is 4 ◦K lower than S-S or Hitec.

(b) Among these factors (Qm, Tin, qomax), the change of Qm has an essential influence on the
heat-transfer coefficient of HTFs. However, even in high turbulence, the thermal conductivity of Sodium
still plays a crucial role. Meanwhile, the change of qomax does not affect the average heat-transfer
performance of the heat-transfer medium, but it has a significant influence on the temperature of the
tube wall. Loading excessively high heat flux on the collector tube may cause many security issues in
SPT system.

(c) Under the same boundary conditions, the heat-transfer performance of Sodium is one order of
magnitude higher than that of S-S and Hitec at low temperature (550 ◦K~700 ◦K), and it is twice than
the two kinds of molten salts at high temperature (700 ◦K +).
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Abstract: To better understand the thermal hydraulic characteristics of the parabolic trough solar field
(PTSF), a comprehensive thermal hydraulic model (CTHM) based on a pilot plant is developed in this
paper. All of the main components and thermal and hydraulic transients are considered in the CTHM,
and the input parameters of the model are no longer dependent on the total flow rate. In this paper,
we solve the CTHM by a novel numerical approach based on graph theory and the Newton-Raphson
method, and then examine it by two tests conducted based on a pilot plant. Comparing the flow rate,
temperature, and pressure drop results show good agreement and further validate the availability
and accuracy of the CTHM under hydraulic and thermal disturbance. Besides, two applications of the
CTHM are implemented for presenting its potential function. In the first application, two cases are
simulated to reveal how the thermal effects influence the PTSF behavior, and in the second application,
the CHTF is used for the study of control strategies under uniform and nonuniform solar irradiance.
The results verify the feasibility of controlling the PTSF outlet temperature through the header and
loop valves.

Keywords: parabolic trough solar field; thermal and hydraulic model; validation; control

1. Introduction

Through long-time operation experience accumulation and continuous research, the parabolic
trough solar thermal power plant (PTSTPP) is considered as the ripest in technique and most
commercialized concentrating solar power technology [1]. The parabolic trough solar field (PTSF),
where solar energy is collected and converted to the thermal energy, is the component most worth
exploring in a PTSTPP [2]. In a representative PTSF, the heat transfer fluid (HTF) is distributed by the
cold header and harvested by the hot header. Several parallel loops connect the cold and hot headers;
each loop consists of a series of parabolic trough collectors (PTC), and the cold HTF is heated to a high
temperature as it flows through the PTC loop. Finally, the hot HTF is pumped into the power block to
produce the steam. As the solar irradiance and thermal requirement change, three parameters are used
to adjust the flow rate of the HTF to meet the outlet temperature demand: the opening of the control
valve in headers, the opening of the control valve in PTC loops, and the pump frequency [3].

The majority of the published studies that research the PTSF place emphasis on a thermal
perspective. Forristall et al. [4] developed a detailed thermal steady-state model of the PTC, which is
validated by the test results of a SEGS LS-2 solar collector [5]. Stuetzle et al. [6] built a thermal dynamic
model of the PTC to study the control algorithm of a plant, and their measured data validated this
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model. Camacho et al. [7] developed a simplified thermal dynamic model of the PTC, in which both
the heat loss and heat convective coefficient are fitted as polynomials in the temperature. Padilla
et al. [8] and Hachicha et al. [9] improved the thermal model in two ways: implementing a more
comprehensive radiative analysis and considering that the solar flux distribution around the receiver is
nonuniform, respectively. Yılmaz et al. [10] developed a comprehensive thermo-mathematical model,
whose detailed optical and thermal analysis in this model allow the model to simulate more accurate
results for the optical loss, heat loss, and thermal efficiency. Behar et al. [11] improved on the accuracy
of thermal performance prediction of the PTC in another way, i.e., developing a novel model that can
consider the flow rate variation by adapting an optimization procedure of the HTF outlet temperature.

In effect, in a large-scaled PTSF, because the flow rate in the individual PTC loop is unknown
and determined by the layout, pump head, and flow resistance, a detailed thermal model of the
PTC is insufficient to understand the performance of the PTSF comprehensively. Therefore, in some
studies, the PTSF is regarded as a complex piping network, whose thermal hydraulic characteristics
are researched. The symmetrical and uniform flow distribution of the PTSF was assumed to simulate
the PTSTPP in the System Advisor Model (SAM), which was developed by the National Renewable
Energy Laboratory (NREL) and Sandia National Laboratory [12]. Abutayeh et al. [13] spelled out the
presence of unbalanced flow distribution in the PTSF and proposed a method to amend it. Giostri [3]
studied the behavior of the PTSF under a variety of thermal transients based on a thermal hydraulic
model, which contained a thermal dynamic part and a hydraulic steady pipe network part. A virtual
solar field (VSF), which was developed by the German Aerospace Centre (DLR) [14], applied a thermal
hydraulic model similar to [3] to simulate the behavior of the whole PTSF, and the operating data from
Andasol-3 validated the model. Ma et al. [15] revealed the relationship between the flow distribution
and flow resistance of the PTSF, and then verified the method proposed in [13] based on a thermal
hydraulic dynamic model (THDM) and tested data obtained from a pilot plant.

Two aspects need to be improved in the existing thermal hydraulic models of the PTSF, i.e., the lack
of pump module and the unaccounted hydraulic transients. The former leads to the dependence
on the inlet header flow rate in simulation and validation, and the latter obscures the PTSF specific
behavior under the thermal and hydraulic transients. There are two reasons for the difficulty of solving
these problems by directly employing the transient hydraulic model in the water distribution system
(WDS), of which the numerical method is relatively ripe [16–18]. One is that in the WDS, the water
is often assumed to be incompressible, while in the PTSF, the expansion and contraction of the HTF
are non-negligible due to the significant temperature difference. The other is that the flow resistance
is considered as a constant or merely a function of the flow velocity in the WDS, while it is a more
complex function under the influence of temperature variation in the PTSF.

Besides, developing an effective control strategy of the PTSF is also dependent on the integrality
of the thermal hydraulic model. Ref. [19] pointed out that the header control valves (HCVs) are used
to control the flow rate and outlet temperature of the subfield in a real operated PTSTPP. [13] indicated
that the automatic balancing valves can be used for PTSF control when the spatial variation of solar
irradiance is an issue. Refs. [14] and [20] indicated that the loop control valves (LCVs) have the potential
to improve the PTSF performance. However, the lack of a refined model increases the difficulty of
calculating the valves opening and simulating the PTSF characteristics under varied solar irradiance.

To overcome the above problems, as well as improve the operational performance and
controllability of the PTSTPP, a comprehensive thermal hydraulic model (CTHM) of the PTSF based on a
pilot plant in Beijing is presented in this paper. The CTHM is improved based on the THDM developed
in [15]. The optical and thermal analysis of the PTC, the flow characteristics of pipe, pipe fitting, pump,
and the valves are all considered in the CTHM. A novel numerical method, which is based on graph
theory and the Newton–Raphson method, is developed to solve the CTHM. Moreover, a cold test and
a hot test are implemented to validate the CTHM under thermal and hydraulic disturbance.

Compared with the THDM and other existing models, the CTHM has three main advantages.
Firstly, adding the pump module establishes the relationship among the pump capacity, flow resistance,
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and the temperature. This improvement further makes the required input parameters get rid of the
dependence on the total flow rate. Secondly, the CTHM contains both the hydraulic and thermal inertia,
and this leads to more accurate results in the transient simulation. Finally, a more comprehensive
model can widen and deepen the research on the PTSF; the CTHM can be applied to simulate the
behavior of the PTSF under various disturbances and study the control strategy of the PTSF under
uniform or nonuniform solar irradiance.

2. Description of the PTSF of a 1 MW Pilot Plant

The Badaling parabolic trough solar power pilot plant, which is the first operational PTC solar
thermal plant on the MW scale in China, is situated in Yanqing at a latitude of 40.5◦N and a longitude
of 115.94◦E. A view of the pilot plant is shown in Figure 1.

Figure 1. View of the Badaling parabolic trough solar power pilot plant.

As illustrated in Figure 2, two east–west layout loops (Loop 1 and Loop 3) with 4150 m long solar
collector assemblies (SCAs) and one south–north layout loop (Loop 2) with 6100 m long SCAs together
form the principal part of the PTSF. Besides, an extra pipe is placed in Loop 2 for a study of flow
balance [15]. An HCV and three LCVs are used to manipulate the total flow rate and flow distribution.
A kind of synthetic oil named Therminol VP-1, of which the physical properties can be fitted into some
polynomials in temperature based on the tested data [13], is used as the HTF in the pilot plant, while the
more detailed information about the physical properties of the HTF is summarized in Appendix A.

Figure 2. Flow diagram, nodes, and pipe section label of the parabolic trough solar field (PTSF) in the
pilot plant.
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The present study involves two kinds of pipes in the PTSF, i.e., the absorbed pipe covered with
an evacuated glass envelope, and the insulated pipe (header). Hereafter, the symbols, which are
concerned with the pipe, will represent the former with the subscript abs, and represent the latter with
the subscript ins. Moreover, the symbols without any subscripts mean that they are universal for both
types. Specific characteristics of the PTC, header, pump, and valve are described in more detail below.

2.1. The PTC and Header

In the relevant published studies [1–12], the thermal model of the PTC developed in [7] is applied
in this paper. The effectiveness of this model has been validated by the tested data regardless of the
simplified thermal loss of the PTC [7,15].

As shown in Figure 3a, the energy equation of the control volume with an axial length of �x can
be given by [7]:

ρabsAabscabs
∂Tabs
∂t

= Puse −Hl,abs(Tabs) −Dabsπh(Tabs − T f ) (1)

ΔxA fρ f c f
∂T f

∂t
+ c f ,outρoutQ f ,outT f ,out − c f ,inρ f ,inQ f ,inT f ,in = ΔxDabsπh(Tabs − T f ) (2)

where the subscript f represents the HTF, Q, ρ, T, and c represent the volume flow rate, density,
temperature, and specific heat capacity, and D and A are the diameter and sectional area. Hl,abs
represents the heat loss of the absorber per meter, which is caused by the temperature difference
between the absorber tube and the exterior glass envelope, and can be simplified as a polynomial
in Tabs.

Figure 3. Thermal and optical analysis of the parabolic trough collectors (PTC) for (a) control volume
and end loss; (b) row shading; and (c) trend of the defocused factor.
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Puse in Equation (1) is the solar thermal power supplied to the absorbed pipe per meter, which is
given by [21]:

Puse = WcolIκ(θ)ηo fshd fend
ηo = βrclταγ

(3)

where Wcol represents the collector width, I represents the direct normal irradiance (DNI), and κ is
the incidence angle (θ) modifier, which is used to account for all geometric and optical losses because
of an incident angle of more than 0◦. ηo is the optical efficiency of the PTC, which is the product of
the clean mirror reflectivity (rcl), the transmittance of the glass envelope (τ), the absorbance of the
absorber pipe (α), and the intercept factor (γ). β is the defocused factor, which is used for considering
the loss of efficiency caused by the difference between the actual and desired tracking angle. As shown
in Figure 3c, the trend of β can be simulated by the Solartrace tool [3]. fend and fshd are two factors
due to end loss and row shadowing; the schematic diagram of fend and fshd is shown in Figure 3a,b
respectively. Expressions of these two factors can be given by [3]:

fend = 1− l f l tan(θ)

lSCA
(4)

fshd = min
[
max

[
0;

lrs

Wcol

cos(ω)
cos(θ)

]
; 1
]

(5)

where ω represents the zenith angle, and lSCA, lrs, and lfd are the length of the SCA, row spacing,
and focal distance, respectively.

h in equations (1) and (2) is the convection heat transfer coefficient between the absorber inner
surface and the HTF, which can be given by [4]:

hconv = Nu f
k f

Dabs
(6)

Nuabs =
fabs/8(Reabs − 1000)Pr f

1 + 12.7
√

fabs/8(Pr f
2/3 − 1)

( Pr f

Prabs

)
(7)

fabs = (1.82 log10(Reabs) − 1.64)2 (8)

where Re, Nu, and Pr are the Reynolds number, Nusselt number, and Prandtl number, respectively. k is
the thermal conductivity. In the normal operation of the pilot plant, the variation range of the Re and
Pr are about 1 × 104 < Re < 9 × 105 and 4.5 < Pr < 45; these two parameters are within the range of
application of Equation (8), which is valid for 2300 < Re < 5 × 106 and 0.5 < Pr < 2000 [4].

More than the HCE absorber pipes, thermal losses exist in the insulated pipes (headers). In this
work, the mineral wool is used as the thermal insulation material, and the thermal losses of the
insulated pipes can be calculated under an assumption of neglecting the thermal resistances of the
exterior air film and pipe walls [21], which is given by:

Ainslρ f c f
∂T f
∂t + c f ,outρ f ,outQ f ,outT f ,out − c f ,inρ f ,inQ f ,inT f ,in

= 2πl kins
ln((Dins+2δ)/Dins)

(Ta − T f )
(9)

where kins is the thermal conductivity of the pipe insulation at the average temperature of T f and Tins,

and Ta and δ are the insulation thickness and ambient temperature, respectively. The value of kins can
be fitted into a polynomial at the average temperature [21].

The thermal and optical parameters, the geometry of the absorber and the header are listed in
Table 1, where formulas of the incidence angle modifer is given by [21], and formulas of the heat loss r
is supplied by the manufacturer. Other header parameters that are not included in the table, such as
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the length from pump to Loop 1, the length from Loop 3 to expansion, the expression of kins, and so on,
can be measured from the design drawing.

Table 1. Main parameters of the collector, absorber, and header.

Pipe Item Value/Expression

Collector

Length (m) 100/150
Width (m) 5.776

Focal length (m) 1.71
Clean mirror reflectivity 0.96

Ideal intercept factor 0.8268
Incidence angle modifier cos(θ) − 5.25027× 10−4θ− 2.859621× 10−5θ2 [21]

Row spacing (m) 20

Absorber

Inner diameter of the absorber tube (m) 0.064
Outer diameter of the absorber tube (m) 0.07

Absorber absorptivity 0.95
Transmittance of the glass envelope 0.95

Heat loss (W/m) 5.2569× 10−6Tabs
3 − 0.0012Tabs

2 + 0.1343Tabs + 13.7484 [15]

Header

Inner diameter of the header (m) 0.125
Total extra pipe length (m) 190

Inner diameter of the extra pipe (m) 0.069
Insulation thickness (m) 0.15

Thermal conductivity of the mineral
wool (W m−1 K−1) 6.02× 10−7T f

3 − 2.146× 10−5T f
2 + 0.194T f + 26.5 [21]

Equations (1)–(9) together form the thermal part of the CTHM, this part is applied to simulate the
outlet temperature and update the properties of the HTF.

2.2. Pump and Valve

As shown in Figure 4a, a canned centrifugal pump is chosen to circulate the HTF in the pilot
plant, the capacity, head, and efficiency at design condition are 99 m3/h, 200 m, and 45%, respectively.
In normal hydraulic calculations, the pump head is usually fitted into a polynomial in the capacity
according to the pump’s performance curve, and this method has been applied to the PTSF by defining
the polynomial with a series of universal coefficients [22,23]. In this study, as shown in Figure 4b,
the polynomial of the pump head can be given in a more specific way based on the pump’s performance
curve supplied by the manufacturer.

Figure 4. (a) View of pump; (b) pump’s performance curve.
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A typical control valve in the PTSF is shown in Figure 5a, the electric actuator manipulates the
opening of the valve. In general, as shown in Figure 5b, the control valve has three inherent flow
characteristics [24], i.e., linear, quick open, and equal percentage. In the pilot plant, both the LCVs and
HCVs are chosen to have the flow characteristics with equal percentage.

Figure 5. (a) View of the control valve; (b) three inherent flow characteristics of the control valve.

2.3. Measurement and Uncertainty

In the PTSF of the pilot plant, the DNI, flow rate, temperature, and pressure of the HTF in
the header and three loops, the opening of the valve, the actual tracking angle, and the ambient
temperature are the main parameters that need to be measured; the information of measurements and
their uncertainty are summarized in Table 2.

Table 2. Information about the measurements. DNI: direct normal irradiance.

Parameters DNI Temperature Pressure Flow Rate
Valve

Opening
Tracking

Angle

Measurements
Pyrheliometer
model CH1 by

Kipp and Zonen
Pt 100 class B Pressure

transmitters
Yewflo

flowmeter
Electrical

signals Inclinometer

Uncertainty/Accuracy 0.5% <2.3 ◦C 0.2% 1% 5% <0.001 ◦C

3. Hydraulic Model Description

3.1. Hydraulic Model in the Single Pipe

The schematic of the control volume of the hydraulic model is shown in Figure 6, in which p and
υ represent the pressure and kinematic viscosity of the HTF, respectively. The continuity equation of
the control volume with a length of Δx can be given by [25]:

Figure 6. Control volume of the hydraulic model.
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AΔx
∂ρ f

∂t
= ρ f ,inQ f ,in − ρ f ,outQ f ,out (10)

where the left-hand side is caused by the thermal transients.
The momentum equation of the control volume in Figure 6 can be given by [25]:

(
Δx
A

)
Q f
∂ρ f
∂t +

(
Δx
A

)
ρ f
∂Q f
∂t +

ρ f ,outQ2
f ,out

A2 − ρ f ,inQ2
f ,in

A2

= p f ,in − p f ,out − F + ρ f gH
(11)

The first two terms on the left-hand side of Equation (11) are caused by the thermal transients and
hydraulic transients, respectively. F, which represents the flow loss, can be given by:

F = SQ
2
f

S = Sp +
N f it∑
i=1

S f it,i + Sva
(12)

where S represents the total flow resistance in the control volume, which can be caused by the pipe wall
(Sp), pipe fitting (Sfit), and valve (Sva). Sp can be calculated using the Darcy–Weisbach equation [26]:

Sp = 1
2ρ f f ( l

DA2 )
1
2

f = 8(( 8
Re )

12
+ 1

B1.5 )
1
12

B =
(
2.457 ln

(
1

(7/Re)0.9+0.27(ε/D)

))16
+
(

37530
Re

)16
(13)

where f is the inner friction factor of the pipe, which is an empirical formula for the Reynolds number
(Re) and absolute roughness of the pipe (ε) [27].

Analogously, Sfit can be given by [26]:

S f it =
1
2

K f it

ρ f

A2 (14)

where Kfit is the pressure drop coefficient of the fitting. The elbow and ball joint are the two main
fittings in the PTSF; their Kfit values are 0.75 and 0.6 according to the manufacturer.

Sva is a function of the opening of the control valve (op), for the LCVs and HCVs, of which the
equal percentage of flow characteristics, Sva, can be calculated by [24]:

Sva = 100ρ f

(
3600

R(op−1)Gmax

)2

(15)

where Gmax represents the max flow coefficient of the valve, and R represents the rangeability. The Gmax

values of LCVs and HCVs are 68 m3/h and 158 m3/h, respectively. The R of both the LCVs and HCVs
are 30.

3.2. Matrix Representation of Pipe Network

Graph theory has been one of the most powerful tools for pipe network analysis due to its
convenience and effectiveness [18]; therefore, this method is used to calculate the hydraulic part of the
PTSF in the present study.
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Before building the specific equation, a key concept in the graph theory, which is called the
incidence matrix, must be introduced first. If a pipe network contains n nodes and b pipe sections,
accordingly, the incidence matrix M is an n × b order matrix that can be expressed as [18]:

M(i j) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
+1 if pipe j starts at node i
0 if pipe j is not connected to node i (18)
−1 if pipe j ends at node i

(16)

In the PTSF, the nodes can be divided into two types; one is that of which the pressure is a
reference pressure (type 0 with the subscript 0), the other is that the node pressure is unknown (type 1
with the subscript 1). Hence, there are four types of incidence matrix in the PTSF: M0,in, M0,out, M1,in,
and M1,out. Moreover, all of the equations will be discretized with the implicit difference method in
time. For the pilot plant, the detailed information about point and pipe labels is shown in Figure 2;
choosing pipe 21 (a) or 21 (b) depends on the outlet temperature and thermal requirement.

According to the graph theory, the continuity equation of a type 1 node can be expressed by:

M1,inQt
f ,in + M1,outQt

f ,out = q1
t (17)

where Qf,in and Qf,out are the inlet and outlet flowrate vectors, respectively. q1 is the type 1 nodal out
flow rate vector.

According to Equation (10), the continuity equation of the pipe section can be expressed as:

D
(
ρt

f ,out

)
Qt

f ,out −D
(
ρt

f ,in

)
Qt

f ,in = D(V)

(
¯
ρ f −

¯
ρ

t

f

)
�t

(18)

where D() in this paper means diagonalizing the vector in the bracket. ρ f ,in, ρ f ,out, and
¯
ρ f are the inlet,

outlet, and average density vector of the HTF, respectively. V is the volume vector, of which the ith
element is:

V(i) = l(i)A(i) (19)

where l and A are the length vector and sectional area vector of the pipe.
Analogously, based on Equation (11), the momentum equation of the pipe network can be

expressed as:

D(Ac)
¯

Q
t

f −D(Bc)
¯

Q f +
D
(
ρt

f ,out

)
D
(∣∣∣∣Qt

f ,out

∣∣∣∣)Qt
f ,out

D2(A)
− D

(
ρt

f ,in

)
D
(∣∣∣∣Qt

f ,in

∣∣∣∣)Qt
f ,in

D2(A)

= (M1,in + M1,out)
Tpt

1 + (M0,in + M0,out)
Tpt

0 −D(S)D
(∣∣∣∣∣∣ ¯

Q
t

f

∣∣∣∣∣∣
)

¯
Q

t

f + gD
(

¯
ρ f

)
H

A(i)
c = l(i)

A(i)

2
¯
ρ f

t,(i)− ¯
ρ f

(i)

Δt

B(i)
c = l(i)

A(i)

¯
ρ f

t,(i)

Δt

(20)

where
¯

Q f is the average flow rate vector, p1 and p0 are the pressure vector of node type 1 and type 0,
S is the flow resistance vector, and H is the pump head vector.

3.3. Numerical Method

Equations (10)–(20) form the hydraulic part of the CTHM, which can be used to simulate the flow
distribution, pressure drop, and pump head of the PTSF. The hydraulic part together with the thermal
part mentioned in Section 2 constitute an entire CTHM. Two difficulties must be solved first before
simulating with the CTHM. One is how to decouple the thermal part and the hydraulic part, and the
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other is how to solve the complex matrix equations in the hydraulic part conveniently and quickly.
An iterative approach referred to in [15] is applied to solve the first question. Firstly, we calculate the
temperature used the thermal model at an initial flow rate distribution; then, we plug the updated
temperature to the hydraulic part to update the physical properties of the HTF and calculate the
hydraulic parameters. This process will continue until the calculated flow distribution converges to a
given tolerance. For the second difficulty, a method based on matrix theory and the Newton–Raphson
method is applied to solve the hydraulic matrix equations; this method is derived from [18] and
improved in this work through adding the expansion and extraction of the HTF and the varying flow
resistance due to the temperature change. The detailed procedure of this method is presented in
Appendix B as an innovation of this study.

According to the above content, a detailed flow chart of the CTHM is shown in Figure 7. Besides
containing both the hydraulic and thermal transients, another advantage of the CTHM is that the
simulation no longer depends on the inlet flow rate of the header due to the newly added pump module.

Figure 7. Flow chart of the comprehensive thermal hydraulic model (CTHM).

4. Validation Results and Discussion

In present work, a cold test and a hot test based on the pilot plant were conducted to validate the
CTHM. The cold test was used to validate the hydraulic characteristics of the CTHM; the transient
hydraulic effects are caused by periodically varying the opening of the LCVs. Both the hydraulic
and thermal characteristics of the CTHM are validated through the hot test; hence, in addition to the
periodically varying opening of the LCVs, the loop collectors are operating at concentrating status to
cause the thermal transient effects. More detailed information about these two tests is summarized in
Table 3. The simulation is implemented in MATLAB®. For the CTHM, Figure 7 shows the main input
parameters: the header inlet temperature, DNI, ambient temperature, and the actual tracking angle
of the SCA; the main output parameters that need to be validated are the total flow rate, flow rate
distribution in each loop, pressure drop, and the outlet temperature of each loop. The uncertainty or
accuracy of the measurements of all these parameters can be found in Table 2 for future discussion.
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Table 3. The detailed summarized information of the two tests.

Cold Test Hot Test

Validation target Transient hydraulic characteristics Both the transient hydraulic and
thermal characteristics

Collectors status All loops defocused totally Loop 1 and Loop 3 concentrated totally
Loop 2 defocused totally

Loop control valves status Loop 1 and Loop 3 varying the opening of the LCV periodically
Loop 2 keeping the opening of the LCV fully open

Pump operating condition Full load

Parameters to be validated

The inlet flow rate of header and
all three loops

Pressure drop between cold and
hot header

The inlet flow rate of header and all
three loops

The outlet temperature of all three
loopsPressure drop between cold and

hot header

4.1. Cold Test

The cold test was conducted from 9:41:39 to 11:30:00 on 22 August 2018; as mentioned in Table 3
and shown in Figure 8, the opening of LCVs in Loop 1 and Loop 3 varied between 50–100% with a
change rate of about 5% every 12 s, which is considered a moderate frequency (a too high frequency
may cause a water hammer event, and a too-low frequency will obscure the transient hydraulic effect).
Due to the lack of a valve automatic control device, the manual operations reduced a bit of the accuracy
and simultaneity of the periodic variation.

Figure 8. Measured initial data in the cod test: (a) opening of three LCVs; (b) ambient and header
inlet temperature.

Figure 9a shows that the calculated header inlet flow rate is slightly greater than the measured
rate with a small root mean square error (RMSE). The error is likely caused by an underestimation of
the pressure drop, because some local pressure loss such as the contraction or expansion of the pipe is
not considered in the model. This view can be verified by Figure 9b, where the calculated pressure
drop of the header is lower than the measured value. Figure 9 also presents the inlet flow rate, and the
pressure drop varies at the same frequency, which is similar to the opening of the LCVs. This is because
the periodical change of the valve opening varies the total flow resistance of the PTSF and further
impacts the pump head and capacity.

Besides the total flow rate in the header, simulating the flow distribution in loops is another
essential function for the CTHM that needs to be calculated and validated. Good agreement between
the calculated results and measured data is shown in Figure 10a–c; the RMSEs for the outlet flowrate
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of loops 1 to 3 are 1.75 m3/h, 0.86 m3/h, and 0.97 m3/h, respectively. The uncertainty of the electric
control valve actuators with a value of 5% (shown in Table 2) is considered as the primary error sources.
Besides, Figure 10 shows that the discrepancy is changing with the flow rate; this is due to Equation
(16), which can cause different errors in the different flow rates and Re values [27]. The relative errors
shown in Figure 10d can make this clear: when the valve opening varied, the relative errors present
almost simultaneous fluctuations. Another noticeable feature presented in Figure 10b is that the outlet
flow rate of Loop 2 has a lower value and opposite trend compared to the other two loops. The lower
value is caused by an extra loop in Loop 2 that can increase the flow resistance of Loop 2 and diminish
the flow rate. The opposite trend occurs because when the valve openings in Loop 1 and Loop 3
decreased, the relative value of the flow resistance of Loop 2 changed from the larger one to the smaller
one; although the header inlet flow rate decreased during this process, Loop 2 could be distributed a
greater flow rate due to its smaller flow resistance.

Figure 9. Compared results between calculated and measured data in a cold test for the (a) header inlet
flow rate, and (b) header pressure drop.

Figure 10. Compared results between calculated and measured data in cold test for (a–c): the outlet
flow rate of loops 1 to 3; and (d) the relative errors of flow rate.
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4.2. Hot Test

The hot test was conducted from 09:50 to 11:30 on 23 August 2018. As shown in Figure 11a,
the opening of LCVs varies similarly to the cold test in addition to an intermission at about 10:50;
this is because the operator should open the heat exchange bypass in case of overheating the HTF at
this moment, and this operation also leads to the decreasing of the inlet temperature of the header,
as shown in Figure 11b.

Figure 11. Measured data in the hot test: (a) opening of three LCVs and DNI; (b) ambient and header
inlet temperature.

Compared with the cold test, the parameters refering to the solar irradiance absorption must be
measured firstly in the hot test. The measured DNI is shown in Figure 11b, and the defocused factor of
the SCAs in Loop 1 and Loop 3, which are measured by the inclinometer and calculated according to
Figure 3c, are presented in Figure 12.

Figure 12. Defocused factor of the solar collector assemblies (SCAs) in Loop 1 and Loop 3: (a–d) SCA
1 to 4.
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As shown in Figure 13, errors regarding the compared inlet flow rate and pressure drop present
obvious differences before and after the opening of the exchange bypass; this is due to the misestimate
of the flow resistance in the exchange bypass pipe. Compared with the cold test (Figure 9), the hot test
has a greater inlet flow rate and lower pressure drop, which is mainly because the HTF has a lower
viscosity at a higher temperature.

Figure 13. Compared results between calculated and measured data in a hot test for the (a) header
inlet flow rate, and (b) header pressure drop.

As shown in Figure 14, the calculated flow rate distribution maintains good consistency with the
measured data in the hot test, the RMSEs for the outlet flow rate of loops 1 to 3 are 1.82 m3/h, 1.01 m3/h,
and 1.50 m3/h, respectively. Compared with the cold test, there are two extra sources that cause the
error. The one is that the larger outlet flow rate of the header will magnify the error caused by the
uncertainty of electric control valve actuators; another is that the error of the calculated temperature
will influence the flow resistance distribution of the PTSF, and then increase the error of the flow rate.

Figure 14. Compared results between calculated and measured data in a hot test for (a–c): the outlet
flow rate of loops 1 to 3; and (d) the relative errors of the flow rate.
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Figure 15 shows that the RMSEs for the calculated outlet temperatures of three loops were 8.54 ◦C,
6.30 ◦C, and 8.14 ◦C, respectively. This good agreement mainly benefited from the precisely calculated
flow rate distribution and the accuracy of the thermal part in the CTHM. Despite the fluctuated flow
rate, the great thermal inertia of the PTSF made the temperature trend present a relatively smooth
curve. Besides the initialization temperature, which caused the discrepancies within the first 10 min,
there are two reasons for the error in calculating the outlet temperature. One is that the flow rate error
will accumulate along with the results of the outlet temperature. Another one is that the installation
error of the SCAs will cause the discrepancies of outlet temperature within some short periods of
time [28], such as Loop 1 from 10:50 to 11:10 and Loop 3 from 10:40 to 11:00.

Figure 15. Compared results between calculated and measured data in hot test for (a–c): the outlet
temperature of loops 1 to 3; and (d) the relative temperature errors.

5. Model Applications

After the accuracy and availability of the CTHM are validated, two potential abilities of the model
are presented in this section. First, the relationship between the thermal and hydraulic transients are
revealed by two simulating cases. Secondly, two simple feedforward control strategies are introduced
and verified through the CTHM. In all of the simulations, the ambient temperature and inlet temperature
of the header remain 25 ◦C and 290 ◦C, respectively.

5.1. Transients Simulating

As a complex piping network, the thermal effect is the biggest difference between the WDS and
the PTSF. Two cases are conducted to simulate how the thermal transients influence the hydraulic state.
Ma et.al [15] pointed out that the PTSF of the pilot plant can achieve balanced flow distribution when

31



Energies 2019, 12, 3161

the openings of the three LCVs are 58%, 100%, and 60%, respectively; these values will be maintained
in these two cases.

Case 1, which lasts for 1.3 h, is implemented for simulating the impacts of DNI saltation on the
total flow rate and pump pressurizing of the PTSF. As shown in Figure 16a, the DNI changes from 0 to
800 W/m2 at 0.4 h and turns back into 0 at 0.9 h, and these two disturbances cause a drastic fluctuation
in the header flow rate, as shown in Figure 16b. At 0.4 h, as shown in Figure 16b, the inlet and outlet
header flow rate present two different trends. The peaking of heat gain causes an expansion of the HTF
and further leads to the increasing velocity; this will result in an increase of the pump pressurizing
(as shown in Figure 16c) and a reduction of pump capacity (inlet header flow rate). Meanwhile,
the viscosity of the HTF decreases with the temperature rise (as shown in Figure 16d). Together with
the density and viscosity, the total flow resistance and pump pressurizing will reach a local maximum
and begin to decrease; when the effect of expansion surpasses the effect of viscosity reduction, the total
pressure drop increases again, and the pump capacity decreases until it reaches a steady state. Similar
reasons can demonstrate the fluctuation of the header inlet flow rate, and pump pressurizing happens
when the DNI vanishes. For the header outlet flow rate, according to Equation (12), the dramatic
expansion and contraction of the HTF caused by the DNI saltation will be embodied in the outlet flow
rate, which causes an opposite trend between the inlet and outlet flow rate.

Figure 16. Simulating Case 1 for (a) initial parameters, (b) inlet and outlet header flow rate results;
(c) pump pressurizing results, and (d) inlet and outlet header temperature results.

Case 2, which lasted for 1.7 h, was conducted for simulating how the thermal effect influences the
flow distribution of the PTSF; in this case, the DNI is maintained at 800 W/m2 throughout the whole
process. As shown in Figure 17a, the SCAs in Loop 1 will be defocused in a positive (from one to four)
and a negative (from four to one) sequence. The reasons for the fluctuation of flow rate and pump
pressurizing at the time of defocus are demonstrated in Case 1. As shown in Figure 17b,c, both defocus
sequences cause an increase of the header flow rate and a reduction of pump pressurizing. This is
because the HTF will stop expanding and has a lower velocity in the defocused SCAs compared with
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a focused one; this further leads to a lower pump pressure and higher pump capacity. This effect is
presented in a more obvious way in the comparison of flow rate among the three loops shown in
Figure 17b; the flow rate in the defocused Loop 1 increases step-by-step compared with the other two
focused loops due to its lower pressure drop. Besides, compared with the negative defocused sequence,
the cold HTF will flow over longer distances when the SCAs are defocused in a positive sequence.
As a result, the higher flow rate and lower pump pressure exist in the positive defocused sequence
due to the lower flow resistance. Finally, the HTF in the SCAs, which is closer to the inlet, has greater
thermal inertia than the SCAs near the outlet; this causes the difference of outlet temperature between
the two opposite sequences of defocus shown in Figure 17d.

Figure 17. Simulating Case 2 for (a) initial parameters; (b) inlet flowrate results of the header and three
loops; (c) pump pressurizing results; and (d) outlet temperature results of three loops.

The density, specific heat capacity, and the viscosity are the most relevant properties to the thermal
hydraulic characteristics of the PTSF. Based on the simulation results of the above two cases, it can be
found that when the inlet temperature of the header stays the same, the effect of density is the most
influential property, followed by the specific heat capacity and viscosity. From a thermal perspective,
although the specific heat capacity increases with the temperature, the thermal inertia decreases with
the temperature because of the reduction of density. From a hydraulic perspective, although the
viscosity decreases with the temperature, the pressure loss increases with the temperature because the
expansion of the HTF causes a greater velocity.

5.2. Feedforward Control Strategy

An important function of the CTHM is being used for study of control strategy; two feedforward
control strategies based on the CTHM are introduced in this section. In both strategies, the header
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inlet temperature is set at 290 ◦C, and opening of the HCV and the LCVs are the control variables that
control the outlet temperature of the header and three loops at 390 ◦C.

The first strategy is studied under a uniform solar irradiance; as shown in Figure 18a, the DNI of
the whole PTSF varies with a cosine disturbance from 800 W/m2 to 400 W/m2, of which the period is
0.2 h. Due to the uniformity of the DNI, a balanced flow distribution must be maintained for the same
outlet temperature of the three loops, so the openings of the three LCVs are kept constant. The ideal
flow rate under different DNI values can be calculated according to the thermal part of the CTHM,
while the opening of the HCV and pump pressurizing can be solved according to the hydraulic part
of the CTHM and the calculated ideal flow rate; these results are shown in Figure 18b. The control
results of the outlet temperature are shown in Figure 18c, the outlet temperatures of the three loops
and header are all very close to 390 ◦C, and the small-range fluctuations of the outlet temperature in
the three loops and headers are caused by the heat loss in the header, which varies with the flow rate.

Figure 18. Header control valve (HCV) control for: (a) Initial parameters and DNI disturbance;
(b) Results of HCV opening, header inlet flow rate, and pump pressurizing; (c) Results of inlet and
outlet temperature of header and three loops.

The second strategy is researched under a nonuniform solar irradiance. As shown in Figure 19a,
the DNI values in Loop 1 and Loop 3 are kept at 800 W/m2, while for Loop 2, the DNI varied in a
similar way as shown in Figure 18a. The balance of flow distribution must be thrown off due to the
nonuniformity of DNI, so the opening of three LCVs should be recalculated to meet the varied DNI.
The ideal flowrate distribution can also be solved by the thermal part of the CTHM, while the openings
of the HCV and LCVs can be calculated in two steps. First, we set the opening of the LCV in Loop 3 at
60% and calculated the opening of the LCVs in Loop 2 and Loop 3 with the method referenced in [13]
and [15]. Second, we work out the opening of the HCV and pump pressurizing by the hydraulic part
of the CTHM. The above results are shown in Figure 19b: the opening of the LCVs in Loop 1 varied
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within a tiny scale, and the varied opening of the HCV and LCV in Loop 2 are the major variables for
controlling the flow rate.

Figure 19. LCV control for (a) Initial parameters and DNI disturbance; (b) Results of HCV opening,
LCV opening, and pump pressurizing; (c) Inlet flow rate results of the header and three loops; (d) Inlet
and outlet temperature results of the header and three loops.

The good control results for the flow rate and outlet temperature are shown in Figure 19c,d;
the key presented in the results is that the fluctuation of the header flow rate can be centered on Loop
2 if the openings of the LCV and HCV vary in a similar way. These results verify the feasibility of
PTSF control by the cooperation of LCVs and HCVs under a complex distribution of DNI and SCA
performance in a large-scaled plant.

6. Conclusions

This paper mainly outlines a comprehensive thermal hydraulic model (CTHM) for the parabolic
trough solar field (PTSF) based on a pilot plant. The CTHM is established and solved by a novel
numerical method, validated by the experimental data based on the pilot plant, and applied to simulate
the dynamic behavior and develop the control strategy of the PTSF under many types of disturbances.
The main contribution of this paper is its development of a powerful model for the deeper study on
PTSF. On the one hand, the total flow rate, flow distribution, pump head, and outlet temperature can
be detailed and calculated by the CTHM under normal or disturbed conditions; on the other hand,
when the value and distribution of the solar irradiance deviates from that of the design situation,
the CTHM can also be used to calculate the opening of valves for the desired outlet temperature.

In this paper, all of work surrounds a 1 MW pilot plant, which is much smaller than a large-scaled
commercial plant. However, all of the key factors (such as the unbalanced flow distribution) are
included in the pilot plant, so the validity of the CTHM will always remain when it is applied to a
large-scaled PTSF. In the future, the CTHM can play an important role in the further study of the
commercial parabolic trough power plant, such as providing more detailed outlet parameters when
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combining the PTSF with a thermal storage system or power block, or using it to develop the optimal
operation strategy.
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Nomenclature

Latin symbols:
A/A Area (m2)/Area vector
b Pipe number
B Constant
B, C, D, E, U, W, Y, Z Coefficient matrix
c Specific heat capacity (J kg−1 K−1)
D Diameter (m)
f Friction factor or optical efficiency factor
F Flow loss (MPa)
G Flow coefficient
h Convection heat transfer coefficient (W m−2 K−1)
H/H Heat (W m−1) or pump head (m)/pump header vector
I Direct normal irradiance (W m−2)
k Thermal conductivity (W m−1 K−1)
K Pressure drop coefficient
l/l Length (m)/Length vector
M Incidence matrix
n Node number
Nu Nusselt number
op Opening of valve
P Power flux (W m−1)
p/p Pressure (bar)/Pressure vector
P Partial vector
Pr Prandtl number
Q/Q Volume flowrate (m3/h)/Volume flowrate vector
q Node volume flowrate vector (m3/h)
R Valve adjustable ratio
Re/Re Reynolds number/Reynolds number vector
r Mirror reflectivity
S/S Flow resistance/Flow resistance vector
t Time (s)
T Temperature (◦C)
V Volume vector
W Width (m)
Greek:
α Absorbance
β Defocused factor
γ Intercept factor
δ Thickness (m)
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ε Absolute roughness
η Efficiency
θ Incidence angle (◦)
κ Incidence angle modifier
ρ/ρ Density (kg m−3)/Density vector
τ Transmittance
ω Zenith angle (◦)
Subscripts:
abs Absorber tube
cl Clean mirror
col Collecto
end End loss
f Fluid
fit Pipe fitting
fl Focal distance
ins Insulated pipe
l Heat loss
max Max
o Optical
P Pipe
rs Row spacing
sha Shadowing
va Valve
use Useful
Superscript:
i,j Element number of the matrix
m iterations
t Time layer number
Abbreviations:
CTHM Comprehensive thermal hydraulic model
DNI Direct Normal Irradiance
HCV Header control valve
HTF Heat Transfer Fluid
LCV Loop control valve
PTC Parabolic trough collector
PTSTPP Parabolic trough solar thermal power plant
PTSF Parabolic trough solar field
SCA Solar collector assembly
THDM Thermal hydraulic dynamic model

Appendix A

Table A1. Thermophysical properties of Therminol VP-1.

Property Expression
Coefficients

c1 c2 c3 c4 c5

Density
(kg/m3)

c1T + c2T2 + c3T3 + c4 −0.90797 7.8116 × 10−4 2.367 × 10−6 1083.25 -

Kinematic
viscosity

(mm2 s−1)
exp

(
c1

T+c2
+ c3

)
544.149 114.43 −2.59578 - -

Specific heat
(J kg−1 K−1)

c1T + c2T2 + c3T3 +
c4T4 + c5

0.002414 5.9591 × 10−6 −2.9879 × 10−8 4.4172 × 10−11 1.498

Thermal
conductivity
(W m−1 K−1)

c1T + c2T2 + c3T3 +
c4T4 + c5

−8.19477 × 10−5 −1.92257 × 10−7 2.5034 × 10−11 −7.2974 × 10−15 0.137743
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Appendix B

In one of the iterative process, the hydraulic part can be combined to be a matrix equation of Qf,in, Qf,out,
and p1; this matrix equation can be expressed as:

X
(
Qt

f ,in, Qt
f ,out, pt

1

)
=

⎡⎢⎢⎢⎢⎢⎣
U11 U12 U13
U21 U22 U23
U31 U32 U33

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Qt
f ,in

Qt
f ,out
pt

1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎣

W1
W2
W3

⎤⎥⎥⎥⎥⎥⎦ = 0 (A1)

where the elements of U and W are given by:

U11 = M1,in, U12 = M1,out, U13 = 0

U21 = D
(
ρt

f ,in

)
, U22 = −D

(
ρt

f ,out

)
, U23 = 0

U31 =
D(Ac)+D(S)D

(∣∣∣∣∣∣ ¯
Q

t

f

∣∣∣∣∣∣
)

2 − D
(
ρt

f ,in

)
D
(∣∣∣∣Qt

f ,in

∣∣∣∣)
D2(A)

U32 =
D(Ac)+D(S)D
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Q

t

f

∣∣∣∣∣∣
)

2 +
D
(
ρt

f ,in

)
D
(∣∣∣∣Qt

f ,in

∣∣∣∣)
D2(A)

U33 =
(
M1,in + M1,out

)T

(A2)

W1 = q1
t, W2 = D(V)

(
¯
ρ

t

f−
¯
ρ f

)
�t

W3 =
(
M0,in + M0,out

)T
pt

0 + D(Bc)
¯

Q f

(A3)

X is a system of nonlinear equations; these kinds of equations are frequently solved by the Newton–Raphson
iterative method, which can be shown as [17]:

J
(
x(m)

)(
x(m+1) − x(m)

)
= −F

(
x(m)

)
(A4)

where J is the jacobian matrix of F(x) and m is the iteration number.
Before calculating the jacobian matrix, the partial of the pressure loss and pump head with respect to Qf,in,

Qf,out must be introduced. The partials can be given by [29]

Pin =
∂

(
D(S)D

(∣∣∣∣∣ ¯
Q f

∣∣∣∣∣
)

¯
Q f−D(ρ f )gH

)
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=
∂Sp

∂Qin
D
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Q f
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∂Sp
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Q f
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ρ f
)
g ∂H∂Qin

(A5)

where Sp, f , and Re are the vectors of pipe resistance, inner friction factor, and Reynolds number, respectively.
According to Equation (A4), the (m + 1)th iterative calculation of function X can be expressed as:

⎡⎢⎢⎢⎢⎢⎣
Y11 Y12 Y13
Y21 Y22 Y23
Y31 Y32 Y33

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q[m+1]
f ,in

Q[m+1]
f ,out

p[m+1]
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎣

Z1
Z2
Z3

⎤⎥⎥⎥⎥⎥⎦ = 0 (A6)

where the elements Y and Z are given by:

Y11 = M1,in, Y12 = M1,out, Y13 = 0, Y21 = D
(
ρt

f ,in

)
, Y22 = −D

(
ρt

f ,out

)
, Y23 = 0

Y31 =
D(Ac)

2 − 2D
(
ρt

f ,in

)
D
(∣∣∣∣Q|m|f ,in
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D2(A)
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D(Ac)
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2D

(
ρt

f ,in

)
D
(∣∣∣∣Q|m|f ,out

∣∣∣∣)
D2(A)

+ P(m)
out

Y33 =
(
M1,in + M1,out

)T
(A7)
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Finally, the solution of the hydraulic model can be shown as:

p(m+1)
1 = Ec
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(
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)−1
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The whole expression of Cc, Dc, and Ec is given by:

Cc = Y31 + Y32D−1
(
ρt

f ,out

)
D
(
ρt

f ,in

)
Dc = Z3 + Y32D−1

(
ρt

f ,out

)
Z2
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(
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(
ρt

f ,out

)
D
(
ρt

f ,in

))
Cc
−1
(
M1,in + M1,out

)T (A10)

It is noteworthy that Ec will degrade into a definite matrix when ρf,in = ρf,out; i.e., the hydraulic model is not
affected by the temperature, and this conclusion is consistent with [18].
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Abstract: The loss of vacuum in the parabolic trough receivers is one of the most common problems
in the parabolic trough solar power plants. The vacuum level and gas species in the annulus of the
receiver determine the heat loss and have an important influence on the thermal efficient of the solar
system. If hydrogen is inside the annulus, it can cause heat losses to be almost four times that of a
receiver with good vacuum. However, it is hard to non-destructively measure the gas species and
partial pressure in the annulus of the receiver. In this paper, a novel non-destructive method was
presented to evaluate the vacuum performance by using combined dielectric barrier discharge and the
spectral analysis technology. The discharge characteristics and spectrometric properties of four kinds
of gases, which are the most likely gases to be found in the receivers, were studied in the experiments.
The test results of the non-destructive vacuum evaluation method agree well with the results of the
residual gas analysis. The feasibility and accuracy of the non-destructive test method was verified.
The relationship between the vacuum performance of receiver and the spectral characteristics of
dielectric barrier discharge were obtained by a series of experiments.

Keywords: parabolic trough receiver; vacuum performance; partial vacuum pressure; optical fiber
spectrometer; gas discharge

1. Introduction

Concentrating solar power (CSP) is renewable energy technology and offers important advantages
as it has the ability of thermal storage. In CSP systems, parabolic trough technology is the most mature
and widely used solar thermal power technologies worldwide [1,2]. Parabolic trough receiver tubes
are the core components, which convert solar energy into thermal energy. As shown in Figure 1,
the tubes are comprised of glass envelope coated in a layer of anti-reflective coating, and absorber
tubes covered in a solar selective coating. The glass envelope and the metal tube are connected on
both ends by a glass-metal seal and a metal bellows to achieve the necessary vacuum-tight annulus
space and to accommodate for thermal expansion difference between the absorber tube and the glass
envelope [3,4]. The annulus space must be in a vacuum state to significantly reduce the gas heat
convection or conduction and to prevent the solar selective coating oxidizing in high temperatures,
which can lead to heat losses from the parabolic trough receiver tubes. A getter is also emplaced within
the annulus space to absorb hydrogen and other gases to maintain its vacuum state [5,6].
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Figure 1. Typical parabolic trough receiver.

The failures of the receiver tubes have been a problem in parabolic trough solar power plants.
The data on the Solar Energy Generating Systems (SEGS) plants that have been operating for a number
of years show that receiver tubes have an accumulated failure rate of over 4% [7]. Survey by the U.S.
National Renewable Energy Laboratory (NREL) found that the most recent data for the Solar Energy
Generating Systems (SEGS) plants indicated that receiver tube failures had decreased to 3.37% of the
total field receivers per year [8]. Failures involved vacuum loss, hydrogen infiltration, glass envelope
breakage, and degradation of the coating. Of these failures, 55% were reported to involve broken
glass and 29% involved loss of vacuum [7,8]. Changes in vacuum performance within the annulus
space are inevitable, factors contributing towards the loss of vacuum include materials outgassing,
gases permeation, vacuum leakage at seals and welds, getter failure, or saturation [9,10]. Liu et al. [11]
determined experimentally that there were H2O, CO2, H2, N2, Ar, and He in the annulus space.
Moens [10] presented that the long-term exposure of the heat transfer fluid (diphenyl oxide/biphenyl)
to 400 ◦C temperatures could lead to hydrogen pressures that exceed the gas-absorbing capacity of the
hydrogen getters, thereby causing the significant heat losses that were currently observed in several
solar trough plants.

The vacuum performance of receiver tubes affects the efficiency and operating economy of the
whole solar power system. The heat losses mainly result from the radiation between the solar selective
coating and the glass envelope and the convection in the annulus space. In particular, once the annulus
space in receiver tubes experiences a loss of vacuum, its heat losses would significantly increase, and
its solar selective coating would also become less efficient due to oxidation in high temperatures,
significantly reducing the thermal efficiency of the trough solar thermal power plants. In recent years,
it has been discovered that hydrogen from degradation of heat transfer oils could permeate through the
absorber tube into the vacuum annulus in many parabolic trough stations, which caused the increasing
glass temperature and showed the so-called “hot tube phenomena” [12]. Especially, if the partial
pressure of hydrogen is more than 10 Pa in the annulus, the heat loss at the level is approximately a
factor of 4 higher than the loss for a receiver with good vacuum [3]. The annual plant revenue can then
be reduced by as much as 20% by receivers infiltrated with hydrogen [12,13]. Meanwhile, vacuum life
is the main factor that decides the life of parabolic trough receiver tubes. It is not only the key index
that the manufacturers of receiver tubes focus on, but also the index that power plants operators and
maintenance teams care most about. Therefore, it is necessary to identify the vacuum failure among all
receiver tubes installed in a large solar field in order to maintain a higher level of thermal efficiency
of the system. However, how to non-destructively test and evaluate the vacuum performance of the
receiver installed in the solar filed is a technical problem at present.

Price et al. [3] used an infrared camera to measure the surface temperature of the parabolic trough
receiver in the solar field. This method makes it possible to roughly judge the heat loss according to the
surface temperature of the receiver tube, but can not identify whether the heat loss is caused by vacuum
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failure or the solar selective coating degradation. It is also hard to judge the type of residual gas and its
partial pressure. Pagola et al. [14] developed a fluorescence sensor based on a single fiber measurement
system that can monitor degradation of heat transfer fluid (HTF) and fluorescent substances generated
by H2 generation, and proposed a method to detect hydrogen molecules in heat transfer fluid as the
hydrogen in residual gases comes from permeation of hydrogen in HTF. This method is helpful to
define the quantity of hydrogen in the HTF and analyze how much hydrogen can permeate into the
vacuum according to the hydrogen forming mechanism in the annulus. To analyze residual gases, Ren
et al. [15] presented a residual gas analysis (RGA) method for parabolic trough receiver tubes. The
RGA system comprised of a receiver tube opening device, a high vacuum system and a quadrupole
mass spectrometer (QMS), which is able to analyze the components and the partial pressure of the
residual gases in the annulus space. The RGA method is destructive and needs to be tested indoor.
Espinosa-Rueda et al. [16] presented a procedure to evaluate the annulus gas of receivers in the solar
field based on the plasma generation and spectral analysis in the annulus space. The method can
be used in limits of working pressure range from 1 to 1000 Pa for some gases and mixtures. Setien
et al. [17] presented a surface temperature method to determine partial vacuum pressure of receiver
tubes not completely damaged by a portable IR camera. It can distinguish partial vacuum pressure
among 10−2–105 Pa when the temperature of the receiver is higher than 300 ◦C and there should be air
in the annulus. It does require accurate and careful measurement.

In this paper, a nondestructive testing method is developed to evaluate the vacuum performance of
parabolic trough receiver tubes based on the principles of dielectric barrier discharge and spectrometric
analysis. A novel test device, including two elements: a gas ionization system and a spectrometric
analysis system, was developed to identify the gas composition and partial pressure and evaluate the
state of vacuum in the annulus space. The feasibility and accuracy of the testing method were verified
by using the RGA system [15]. The different types of gases and partial pressures in the annulus space
have been analyzed by using the novel device for the receivers in a series of experiments.

2. Methodology and Test Device

The non-destructive vacuum evaluation of the receiver tubes is based on the principles of dielectric
barrier discharge and spectrometric analysis.

2.1. Principle of Dielectric Barrier Discharge

The dielectric barrier discharge (DBD) is a form of electrical discharge in low-pressure and
atmospheric pressure. By placing an insulating dielectric barrier between two electrodes, plasma is
generated between the electrodes. This is a typical form of high voltage alternating current discharge.
Usually, DBD takes three forms according to the working pressure (P) and the discharge gap (D):
(1) filamentous discharge; (2) dispersion of discharge; and (3) glow discharge [18,19]. For the given
particular annulus space of the receiver tube, the plasma generation depends on the pressure and
gas composition.

For filamentous discharge, the current in DBD is formed by the movement of charge in the
micro-discharge channel. As the PD value is large, the breakdown process in DBD filamentous
discharge belongs to the streamer breakdown. The generation process of discharge is the process from
electron to initial electron avalanche and then to secondary electron avalanche, and finally produces
discharge channel and forms self-sustaining discharge [20]. Figure 2 shows the filamentous discharge
in the annulus space of the receiver tube.
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Figure 2. Emission image of air filamentous discharge at 7000 Pa.

For diffuse discharge, it is an intermediate transition stage between filamentous discharge and
glow discharge. It is known as a spot pattern discharge, which is a type of macro-structure displaying
certain patterns in both time and space and is a typical non-linear spontaneous phenomenon. Figure 3
shows the emission image of air diffuse discharge in the experiment.

 

Figure 3. Emission image of air diffuse discharge at 700 Pa.

For glow discharge, the breakdown process of DBD glow discharge belongs to Townsend
breakdown as the PD value is small. Under the condition of low PD value, the positive ion is
accelerated by the electric field and bombards the cathode, thus emitting secondary electrons. Then
the electron avalanche is generated by the movement of the secondary electrons and the continuous
collision of ionized atoms and molecules. Many electron avalanches generated by cathode emission
overlap and influence each other in the discharge space, thus forming uniform discharge in the
discharge space. Figure 4 shows a luminescent image of DBD glow discharge of helium gas in
the experiment.
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Figure 4. Emission image of glow discharge of helium gas in the receiver.

2.2. Principles of Spectrometric Analysis

Light spectral emission is a spectrum formed by a large number of photons released by plasma
gases from a high energy state to a low energy state. Under the action of electric energy, the outer
electrons of atoms and molecules will get a certain amount of energy, causing them to be excited from
the lower energy level E1 to the higher energy level E2. At this time, the atoms or molecules are in the
excited state. Atoms gain energy ΔE = E2 − E1 referred to as the excitation energy. An electron moving
in a high energy state is in an unstable state. When it directly returns to its original energy state, it
emits light at a characteristic wavelength of the atom composing the plasma [21]:

λ =
c
v
=

ch
E2 − E1

, (1)

where c is the speed of light; h represents Planck’s constant; and E1 and E2 represents the energy of an
electron in a lower-level state and a higher-level state, respectively.

An electron in an excited state may also pass through several intermediate energy levels before it
returns to its original energy level. At this time, light of several different wavelengths will be generated,
forming several spectral lines in the spectrum, with wavelengths of respectively

λ1 =
ch

E2 − Ea
; λ2 =

ch
Ea − Eb

; λ3 =
ch

Eb − Ec
; λn =

ch
En−1 − E1

, (2)

where, Ea, Eb, Ec, ···En−1 are the energies of the intermediate stages.
Through the measurement and analysis of the profile spectrums, the type of gas compositions

in the discharge channel formed during gas discharge can be obtained. Generally, the characteristic
wavelengths of the light emitted by plasma are in the range from 200 to 1100 nm.

2.3. Test Method and Device

A non-destructive test method and device were developed for the non-destructive evaluation of
the vacuum state and gas compositions in the annular space of the receiver tube in this study. The
method included the dielectric barrier discharge to generate plasma and the spectrometric analysis
to obtain the characteristic wavelength and the spectrum intensity of the light spectral emission.
Meanwhile, when the dielectric barrier discharge cannot happen in the annulus space of the receiver
tube, the voltage between the two electrodes depends on the pressure of the annulus space that can
be measured. Thus, the pressure of the annulus space could be obtained through the relationship
between the pressure and the voltage built by experiments. The flow chart of the test method is shown
in Figure 5.
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Figure 5. The flow chart of the test method.

The test device included two elements: a dielectric barrier discharge system and a spectral
measurement system. The schematic of the test device is as shown in Figure 6. The dielectric barrier
discharge system included an HMV-1 high frequency power source (HFPS), which was made by
Yuantuo technology Co. Ltd and a semicircular gas discharge applicator composed of an insulated
fixture and a copper electrode and covered on the outer surface of the glass envelope. The HFPS
with high voltage had one end connected to the copper electrode and the other end connected to
the absorber tube (as the other electrode) of the parabolic trough receiver. The field of the dielectric
barrier discharge was formed between the copper electrode covered on the glass envelope and the
absorber tube so that the gas in the annular space could realize the dielectric barrier discharge and
generate plasma. The absorber tube must be connected to the ground (GND) for safety. The HFPS
had a constant current and working frequency mode so that it had the ability to measure the voltage
between the two electrodes.

Figure 6. Schematic of the test device for vacuum evaluation.
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The spectral measurement system included a Maya-Pro spectrometer (trademark of Ocean optics),
optical fiber and analysis software used to control the measurement and record the emission spectra
of 200–1100 nm. One end of the optical fiber was connected to the spectrometer, and the other end
was the fiber probe, which was inserted into the observation hole of the fixture. The fiber probe was
fixed and kept the same place in the hole for each measurement. The fiber probe transmitted the light
emitted in the annulus space to the spectrometer, and then the optical signal was converted into an
electrical signal. Finally, the characteristic wavelength and the spectrum intensity could be analyzed
through the Ocean View software (1.6.7, Ocean Optics, Florida, America).

For the solar field test, the device was easy to carry and convenient to operate. The semicircular
gas discharge applicator must be fixed on the outer surface of the receiver. Then the copper electrode
and the other electrode should connect to the HFPS. The absorber tube must be connected to the GND.
In order to avoid the device from burning by the solar flux, the test should be taken when the parabolic
trough collectors were temporarily defocused. Finally, the spectrometer could obtain and analyze the
test data.

2.4. Experimental Design

In order to explore the relationship between the vacuum performance of receiver tubes and the
spectral characteristics of dielectric barrier discharge, a series of experiments including pure argon,
nitrogen, helium, and air under various pressures, which are the main gases in annulus space of the
receiver, were carried out firstly. Table 1 shows the types and the pressure range of the gases in the
experiments. After filling various gases at different pressure into the annular space, the corresponding
light spectral emissions of various gases at different pressure were recorded. Through these the light
spectral emission, the corresponding characteristic spectral lines of each gas can be obtained. Then the
non-destructive vacuum evaluation method was compared with the method by using the RGA system.
Finally, the feasibility and accuracy of the non-destructive method were proved.

When the dielectric barrier charge reaches uniform discharge, the spectrometric measurement
should be finished in 10 s to avoid the thermal effect of copper electrode.

The dimensions and materials of the parabolic trough receiver used in the experiment were shown
in Table 2.

Table 1. Types and the pressure range of the gases in the experiments.

No Gas Type Pressure (Pa)

1 Argon 2–900
2 Helium 7–100000
3 Nitrogen 3–80000
4 Air 3–80000

Table 2. Dimensions and materials of the parabolic trough receiver.

Structural Parameters Value (m) Components Materials

Outer diameter of the absorber tube 0.07 The absorber tube 316L stainless steel
Thickness of the absorber tube 0.003 The glass envelope Pyrex glass
Length of the absorber tube 4.06
Outer diameter of the glass envelope 0.125
Thickness of the glass envelope 0.003

3. Results and Discussions

3.1. Spectral Characteristics of Gases Discharge

Four kinds of gases, which are the most likely gases to be found in the receivers, were filled into
the annulus space under various pressures [12,16]. The experiments of the dielectric barrier discharge
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of gases were carried out. The spectral measurement system was used to define the relationship
between the vacuum performance of receiver tubes and the spectral characteristics of the gases. The
non-destructive vacuum evaluation system is shown in Figure 7.

 

Figure 7. Non-destructive vacuum evaluation system.

For each gas, 15–25 sets of data were tested within its discharge range of pressure. Electrical
parameters and spectra of different gas types and pressure were obtained in the experiment. Among
them, the characteristic wavelengths of each gas were obtained. Each group of data was measured for
several times, and each spectrum had good repeatability. When it was out of the discharge range for
each gas, the relationship of the voltage between the copper electrode and the absorber tube and the
pressure in the annulus space were obtained.

3.1.1. Argon Analysis

The working pressure range of argon discharge was 2–900 Pa in the experiments. The discharge
mode was glow discharge with purple color when the pressure was 2–80 Pa. The axial length of the
glow discharge decreased with the pressure increase in the annulus space, as shown in Figure 8a, which
shows a large range discharge in the axial direction along the receiver tube while the pressure was 2 Pa.
Figure 8b shows that the discharge happened only near the semicircular gas discharge applicator and
was circumferentially distributed. The intensity of the light emitted by argon also decreased with the
pressure increase.

When the pressure range was between 80 and 500 pa, the discharge mode gradually changed
from glow discharge to diffusion discharge, which distributed only near the semicircular gas discharge
applicator. As the pressure increased, the color gradually changed from purple to fuchsia and the
patterns in the center of the discharge slowly appeared and increased, as shown in Figure 9a,b.
At 500–900 Pa, the discharge mode gradually changed from diffusion discharge to filamentous
discharge, as shown in Figure 9c. The discharge was filamentous and ran through the annular space.
With the increase of argon pressure, the color of plasma changes from purple to bright purple, and
several filamentous discharge channels gradually formed in the annular space, and the number of
discharge channels gradually decreased.
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(a) 

 
(b) 

Figure 8. (a) Argon glow discharge at 2 Pa and (b) argon glow discharge at 80 Pa.

 
(a) 

 
(b) 

 
(c) 

Figure 9. (a) Argon diffusion charge at 160 Pa; (b) argon diffusion charge at 500 Pa; and (c) argon
filamentous charge at 900 Pa.

Emission spectra of the tested argon under different pressure are shown in Figure 10. The
characteristic spectral lines at the wavelength of 750 nm, 763 nm, 810 nm, 841 nm, and 911 nm were
obtained for argon gas. The wavelength of the spectral line with the highest intensity measured in the
experiment was 810 nm, indicating that there were many argon ions involved in this electron transition
in the argon discharge. The second higher intensity measured was the wave peak of 763 nm, which
the electron transition was also easily generated and was also the characteristic wave peak for argon
discharge. When the pressure increased from 2–700 Pa, more electrons participated in the transition,
which caused the increase of both the photon quantity and the intensity of the spectral peak, as shown
in Figure 10.

In order to distinguish the argon discharge, the characteristic peaks of 763 nm and 810 nm were
selected, and the intensity ratio of the spectral peaks at 763 nm and 810 nm (I763/I810) was used in the
vacuum evaluation. Figure 11 shows the curves of the intensity of the characteristic spectral peaks and
ratio of I763/I810 with the pressure. The fitted function of intensity ratio of (I763/I810) and the pressure
was obtained to analyze the partial pressure of the argon in the receiver:

Iar = 1.647× 10−6P2 + 8.779× 10−4P + 0.590, (3)

where Iar is I763/I810 of argon and P is the argon partial pressure.
It can be seen that the fitting curve was in good agreement with the experimental data and the

intensity ratio changed roughly in a quadric curve with the pressure.
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Figure 10. Emission spectra of the argon under different pressure.

 

Figure 11. Intensity of the characteristic spectral peaks and ratio of I763/I810 with the pressure.

3.1.2. Helium Analysis

The working pressure range of helium discharge was from 7 to 100000 Pa in the experiments.
The glow discharge mode happened in a long range of the pressure, which was from 7–40000 Pa.
When the pressure was less than 300 Pa, the discharge was cylindrical and distributed in annular
space, as shown in Figure 12a. The color of plasma slowly changed from green to light yellow with
the increase of pressure. It gradually changed to pink in the range of 300–40000 Pa. At the range
of 40000–80000 Pa, the discharge mode was diffusion discharge, which indicated the stability of the
helium discharge, as shown in Figure 12b. The discharge was curved and distributed on the surface
of the absorber tube and the glass envelope. The center of the discharge gradually formed several
patterns and the number of patterns increased with the pressure increase. The discharge mode was
filamentous discharge as the pressure was above 80000 Pa, as shown in Figure 12c. It can be seen that
the color of plasma changed from pink to bright red with the increase of helium pressure and a large
number of filamentous discharge channels were gradually formed in the annulus space.
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(a) 

 
(b) 

 
(c) 

Figure 12. (a) Helium glow discharge at 7 Pa; (b) helium diffusion discharge at 80000 Pa; and (c) helium
filamentous discharge at 100000 Pa.

The emission spectra of tested helium gas at different pressures are shown in Figure 13. The
characteristic spectral peaks at the wavelength of 501 nm, 587 nm, 667 nm, and 727 nm were obtained
for helium gas. From Figure 13, it can be seen that the intensity of the spectral peak at 501 nm was
relatively the highest at 7 Pa and then the spectral peak at 667 nm was the highest with the pressure
increase for the helium discharge. The intensity of the spectral line remarkably increased in the helium
pressure range of 7–300 Pa, and then slightly increased with the pressure increase.

Figure 13. Emission spectra of the helium under different pressure.

The characteristic peaks of 501 nm and 667 nm were selected to distinguish the helium discharge.
The intensity ratio of the spectral peaks at 667 nm and 501 nm (I667/I501) was used in the vacuum
evaluation. Figure 14 shows the curves of the intensity of the characteristic spectral peaks and ratio of
I667/I501 with the pressure. The fitted function of intensity ratio of (I667/I501) and the pressure was
obtained to analyze the partial pressure of the helium in the receiver:

Ihe = −5.567× 10−6P2 + 0.007P + 0.407, (4)

where, Ihe is I667/I501 of helium.
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Figure 14. Intensity of the characteristic spectral peaks and ratio of I667/I501 with the pressure.

3.1.3. Nitrogen Analysis

For the nitrogen, the glow discharge mode happened in the range of 3–180 Pa, as shown in
Figure 15a,b. The discharge was cylindrical and distributed in the whole annulus space and its color
gradually changed from fuchsia to purple with the pressure increase. When the range of pressure was
from 180 to 600 Pa, the discharge mode changed to diffusion discharge, which was a curved shape
and distributed on the surface of the absorber tube and glass envelope. Several patterns were formed
between the two electrodes and the number of patterns increased with the pressure increase. When the
pressure was above 600 Pa, the discharge mode was filamentous discharge as shown in Figure 15c.
With the increase of nitrogen pressure, the color of plasma in the annular space changed from pink to
red and yellow, and filamentous discharge channels began to form in the annular space as shown in
Figure 15d.

The corresponding characteristic spectral lines of nitrogen at different pressure were obtained.
There were characteristic spectral peaks at 336 nm, 356 nm, 390 nm, 451 nm, 656 nm, and 777 nm for
nitrogen, as shown in Figure 16. The intensity of the spectral peak at 390 nm was the highest in the
range of 3–100 Pa, indicating that more nitrogen ions participating in the transition. The intensity of the
spectral line remarkably increased with the pressure increase, which resulted in an increase in photon
quantity. While the highest intensity of the spectral peak was at 336 nm as the pressure was higher
than 100 Pa, as shown in Figure 16. The intensity of the peak at 390 nm was relatively lower than that
at lower pressure, indicating that there were relatively few nitrogen ions involved in the transition.
The intensity of the spectral line slowly increased when the pressure was higher than 100 Pa.

For nitrogen, the characteristic peaks of 336 nm and 390 nm were chosen to determine the nitrogen
gas. The intensity ratio of the spectral lines at 336 nm and 390 nm was calculated (I336/I390). Figure 17
shows the curves of the intensity of the characteristic spectral peaks and ratio of (I336/I390) with the
pressure. The fitted function of intensity ratio of (I336/I390) and the pressure was obtained to analyze
the partial pressure of the nitrogen in the receiver:

In = −4.053× 10−6P2 + 0.009P + 0.037, (5)

where, In is I336/I390 of nitrogen.

52



Energies 2019, 12, 4531

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 15. (a) Nitrogen glow discharge at 3 Pa; (b) nitrogen glow discharge at 180 Pa; (c) nitrogen
diffusion discharge at 600 Pa; and (d) nitrogen filamentous discharge at 3000 Pa.

Figure 16. Emission spectra of the nitrogen under different pressure.

3.1.4. Air Analysis

The pressure range of the air in the annulus space of the receiver was from 3 to 80000 Pa in the
experiment. When the pressure was between 3 and 200 Pa, the air discharge mode was glow discharge,
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as shown in Figure 18a,b. The discharge was cylindrical and distributed in whole annular space.
The color of the discharge was purple. When the pressure was from 200 to 700 Pa, the discharge
mode was diffusion discharge. The discharge distributed on the surface of absorber tube and glass
envelope and the patterns appeared in the annulus space, as shown in Figure 3. With the increase of air
pressure, the patterns became larger and more between the glass envelope and the absorber tube. The
filamentous discharge mode happened in the annulus space when the air pressure was in the range
of 700–80000 Pa, as shown in Figure 2. With the increase of air pressure, the number of filamentous
discharge channels increased.

Figure 17. Intensity of characteristic spectral lines and their ratio (I336/I390) at different air pressure
for nitrogen.

 
(a) 

 
(b) 

Figure 18. (a) Air glow discharge at 7 Pa and (b) air glow discharge at 70 Pa.

The discharge spectra of the tested air at different pressure were shown in Figure 19. The
comparison between the discharge spectra of air and nitrogen at the same pressure showed that the
intensity of the characteristic spectral line of air is lower than that of nitrogen. It is reasonable because
the percentage of the nitrogen in the air at a certain pressure was lower than that of nitrogen at the same
pressure. However, the spectral peaks at 451 nm, 655 nm, and 776 nm in the air spectrum were stronger
than those of nitrogen at the same pressure, indicating that these spectral peaks were superimposed by
the spectral peaks formed by the transition of other gases in the air, as shown in Figure 19.
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Figure 19. Emission spectra of air under different pressure.

The characteristic peaks of 336 nm and 390 nm were chosen to analyze the air discharge. The
intensity ratio of the spectral lines at 336 nm and 390 nm (I336/I390) was obtained. Figure 20 shows the
curves of the intensity of the characteristic spectral peaks and ratio of (I336/I390) with the pressure.
The fitted function of intensity ratio of (I336/I390) and the pressure was obtained to analyze the partial
pressure of the air in the annulus:

Iair = −5.654× 10−6P2 + 0.019P + 0.033 (6)

where, Iair is I336/I390 of air.

 
Figure 20. Intensity of characteristic spectral lines and their ratio (I336/I390).

3.2. Verification

In order to verify the accuracy and feasibility of the nondestructive testing method for the vacuum
performance of receiver tubes, an RGA system was used to analyze the components and the partial
pressure of the gases in the annulus space. The RGA system introduced in Ref. [15] comprises of a
receiver tube opening device, a high vacuum system, a mass flow controller system, and a quadrupole
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mass spectrometer (QMS), as shown in Figure 21. For the RGA system, the QMS can directly analyze
the gas composition and the gas partial pressure with a high accuracy. The mass flow controller
system can accurately control the quantity of various gases into the annulus space of the receiver. The
non-destructive test device and the RGA system can simultaneously measure the vacuum performance
for the same receiver tube.

 

Figure 21. Residual gas analysis (RGA) system of the receiver.

The comparative experiments were carried out by using argon, nitrogen, and helium, respectively.
According to the RGA test results, the annular space was pure argon at 7.5 Pa, pure helium at 11.3 Pa,
and pure nitrogen at 39 Pa. For the nondestructive test method, the pressure value was obtained
by the fitted function of the intensity ratio of the two characteristic peaks. The non-destructive test
device showed that the characteristic spectral lines were consistent with the pure argon, pure helium,
and pure nitrogen, respectively. Among them, the ratio of (I762/I810), (I667/I501) and (I336/I390) was
0.59, 0.48, and 0.33, respectively. According to Equations (3)–(5), the compared results between the
RGA test and the non-destructive test were shown in Figure 22. It shows that the test results of the
non-destructive vacuum evaluation method proposed were in good agreement with the RGA test
results. The test error was ±10 Pa, which verified the feasibility and accuracy of this method. Therefore,
the non-destructive test method combining DBD and spectrometric analysis could obtain ideal results
for vacuum performance of the parabolic trough receiver.

Figure 22. Compared results between the RGA test and the non-destructive test.
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4. Conclusions and Future Work

This paper proposed a non-destructive test method to evaluate the vacuum performance of
the parabolic trough receiver by combining the DBD method and spectrometric analysis. The
non-destructive test device including a gas ionization system and a spectrometric analysis system was
developed. The discharge characteristics and spectrometric properties of four kinds of gases, which are
the most likely gases to be found in the receivers, were studied in the experiments. The test results of
the non-destructive vacuum evaluation method proposed were in good agreement with the RGA test
results, which verified the feasibility and accuracy of this non-destructive test method. The relationship
between the vacuum performance of receiver and the spectral characteristics of dielectric barrier
discharge were obtained by a series of experiments. Through this study, the following conclusions
could be obtained:

1. The working pressure range of each gas discharge was obtained by the experiments, which
was 2–900 Pa for argon, 7–100000 Pa for helium, 3–80000 Pa for nitrogen, and 3–80000 Pa for
air. The discharge characteristics of each gas were studied. The common features of each gas
discharge were: when the gas pressure increase in the annulus space, the gas discharge mode
was glow discharge and the discharge was circumferential distribution near the semicircular gas
discharge applicator. Then the discharge mode turned to diffuse discharge, and the distribution
of the discharge was only on the surfaces of the glass envelope and the absorber tube near the
semicircular gas discharge applicator, and the patterns appeared. Finally, the gas discharge mode
turned to filamentous discharge.

2. The emission spectra and characteristic peaks of each gas under different pressure were obtained
to distinguish the gas composition in the receiver. According to the fitted function of the intensity
ratio of two characteristic peaks and the pressure proposed in the paper, the intensity ratio of
(I763/I810), (I667/I501), (I336/I390), and (I336/I390) were used to distinguish the partial pressure of
argon, helium, nitrogen, and air, respectively.

Through experiment, the relationship between the vacuum performance of the receiver and the
spectral characteristics of dielectric barrier discharge were obtained. This information is of great
importance for the vacuum evaluation of the parabolic trough receivers. In the future, the hydrogen
discharge characteristics and spectrometric properties will be tested when the safety of hydrogen
discharge can be solved in the experiments. In addition, the on-site measurement of the vacuum
performance of the receivers will be carried out in the solar field.

Author Contributions: Conceptualization, F.Y. and D.L.; methodology, D.L. and F.Y.; software, F.Y.; validation,
F.Y.; formal analysis, F.Y.; investigation, F.Y., P.Y., and Y.H.; resources, D.L. and K.Y.; data curation, F.Y. and
P.Y.; writing—original draft preparation, F.Y.; writing—review and editing, D.L.; visualization, F.Y. and Y.H.;
supervision, Z.W. and K.Y.; project administration, D.L. and F.X.; funding acquisition, D.L. and Q.H.

Funding: This research was funded by the National Key Research and Development Project (No. 2019YFE010237)
and the National Natural Science Foundation of China (Grant No. 51476165).

Conflicts of Interest: We declare that we have no financial and personal relationships with other people or
organizations that can inappropriately influence our work; there is no professional or other personal interest
of any nature or kind in any product, service and company that could be construed as influencing the position
presented in, or the review of, the manuscript entitled.

References
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Abstract: In this paper, an optical structure design for a solar furnace is described. Based on this
configuration, Monte Carlo ray tracing simulations are carried out to analyze the influences of four
optical factors on the concentrated solar heat flux distribution. According to the practical mirror
shape adjustment approach, the curved surface of concentrator facet is obtained by using the finite
element method. Due to the faceted reflector structure, the gaps between the adjacent mirror arrays
and the orientations of facets are also considered in the simulation model. It gives the allowable error
ranges or restrictions corresponding to the optical factors which individually effect the system in
Beijing: The tilt error of heliostat should be less than 4 mrad; the tilt error of the concentrator in the
orthogonal directions should be both less than 2 mrad; the concentrator facets with the shape most
approaching paraboloid would greatly resolve slope error and layout errors arising in the concentrator.
Besides, by comparing the experimentally measured irradiance with the simulated results, the optical
performance of the facility is evaluated to investigate their comprehensive influence. The results are
useful to help constructors have a better understanding of the solar furnace’s optical behavior under
conditions of multiple manufacture restrictions.

Keywords: solar furnace; Monte Carlo ray tracing; finite element method; factor influence

1. Introduction

In solar thermal power applications, the solar furnace has globally served as an ideal test-bed
to develop key technologies required for high temperatures (up to 3500 K), and thus is used for its
capability of concentrating solar radiation to factors of more than thousands of suns [1]. Solar furnaces
are used for the investigation of high-temperature action on materials and equipment in many fields,
such as thermochemistry [2] and hydrogen production [3]. During more than half of a century
evolvement, largescale solar furnaces and solar furnaces with various optical structure designs have
been constructed to allow for experiments in various fields such as thermochemistry. In Odeillo, France,
the CNRS has been operating a 1000 kW thermal power solar furnace since 1968. It is known as one of
the biggest solar furnaces in the world, consisting of 63 heliostats and a parabolic concentrator with
an 1830 m2 aperture area [4]. There is another facility with the same capacity that was commissioned
in 1987 in Parkent, Uzbekistan [5]. The solar furnace in PSA [6], named SF40, has a similar optical
structure design to the one in KIER [7]. They are composed of a flat heliostat with a no-concentration
effect and a revolution paraboloid dish, and achieve very high concentrated solar heat flux and thermal
gradients. Zhang et al. [8] proposed a line-focused solar concentrating system to extend the possible
experimental support. The shape of the mirror arrays, also called facets, are chosen to be hexagonal
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for good fill in the concentrator area for the solar furnace in Mexico [9]. In addition, the solar furnace
in DLR [10] takes the advantage of an off-axis solution to efficiently avoid the shadow from objects
installed in the focal region onto the concentrator.

Typically, solar furnaces of the small and medium sizes usually adopt two sets of mirror devices,
with one being a heliostat and one being a concentrator. As the decisive component responsible for
concentrating sunlight, the concentrator’s optical characteristics directly determine the operating
performance of the solar furnace [6]. Despite a continuous support for the revolution paraboloid as the
ideal design for the concentrator, the considerable cost in its manufacture and its time-consuming testing
are crucial impediments for its commercial application, in addition to its extremely high demands in
precision. Thus, a practical and economical alternative using a faceted structure covered with identical
curved mirror arrays is more common practice. The study [11] has concluded that point-focused
collectors have an acceptable performance that strongly depends on facet sizes and optical errors,
although the final result differs from that of an equivalent ideal paraboloid. However, its optical
characteristics in the solar furnace remain unknown in regards to the faceted concentrator receiving
sunlight from the heliostat instead of the sun. Besides, there are few studies on how other optical
factors effect the working performance of the solar furnace. In terms of an ideal high-temperature solar
thermal facility capable of a reaching a substantial market, this study seeks to figure out the individual
and coupling impacts of basic optical factors on this specific concentrating system, thereby providing
better guidance in fabrication and assembling to achieve the optimal working conditions.

Concentrated solar heat flux distribution provides a basic measure to evaluate the optical
performance of a concentrating system, including the peak heat flux and the spot size. Its value
represents the highest attainable concentrated solar irradiance for a blackbody. In general, concentrated
heat flux can be measured experimentally, which relies on numbers of precise and fast responsive
microsensors [12]. Additionally, it can also be estimated by means of simulation. The Monte Carlo
ray tracing (MCRT) method is very flexible and has been proved to have a great accuracy: Li et al.
performed the MCRT simulation on a Xe-arc lamp, with results of radiation power 0.32% higher
than the experiment measurement [13]; Zhao et al. set up the MCRT model for the parabolic trough
collector, and it had good agreement with the theoretical formula [14]. Additionally, the MCRT method
is effectively used to design and optimize the parameters for a solar concentrating system [15,16].
The principle of the MCRT is as follows: A large amount of solar rays’ behavior in a mirror field
such as reflection, intersection and escape are traced, and the final concentrated heat flux distribution
is derived by statistically counting the number of rays reaching the surface of the focusing target.
Moreover, if the representative variables that account for influencing factors are considered in the
model, by the MCRT simulations, it equally allows an assessment of the concentration accuracy of
the concentrating system [7]. Basically, factors mainly influencing the final concentrated heat flux
distribution can be grouped in to two major categories: Optical errors and geometrical errors [17].
Among them, factors such as specular reflectance errors [18,19] and tracking errors [20] can now be
controlled well in comparatively ideal conditions, due to the increasingly sophisticated knowledge
and technology available. As a result, the optical factors which directly effect the reflective surface
normal vector have become the main sources deteriorating the optical performance of the concentrating
system. Their existence would even double the offset in sunlight reflection. Therefore, here in this
work, the approach of adding error models in MCRT is chosen to evaluate the performance of the solar
furnace and analyze influences of optical factors.

In this paper, an optical structure of the solar furnace is described. The solar furnace with
this design, chosen as the study case, was constructed in the solar thermal power plant in Yanqing,
Beijing [21,22]. Four types of optical factors that impact on the concentrated heat flux distribution are
analyzed by MCRT simulations: The tilt error of the heliostat, which originates from heliostat facets
deviating from the ideal plane; the slope error of the concentrator, referring to the irregular deformation
of reflecting curves of the concentrator facets by the surface adjustment approach; the layout error
of the concentrator, caused by the same or similar shape of facets attached to the concentrator frame;
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and the tilt error of the concentrator, which arises from concentrator facets tilting. All of them strongly
effect on the sunlight path in mirror field of the solar furnace optical system. In particular, results
differ from the available references which take the integral concentrator mirror surface or facets of it as
an idealized paraboloidal, whereas here we have adopted the finite element method (FEM) to better
represent the practical reflecting surface. A high-order linear fitting curve synthesizes the concentrator
facet surface by fitting discrete points obtained from the FEM. The constraints are the displacements of
adjusting bolts in the rear of mirror arrays and position the connecting pad located. The validated
MCRT model is mixed-programed in C++ and MATLAB. By analyzing the simulation results, the study
gives the allowable error ranges when each factor effects individually. In the final part, comparisons
between the results from simulations and the results obtained by experimental measures provide
comprehensive influences of four factors, and indicate some possible causes leading to the differences.

2. Structure Design

On-axis configuration is applied in present case, for the consideration of minimizing the axis
aberration effect. The main components of the optical system and receiver are placed on the same
line, joining the center of the concentrator and the center of the heliostat. Due to the relatively high
latitude of Beijing, it is decided to use a north-south arrangement, that locates the heliostat north of
the concentrator and with the receiver placed at the focal area. As shown in Figure 1, the working
principle is as follows: The heliostat uses a two-axis tracking strategy to track the sun and reflects
solar rays horizontally and in parallel to the optical global axis of the concentrator. The concentrator
concentrates incoming rays from the heliostat onto its focus. The receiving surface placed with testing
material or equipment is eventually irradiated with a highly-concentrated solar radiation.

Figure 1. Schematic diagram of the solar furnace and coordinate systems.

The heliostat consists of flat reflective facets and rotating arms. It differs from those in the
concentrating solar power plant, as the heliostat in the solar furnace has no concentration effect.
Reflected rays from the heliostat are constantly kept in the expected direction, horizontal and parallel to
the concentrator’s optical axis. All facets are attached to the plane frame of the heliostat with connecting
pieces. Also, they are aligned tightly in two perpendicular directions. Narrow gaps between adjacent
facets are required for the leveling process. In addition, the two-axis rotating motion is continuously
driven by an azimuth-evaluation tracking strategy in the computer with the PLC module.

The concentrator is the key component of the solar furnace. It is kept stationary on the ground to
concentrate the sunlight onto the static position. Basically, it is the first priority to find the balance
between the optical performance of the solar furnace and the cost primarily originated from the
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concentrator. Thus, it is the common practice to use the faceted structure covered with identical
approximate paraboloid facets. Before being installed to the supporting frame, each facet’s center is
fixed to its bracket by a connecting pad, contacted with a finite number of adjusting bolts (eight in this
paper) in the rear. By the method of regulating the lengths of the adjusting bolts, the flat mirror can be
deformed to a desired curved surface which meets the requirement. Those facets with similar curvature
are subsequently attached to the concentrator frame with an individual optical axis which is normal to
their respective positions. Certainly, in such way, it may reduce the performance in concentrating solar
power to some extent. However, in return, this approach greatly lowers the price and difficulty in
fabrication and shortens the commissioning time. Besides, the focusing effect in the optimal conditions
is totally acceptable compared with the ideal situation, which will be fully discussed in the following
sections. As similar to the heliostat, facets of the concentrator must be carefully aligned. In addition,
the receiver platform is placed between two mirror devices at the focal point of the concentrator. In this
way, the entrance area could be exposed to the highest attainable solar irradiance.

3. Methods

For using the MCRT method, the mirror field is first set up based on working conditions of the
concentrating system, including the physical placement of the main mirror devices, and orientation
of the reflecting surface. According to the working principle of the solar furnace, the solar power
concentrating process is divided into four parts: The solar position tracking, primary reflection by the
heliostat, secondary concentration by the concentrator, and heat flux calculation on the receiver surface.
Figure 1 shows five right-handed cartesian systems adopted in modelling. They are, respectively,
the ground co-ordinate system OG, heliostat co-ordinate system OH, concentrator co-ordinate system OC,
concentrator facet co-ordinate system Ocj and receiver co-ordinate system OR. Here, the methodology
is based on the following assumptions:

1. Incidence sunlight is treated as an optic cone.
2. Heliostat facets are perfect flat surfaces.
3. Concentrator facets are perfect curved surfaces.
4. The center of the facets on the faceted concentrator is located at the point on a continuous

revolution paraboloid with the equivalent focal distance.
5. All traced solar rays have equal solar energy regardless of the angles of incidence.

3.1. Sun Position Tracking

To achieve the tracking strategy, it requires to acquire the sun position before determining
heliostat’s rotating motion. Here, classical simplified equations of the sun position are used [23], in OG:

αs = asin(sinφ sin δ+ cosφ cos δ cosω)

γs =
3π
2 − signω

∣∣∣∣acos
( sinαsun sinφ−sin δ

cosαsun cos δ

)∣∣∣∣ (1)

where αs is the solar altitude angle, positive above the horizontal plane; γs is the solar azimuth angle,
positive counterclockwise from the east; φ is the local latitude; δ is the declination; ω is the hour angle.
The latter three variables can be solved, as in the reference [23]. Note that, in this paper, the Greek
letter α refers to the altitude angle of a vector, and the letter γ refers to the azimuth angle.

The heliostat adopts an azimuth-elevation biaxial tracking strategy. The first rotating axis is
perpendicular to the ground, and the heliostat rotates along this axis with value γH, defined as the
azimuth angle of the heliostat’s global axis. The second axis is parallel to the ground and perpendicular
to the first axis, and the heliostat does rotation along this axis with value αH, defined as the altitude
angle of the heliostat’s global axis. Both of two terms determine the tracking state of the heliostat and
make sure the incoming rays from the sun can be reflected in the expected direction on the concentrator.
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In OG, the solar incidence optic cone center vector
→
ss and the primary reflected optic cone center

→
ts

are given as Equation (2).
→
ss can be derived from Equation (1) and the azimuth angle and altitude angle

in
→
ts , respectively γh2t and αh2t, are known from the relative position between the center of the integral

heliostat mirror surface and the tracking target on the concentrator. Normally, in on-axis configuration,
the tracking point is the center of the integral concentrator mirror surface if there is no geographic
height difference between the two devices. On the basis of the law of reflection, it is easy to get the
values of γH and αH by solving Equation (3), where

→
nH is the unit vector of the heliostat global optical

axis, and θs is the solar incidence angle. Noted that Rs is the solar rotation matrix and all the matrixes
concerning rotation and coordinate transformation are listed in the Appendix A.

→
ss = [0, 0, 1]Rs = [cosαs cosγs, cosαs sinγs, sinαs]→
ts = [cosαh2t cosγh2t, cosαh2t sinγh2t, sinαh2t]

(2)

→
ss +

→
ts = 2 · →nH · cosθs

cos 2θs =
→
ss ·
→
ts→

nH = [cosαH cosγH, cosαH sinγH, sinαH]

(3)

3.2. Optical System Models

In co-ordinate OH, a random solar incidence ray is represented as Equation (4). The radial angle ϕ
and circumferential angle ψ for a random solar ray are expressed as Equation (5) [14]:

→
s1 = −[sinϕ cosψ, sinϕ sinψ, cosϕ] ·Rs ·MG2H (4)

ϕ = atan
(√
ε1 tanϕmax

)
ψ = 2πε2

(5)

where MG2H is co-ordinate transform matrix from OG to OH, ε1 and ε2 are random numbers between 0
and 1, ϕmax represents the radial angle of the incident solar optic cone.

To set up a mirror field, it starts with the heliostat optical model. The integral heliostat surface
is segmented into many pieces of flat mirrors. It is necessary to number facets to find which one of
them intersects with and reflects the random solar ray. When considering error models of the heliostat,
the error resulted from facets rotating in the heliostat mirror plane is neglected, due to the confinement
of very narrow gaps between the adjacent facets. Furthermore, engineering measures can now better
control a facet’s vertical offset, within a few millimeters. Its impact on the final result is minuscule,
thus, which is also neglected. Based on assumption 2, the optical model for the heliostat can be further
simplified. Here, it is assumed that a heliostat facet is kept in the ideal position and only the local
optical axis is deflected because of facet’s tilting. The area changes in the integral sunlight receiving
surface is the sum of the cosine values of facets between the local optical axis and the ideal surface
normal vector (which is parallel to the z-axis of OH). As illustrated in Figure 2, the local optical axis
with tilting error of the i-th heliostat facet

→
nhi

is expressed as Equation (6). The area changes in the
integral sunlight receiving surface of the heliostat, η1, is given as Equation (7).

→
nhi

=
→
nH ·MG2H · Ehi = [0, 0, 1] · Ehi

=
[
sinϕhi cosψhi , sinϕhi sinψhi , cosϕhi

] i = 1, 2, . . . , rh · ch (6)

η1 =

∑rh·ch
i=1

→
nhi ·

(→
nH ·MG2H

)
· Shi∑rh·ch

i=1 Shi

=

∑rh·ch
i=1

→
nhi(z) · Shi

SH
(7)

where the radial angle ϕhi and circumferential angle ψhi introduced into the ideal normal vector
represent the i-th heliostat facet tilting error; rh and ch are the row and column number of heliostat
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facets; Ehi is defined as the i-th heliostat facet’s tilting error matrix; Shi is the area of the i-th facet;
and SH is the neat area of the heliostat.

Figure 2. Schematic diagram of a heliostat facet.

Based on the heliostat optical model described above, the primary reflection modeling is as follows:
A random solar incidence ray

→
s1 intersects with the i-th facet of the heliostat on point P1

(
xp1 , yp1 , zp1

)
where the local optical axis is

→
nhi , then the primary reflected ray

→
t1 can be solved as Equation (8), where

Hhi is the reflection matrix of the i-th heliostat facet.

→
t1 =

→
s1 ·Hhi =

→
s1 ·

(→
e (3) − 2 · →nhi

T · →nhi

)
(8)

Similarly, the integral concentrator concentrating surface is faceted, and also the gaps between the
mirrors are considered and facets are numbered when modeling. According to the aforementioned
surface adjustment approach, the chosen structure with eight adjusting bolts and one connecting pad
is shown as Figure 3. By this approach, the facet is deformed to a non-ideal complex curved surface,
which causes the slope error. It could not be expressed with a simple formula. Thus, the FEM is applied
to first obtain discrete points on the facet with the constraints of displacements of adjusting bolts and
the fixed position of connecting pad. The fourth-order polynomial fitting is then used to obtain the
facet equation for a higher fitting accuracy. All facets attached to the concentrator share the same
curved surface equation under the same constraints. Take the j-th concentrator facet as an example,
in Ocj , its surface equation is expressed as Equation (9):

z = fcj

(
x(4), y(4)

)
j = 1, 2, . . . , rc · cc (9)

where rc and cc are the row and column number of concentrator facets, respectively.
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Figure 3. Backside of a concentrator facet structure: (a) Schematic diagram of a facet; (b) Picture of
a facet.

The tilting error of concentrator should be added in three dimensions, that involves the rotating
around the xcj , ycj , and zcj axis as illustrated in Figure 4. Considering the less than tens of millimeters
gap size between facets, the rotation around the z-axis is neglected here. The rest of them take major
parts in the deviation of the surface normal vector of each reflected point from its ideal direction. It is
defined as the tilting error matrix of the j-th concentrator facet as Ecj , in which the rotating angle
around the positive direction of xcj is ϕcj , and that of ycj is ψcj .

Figure 4. Schematic of a concentrator facet.

Moreover, by the same surface adjustment method, mirror arrays with the same or similar
curvature cover the revolution paraboloid concentrator frame, which inevitably reduces off the
concentrating performance, here defined as layout error. Facets placed on the respective positions have
their own individual local optical axis normal to their center. Based on assumption 4, in OC, the ideal
paraboloid where facets center locate is given as Equation (10) with a focal length F. The azimuth and
altitude angles of the global optical axis are γC and αC, respectively, obtained from the concentrator’s
stationary orientation. With those two variables, the co-ordinate transform matrix MG2C can be
calculated. The j-th facet’s optical axis is as Equation (11). The x-axis rotation angle γcj and y-axis
rotation angle αcj in the transform matrix MC2cj are calculated as Equation (12).

fcenj(x, y, z) = x2 + y2 − 4Fz (10)
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ncenj =

−
[
∂ fcenj
∂x ,

∂ fcenj
∂y ,

∂ fcenj
∂z

]
[
∂ fcenj
∂x ,

∂ fcenj
∂y ,

∂ fcenj
∂z

]
2

(11)

γcj = atan
(
ncenj(x)/ncenj(z)

)
αcj = −asin

(
ncenj(y)

) (12)

To sum up, the concentrator secondary concentration modeling is as follows: In OC, an incidence
ray

→
s2 from the point P′1 on the heliostat intersects with the j-th concentrator facet on point P′2. The point

P′2 is derived from the point P2
(
xp2 , yp2 , zp2

)
in Ocj by co-ordinates conversion between co-ordinate

systems. As knowing
→
s2 and the normal vector

→
ncj

∣∣∣∣
P′2

given as Equation (14) on P′2, the secondary

reflected ray
→
t2 then can be solved from Equation (15). Here, Hcj is the reflection matrix of the j-th

concentrator facet. In OG, TG2H =
→

OGOH, TG2C =
→

OGOC.

→
s2 =

→
t1 ·M−1

G2H ·MG2C

P′1 =
(
P1 ·M−1

G2H + TG2H − TG2C
)
·MG2C

P′2 = P2 ·M−1
C2cj

+ [xcenj , ycenj , zcenj ]

(13)

→
ncj

∣∣∣∣
P′2

=

[
− ∂ fc j
∂xp2

,− ∂ fc j
∂yp2

, 1
]

‖
[
− ∂ fc j
∂xp2

,− ∂ fc j
∂yp2

, 1
]
‖

2

· E−1
cj
·M−1

C2cj
(14)

→
t2 =

→
s2 · Hcj

∣∣∣
P′2

=
→
s2 ·

(
→
e (3) − 2 · →ncj

∣∣∣∣
P′2

T · →ncj

∣∣∣∣
P′2

)
(15)

3.3. Heat Flux Calculation

The solar furnace mainly uses the direct normal irradiance (DNI), and Equation (22) is adopted
for the simulated value because it is suitable for the conditions in Beijing [24]:

DNI =
1376

(
1 + 0.033 cos 2πn

365 sinαs
)

sin as + ηa
(16)

where n is the date order, and in sunny day ηa = 0.33.
The azimuth angle γR and the altitude angle αR of the global axis of the receiver surface can be

known from its settled orientation, which is as same as the concentrator. Furthermore, the co-ordinate
transform matrix MG2R is derived on the basis of those two variables. In OR, given the secodary
reflected ray

→
s3, incidence ray from point P′′2 on the concentrator, the intersection point with the receiver

surface can be solved. Based on the MCRT method, incidence solar rays with the number of Nt are
traced and every single ray repeats the concentration procedure described above. To obtain the final
concentrated heat flux distribution, the receiver surface is meshed into small rectangular area with the
number of rr · cr. The result is calculated as Equation (19).

→
s3 =

→
t2 ·M−1

G2C ·MG2R (17)

P′′2 =
(
P′2 ·M−1

G2C + TG2C − TG2R
)
·MG2R (18)

Ik =
Nk·I0

Sk
=

Nk
Sk
· DNI·SH ·η1·η2·η3·η4·η5

Nt
k = 1, 2, . . . , rr · cr (19)
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where Ik is the heat flux of the k-th mesh; Nk is the number of rays fall in the k-th mesh; Sk is the k-th
mesh area; I0 is the solar energy of one traced ray; η2 is the cosine efficiency; η3 is the reflectivity of
heliostat; η4 is the reflectivity of concentrator; and η5 represents the degree of shading area.

4. Results and Discussion

4.1. Validation for the MCRT Model

The MCRT codes are programmed in mixed programing languages, which should be validated
before the further study. This MCRT model is validated against the results available in the reference [11].
The parameters used for validation are summarized in Table 1 and the comparisons are presented in
Figure 5.

Table 1. Parameters used in the validation [11].

Name Values

ϕmax (mrad) 4.7
Heliostat (m ×m) 12 × 10

Radius of the Circular of the Paraboloid Concentrator (m) 4
Focal Length (m) 15.512

DNI (W/m2) 970
η3 0.9
η4 0.9

Generally, the accuracy of the MCRT method strongly depends on the numbers of tracing rays.
Here, the number of 1 × 108 rays are chosen. Besides, the distribution of the final concentrated heat
flux is related to the both mesh size on the receiver surface and the solar model [25]. In the validation,
it is decided to use square meshes of 10 × 10 mm for reducing computing time on heat flux calculation,
and the same uniform distribution solar model as in the reference. From the Figure 5b, it agrees well
with results in the available reference, which can verify the accuracy of the MCRT model used in the
current paper.

Since it has to take the local fabrication capability into consideration, the practical parameters of
the solar furnace in Yanqing, Beijing are listed in Table 2, and the main components are presented as
Figure 6. In the following cases analyzing optical factors influence, it adopts 12:00 PM on 21st March
as the time, and Yanqing district in the north of Beijing (40.3833 N, 115.9367 E) as the location for the
simulations, DNI 958 W/m2, sun position γs = 4.66 rad, αs = 0.86 rad, radial angle ϕmax = 4.65 mrad,
and the reflectivity of heliostat and concentrator are both set as 0.8.

Figure 5. Validation of the Monte Carlo ray tracing MCRT model: (a) Simulated concentrated heat flux;
(b) Comparisons between the present work and the reference.
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Table 2. Parameters of the solar furnace in Yanqing, Beijing.

Name Size (m ×m) Row & Column Gap (mm) Focal Length (m)

Heliostat 6.250 × 5.975 7 × 6 30
3.8

Concentrator 4.572 × 4.572
(Aperture) 15 × 15 10

To discern each optical factor effect, the simulations in the following four sections are based on
an ideal reference solution of the solar furnace: The mirror arrays of the heliostat are perfectly flat and
fixed on the same plane, and the facets of the concentrator are the perfect paraboloid curved with the
focal of 3.8 m, and the local optical axis of each mirror units are oriented to the ideal direction normal
to their respective positions.

Figure 6. Solar furnace in Yanqing, Beijing: (a) Heliostat; (b) Concentrator and receiver.

4.2. Tilt Error of the Heliostat

Once facets are attached to the frame structure, their respective tilting angles are fixed. However,
it is impossible to install or assemble the facets facing to the exactly ideal direction in an engineering
practice, which also means the tilt error of facets has great randomness and uncertainty. To better
represent the tilt error in the heliostat model, parameters ϕhi and ψhi of facet tilt error are given by
Equation (20), which is borrowed from the solar model representing uniform randomness.

ϕhi = atan
(√
ε3 tanϕhmax

)
ψhi = 2πε4

(20)

where ε3 and ε4 are random numbers between 0 and 1, with the tilt error range of heliostat defined as
eh = 2 ·ϕhmax.

Figure 7 shows how the center concentrated heat flux distribution varies with eh. As is expected,
the concentrated solar irradiance is irregularly scattering around as the error increases. Apparently,
the error of the facets tilting away from ideal position deviates the local optical axis of the mirror
pieces. In consequence, reflected rays from heliostat are no longer parallel to the global optical axis
of concentrator. From the simulation cases, it can be seen that: When eh ≤ 8 mrad, the heat flux
distribution still maintains a good-shape Gaussian distribution, in particular, when eh = 8 mrad,
the peak heat flux decreases to 84.3% of that in ideal case; when eh = 4 mrad, the heat flux distribution
almost coincides with that in ideal conditions; as eh ≥ 12 mrad, the divergence of the concentrated
solar power are serious, which means the optical performance of the solar furnace drops sharply.
Nonetheless, even in the worst situation where facets tilt error is intolerable, the change in the sunlight
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receiving area of the heliostat is very small, specifically: η1 = 0.999975, as eh = 24 mrad, which provides
a reference for further simplifying the heliostat model in the solar furnace.

Figure 7. Influence of the tilt error of the heliostat.

4.3. Slope Error of the Concentrator

The properties of concentrator facets are listed in Table 3. The concentrator facet is a square
mirror with a side length of 300 mm. As illustrated in Figure 3a, the surface adjustment is achieved by
pushing eight bolts numbered from 1 to 8, contacted in the rear of the mirror. Table 4 provides five
different facet shapes simulated in this section. The connecting pad fixed at the center of the facet
are all with the diameter of 60 mm. It should be noted that if the facet is placed at the center of the
concentrator, displacements of the adjusting bolts in facet a equal to sagitta lengths in an equivalent
revolution paraboloid. Among those facets, facet a shows the closest curvature as the paraboloidal
with the same focal. The displacements in facet e is measured data in practical.

Table 3. Properties of the concentrator facet.

Name Values

Diameter of connecting pad (mm) 600
Facet mirror thickness (mm) 4

Density (kg/m3) 2800
Young’s modulus (GPa) 75

Poisson ratio 0.25

Table 4. Parameters of concentrator facets in simulation cases.

Name
Displacements of the Adjusting Bolts (mm)

1 2 3 4 5 6 7 8

Facet a 2.58 1.29 2.58 1.29 2.58 1.29 2.58 1.29
Facet b 3.00 1.50 3.00 1.50 3.00 1.50 3.00 1.50
Facet c 2.60 1.20 2.60 1.20 2.60 1.20 2.60 1.20
Facet d 2.80 1.80 2.50 1.00 3.50 0.80 2.20 1.20
Facet e An ideal revolution paraboloid with a focal distance of 3.8 m

Figure 8 gives the curved surface of facet a obtained by the FEM. From the result, the plane area is
occurred at the center due to the displacement constraint of the connecting pieces. Along the direction
from the center to the periphery, the circumferential curvature near the center changes similarly, and the
gradient in curvature becomes larger near the outer circle. In the solar furnace, five forms of the facets’
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ability to concentrate solar power show obvious differences in Figure 9. Facet e results in a cylindrical
irradiance distribution. Its peak heat flux is 30.41 kW/m2 and the spot is around 10 mm radius (where
90% of the solar power are collected). Concentrated heat flux results for facet a and facet c present the
Gaussian distribution, normally seen in the practical cases. Their peak heat fluxes are 22.84 kW/m2

and 19.91 kW/m2, respectively. Under the same thermal power, those values decrease by 24.9% and
34.5% compared with that of facet e. When compared mutually, facet a’s ability to concentrate solar
power is better than that of facet c, in terms of smaller spot size and higher peak heat flux. With the
surface adjustment approach mentioned above, the curved surface of facet a is the most ideal one can
be achieved in practical. From the rest simulation cases, adjusting bolts near four vertices of facet b
push the mirror so hard that its surface is excessively deformed, and in result, the concentrated heat
flux shows a multi-peak central symmetrical distribution with a minimum value at the center. As to
facet d, its peak heat flux position slightly shifts from the center of the receiver surface with the value
of 12.95 kW/m2. The distribution is scattering and irregular in shape. In general, the displacements of
adjusting bolts need to be controlled within the accuracy of millimeters, otherwise, the slope error
resulted from the surface deformation would obviously reduce the facet’s concentrating ability.

Figure 8. z-axis displacements color mapping of facet a.

Figure 9. Comparisons of concentrator facets on the concentrating ability.

4.4. Layout Error of the Concentrator

We have selected five kinds of concentrator layouts to analyze the influence of the layout error.
The mirror arrays attached to four of them are, respectively, facet a, b, c, and e in Table 3. The last
one is a continuous revolution paraboloid concentrator, taken as a reference in the theoretically ideal
condition. The simulation results are presented in Figure 10.
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Figure 10. Comparisons of center heat flux distribution of different concentrator layouts.

The thermal power of the five cases on the receiver surface is equal. The green line synthetizes
the reference case. As is intuitively expected, it has the minimum spot size with the diameter 50 mm,
and the maximum peak heat flux is up to 6071 kW/m2. The concentrator filled with facet e shows the
second-best performance. Compared to the reference, its peak heat flux is decreased by 16.2%, and the
concentrated irradiance is no longer a cylindrical distribution but occurs as the gradient decreases
from the center to the periphery. However, those two cases might not be achievable in the practical
situation. The most approaching result is a Gaussian heat flux distribution, as illustrated with the
blue and yellow lines. Combined with conclusions in the previous section, even the focusing effect of
single-piece facet in Table 3 has the obvious difference that the overall performance of the concentrator
does not reflect the sum of their slope errors. That is to say, due to the layout error, the error influence
caused by concentrator facets deformation is diminished at some point. The peak heat flux of layouts
covered with facet a and facet c are reduced by 39.3% and 40.3%, respectively, which is still tantamount
to more than 3000 suns of solar energy. It indicates a good optical performance for the solar furnace.
Nonetheless, for the concentrator layout using facet e, the flux distribution keeps in a multi-peak shape
and also the overall value is low, which further emphasizes the importance to ensure the accuracy of
the displacements of adjusting bolts within 1~2 mm.

4.5. Tilt Error of Concentrator

As differing from the tilt error in the heliostat, for the concentrator, it is described in two orthogonal
directions. The vertical title error range along ycj -axis is defined as ecx = 2 ·ϕcmax, and the horizontal
along xcj -axis is defined as ecy = 2 ·ψcmax. The radial angle ϕcj and circumferential angle ψcj of the j-th
concentrator facet’s tilt error are given by Equation (21), which is also a uniform randomness model.
Here, ε5, ε6 ε7 ε8 are random numbers between 0 and 1.

ϕcj = sign(ε5 − 0.5) · atan
(√
ε6 tanϕcmax

)
ψcj = sign(ε7 − 0.5) · atan

(√
ε8 tanψcmax

) (21)

It is observed from Figure 11 that as ecx increases, the concentrated heat flux gradually diverges
along the yR-axis, and the position of the peak heat flux slightly shifts vertically, and distribution along
the xR-axis maintains a good Gaussian shape, but values decreases. Likewise, the factor ecy has the
same effect but in opposite direction. When tilt errors are less than 2 mrad, the performance of solar
furnace is closed to that in the ideal; as tilt errors are less than 4 mrad, the concentrated heat flux
distribution can still maintain a good Gaussian shape.
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Figure 11. Influences of the tilt error of concentrator: (a) Along the vertical direction; (b) Along the
horizontal direction.

4.6. Comprehensive Factor Influence

Take an experimentally measured concentrated heat flux to analyze the comprehensive influence
of four optical factors. The selected data was measured at 13:38 on 18th June 2015. At this moment,
the measured DNI is 851 W/m2, with the measured reflectance as η3 = 0.80, η4 = 0.83. From the
simulation, it shows that gap loss in the heliostat is 5.3%, the sum of incoming rays’ overflowing and
the gap loss in concentrator is 24.1%. The total number of traced rays is 1 × 108, and 7.19 × 107 of them
reach the receiver surface. The cosine efficiency is η2 = 0.63, and the shadow is η3 = 0.90. From the
discussions above, if factors in the optical system effect individually, it could attain the comparatively
ideal working performance of the solar furnace when eh ≤ 4 mrad or using facet a or ecx ≤ 2 mrad,
ecy ≤ 2 mrad, which coincides with the conclusion in reference [9] that the upper boundary of 4 mrad
for optical errors can achieve the desirable structure design. Three forms of solar furnace used to study
the comprehensive influence of errors are listed in Table 5. Comparisons between the simulations and
the experiment is given in Figure 12.

Table 5. Parameters of solar furnace with different errors.

Name Tilt Error in Heliostat Tilt Error in Concentrator Concentrator Facet

Solar furnace a eh = 0 mrad ecx = 0 mrad, ecy = 0 mrad Facet a
Solar furnace b eh = 4 mrad ecx = 0 mrad, ecy = 2 mrad Facet a
Solar furnace c eh = 12 mrad ecx = 3 mrad, ecy = 8 mrad Facet a
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Figure 12. Evaluation of the solar furnace in Yanqing, Beijing: (a) Comparison of concentrated heat
flux distribution between the experiment and solar furnace c; (b) Comparisons of the center heat
flux distribution.

Solar furnace a represents the ideally optimal optical performance in the engineering practice for
the present structure design. From the results, peak heat flux of solar furnace a, b, and c are 4036 kW/m2,
2586 kW/m2, and 1290 kW/m2, respectively. The solar furnace b’s is 11.2% lower than that value of
solar furnace a. It indicates that even each error can be well controlled, for the reason of the optical
system demanding extremely high precision, the comprehensive influence of factors can obviously
decrease the facility’s performance. For the solar furnace c in Figure 12a, the integral of the heat flux
equals to the thermal power of 8.28 kW, which agrees with the value calculated by Equation (22). It can
further verify the accuracy of the model.

P = DNI · SH ·
∑

Nk
Nt
· η2 · η3 · η4 · η5 = 8.29 kW (22)

As shown in Figure 12a, the flux distribution in the simulation shows Gaussian shape, as the
measured result presents. Their trend of gradient change and the shape and size of the spot are
approximately similar. However, the overall heat flux values in the simulation are much higher than
the experiment. In particular, the measured peak flux is 484 kW/m2 and the thermal power is around
2.5 kW, which is 30% of that in the simulation. Apparently, there are lots of uncertainties unexpectedly
involved in the practical system, more than the four factors focused on in the present work. Based on
the comparisons in Figure 12b, there are several possible explanations given, as follows:

1. In terms of simulation, the MCRT model mainly consider optical factors caused by facets,
not including the heliostat tracking error, the pillar tilting, environmental factors, etc. The actual
situation is impossible to be exactly duplicated. Therefore, there must be differences between the
simulation and the experiment.

2. The experimental measurement procedure is as follows: A CCD camera captures the spot on
the Lambertian intercepted surface and outputs the greyscale image. The heat flux result is then
exported by comparing to the dependence of brightness and grey value on the standard point
where a microsensor real-time measuring. The accuracy of the measurement strongly depends on
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the microsensor’s calibration. Thus, the accuracy of the experimental results may also be open
to question.

3. The difference in results between the experiment and the simulation, in the other aspect,
also indicates that the comprehensive influence from various factors has an obvious impact on the
overall operating performance of solar furnace. The key to a higher optical behavior is controlling
each error well within the allowable range.

5. Conclusions

This paper introduces both the optical structure design and the MCRT model for the solar furnace in
detail. The optical structure design adopts one two-axis tracking heliostat and one faceted concentrator
using the identical facets. In the concentrator, all curved facets are deformed to an approximate
revolution paraboloid by adjusting bolts in the rear, and then attached to the frame orienting normal to
their respective position. The result using the MCRT model agrees well with the available references,
which could validate its accuracy. By analyzing the simulations, influences of four optical factors on
the optical performance are discussed:

1. The tilt error of heliostat affects the non-parallelism degree of the reflected sunlight. As the error
increases, both the concentrated heat flux distribution and spot are diverging.

2. The FEM is used to obtain the curved surface of concentrator facet. The slope error of the
concentrator causes the mirror unit to become no longer an ideal surface, but rather complex and
irregular under constraints. The error in the 1~2 mm could greatly reduce the concentration ability.

3. The layout error occurs when facets attached to the concentrator frame share a similar curvature.
Its existence will not enlarge the influence of the slope error.

4. The tilt error of concentrator facets directly impacts on the focusing effect. As the tilt error
increases in a certain direction, heat flux along the direction is scattering, while the orthogonal
direction keeps in the Gaussian shape, but overall value decreases.

Based on the facility in Yanqing, Beijing, allowable ranges for corresponding errors effect
individually are given: The tilt error of heliostat eh ≤ 4 mrad; concentrator facets adopts facet a,
in which displacements of adjusting bolts equal to sagitta lengths in the equivalent paraboloid; tilt error
of concentrator ecx ≤ 2 mrad and ecy ≤ 2 mrad. Besides, the comprehensive influence of the four factors
has been studied. The study shows that even when controlling well for each optical factor within
the allowable range, the optical performance of the solar furnace will drop significantly because of
their coexistence. Compared with the experimentally measured concentrated heat flux, it indicates
that there are still considerable uncertainties remained to be discussed in the further study. Besides,
it is also worth to figure out how the optical factors influence the thermal behavior on the testing
materials. Results in the present work are useful for the developers to have a better understanding of
the influences of factors on the final result. It is helpful in the process of manufacture and assembling
to attain the optimal performance of the solar furnace.
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Appendix A

Solar rotation matrix

Rs =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos

(
π
2 − αs

)
0 − sin

(
π
2 − αs

)
0 1 0

sin
(
π
2 − αs

)
0 cos

(
π
2 − αs

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosγs sinγs 0
− sinγs cosγs 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A1)

The i-th heliostat facet’s deflection error matrix

Ehi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosϕhi 0 − sinϕhi

0 1 0
sinϕhi 0 cosϕhi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosψhi sinψhi 0
− sinψhi cosψhi 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A2)

The j-th concentrator facet’s deflection error matrix

Ecj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cosϕcj − sinϕcj

0 sinϕcj cosϕcj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosψcj 0 sinψcj

0 1 0
− sinψcj 0 cosψcj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A3)

Coordinate transform matrix from OG to OH

MG2H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos

(
π
2 + γh

)
− sin

(
π
2 + γh

)
0

sin
(
π
2 + γh

)
cos

(
π
2 + γh

)
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 cos

(
π
2 − αh

)
− sin

(
π
2 − αh

)
0 sin

(
π
2 − αh

)
cos

(
π
2 − αh

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A4)

Coordinate transform matrix from OG to OC

MG2C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos

(
π
2 + γs

)
− sin

(
π
2 + γs

)
0

sin
(
π
2 + γs

)
cos

(
π
2 + γs

)
0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 cos

(
π
2 − αs

)
− sin

(
π
2 − αs

)
0 sin

(
π
2 − αs

)
cos

(
π
2 − αs

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A5)

Coordinate transform matrix from OC to Ocj

MC2cj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosγcj 0 sinγcj

0 1 0
− sinγcj 0 cosγcj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 cosαcj − sinαcj

0 sinαcj cosαcj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A6)
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Abstract: Concerning solar flux densities during the operation of a concentrated solar power tower
plant, their uneven distribution on a central receiver not only leads to abrupt variations of thermal
gradient on the receiver surface but also makes it possible for the receiver to break down. Specific to
such problems, a “concentrating-receiver” coupling system of a 1 MWe concentrated solar power
tower plant in Yanqing was selected as the research object. On this basis, a spliced heliostat model
was firstly established in this paper. The model was used to investigate solar flux distribution on
the receiver surface. Considering that heliostats in different positions make diverse contributions to
receiver surface energy and the incidence cosines of adjacent heliostats are similar to each other, a new
grouping method for heliostat fields was subsequently proposed; moreover, focal point selection
criteria were designed for the receiver surface according to solar spot sizes. Finally, an optimized
dispatch and operation strategy was established based on the genetic algorithm for the heliostat field.
Therefore, a standard deviation of solar flux distribution can be minimized. To verify the reliability of
the established model and the proposed strategy, a small-scale heliostat field was adopted to check the
simulation results by means of experiments. It has been demonstrated that a heliostat field subjected
to optimized dispatch makes solar flux densities distribute more uniformly on the receiver surface.
Hence, the safe and steady operation of the receiver is guaranteed.

Keywords: heliostat field; solar flux; genetic algorithm; optimized dispatch

1. Introduction

Energy is the fundamental economic support in a country and the basis for human survival.
With constant social development, environmental pollution and energy crisis become critical factors
restricting growth [1]. As a more economical, more efficient and high-capacity renewable energy
technology, concentrated solar power (CSP) technology has been recognized and accepted in an
increasing number of countries [2]. It has been predicted by the Resources for the Future (RFF)
organization that CSP plants may provide electricity of 4100 TWh in 2040, which accounts for 10–11% of
global gross generation [3]. Up to 2018, the cumulative installed capacity of CSP plants throughout the
world reached 5.5 GW, indicating an accelerating increase rate [4]. CSP transforms solar irradiation to
heat power during the day and stores the redundant energy in a thermal energy storage (TES) system.
The stored energy can be used to generate electricity if no solar irradiation is available at night or little
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is available on a cloudy day. Incorporation with thermal energy storage TES system allows CSP plants
to shift electricity production to meet load demands. Hence, CSP is a completely clean renewable
energy technology. Compared with traditional coal-fired plants, CSP uses solar energy to generate
electricity instead of traditional coal-fired plants that produce steam by burning coal or natural gas.
Therefore, almost no greenhouse gases are emitted into the atmosphere [5]. According to the latest
energy report from World Resources Institute (WRI) [6], the carbon dioxide emissions from coal-fired
plants account for 72% of global emissions. Though the latest technologies have been used to reduce
carbon dioxide emissions, the amount of carbon dioxide emitted into the atmosphere is still significant.
The average carbon dioxide emission intensity of coal-fired and gas-fired plants are around 890 g/kWh.
The average coal consumption of gas-fired units is 247 g/kWh, and the average carbon dioxide emission
intensity is 390 g/kWh [6]. In economic terms, the levelized cost of renewable power generation
technology is currently still not competitive with conventional thermal power technology. For instance,
the levelized costs of electricity (LCOE) of concentrated solar power is ¢7.3/kWh, wind power is
¢0.087/kWh, and Photovoltaics (PV) is ¢0.15/kWh, while conventional thermal power is ¢0.05/kWh [7].
Though the cost of CSP plants is significantly higher than those at this time, many countries are making
efforts to promote the development of CSP from the view of enhancing power system flexibility by
using renewable energy. It should be noted that the LCOE of CSP plants is estimated to drop sharply
to around the cost of a base-load thermal unit.

Thus far, many CSP plants have been successively constructed in lots of countries. As for a CSP
plant, highly efficient solar thermal power tower plants that feature mature techniques and large-scale
commercial applications hold a dominant position, such as the 110 MWe Crescent Dunes molten salt
solar tower power plant in Nevada, USA, and the 150 MWe Noor 3 molten salt solar tower power plant
in Morocco [2]. During the operation of a solar tower power plant, energy concentrated on a central
receiver may dramatically fluctuate due to defects (e.g., intermittency and instability) in solar radiation
resources. Consequently, the thermal stress on the receiver surface rapidly changes. In addition,
excessive thermal gradients may cut the service life of the receiver and exert an adverse influence on
power generation stability [8]. One practical and feasible method to prevent the occurrence of such
occasions is to carry out optimized dispatch of solar flux distribution on the receiver surface in a certain
way [9]. The so-called optimized dispatch of a heliostat field refers to adjusting the focusing situations
of a heliostat field to make the concentrated energy meet the system running demands to the greatest
extent. This is of great significance to extend the service life of the receiver and ensure the safe and
stable operation of the receiver.

Many scholars have conducted relevant studies on heliostat field dispatch issues. For the purpose
of minimizing the difference of peak solar flux in a cavity receiver, a TABU heuristic algorithm was
utilized by Qiang Yu et al. [10] to establish a linear multi-point focusing model on an aperture of
a cavity receiver. In order to minimize the total energy consumed by a heliostat to track the sun,
a mathematical model was proposed by Nicole Fernandez et al. [11] based on the energy consumption
of electrical machine and solar spot center offset, and the maximum control cycle of heliostats at
different positions was successfully obtained. Specific to the thermal gradient changes of the receiver,
a meta-heuristic algorithm was selected by Salomé A et al. [12] to seek an optimal focal point on the
receiver surface according to solar spot size of every heliostat, and a final optimal distribution of focal
points was acquired. Considering that a receiver might undergo local overheating during operation,
Guo Tiezheng et al. [13] proposed an overheating evaluation model to study influencing factors that
were used to judge whether a receiver was overheated, and an optimal strategy of adjusting target
points of a heliostat was finally presented. In order to realize a uniform temperature distribution on
the receiver surface, a tabu heuristic algorithm was utilized by F. J. Garcia-Martin et al. [14] to define
an appropriate number of heliostats for focal points on a receiver surface. In this way, the temperature
distribution curve of a receiver surface was obtained C. Maffezzoni et al. [15] developed a static aim
processing system (SAPS) and a dynamic aim processing system (DASP) for the safety protection of
the Solar Two Plant’s receiver, and the operation strategies of heliostat field were finally obtained.
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For the purposes of maximizing solar energy received by a receiver and realizing uniform distribution
of solar flux as much as possible, a convolution optimized dispatch algorithm for the heliostat field
was raised by Gallego A J et al. [16]. As a result, the optimal focusing positions were acquired
during the operation of a heliostat field. Belhomme B et al. [17] first studied the optimized dispatch
strategies of a heliostat field from an economical aspect. With the aim to minimize the operation cost
of the heliostat field, they not only developed a ray tracing tool to study solar flux distribution on a
receiver but also accordingly raised a time-segmented optimized dispatch strategy. The influence of a
heliostat’s control cycle on the position drifting of a solar spot on a receiver was explored by Xu Ming
et al. [18], whose target was to find the maximum control cycle. In addition, they also transformed
the problem of optimal control cycle into a non-linear optimization issue with equality and inequality
constraints. On this basis, an optimized control strategy was put forward for a large-scale heliostat field
with an optimal time-segmented control cycle. With the goal of acquiring optimal system efficiency,
the optimized dispatch of heliostat fields was converted into a 0–1 knapsack problem based on an
intelligence algorithm by Ding Tingting et al. [19]. Hence, both the quantity and the distribution of
heliostats that should be put into service in various periods of optimal system performance were
obtained. The above studies investigated the optimized dispatch of a heliostat field for diverse
purposes and ultimately obtained optimal operation strategies for respective heliostat fields. For the
majority of scholars, the surface of a heliostat has usually been considered an ideal curved surface and
the solar flux distribution of receiver surface has been directly regarded as a Gaussian distribution,
so the actual reflecting surface has rarely been considered. For this paper, on the basis of the existing
literature, a reflection model was first established in conformity with the real heliostat surface which
was composed of multiple small plane mirrors, and the solar flux distribution of actual solar spot on
the receiver surface was finally acquired. Then, a novel grouping method for a heliostat field was
raised, and this shortened the calculating time of optimization process. Eventually, an optimized
dispatch strategy was presented for a heliostat field based on the genetic algorithm (GA). In this
strategy, a uniformly-distributed solar flux on the receiver surface was selected as its optimization
objective. Additionally, the spillage and maximum allowable solar flux of the receiver were deemed
as constraints.

In this study, a genetic algorithm was adopted to improve the heliostat’s focusing positions on the
receiver. The aim of this optimized dispatch is to make the solar flux distribution on the receiver as
uniform as possible while reducing the spillage loss to the greatest possible extent. In comparison with
integer optimization and other algorithms in previous literatures, a self-adaptive genetic algorithm has
the advantages of rapid optimal-searching and invulnerability to local optimization; therefore, it was
chosen as the solver of the optimization strategy in this paper. The results show that the peak solar flux
on the receiver surface declined to half of that subjected to central point focusing after an optimization
strategy. Additionally, the solar flux densities in most regions were significantly similar to each other.
Through the application of optimized dispatch strategy, in addition to enhancing the system efficiency
of the whole plant, the safe and steady operation of the receiver was guaranteed.

2. System Introduction of 1 MWe Solar Thermal Power Plant in Yanqing

A 1 MWe CSP plant in Yanqing is the first solar thermal tower power plant at a megawatt level in
Asia. This plant was constructed to study the system integration techniques for CSP tower plants [20].
It is primarily composed of a concentrating system, a receiver system, a storage system, and a power
generation system. To be specific, the concentrating system is laid out in a north-south direction.
Located at the north of a central tower, this system contains 100 heliostats that are in a staggered
arrangement (as shown in Figures 1 and 2). Figure 1 shows a perspective view of the heliostat field
in the Yanqing CSP plant, and Figure 2 is a layout drawing of the heliostat field’s coordinates in the
Yanqing CSP plant. Therefore, the whole heliostat field has 15 rinds in total, and each heliostat has its
own inherent coordinate. The receiver system is constituted by a cavity receiver installed at a location
78 m height from the tower. In this way, solar energy concentrated by the concentrating system can
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be converted into the thermal energy of the working fluid. In this study, research contents were only
limited to the “concentrating-receiver” coupling system.

 

Figure 1. A perspective view of the heliostat field in the Yanqing concentrated solar power (CSP) plant.
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Figure 2. A layout drawing of the heliostat field’s coordinates in the Yanqing CSP plant.

During the operation of a power plant, the control precision of a concentrating system largely
affects the tracking precision of a heliostat. The control system of the heliostat field in the Yanqing
CSP Plant consists of an host computer, a beam characterization system (BCS), a central control
interchanger, and a lower computer. Among them, a BCS provides a technical guarantee for a heliostat
to accurately focus on the receiver. It is comprised of a high-resolution industrial CCD camera (effective
number of pixels 1600 × 1200, cell size 4.4 × 4.4 μm). Each pixel has eight bits or, equivalently,
256 levels. The selected lens was the Nikon® (Nikon Corporation, Tokyo, Japan) AF-S Ø95 (zoom
range: 200–500 mm, F5.6), and an image processing software and its working diagram is presented in
Figure 3. The fundamental service principles of a BCS are described as follows: Based on a track angle
bias strategy, the concentrating characteristics analysis system is utilized to gain the corrected values of
two reference tracking axis positions of the heliostat, and the corrected values are also saved in the bias
correction database [21]. During operation, the reference positions of heliostat’s azimuth and altitude
axes are calculated in line with solar moving orbit. While a heliostat tracks the sun, the corrected
values of reference positions for two tracking axes are incorporated to reduce the time-varying tracking
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errors of the heliostat. Under the action of a BCS, the heliostat’s tracking error of the Yanqing CSP
plant can be controlled below 0.4 mrad. During the experiment, a white Lambert target was selected
as the focal target. As a perfect diffusing surface, the Lambert target presented the same apparent
brightness from any angle. This provided a theoretical basis for our experiments [22]. Once the
heliostat focused on the Lambert target, a CCD camera was utilized to take photographs of solar spots
(the camera was situated at a middle position of the 11th ring in the heliostat field). The acquired solar
spot information, subsequent to grey processing, was converted into a percentage based chart of flux
distribution. Currently, the heliostat field of this plant is mostly controlled by single-point focusing,
which is located at the center of the receiver. In this case, the uneven solar flux distribution on the
receiver was likely to affect the secure operation of the receiver system and shorten the service life of
the receiver.

Figure 3. Working diagram of the beam characterization system (BCS).

3. Modeling of Heliostat Field

In the heliostat field of the Yanqing CSP plant, each heliostat as high as 6.6 m covers an area of
100 m2 (10 × 10 m). Moreover, it is formed by 64 small square plane mirrors (each 1.25 × 1.25 m) by
means of stitching; this is shown in Figure 4. To explore the solar flux distribution on the receiver
surface, modeling must be conducted for the entire heliostat field. The only differences in heliostats are
their positions. Specific to the whole concentrating system, an individual heliostat was thus selected as
the modeling object to set up a mathematical model based on the Monte Carlo ray tracing method.
Since there has been much research which has adopted the Monte Carlo method for the modeling of a
heliostat field by previous scholars [23,24], the detailed modeling process is not elaborated here. In this
study, only investigations that are different from those of former researchers are described. In preceding
literature, heliostat modeling has assumed the reflector as an ideal continuous curved surface in most
cases, or the direct fitting of solar flux distribution is fulfilled on the receiver in accordance with the law
of Gaussian distribution. Additionally, not only does a tilted angle error exist when the plane mirror
approaches the curved surface, the influence of heliostat support structure on solar flux distribution
has hardly been considered by preceding scholars in the course of modeling. To carry out concentrating
system modeling in this paper, both the stitching structures of the actual curved surface and the
gaps of individual plane mirrors were taken into account. Meanwhile, it was assumed that heliostat
errors complied with normal distribution. A schematic diagram of the heliostat model is presented in
Figure 5.
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Figure 4. Surface shape of heliostat in the Yanqing CSP plant.

 
Figure 5. A schematic diagram of the heliostat model.

To study the effects of different mirror surface processing modes on solar flux distribution during
modeling, a heliostat with coordinates of #8.1 was randomly selected to carry out the simulation of
solar flux at noon of the vernal equinox day. Such simulation was targeted at both the ideal and the
actual mirror surfaces, and the simulation results are given in Figure 6.

 

(a) (b) 

Figure 6. Solar spot shape by the ideal and the spliced mirror surfaces. (a) Solar spot of the ideal
surface. (b) Solar spot of the spliced surface.
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As shown in this figure, it can be clearly observed that the solar flux distribution of the ideal
mirror surface on the receiver perfectly conformed to the Gaussian distribution, which was embodied
in regular shapes and small spot diameters. In regard to the spliced mirror surface, although the solar
flux distribution of its focus spot presented a Gaussian distribution on the whole, peak energy could
be found in local areas. Additionally, the shape of solar spot was relatively large. To verify the validity
of the established model, the focusing points of the #8.1 heliostat were set at No. 4 and No. 5 (the set of
focusing points is shown in Section 4.1 in this paper) at noon on 4 September 2019 (clear weather).
The comparison results between simulation and experiment were given in Figures 7 and 8. To better
perform the comparative analysis, the solar flux distribution was normalized.

 
(a) 

  
(b) 

Figure 7. Comparison result of simulation and experimental data for the solar flux distribution of the
No. 5 focal point. (a) Solar flux distribution of the simulation result. (b) Solar flux distribution of the
experimental result.

 

(a) 

Figure 8. Cont.
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(b) 

Figure 8. Comparison result of simulation and experimental data for the solar flux distribution of the
No. 4 focal point. (a) Solar flux distribution of the simulation result. (b) Solar flux distribution of the
experimental result.

To observe solar spot similarities in a more intuitive manner, a curve chart (as shown in Figure 9)
was portrayed according to the information presented in Figures 7 and 8; thus, variations in proportions
taken by the spot energy and their radius could be clearly presented.
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Figure 9. Relation curves of solar spot energy percentage and radius. (a) Spot energy percentage of the
No. 5 focal point. (b) Spot energy percentage of the No. 4 focal point.

Figure 9a presents the variation trend of the energy percentage as the spot radius changed when
the heliostat focused on the #5 focal point. To be specific, the solar spot radius of the simulation and
the experiment were, respectively, 1.48 and 1.55 m. In this case, the relative error was less than 4.8%.
Moreover, the radii of the simulation and experimental focus spot containing 60% energy were 0.87 and
0.98 m, respectively, and the difference seemed very small. Figure 9b shows the relation curve when
heliostat focused on the #4 focal point. Here, the simulated and experimental spot radii were 1.53 and
1.58 m, respectively, and the relative error was less than 3.2%. Different from Figure 9a, the simulation
and experimental radii for areas containing 60% of the spot energy turned out to be 0.91 and 0.93 m,
respectively, and the difference was only 0.02 m, which is fully acceptable.

As shown in these figures above, it is noted that the solar flux distribution of simulated solar spot
was rather close to experimental result. Moreover, the spot sizes also agreed well with the experimental
data. According to comparison results, the spliced curved surface could reflect the actual effect of the
heliostat better, which verified the validity of the model established here.
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4. Optimized Dispatch Design for the Heliostat Field

4.1. Target Point Settings for Concentration

In theory, any point on a receiver can be seen as a focal point during the optimized dispatch of a
heliostat field. Mathematically, however, the distribution of focal points is a non-linear continuous
optimization problem, which means that the focusing situations of a heliostat field may become complex
beyond example. If a heliostat only focuses on several target points, the optimized dispatch of a heliostat
field is deemed as a target assignment optimization issue. In this case, the continuous optimization
problem turned into a discrete problem that was associated with target assignment. Additionally,
the complexity of the solution space was also substantially lowered. Therefore, provided that both
quantities and locations of focal points on the receiver are confirmed, a focusing strategy optimization
model can be established for a heliostat field. Here, the solar flux distribution of the receiver’s opening
surface was adopted as the research object, and the actual spot sizes and the intercept efficiency were
selected to define the focal point locations. Hence, the following selecting criteria were formulated.
Based on these criteria, a schematic diagram for a heliostat’s concentrating process and focal point
selecting is presented in Figure 10.

(1) The edges of the receiver should be avoided to reduce the spillage of the solar spot.
(2) The distance between two adjacent focal points should be no less than the minimum distance that

plays a role in distinguishing the spot centers of heliostats in diverse regions.
(3) The center of the receiver surface should be selected as its focal point.

Figure 10. A schematic diagram of heliostat concentrating and focal point selecting.

Regarding the selection of focal points, it should be noted that the distance between adjacent focal
points should be determined by spot size. As seen in the comparative analysis shown in Figure 9,
the radius of a spot containing 60% of the energy was about 1 m. During focusing, adjacent focal points
should be firstly capable of differentiating the centers of various spots. Secondly, within a region where
the spots overlap with each other, solar flux density is close to the peak solar flux of an individual solar
spot. In other words, the part where the spot energy is below 50% should fall into the category of an
overlap area. Therefore, the optimal gap of focal points is defined at 2 m in this paper.

In the context of multi-points focusing of a heliostat, the most important factor that affects the solar
flux distribution on a receiver is the tracking precision of heliostats. Under the actions of a mechanical
error and the external environment, a tracking error is necessarily inherent in the heliostat. This enables
the central point of the focusing spot to deviate from the actual focusing point. In the heliostat field,
a heliostat that is most far away from the receiver is located at the 15th ring, and the distance from this
heliostat to the receiver is 270 m. In this case, the maximum offset between the actual central position
of the heliostat’s focusing point on the receiver and the target point was 0.1 m. The least distance was
79 m, and an offset of the spot center was 0.05 m. With regard to the distances of focal points, the spot
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center offset led to a rather low distribution error of solar flux. For this reason, the influence caused
by the tracking error may have been neglected during analysis. During the multi-points experiment,
the center of the focus point was deemed to coincide with the target point.

4.2. Heliostat Regionalization Methods

In a commercialized CSP plant, a heliostat field is large and contains thousands of heliostats.
During operation, the actual manipulations may be rather complicated, and the implementation cost
can be even higher if their focal points are controlled one by one. In order to better serve the actual
power plants, dividing the heliostat field into several groups is considered to be a comparatively
economical, highly feasible, and effective method according to the similar characteristics of their
focused spots. For this purpose, a novel heliostat grouping approach was proposed for this paper.
By regarding heliostats’ contribution degrees and the incidence cosine similarity as grouping standards,
the entire heliostat field was divided into multiple sub-regions. Here, two groups of heliostats in the
symmetrical position (#9.2 vs. #−9.2 and #8.2 vs. #−8.2 in Figure 2) were randomly selected to study
the incidence cosines on the vernal equinox day. The corresponding comparison results are given in
Figure 11.

Figure 11. Incidence cosines of heliostats on different positions of the heliostat field.

Apparently, incidence cosines of adjacent heliostats (#9.2 vs. #8.2 or #−9.2 vs. #−8.2) had an
identical variation tendency. Within the same ring, the symmetrical heliostats (e.g., #9.2 vs. #−9.2 or
#8.2 vs. #−8.2) had significantly different incidence cosines in a day. For example, the incidence cosine
of heliostats in the east (#9.2 and #8.2) reached its maximal value at 1:00 PM, while the maximum
incidence cosine of heliostats in the west (#−9.2 and #−8.2) was generated at 11:00 AM. This means
that the heliostats in different locations contributed different energies to the receiver under the same
solar radiation. Based on the above analysis, the grouping method of the heliostat field should abide
by the following fundamental principles:

(1) The number of heliostats in a group should be similar to that in another group.
(2) Heliostats in the same group should not be excessively distant from each other.

(a) Spot shapes reflected by heliostats close to each other are similar, and no great discrepancies
exist in their solar flux distribution.

(b) Their incidence cosines are similar, and no great discrepancies exist in the total energy
provided by each heliostat.

On account of the above principles, the heliostat field in the Yanqing CSP plant was divided into
14 sub-regions, and the result is shown in Figure 12. During focusing, heliostats in the same group
focused on the same target point as a whole.
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Figure 12. A schematic diagram of heliostat field regionalization.

4.3. Optimization Goal Settings

Once the number of target focal points and the size of heliostat field sub-regions were defined,
the optimized dispatch of a heliostat field became a discrete optimization combination problem in a
confined space. As a result, the complexity of the solution space greatly dropped. The sample space of
heliostat field optimization is expressed in Equation (1):

max = Th (1)

where T refers to the number of target points and h refers to that of the sub-regions in the heliostat field.
The so-called optimal focusing strategy of a heliostat field should be formulated from two

perspectives. One is the safety of the receiver, and the other is the energy collected by receiver. On the
premise of ensuring the receiver’s safety, the solar flux densities on the receiver should be uniformly
distributed to the greatest extent. At the same time, the spillage loss of the solar spot should be
minimized. A mathematical expression for optimization goals and boundary constraint conditions of
the model is given below: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

min δ
F ≤ F0

ηint ≤ 15%
(2)

In Equation (2), δ stands for a standard deviation of solar flux density, F is the actual average solar
flux density on the receiver, F0 is the maximum solar flux density that is allowed by the receiver, and ηint

is the spillage loss of receiver. Moreover, both the optimization goal and the constraint condition are
established to meet solar flux distribution and receiver safety requirements.

4.4. Optimization Algorithms

Nowadays, many algorithms have been applied in heliostat field optimization, including the
heuristic tabu method [10], mixed-integer programming [11], the greedy algorithm [25], the genetic
algorithm (GA) [8] and particle swarm optimization (PSO) [19]. Here, the GA was selected as a solver of
relevant problems. Historically, the GA is a stochastic algorithm derived by professor Holland from the
law of nature known as “it is not the strongest of the species that survive, but the one most responsive
to change” proposed by Darwin [26]. Among stochastic optimization algorithms, the GA is the most
widely applied approach. The basic thought of this algorithm is to simulate biological evolutionism
and genetic mechanism and, thus, see an optimization process as a natural evolutionary process. In this
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manner, an optimal solution [27] can be found. During iterative optimization, the GA starts with
population of problem solutions to search, instead of individual solutions to the problem like other
optimization algorithms. Considering this, it has a wide coverage and benefits to global optimization.
Additionally, the corresponding solving process is independent of information related to search space.
On the contrary, only fitness function values are used to evaluate individuals and implement genetic
manipulations. Moreover, the GA may undergo self-optimization during iteration, indicating that such
an algorithm has the features of self-adaptability and self-learning [28]. Concerning the optimization
problems in this study, the solar flux distribution on the receiver cannot be accurately expressed by a
mathematical equation. In addition, the solar spot formed by a single heliostat is also a discrete datum.
Therefore, the traditional optimization algorithm based on calculus theory could be applied to this
situation, as it also requires that the objective function in the optimization problem to be differentiable
or at least continuous. Though the heliostat grouping method and database were designed to reduce
the running time of the optimization program in this study, an efficient search program was still
needed to completed the optimization strategy in the relatively shorter control period of a heliostat
field. In search algorithms, a traversal method is usually used to find the optimal solution of the target
in the process of searching, such as the meta-heuristic and particle swarm optimization. As a result,
the calculation process takes a long time, which did not meet the application requirements of this
study. In contrast, the genetic algorithm has great advantages in search speed by means of population
evolution, and it can search for multiple possible optimal solutions in one iteration. At the same time,
it has a low requirement for the mathematical analytical properties of the optimization objective, and it
is especially suitable for the optimization of discrete problems. In such case, it is rather appropriate to
solve these problems by means of the genetic algorithm.

In regard to the application to heliostat fields, at the very beginning of the iteration, a random
target point should be confirmed for each group of heliostats. Alternatively, no target points may
be defined—that is, no focused spot on the receiver. On the corresponding focus point, the spot
information of heliostats was retrieved from a database in consistency with the confirmed target
point. Then, fitness was figured out for every individual in the population of solutions, and an
individual with the lowest fitness was removed. As for elite individuals in the retained population,
they were directly reproduced to a new-generation population and also selected as evolved individuals.
Hence, crossover and mutation operations could be executed to further generate a new generation of
individuals that could be incorporated in the population. During the successive population update,
new individuals produced from the new-generation population were able to evolve to those of higher
fitness. For the purpose of ensuring convergence to a globally optimal solution, the probabilities of
both crossover and mutation may have automatically varied during optimization based on fitness
values. In this way, the diversity of population is maintained and locally optimal solutions could
be avoided. Computational formulas for crossover probability pc and mutation probability pm are
given below.

pc =

⎧⎪⎪⎨⎪⎪⎩
pc1( fmax− fc)

fmax− favg
fc ≥ favg

pc2 fc < favg
(3)

pm =

⎧⎪⎪⎨⎪⎪⎩
pm1( fmax− fm)

fmax− favg
fm ≥ favg

pm2 fm < favg
(4)

where fmax and favg, respectively, represent the maximum fitness and the average fitness of population;
fc is the higher fitness among two individuals on which crossover is performed; fm is fitness of
individuals subjecting to mutations; pc1, pc2, pm1 and pm2 ∈ [0, 1], with pc1 < pc2 and pm1 < pm2. In this
context, a fitness function can be expressed in the following Equation (5).

f = δ (5)
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Upon the termination of the algorithm, an optimal individual was acquired, and it was the optimal
focusing strategy of the current heliostat field. On this basis, the respective focus points of subregions
in the heliostat field were determined. Under the premise of ensuring receiver safety, such a focusing
strategy has the capability to make solar flux densities that are uniformly distributed on the receiver.
A flow chart of optimization is presented in Figure 13.
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Figure 13. Flow chart of heliostat field optimization.

5. Results and Discussions

5.1. Optimization Strategy Verification

To verify the thought that the proposed optimized dispatch strategy could realize uniform flux
distribution on the receiver and check both validity and uniqueness of such a strategy, two groups of
focal points in different quantities were designed on a 4 × 4 m receiver surface, as shown in Figure 14.
Their biggest difference lied in the addition of a central point of the receiver.

  
(a) 4 Target points. (b) 5 Target points. 

Figure 14. Distribution of focus points on a 4 × 4 m receiver surface.
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The distribution and quantity of focal points on the receiver exert significant influences on
optimization space. Under the circumstance that the number of heliostats remains unchanged,
one more focal point corresponds to a multiple growth of solution space, which is expressed in
Equation (6). This dramatically increases the calculated amount of optimization.

M =
(T + 1)h

Th
(6)

According to focal point distribution in Figure 14, the #−4.1, #5.1, #6.2 and #8.1 heliostats
(see Figure 12) in the heliostat field were randomly selected to perform a simulation study. As the
heliostat field was regionalized above, the selected heliostats were located at different sub-regions and
distributed on the eastern and western sides of the heliostat field. At different times on the vernal
equinox day, both the quantity and positions of focal points focused on the receiver after an optimized
dispatch was obtained. For details, please see Table 1.

Table 1. Focus positions of heliostats (four or five focal points).

Time
Focal Point

No. 1 No. 2 No. 3 No. 4 No. 5

9:00 AM #5.1/#5.1 #−4.1/#−4.1 #8.1/#8.1 #6.2/#6.2 NO/NO
12:00 AM #5.1/#5.1 #−4.1/#−4.1 #6.2/#6.2 #8.1/#8.1 NO/NO
15:00 PM #8.1/#8.1 #−4.1/#−4.1 #6.2/#6.2 #5.1/#5.1 NO/NO

It can be observed from Table 1 that distribution optimization results of the two groups of focal
points were completely identical at different times on the vernal equinox day. In other words, the
addition of the central point did not lead to a change in the optimization result. This means that the
optimization algorithm has the potential to not only effectively define the positions of focal points for
heliostats but also make solar flux densities uniformly distributed on the receiver. Meanwhile, the
uniqueness of solutions acquired through such an algorithm was also validated.

In order to verify the feasibility and validity of optimization results, the above four heliostats
were selected to perform experimental verification at different times on 4 September. The focal point
positions after optimized dispatch is shown in Table 2.

Table 2. Focal points of heliostats at different times on 4 September.

Time
Focal Point

No. 1 No. 2 No. 3 No. 4

9:00 AM #5.1 #−4.1 #8.1 #6.2
12:00 AM #5.1 #−4.1 #6.2 #8.1
15:00 PM #8.1 #−4.1 #5.1 #6.2

During the experiment, the heliostat focal points were set as corresponding coordinates according
to their positions at different times, as presented in Table 2. The solar flux distribution on the receiver
surface at diverse moments are reflected in Figures 15–17.
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(a) (b) 

 
(c) (d) 

Figure 15. Comparative results of solar flux distribution on receiver surface at 9:00 AM.(a) Flux
distribution for simulation (plane graph). (b) Flux distribution for simulation (perspective view). (c) Flux
distribution for experiment (plane graph). (d) Flux distribution for experiment (perspective view).

 
(a) (b) 

 
(c) (d) 

Figure 16. Comparative results of solar flux distribution on receiver surface at 12:00 AM. (a) Flux
distribution for simulation (plane graph). (b) Flux distribution for simulation (perspective view). (c) Flux
distribution for experiment (plane graph). (d) Flux distribution for experiment (perspective view).
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(a) (b) 

 
(c) (d) 

Figure 17. Comparative results of solar flux distribution on receiver surface at 15:00 PM. (a) Flux
distribution for simulation (plane graph). (b) Flux distribution for simulation (perspective view). (c) Flux
distribution for experiment (plane graph). (d) Flux distribution for experiment (perspective view).

In Figure 15, the solar flux densities of the No. 2 focal point can be seen to be significantly lower
than those in another sub-region. The major reason for this was that the sun in the morning was
closer to the east, and the solar altitude was accordingly smaller. The No. 2 focal point was formed by
the #−4.1 heliostat at the westernmost periphery of the heliostat field. Subjected to such an external
condition, the incidence cosine loss of the heliostat was the largest, and the energy that it contributed
to the receiver was comparatively less. Consequently, the solar flux density at such a focal point was
below that of other focal points. As shown in Figure 16, the sun was due south at 12:00 at noon, and the
solar altitude reached its highest level at the same time. Clearly, heliostat positions in the heliostat field
placed the least influence on spot formation, and the heliostats provided the receiver with balanced
energy. Therefore, the most uniform flux distribution phenomenon could be found on the receiver
at high noon. The case shown in Figure 17 was just opposite to that revealed in the morning. In the
afternoon when the sun moved toward the west, the energy provided by heliostats in the west of the
heliostat field was greater than that in other sub-regions. Hence, the solar flux density of the No. 2
focal point at 3:00 PM was above that of remaining focal points.

As shown in Figures 15–17, there were slight differences between the simulation and experimental
results on the plane graph. The reasons are as follows: First, the existence of the tracking error
of the heliostat caused the center deviation of the focused solar spot from the actual focal point.
Secondly, the slight surface error resulted in a difference in the spot shape. However, it seems that the
difference was relatively acceptable.

Through analysis, it could be found that, at different times selected in the morning, noon and the
afternoon in a day, the experimental and simulation results of solar flux distribution on the receiver
surface are generally coincided with each other. This indicates that the optimization algorithm was
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capable of producing an optimal dispatch strategy at any time throughout the day, which got rid of
temporal influence.

5.2. Analysis of the Whole Heliostat Field

The above analysis proves the validity of the heliostat model and its optimized dispatch model
from multiple perspectives. However, the number of heliostats and quantities of their target points in
practical applications are far greater than those defined for the experiments. Below, the heliostat field as
our research object in the Yanqing CSP plant was divided into 14 sub-regions as discussed in Section 4.2.
In addition, multi-point focusing and central point focusing were employed to simulatively investigate
solar flux distribution on a receiver in different periods on 4 September 2019. Corresponding results
are presented in Figure 18. The heliostat count corresponding to each focal point after the optimized
dispatch was conducted for sub-regions, and the result is shown in Table 3. There were different
quantities of heliostats on each focal point in different time periods. This means the focusing position
of heliostats may also change in a day, as the position of the sun and Direct Normal Irradiance (DNI)
both change all day long.

 
(a1) Flux distribution (plane graph) (b1) Flux distribution (perspective view)  

based on multi-point Focusing based on multi-point Focusing 

  
(c1) Flux distribution (plane graph) (d1) Flux distribution (perspective view) 

based on central point focusing based on central point focusing 
(1) Solar flux distribution at 9:00 AM (DNI = 700 W/m2) 

Figure 18. Cont.
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(a2) Flux distribution (plane graph) (b2) Flux distribution (perspective view) 

based on multi-point focusing based on multi-point focusing 

  
(c2) Flux distribution (plane graph) (d2) Flux distribution (perspective view) 

based on central point focusing based on central point focusing 
(2) Solar flux distribution at 12:00 AM (DNI = 800 W/m2) 

  
(a3) Flux distribution (plane graph) (b3) Flux distribution (perspective view) 

based on multi-point focusing based on multi-point focusing 

  
(c3) Flux distribution (plane graph) (d3) Flux distribution (perspective view) 

basedon central point focusing based on central point focusing 
(3) Solar flux distribution at 15:00 PM (DNI = 700 W/m2) 

Figure 18. Flux distribution on the receiver surface after heliostat field regionalization. (a1–a3) Flux
distribution (plane graph) based on multi-point Focusing. (b1–b3) Flux distribution (perspective view)
based on multi-point Focusing. (c1–c3) Flux distribution (plane graph) based on central point focusing.
(d1–d3) Flux distribution (perspective view) based on central point focusing.
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Table 3. The number of heliostats corresponding to focal points based on multi-point focusing after
heliostat field regionalization.

Time
Focal Point

No. 1 No. 2 No. 3 No. 4 No. 5

9:00 AM 3 4 4 3 0
12:00 AM 4 3 4 3 0
15:00 PM 4 2 5 3 0

As can be clearly observed from Table 3, no group focused on the central point (the No. 5 focal
point) when multi-point focusing was adopted due to the two following major aspects. First, the solar
spots of other focal points all covered the central point. As a result, multiple spots within such a
sub-region overlapped with each other, and the solar flux density of the No. 5 focal point was slightly
different from that of another focal point. Second, the solar spot formed by a group of heliostats was
larger when compared with those formed by an individual heliostat, which led to an enlargement of
the overlap area.

As can be seen in Figure 18, when multi-point focusing was applied, although the solar flux
distribution failed to be completely uniform, the solar flux variation gradient became much gentler.
This differentiates multi-point focusing from central point (single-point) focusing. Moreover, this figure
reveals that the solar flux distribution was not very ideal as the solar flux of some sub-regions was still
greater than others. Especially in periods of the morning or the afternoon, the solar flux density of the
central sub-region was above those in several other focal points. The reasons for such a phenomenon
are as follows: Firstly, the heliostat field of the Yanqing CSP plant belonged to a small-scale field in the
current CSP plants, and the number of groups after grouping was relatively small. Thus, the addition
of an additional group of heliostats in focal points may have had an enormous influence on the solar
flux distribution. Secondly, the influence of the position of the sun on solar spot size changes cannot
be ignored. As the sun slowly rose and arrived at a position in the due south, the solar altitude
became increasingly large, while the focal spot generated by the concentrating system got smaller and
smaller on the receiver surface. At high noon, the solar altitude reached its maximum value, and the
smallest focal spot was formed there. When the sun moved beyond its zenith and gradually went
down to the west, the solar altitude began to drop, and the focal spot described above enlarged as
time goes on. Under circumstances that solar spots formed on the receiver were the smallest at high
noon, an overlap area of multiple overlapping spots within the central point sub-region was also much
smaller. Consequently, the solar flux distribution was rather uniform on the whole. In time periods of
the morning and the afternoon, the decline in solar altitude not only led to the enlargement of the focal
spot, it also led to a large overlap area in the central sub-region. For this reason, the solar flux density
of such a sub-region was greater than those of remaining sub-regions.

A comparative analysis based on Figure 18 indicates that: (1) The solar flux distribution on the
receiver surface was rather uniform; (2) the solar flux density gently changed at different time periods
of a day when multi-point focusing was adopted. In this case, a thermal shock effect on the receiver
could be lowered to the largest degree. In regard to the intercept efficiency of the receiver, no significant
changes occurred due to the adjustment of focal point positions. All day long, the average intercept
efficiency was about 89%, and the spillage was about 11%. Both values fell into the designed value
range. By contrast, the solar flux distribution perfectly conformed to Gaussian distribution when
the traditional central point (single-point) focusing was implemented. In this scenario, the intercept
efficiency of the receiver throughout the day averaged 96.07%. However, the gradient variations of
solar flux densities were rather fierce, and highly non-uniform heating occurred on the entire receiver,
which may have caused considerable damages to it.

Furthermore, through comparative analysis, it was also noted that the peak flux on the receiver
may have been significantly reduced by means of multi-point focusing to about half of that generated
by conventional central point focusing. In addition, the temperature distribution on the entire receiver
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surface could have been more uniform, and the thermal shock effect on the receiver could have been
much insignificant. Relative to damages caused by non-uniform heating on the receiver, the thus
incurred energy loss was completely within the acceptable range, although its intercept efficiency
slightly declined. Such a phenomenon was in accordance with objectives of the optimization

In order to quantitatively observe the solar flux densities on the receiver surface, the horizontal
and vertical profile were deeply analyzed based on a central focusing point [29], and the result of
this analysis is shown in Figure 19. As shown in this figure, for the horizontal and vertical profiles
subjected to multi-point focusing, the peak solar flux densities were far below those generated in a
central point focusing mode in different moments of a day. According to the traditional single-point
focusing, the maximum solar flux density was 8.13 × 105 W/m2 at high noon, which was 2.6 times
greater than that generated by multi-point focusing (3.12 × 105 W/m2). From 9:00 AM to 3:00 PM,
the DNI was equal to 700 W/m2, the peak solar flux densities for the multi-point focusing and central
point focusing turned out to be 2.6 × 105 and 5.65 × 105 W/m2, respectively, and it was clearly shown
that the latter was 2.17 larger than the former. In order to more intuitively learn about optimization
results, the relationship between the maximum and minimum solar flux densities was analyzed on the
horizontal profile in a condition of different focusing modes at the same time. For the central point
focusing, the peak flux densities at 9:00 AM., 3:00 PM. and by 12:00 noon, respectively, were 11.3, 11.3
and 12.3 times higher than their minimum flux densities. However, these became 2.3, 2.1 and 1.9,
respectively, when multi-point focusing was adopted. For this reason, the optimized focusing strategy
was deemed to have the potential to effectively decrease the peak solar flux on the receiver and achieve
an uniform solar flux distribution. From Figure 19, it can be seen that the solar flux densities on the
receiver surface were very close to each other in most sub-regions after optimization, regardless of the
vertical or horizontal profile.
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Figure 19. Flux distribution on the receiver surface central profiles. (a) Flux distribution on horizontal
profiles. (b) Flux distribution on vertical profiles.

5.3. Compared with Published Data

In order to further verify that the optimization strategy adopted in this paper can be effectively
applied to other CSP plants, the Themis plant in France was selected as the research objective to
simulate the solar flux distribution on the receiver surface at 11:00 AM on 21 June. The heliostat of
the Themis plant is composed of nine small mirrors (eight mirrors with the size 3.63 × 1.794 m and
one mirror of 2.46 × 0.828 m), and the total area is 53.85 m2. The heliostat field layout can be found in
reference [12].

Before comparison, all the parameters (which are shown in Table 4) are set the same with the
published data in reference [12], the only difference is that the optimization strategy adopted in
reference [12] was the TABU algorithm. The comparative result is shown in Figure 20.
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Figure 20. Comparative results of solar flux distribution on the receiver surface of the Themis plant.
(a) The result with the GA. (b) The result with TABU.

97



Energies 2019, 12, 4544

Table 4. System parameters setting during the optimization.

Time Receiver Size Receiver Height Threshold Spillage Number of Focal Points DNI

11:00 AM 3.5 × 3.5 m 100 m 10% 25 1000 W/m2

6. Conclusions

In order to more intuitively observe the comparative results, the unit in our paper was converted
into the same unit of that in reference [12]. It could be seen that, after optimization, the peak solar flux
density obtained in our paper was 500 suns, which was 200 suns lower than that in reference [12]. At the
same time, the distribution area of solar flux in our paper seemed to be more extensive with the same
incident energy. The radius of 400 suns was about 1.2 m in our paper and 1 m in reference [12]. In regard
the spillage loss, the value after optimization in our paper was 8.67%, which was only increased by
0.84% (the value in reference [12] was 7.83%). This difference is fully acceptable. From the comparative
result, it can be noted that the optimization strategy adopted in this paper can more effectively reduce
the peak solar flux density on the receiver surface. Meanwhile, the solar flux distribution seems to be
more uniform. Ultimately, it seems that the optimized dispatch proposed in this paper can meet the
requirements for the safe operation of a central receiver.

A heliostat field plays a critical role in an entire solar thermal power tower plant and serves as its
energy source. In this study, a “concentrating-receiver system” of 1 a MWe CSP Plant in Yanqing was
selected as the research object to establish a spliced reflection model in the first place. Then, a grouping
approach of heliostat fields was proposed according to the facts that heliostats in different positions
have different contribution degrees and the incidence cosines of adjacent heliostats share resemblances.
The selection principles of focal points are also designed based on spot sizes. Finally, an optimized
dispatch and operation strategy have been confirmed for the heliostat field to realize an optimization
goal of minimizing the standard deviation of solar flux distribution. It has been proven that the
optimized dispatch strategy can be used to tremendously lower the peak values of solar flux densities
on the receiver and to achieve uniform flux distribution. This is of great significance to extend the
service life of a receiver and ensure that the receiver runs in a safe and stable state.
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Abstract: At any time of the day, a spherical mirror reflects the rays coming from the sun along a line
that points to the sun through the center of the sphere. This makes it possible to build concentrated
solar power(CSP) plants with fixed solar fields and mobile receivers; that is, solar fields can be
significantly cheaper and simpler, but challenging tracking systems for the mobile receiver need
to be implemented. The cost-cutting possibilities for this technology have been under-researched.
This article describes the MOSAIC concept, which aims to achieve low-cost solar energy by boosting
the benefits of spherical reflectors while addressing their challenges. This new concept proposes to
build large modular plants from semi-Fresnel solar bowls. One of these modules has been designed
and is under construction in Spain. This article reports the main lessons learned during the design
phase, describes the advantages and challenges of the concept, details the proposed routes to overcome
them, and identifies the steps needed to develop a fully competitive industrial solution.

Keywords: CSP; solar; spherical concentrator; Fresnel; stationary reflector; tracking absorber

1. Introduction

Concentrated solar technology has the capacity to produce dispatchable green energy (both heat
and electricity), which is a major advantage over other renewable energies [1,2]. In recent years,
its production costs have been substantially reduced, but there is a pressing need to reduce them
further in order to expand its market penetration. Reducing costs and maintaining or increasing energy
conversion rates is the only way to reach this goal, but achieving both simultaneously is challenging [3].

Higher efficiency requires higher operating temperatures, which also increase the storage capacity
of the systems and, therefore, their profitability [4,5]. However, achieving higher temperatures requires
higher concentration ratios, which, in turn, requires a larger investment to pay for more precise
tracking systems, more sophisticated materials, etc. Most of the costs of high-concentration solar
technologies come from the solar field and especially from the sophisticated tracking systems needed [6].
The MOSAIC project [7] proposes a new plant configuration that provides high concentration ratios,
even though it proposes a fixed solar field with great potential for reducing its costs. Furthermore,
it proposes to group several of these concentration units in a modular plant, which would provide
additional advantages.

CSP plant power blocks and storage systems are more cost-effective the larger they are; therefore,
the plants tend to be large in size (100 MW or larger). For today’s central receiver plants, this means
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huge towers and thousands of heliostats located at great distances (>1 km). This has cost implications,
as it requires very demanding tracking and canting accuracies and very rigid structures. Moreover,
it also involves significant atmospheric attenuation, which imposes limits on the size of the plant.
However, it should be borne in mind that the aim is to achieve high temperatures, and therefore,
high concentration ratios, which does not necessarily imply large concentrators since the concentration
ratio is a dimensionless parameter. In contrast, the MOSAIC configuration achieves high powers
(large collection areas) in a modular way, linking a number of modules, each with low atmospheric
attenuation and moderate accuracy requirements.

2. The Current State of Research

Unlike parabolic mirrors, spherical concentrators (or solar bowls) can be fixed using a mobile
receiver [8]. Hence, these systems are also known as SRTA (stationary reflector/tracking absorber).
This is because a spherical mirror always focuses the solar radiation along a line passing through the
sphere center and pointing to the sun (see Figure 1) irrespective of the position of the sun relative to the
mirror. This concentrated flux is not uniform and grows from the surface of the mirror to the midpoint
of the bowl’s radius.

Figure 1. Spherical concentrators characteristics: (a) case of rays perpendicular to the aperture; (b)
cases of rays not perpendicular to the aperture and its effect on reducing the effective aperture area.

Despite its well-established [9] cost reduction potential, the concept has been poorly studied.
A small number of prototypes have been built at a relevant scale, and limited results have been
published. According to Goodman [10], Adams [11] already recorded a stationary spherical reflector
made of 40 flat glass facets built in Middle Colaba, Bombay, India, as early as 1878. Other researchers [12]
refer to the 1928 Berland patent [13] as the birth of the technology.

Optical characteristics of the SRTA, their implications on the minimum receiver size, and the axial
variation of the concentration ratio were studied in detail by Steward and Kreith [8]. At the same time,
Kreider [14] analyzed its thermal performance and identified key design parameters.

Fixed reflectors make it possible to build very large mirrors, and to even integrate them in
a building roof (see examples in Figure 2). However, this paper will focus on stand-alone configurations
best suited for large-scale electricity production.
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Figure 2. Stationary reflector/tracking absorber (SRTAs) incorporated in building roofs: (a) Steward
residence with 9.14 m diameter bowl at Boulder, Colorado. The design began in 1968 [10]; (b) Solar
bowl integrated into the roof of the community kitchen in Auroville Universal Township, Tamil Nadu,
India [15]; (c) An industrial building concept with the roof constructed of SRTA modules as proposed
by Cohen et al. [12].

In the 1970s, solar bowl programs were launched in the USA, France, and Israel and new
developments started in India in the 1980s and Europe in the 1990s:

• USA: The United States Department of Energy (DOE) DOE launched the Crosbyton solar power
project (CSPP), and the analog design verification system (ADVS) began tests in 1980 in Crosbyton
(Texas). The reflector of the ADVS was a spherical bowl with 19.8 m aperture diameter, 60◦
semi-rim angle, and was tilted 15◦ [16]. Its receiver was 5.7 m long made of Inconel alloy 617,
producing superheated steam at 538 ◦C. The system was intended to act as a testbed for the design
of a 5 MW hybrid solar/fossil fuel power plant. Such a plant would have had 10 bowls, each with
60 m aperture diameter, but after the test period, the ADVS was dismantled.

• France: CNRS (Centre National de la Recherche Scientifique) developed the Pericles project to
study SRTAs for the vicinity of the equator or tropical areas. A test bowl was built in Marseilles,
France, and later rebuilt in Recife, Brazil. The system was operational in 1980. It had a 10 m
aperture diameter, 120◦ rim angle, and no inclination. It was known as mini-Pericles since 30–40 m
diameter bowls were studied within the project. The bowl included an additional mobile element
(rotary visor) to reduce shadows and improve efficiency in the early morning and late in the
day [17]. Gilotherm TH oil was used as Heat Transfer Fluid (HTF) up to 330 ◦C.

• Israel: Several SRTA versions were built in the 1970s in Haifa, Israel, at the Technion–Israel Institute
of Technology. The largest prototype had a 10 m diameter dish that produced steam at 300 ◦C,
but no public report has been found; it was operational in 1979. Design, construction, and testing
of a smaller version (2.52 m diameter) operated with PAZTHERM 22TM are described in [18].
Other papers describe successive versions in the range of 2.4 m to 8.7 m aperture diameter [12].
Ref. [19] shows a video of a recent SRTA test bench.

• India: The first dish, with a 3.5 m aperture diameter, 120 rim-angle, inclined to 12◦ was developed
in Auroville, Tamil Nadu, India, was already reported by Harper in 1982 [20]. It used small flat
glasses glued to concrete. In the 1990s, a much larger solar bowl was integrated into Auroville’s
community kitchen [15]. This new project involved not only Harper but also other technology
enthusiasts who had been involved in previous projects in France or the USA, such as Goodman,
Authier, or Debilly. They considered that solar bowl technology was relatively simple and low-cost
and that it had the potential to use labor more intensively than capital, making it suitable for
developing countries. In fact, the system had been supplying steam for cooking since 2001.
The solar kitchen included a spherical bowl with 15 m aperture diameter, 120◦ rim angle, and 12◦
tilt angle. During 2001–2002, the system was tested using oil (above 200 ◦C) as heat transfer fluid
(HTF). Later it was switched to a ‘water only’ system more suitable for cooking and easy to use;
it produced steam at 150 ◦C.
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• Europe: The European Commission funded Phase 1 of a research project (1996–1999) that
developed a prototype [21] producing hot air at 850 ◦C in Crete, Greece. The original concept
aimed to produce 1 MW, but the prototype developed in Phase 1 was downsized. The prototype
consisted of a reflective surface with a radius of curvature of 30 m (a 47◦ wide segment in the
north-south direction and a 60◦ wide segment in the east-west direction) that supplied heat to
the 35 kWe solar-gas turbine. The volumetric receiver with a secondary concentrator followed
the concentrated solar flux at a distance of 14.7 m from the surface of the mirrors. As two-thirds
of the mirror costs were the civil works associated with the construction of the bowl, a revised
concept was conceived for Phase 2, which included a flat fixed Fresnel mirror. The most relevant
prototypes to date are summarized in Table 1.

Table 1. The largest SRTA prototypes to date.

Site Crosbyton, TX, USA
Marseilles, France

Recife, Brazil
Haifa, Israel Auroville, India Crete, Greece

Photo

Date 1970s 1970s 1970s 1990s 1990s
Size 19.7 m aperture diameter 10 m aperture diameter 10 m aperture diameter 15 m aperture diameter 30 m curvature

HTF/ temp Steam at 538 ◦C Gilotherm TH oil at 330 ◦C Steam at 300 ◦C Low pressure Steam Air at 850 ◦C
Status Decommissioned Decommissioned Decommissioned Still in operation Decommissioned

As shown in the Crete project, large bowls installed at relatively high latitudes require huge civil
works, while Fresnel configurations have the potential to be cheaper and easier to build. Figure 3
shows how a series of concentric spheres of different radius continue to concentrate the solar flux
into a single focal line that passes through the center common to all the spheres and points to the
sun. This is the basis for the design of Fresnel-type SRTAs. Larbi [22] and Sánchez [23] studied the
optical design characteristics of different Fresnel-type configurations trying to reduce the investment in
reflector infrastructure with minimum reduction in energy delivery and concentration ratio. However,
so far, no relevant prototype has been built, but only small models (see Figure 3).

Figure 3. The Fresnel approach for spherical concentrators [23]. (a) Raytracing for concentric spheres;
(b) Model built by Sánchez in the early 2000s to prove the Fresnel concept.

SRTAs have not only been developed for solar electricity production, but different
developments [8,12,15] have focused on solar heat production for a variety of uses. The MOSAIC
configuration could also be applied for these purposes, especially to supply solar heat to
industrial installations.

3. Materials and Methods

The MOSAIC project investigates a new concept of SRTA. The static reflector is not a continuous
bowl, but a semi-Fresnel design is proposed. The proposed cable-based tracking system is also
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new. These innovations are intended to reduce costs. Furthermore, it is expected that in the future,
its deployment in the field will be easy and fast thanks to the modularity of the concept. In summary,
the system pursues the following objectives:

• Low costs because of the fixed solar field. Eliminating the drives of thousands of heliostats
eliminates the most expensive elements of the solar field and those that require the greatest
resources for their maintenance. In addition, the proposed Fresnel configuration limits the main
drawbacks of previous SRTA configurations (huge civil works costs, high wind loads, etc.).

• High concentration ratios and high thermal efficiency of the system. The system allows
concentration ratios much higher than those of the parabolic trough collectors and maximum
concentrations in the upper part of the receiver close to those of the solar towers.

• High operating temperatures allow high efficiency of the thermodynamic cycle that is fed by the
system. Additionally, higher operating temperatures reduce the size of storage tanks and improve
the cost-effectiveness of the thermal storage system, contributing to lower electricity costs.

• Scalable plants to any power output as a result of the modularity of the concept. The maximum
size is not limited, and it is possible to think of plants with large power blocks that are more
efficient and large centralized thermal storage systems that are more cost-effective. If needed,
smaller plants can also be designed to produce electricity or to supply heat to industrial processes.

In turn, to achieve all these potential advantages (low costs, high efficiencies, and cheap energy
storage), a system that moves the receiver must be developed, which introduces important challenges
to be solved. The next section also describes other possible drawbacks of SRTAs and the strategy
followed to minimize them. A 3D view of a MOSAIC module is shown in Figure 4.

Figure 4. 3D view of a MOSAIC module.

4. Results and Discussion

Given the novelty of the MOSAIC approach, there are specific features and challenges that need
to be further studied, tested, and validated. In order to gain the required experience, a complete
prototype has been designed and is being built in Spain. The following describes the configuration of
the system and of the various components, their main characteristics, and the reasons that led to the
choice of that particular design

4.1. Solar Field.

As in other SRTAs, the solar field is fixed. This opens up great savings potential, as no drives,
wiring, or trenching are required for the solar field. However, previous projects [21] have shown
that these savings can be compromised when trying to build systems of relevant size for large-scale
power plants.

105



Energies 2020, 13, 1816

A key parameter to define in order to optimize an SRTA is its tilt angle, which depends mainly on
the latitude where it will be installed. As presented in a previous study [7], most interesting latitudes
are above 30◦, which can lead to rather high tilt angles in other to minimize cosine effect.

High tilt angles are not desirable for large SRTAs, as they result in higher and steeper solar field
structures that are more exposed to strong winds (concentrators are fixed and cannot be moved to the
stow position). This requires high, heavy-duty structures or huge excavations. Elevated parts can also
also be a problem regarding accessibility for maintenance and repair.

The MOSAIC project addresses this problem through a Fresnel configuration. To ensure that most
of the solar field is close to the ground, even with minimal or no excavation, the concentrator uses a set
of concentric spheres. In addition, the discontinuities between spheres allow access corridors to the
entire solar field. The long continuous ring-shaped surfaces also open up the possibility of developing
automatic cleaning devices that slide over the mirrors, thus simplifying cleaning, which is the most
resource-consuming maintenance operation in a CSP plant.

The optimal configuration must balance the costs of the system and its optical efficiency.
As explained by Sánchez [23], this economic optimum is not achieved with a flat Fresnel configuration
but with a "semi-Fresnel" configuration (see Table 2).

Table 2. Analysis of possible SRTA configurations and their effect on the annual contribution of each
area [23]. The annual contribution graphs represent the kWh/m2 provided by each mirror seen from
the center of the spheres (aperture plane).

‘Actual Sphere’ ‘Flat Fresnel’ ‘Semi-Fresnel’

Configuration

Annual contribution

Depending on the latitude, terrain characteristics, expected wind speeds, etc., a different optimal
module configuration can be defined. A MOSAIC module will always comprise a central bowl
and additional rings corresponding to increasingly large concentric spheres separated by corridors
(see Figure 5). Note that the descriptions will consider plants located in the northern hemisphere.

Table 2 shows that each mirror contributes unevenly. The mirrors in the center provide more
energy. The mirrors on the top (north side of the module) will require higher supporting structures but
will contribute more in winter while the lower mirrors (south side) will contribute more in summer.
All this must be considered when deciding which mirrors will be implemented to obtain a balanced
production throughout the year at minimum cost. Finally, practical considerations such as the width of
the passageways have been considered to define the optimal configuration.
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Figure 5. Definition of the solar field for a MOSAIC module: (a) Schematic cross-section showing
a central bowl and three rings beside a cylindrical receiver; (b) Annual contribution for a given
configuration and tilt angle. The southern mirrors contributing less have been removed.

The design process defines the optimal size, the tilt angle, the number of curvatures (spheres),
the width of the rings, the part of the collector to be excavated, and the part to be installed above
ground level, the mirror areas to be implemented, etc. Given the cross-influences of the different
variables and the practical constraints of design, the optimization process is not linear but iterative.

The first analysis led to modules with an aperture radius of 20 m, providing a maximum thermal
power of around 500 kWt. Larger modules were also considered; these designs included a central bowl
and three additional rings (see Figure 5b). The tilt angle would be 7.1◦ at latitudes of 30.5◦.

The mirrors themselves also have particular requirements and impose additional restrictions.
SRTAs require spherical mirrors, i.e., mirrors that are curved in two axes. Even in the case of relatively
large spherical modules, their curvatures will be relatively strong compared to the facets of heliostats.
This implies a greater complexity in their design and manufacture, which, in turn, limits the maximum
size of the spherical mirror to be manufactured.

Auroville’s solar bowl [15] addressed this problem by discretizing the reflective surface into a large
number of small flat mirrors (see Figure 6). This slightly limits the concentration ratio, but above all,
greatly increases the installation and canting time required. The Crete project [21] fixed thin (flexible)
mirrors on a spherical concrete surface, where they were shaped, but ended up corroding in a short
time. In addition, the mirrors, once attached, cannot be readjusted if required during their lifetime.

Figure 6. Small facets glued to the spherical concrete bowl in Auroville, India [15]: (a) Gluing and
canting process; (b) Mirrors seen from the center of the sphere.

In addition, hot spots (points of high concentration) will appear on the mirrors due to secondary
reflections. Taking all this into account, Rioglass has developed tailored mirrors for the MOSAIC
concept that have passed the laboratory tests. The mirrors to be manufactured have a surface of 1 x
1 m and a spherical geometry with the radius of the corresponding sphere. Accordingly, the width of
the rings can only have discrete values (e.g. 1, 2, or 3 m).
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With all this in mind, a prototype of appropriate size was defined to validate the concept and is
under construction in Sangüesa, Navarra, Spain (latitude 42.59◦). It includes a central bowl, and two
incomplete outer rings tilted 15◦. In total, there will be 600 mirrors of 1 m2 (mirrors from the south that
contribute less will be eliminated). The radii of curvature of the corresponding spheres are 15, 16.1,
and 17.9 m, and together, they provide a peak thermal power close to 300 kWt. The aperture diameter
of the system will be 30 m.

In order to optimize manufacturing costs, we have also aimed to use identical structures for
different areas of the solar field. To this end, all mirrors will be installed in 3 x 3 or 5 x 5 mirror
modules, which will then be lifted into position (see Figure 7). Depending on wind conditions and
soil characteristics, future plants could implement a partially buried solar field. For the prototype,
all mirrors will be installed in structures above ground level, which will facilitate any re-shaping or
maintenance work, and access to the back of the mirrors.

Figure 7. Solar field configuration to be implemented in the prototype. The outer rings are composed
of 9-mirror modules (3 × 3), while the central bowl includes 25-mirror modules (5 × 5) and 9-mirror
modules (3 × 3): (a) Top view; (b) Front view.

Another remarkable effect of SRTAs is that they do not have the ability to defocus the solar
field. That is, a concentrated solar flux will always exist unless mirrors are covered. In contrast,
the distribution of concentrated solar flux is known and is fixed for each day and time of the year.
Therefore, it has to be guaranteed that no one can access this elevated area and that no element except
the receiver passes through the areas of maximum flux, either in normal operation, during start-up,
and shutdown, in emergencies or during maintenance operations.

One last key advantage of the proposed configuration should be highlighted. All other CSP plants
require complex assembly systems and optical devices to regularly verify that the reflected flux is
correct. In contrast, the optical quality of the SRTAs is easily verifiable on-site, as all the mirrors in
the field have a common focal point. Therefore, a person placed at that point (common center of the
spheres) can validate the entire solar field in a single step and without the need for complex devices.

4.2. Tracking System.

As the solar field is fixed, only one tracking system will be needed for each module, which will
move the receiver to track the sun. This can lead to a reduction in investment costs, as well as fewer
failures and maintenance operations.

In the past, SRTA tracking systems have relied on heavy and rigid structures to ensure a fixed
point in the center of the sphere, where a beam is supporting the receiver pivots during its movement.
They used a tripod-type configuration, such as those described in Figure 8. This tripod must be rigid
to keep the center of rotation of the receiver in place. The arm holding the receiver and the receiver
itself must also be rigid enough to ensure precise positioning, even for the highest elevations of the
receiver (sunrise or sunset). The weight and cost of these stiff structures increase quadratically to the
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size of the system. In fact, projects implementing large solar bowls such as those in Crosbyton or Crete
showed the high cost of the structures required to support the receiver.

Figure 8. Tripod-type structures supporting the tracking system, (a) the design for the system in
Crosbyton as described in [24]; (b) Installation in Crete that included a tripod and an additional
structure rolling over the spherical surface.

In the MOSAIC project, a new approach is adopted. The receiver will be suspended by several
metallic cables, which will define its position in the air above the fixed mirror. These cables will be
pulled from four light towers to correctly position and orient the receiver during the day.

The use of cables to operate the receiver had already been proposed [12,17], but those designs
included a tripod to hold the receiver (see Figure 9). That is, the cables did not hold the receiver but
simply pulled it to make it pivot around the center of the sphere. Therefore, they did not use the full
potential of the cable drives.

Figure 9. Proposed solution and previous approaches combining tripod-type structures and cable
traction: (a) solar heat production system proposed by Cohen [12]; (b) system patented by Authier [17];
(c) sketch of the proposed solution.

The use of cables to drive and hold the receiver opens up new opportunities for cost reduction.
Cable-driven handling solutions have inherent advantages, such as the ability to store cables on reels,
provide large workspaces, relatively low moving masses, or low manufacturing costs. However,
the accurate positioning of the element to be moved presents several challenges due to the compliance
of the cables and supports, which operate under considerably different tensions depending on the
position of the moving part, as well as due to the uncertainties of the nominal geometry of the
plant. Therefore, a closed-loop controlled system is required to position the receiver in the desired
poses accurately.

Unlike solar tower systems, the entire solar field of a module behaves like a single concentrator
(it produces a solar flux that is defined by the position of the reflectors, the location of the site, and the
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solar time) and a single receiver must be positioned. As a result, closed-loop controlled systems can be
implemented, as long as the actual position of the receiver can be determined. The proposed solution
includes a position closed-loop control system based on artificial vision. Kortaberria et al. anticipated
a possible implementation in a previous paper [25]; this allows for additional savings to be made since
the tracking errors can be measured and corrected. That is, it is possible to relax the requirements
related to tracking units, structure rigidity, and foundations and to use cheaper systems. This control
software, although complex, once developed, will not add much cost to the total plant budget.

Regarding the system kinematics, defining the settings for positioning a parallel kinematic system,
like the current one, is not a straightforward problem, but it involves complex non-linear mathematics.
In order to define the optimal configuration (the height and position of the pulling points), and to
ensure that the system is capable of reaching all the required workspace, avoiding singularities,
and minimizing the required pulling forces, Matlab®models have been developed and subsequently
validated with models developed in Adams®.

The receiver should cover a wide range of positions, but not all positions provide the same energy
or are equally accessible. The receiver must be aligned with the sun and the center of the sphere during
tracking. Early and late in the day, this implies higher positions and nearly horizontal orientations.
This places higher requirements on the tracking system, which makes the system more expensive. On the
other hand, in the morning or afternoon, the system provides less energy [7]. Therefore, the workspace
has been optimized for latitudes between 30◦ and 40◦discarding non-economic positions.

Figure 10 shows the final design, which includes 4 towers and 8 actuated cables. A ‘parking’
position has also been added. The required cameras for the closed-loop control system will be installed
in the pulling towers. Active targets will also be integrated into the receiver’s support arms.

Figure 10. Proposed tracking configuration: (a) Receiver at noon positions for two different seasons;
(b) schematic representation of the cables that hold and move the receiver.

Another feature of this approach is that the cables allow the receiver to be easily brought to the
floor for any maintenance task, thus reducing costs and increasing system availability.

Another challenge of this solution is how to get the HTF to/from a moving receiver in all the
required positions. Senior Flexonics is developing a customized, flexible hose for the MOSAIC concept
(see Figure 10). Preliminary tests on a full-scale hose prototype showed that the hose could reach all
required positions.

4.3. Receiver

Previously suggested receivers [15–17,26] included tubes wound around a cylinder (materialized
or not) or a bundle of tubes placed according to the generating lines of that cylinder, [17] or added
conical shapes at the top end (see Figure 11), or even used volumetric receivers [21] placed in the zone
of maximum flow. Transparent covers (see Figure 11c) were also proposed to minimize convection
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losses. However, the reflected rays impinge very parallel to the receiver in the areas of maximum flux,
and therefore, such a cover may be counterproductive.

Figure 11. Receivers made of spiral tubes: (a) Design implemented in Auroville, India [15]; (b) design
proposed by Authier [17] including a pre-heater (3a) and a high concentration heater on top (3b); (c)
receiver patented by Steward [26], including a transparent envelope (24).

To facilitate thermal storage, the MOSAIC concept will use liquids as HTF, preferably molten salts.
Optical and thermal-fluid-dynamic analyses of different receiver configurations (see Figure 12) were
carried out. A ray-tracing simulation model developed in Tonatiuh has allowed the determination in
detail of the incident flux map on the receiver, for each time of the year. This flux information has been
used for the design of the receiver, which has been carried out in Modelica®. For each configuration,
the influence of different design parameters on thermal efficiency, pumping losses or thermal stress has
been analyzed. In addition, other practical considerations such as the manufacturability and drainage
of the HTF were also considered. Details of the design process and the models developed will be
included in [27].

Figure 12. Different configurations analyzed: (a) Annular configuration; (b) tubes placed according to
the generating lines of a cylinder; (c) coil type configuration.

As shown in [7], the solar flux incident on the surface of the receiver is very uneven and varies
throughout the day and from one day to another. However, unlike tower power plants, where the flux
distribution on the receiver has high uncertainty, the SRTA solar field is fixed, and the theoretical flux
distribution is known in advance. This is a guarantee for the safety of the receiver, as this calculated
value can never be exceeded.

As a result of this study, a coil type configuration was selected (see Figure 13). It includes a bundle
of three parallel helical pipes made of Inconel Alloy 625. The 1-inch tubes are wound on a cylindrical
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surface at the bottom and a 40◦ conical surface at the top. Taking into account manufacturing constraints
and the spillage due to mirror inaccuracies, the outer diameter of the cylindrical part of the receiver
has been fixed to 0.3 m. In order to maximize efficiency, HTF enters the receiver on the lowest end
located closest to the mirror surface and leaves the receiver at the top as it is the zone of maximum
flux concentration. To increase solar absorptance, the receiver will be painted with Pyromark®High
Temperature Paint 2500 Flat Black.

Figure 13. Receiver design: (a) Main dimensions; (b) 3D view.

Previous implementations used ‘complete’ receivers (bottom of the receiver is close to the mirror).
However, the radiation received at the receiver increases from the mirror to the top of the receiver.
A shorter receiver will be cheaper, lighter, and easier to move. What is more, it will have lower thermal
and pumping losses. After an analysis of the costs, thermal losses, and intercepted radiation [27],
40% of the receiver closest to the mirror will be removed.

4.4. Modular Plant Configuration

Compared to a central receiver CSP plant, a MOSAIC plant will have more components and more
kilometers of piping, which is more similar to a parabolic through the STE plant. This means that more
attention needs to be paid to the analysis of losses (thermal and pumping), and that there may be
more risks of leakage or freezing if molten salts are used. On the contrary, all modules are built from
similar components, so it is possible to replicate the different modules from standardized elements.
The tracking towers can also be industrialized and pre-assembled, allowing fast deployment in the
field. All this offers enormous cost reduction potential.

In addition, adjacent modules can share the tracking towers. This way, each tower will support
the cables of the four adjacent modules, resulting in additional savings.

5. Conclusions

The MOSAIC concept proposes a new SRTA approach for a high-concentration modular plant to
produce large scale solar electricity or heat. Compared to other CSP approaches, MOSAIC presents
potential advantages (e.g., lower solar field costs, easier maintenance, high efficiencies, cheap energy
storage, tailored power capacity) that could lead to more competitive CSP plants.

SRTA systems have demonstrated their applicability for solar heat collection at intermediate
and high temperatures, but their large-scale implementation has been poorly studied. Compared to
previous SRTA configurations, MOSAIC also addresses the main drawbacks of previous fixed mirror
systems. Nevertheless, this new configuration presents uncertainties and challenges that need to be
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overcome. This article presents the advantages and challenges of this new concept and the measures
proposed to overcome them. Some of the most relevant new features of the system are:

• The semi-Fresnel design of the solar field reduces civil works costs and wind loads, thus addressing
the main drawbacks of previous SRTA configurations.

• The cable-based tracking system that replaces the numerous heliostat drives offers cost reduction
potential (CAPEX and OPEX).

• A modular configuration that allows the development of large, cost-efficient plants, as well as
smaller plants for electricity or heat production.

In the coming months, the construction of a large prototype (>300 kWt) will be completed at the
CENER facilities (Spain). The results measured and the lessons learned during the implementation and
operation of the prototype will make it possible to validate the concept, weigh up the hypotheses and
propose improvements for future versions. Consequently, the proposed design for future commercial
plants may be redefined.
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Abstract: This paper presents a procedure for making facetted mirrors to use in linear Fresnel
reflectors, considering the design of the transversal geometry, materials, and structure configuration.
Four different assemblies of the structure that supports and shapes the mirror are documented and
evaluated. An assembly that implies a curved, pleated aluminum rectangular plate with a thin
silvered-glass mirror vacuum glued to the plate is defined as the optimal. The geometrical quality of
the chosen mirror facet’s configuration is accomplished by photogrammetry.

Keywords: solar energy; linear Fresnel collector; mirror facet; manufacturing process; geometrical
quality

1. Introduction

Concentrated solar thermal technologies are interesting renewable energy systems to be
incorporated in industrial heat processes [1]. There are two main technologies that fit in the range of
temperature demanded by several industrial processes, i.e., parabolic-through collector (PTC) and
linear Fresnel reflector (LFR) [2].

In the last four decades, in terms of concentrated solar power plants, PTC has been leading the
energy production and the number of facilities installed over LFR [3]. From an optical point of view,
a PTC has a higher optical performance compared to a LFR, explained by the transversal component
of the beam solar radiation impinging on the LFRs reflectors aperture, which decreases the optical
efficiency of the collector. However, LFR has a simpler concept related to the absence of metal-glass
welds in the receiver tubes, commonly present in the receivers for PTCs, and they do not require
flexible hoses or ball joints between adjacent collectors. Also, the use of land is more efficient with
LFRs because shadows between neighboring collectors are reduced. Finally, the optical components
of LFR are cheaper due to the nearly flat shape of the mirrors. All these advantages result in lower
operational and investment costs [4,5]. As a consequence, all these aspects lead to a technology as
attractive as PTC technology. LFR has a significant development potential that explains the current
research efforts on this solar collector technology.

A LFR system consists of an array of slightly curved reflectors composing the optical solar
concentrator and a receiver, which is fixed and collects the solar energy concentrated by the primary
reflectors. These reflectors need to track the sun throughout daytime in order to reflect the incoming
solar rays to the receiver position. The receiver may be composed of one single tube or a group of
parallel tubes, located horizontally above the reflectors plane.

To ensure low investment costs, it is important to design as efficient components as possible.
For example, a way to achieve this is using a less amount of material but maintaining the durability
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and performance requirements of the components. This work is focused on a manufacturing procedure
of facets for LFR’s primary reflectors. Each step of the procedure defined is detailed, altogether with
different assembly possibilities that have been tested.

2. Background on LFR Mirrors Geometry

LFR works as an optical concentrator, which means that the mirror facets that compose the
primary reflector, concentrate the solar rays in the receiver. As explained in Section 1, the primary
reflector is the component where the concentration takes place. The shape of the mirrors that form the
reflector is essential to the concentration rate that the collector reaches. The geometrical shape of the
mirrors is defined from their transversal profile; the shapes addressed in this work are flat, parabolic
and cylindrical (Figure 1).

 

 

 

 

 

 

(a) 

 

 

 

 

 

 
(b) (c) 

Figure 1. Scheme of the three mirror’s shape addressed: (a) flat-shape mirrors, (b) parabolic-shaped
mirrors, and (c) cylindrical-shaped mirrors.

2.1. Flat Mirrors

Flat-shaped mirrors (Figure 1a) are the simplest configuration; in this case, the transversal mirror
profile is a straight line. From the optical point of view, the width of the image reflected by a flat-shaped
mirror is practically the same as the mirror’s actual width. The setback of flat-shaped mirrors is that
one single mirror does not concentrate the radiation by itself, because the area of reflection is the same
as the area of the reflected image. The concentration takes part when the reflected image of a group of
mirrors is directed to the same place. Another disadvantage related to the use of flat-shaped mirrors is
that the width of the mirrors must be virtually the same as the width of the receiver, because if the
mirrors were wider, some of the reflected rays would not hit the receiver (overflow effect). For this
reason, the width of flat-shaped mirrors and receivers are restricted to each other.

2.2. Parabolic Mirrors

Parabolic geometry (Figure 1b) perfectly fits with optical concentration technologies, because,
by definition, the rays impinging perpendicularly to the aperture are reflected into the focal point of
the parabola. In the case of solar collectors with parabolic reflectors, this condition is achieved when
the reflectors track the movement of the sun during daytime. According to this geometrical principle,
PTCs and LFRs have been using parabolic mirrors since the beginning of their operations [3,6].

Particularly in the LFR technology, from the construction point of view, to achieve a parabolic
profile in the transversal section of the mirror is a difficult task to accomplish compared to other
options. One option is to manufacture the mirror directly with the desired shape. However, this option
is discarded because it limits the availability of suppliers and implies higher costs. An alternative
option consists on assembling mechanically a straight mirror into a preformed pattern with the desired
parabolic profile. In order to achieve this assemblage and to adopt the desired shape, the mirrors must
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be as thin as possible. This pattern could be a solid plate or a group of profiles named “ribs”. Both
possibilities require the material to be previously manufactured into the desired shape. The result is
optimal optical behavior of the primary reflector. However, economically, the cost of manufacturing
the pattern is higher compared to other geometries.

2.3. Cylindrical Mirrors

From the geometrical point of view, cylindrical mirrors (Figure 1c) are not as accurate as parabolic
mirrors, but constructively, they are easier and cheaper to manufacture. With this geometry, the
concentration of the rays is achieved when the distance from the mirror to the receiver is considerably
larger than the width of the mirror [7].

In Figure 2, the scheme shows a cylindrical mirror, which is a segment of a circumference, and a ray,
r, impinging perpendicularly to the aperture of the mirror in a point P. The ray is reflected and directed
to f. The angles formed by the reflected ray and the incidence angle, θ, which are angles referring to
the normal vector of the mirror, are equal according to specular reflection laws [8]. The point f is at a
distance B from the center O of the circumference. The distance between the points O and M is the
radius of the circumference that contains the cylindrical mirror.

Figure 2. Scheme of the reflection in a cylindrical mirror.

The points P, f and O form an isosceles triangle, with θ in both equal angles. This triangle can be
divided into two right triangles. The relation between the distances B, the radius R of the circumference
that contains the mirror, and the angle of incidence/reflection θ is given by:

B = R/2· cos θ (1)

As previously said, the condition to accomplish the concentration of the rays for a cylindrical
geometry requires the width of the mirror to be smaller than the distance to the receiver. The former
leads to a small value of the angle θ, then cos θ ≈ 1. Therefore, the rays impinge into the middle of the
circumference radius, B = R/2. This position is where the receiver of the LFR is placed.

As consequence, the mirror takes the form of a segment of a circumference with a radius two
times larger than the focal distance, i.e., the distance from the mirror to the receiver.

From an optical point of view, every mirror has a singular focal distance to the receiver, which
leads to a different radius of curvature for each mirror. Manufacturing different preformed patterns
with every radius of curvature would increase the cost of the LFR.
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3. Materials and Methods

3.1. Definition of Mirrors Geometry

From the different options presented in Section 2, it is initially stated that the cylindrical geometry
can lead to an adequate solution in terms of cost and performance for a medium-size LFR and is
comparable in performance to the parabolic shape.

For the definition of the mirror’s geometry, an iteration process is performed using a previously
created in-house ray trace code [9]. The goal of the process is to maximize the power impinging on the
receiver while using one single radius of curvature for all mirrors (cylindrical shape). At each iteration,
a specific radius of curvature is employed for all mirrors, which is changing from the focal distance of
the farthest mirror from the receiver to the focal distance of the nearest one. As result of the application
of this procedure, it is established that the radius of curvature of the farthest mirror delivers the best
results. In addition, it is concluded that the optical performance when the farthest radius is used, is
rather similar to the performance of a configuration that involves a particular and theoretician radius
for every mirror (the average decrease estimated is 2%).

In order to endorse the optical behavior of cylindrical mirrors compared with parabolic mirrors,
a new set of simulations are carried out. First, cylindrical mirrors are considered in the model and the
power impinging on the receiver is obtained. Then, parabolic mirrors replace the cylindrical mirrors
under the same conditions of the previous simulation. The results show that the optical behavior is
rather similar for both configurations. As a consequence, it is stated that the optical handicap of using
cylindrical mirrors instead of parabolic mirrors is marginal [9].

The LFR considered in this study is composed of 12 lines of reflectors, 10-m-long and 28-cm-width.
Every 10 m line is divided into 10 facets, 1-m-long each (Figure 3). The procedure and analysis
described from now on is related to a 1-m-long and 28-cm-width single facet.

Figure 3. Scheme of a LFR.

The weight of the facets in the mechanical behavior of the collector is absolutely relevant. The goal
is to accomplish a facet as light as possible, decreasing the load on the engine used for the movement of
the whole reflectors’ line to track the Sun. The maximum weight of one facet is set at 4 kg. The facets are
assembled from two main components, the mirror and the structure that holds and shapes the mirror
into the cylindrical geometry. Regardless of the type of structure and according to the weight restriction
imposed, the material used is a 3-mm-thick metallic plate resistant to outdoor conditions. As explained,
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due to cost saving, the mirror does not have a pre-shaped geometry, and so the mirrors should be as
thin as possible in order to properly adopt the geometry imposed by the structure. The mirror used is
a 1-mm-thick highly-reflective glass-silvered mirror. Considering the characteristics of the materials
selected, it is stablished that the maximum permissible geometrical deviation of the facets should be
0.5 mm from the sag parameter, which is defined in Section 4.

3.2. Mirrors Structure Configuration

Different configurations of the structure that support and shape the mirror into the facet are
considered in this study, taking as premises the simplicity and the economy of the approaches without
losing sight of the optical performance. The following subsections describe each configuration.

3.2.1. Naked Mirror over Preformed Ribs

The first approach to manufacture the facet’s support structure is to mechanically bend the mirror
in a cylindrical shape by clamping it between a set of preformed “ribs”. Each rib is composed of two
aluminum pieces (Figure 4a), the bottom piece that supports the mirror has a concave cylindrical
geometry and the upper part, pushing down the mirror, has a convex cylindrical shape (Figure 4b).
The bottom part of the ribs should also work as a union among three pairs of ribs that are used per
individual facet, and to join to the others facets composing one of the 10-m-long reflectors’ lines of
the collector.

(a) (b) 

Figure 4. Scheme of the assembly for naked mirror over shaped ribs: (a) mirror before ribs clamping
and (b) mirror after ribs clamping.

3.2.2. Naked Mirror Mechanically Bended by Metallic Bars Glued to it

This configuration uses a different approach to bend the mirror into a cylindrical shape. First
of all, an aluminum bar is glued to the middle of the longitudinal axis of the mirror with structural
silicone. Later, three transversal bars are fixed to the longitudinal bar (Figure 5a). In each extreme of
the transversal bar, a pushing bolt (marked in red in Figure 5a) is installed. With this bolt, both sides
of the mirror can be pushed and raised to achieve the desired shape, while the center of the mirror
stays down, attached to the longitudinal bar. The result is a curved mirror created by two equal and
opposite forces (See Fpush and Fhold in Figure 5b).
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(a) (b) 

Figure 5. Scheme of the assembly for naked mirror mechanically bended by metallic bars glued to it:
(a) mirror before being pushed by bolts and (b) mirror after being pushed by bolts.

3.2.3. Mirror Glued by Vacuum over a Curved Rectangular Plate Attached to a set of Preformed Ribs

Unlike the two former assemblies, the objective of this third configuration is to deliver a solid
structure to support the mirror over its entire surface (Figure 6a). A pre-formed rectangular thin plate,
made of 3-mm-thick stainless steel, is considered. This plate has the same dimension as the mirror
and makes up the cylindrical shape of the facet. This curved plate is welded to a group of stainless
steel ribs that provide the needed stiffness to keep the cylindrical shape. The ribs are aligned in a
longitudinal direction by two metallic tubes welded to them (Figure 6b). The selection of steel as a
constructive material instead of aluminum is due to the difficulty of welding the aluminum plate to
the ribs. Due to the high thermal diffusivity of the aluminum, during the welding process, the whole
piece could be heated, which along with the small thickness of the plate might entail the deformation
of the plate when the material is chilling.

 
(a) 

 

(b) 

Figure 6. Assembly of a curved rectangular plate attached to a set of preformed ribs: (a) front view of
the assembly and (b) lateral (longitudinal) view of the assembly.

In Figure 6, the configuration of the proposed assembly is shown. The flat mirror is located over
the curved plate; previously, an adhesive is sprayed over the back face of the mirror and on the upper
face of the metallic plate. Once the mirror and plate are joined, the assembly is introduced into a plastic
bag to complete the sealing process. A vacuum pump is connected to an air outlet valve of the plastic
bag to evacuate the air inside the bag, reducing the possibility of bubbles appearing between the mirror
and the metal plate. This gluing process takes 15 minutes approximately. After this time, both the
mirror and the metallic plate should be completely attached, with the mirror adopting the cylindrical
shape of the plate.

3.2.4. Mirror Glued by Vacuum to a Curved Plate

The idea of gluing the mirror to a preformed plate used in the former configuration (Section 3.2.3)
is considered as a useful solution to build facets for LFR. The mechanism of completing the gluing
process in vacuum delivers optimal results. The challenge is to minimize the weight of the assembly
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described in Section 3.2.3; therefore, the first action is to replace the steel plate by another type of plate
made of a material with lower density, e.g., aluminum.

The curvature of the plate must be achieved as accurately and repetitively as possible. The process
selected to achieve the desired geometry consists of inserting the flat rectangular plate into a bending
machine. The bending machine used in the experimental set up is made up of three longitudinal
cylinders; first, the user adapts the position of two of the three cylinders to the thickness of the
processed plate and, second, the third cylinder is moved up and down until the desired curvature of
the structural plate is achieved. Once the positions of the cylinders are settled, the metallic plate is
introduced and automatically curved.

The next step is to provide rigidity to the curved plate, which is done, for this specific facet size, by
pleating 1.5 cm of the longitudinal extreme of the plate (Figure 7a). This pleat gives the plate enough
stiffness in the longitudinal axis to avoid the plate losing linearity.

 

 
(a) (b) 

Figure 7. Mirror glued by vacuum to a curved plate: (a) pleated mirror facet and (b) vacuum
gluing process.

Once the plate is curved and pleated, the mirror is glued to the metallic plate following the same
procedure explained in Section 3.2.3. The glue is sprayed onto the mirror and the plate, and then the
set is put in a plastic bag, sealed and connected to a vacuum pump (Figure 7b).

At this point, the reflective part of the facet is completed, but as shown in Figure 7a, there are
no structural bars or other elements in the aluminum plate to connect the facet neither to the LFR’s
main structure nor to the other facets. The welding of structural bars to the aluminum plate is not an
adequate solution, as explained in Section 3.2.3. The solution proposed and designed is a suction cups
system attached with silicone to the back face of the aluminum plate. These cups attach the facet to a
structural bar, altogether with every one of the other nine facets conforming one 10-m-long line of
12 mirrors that compose the primary concentrator of the LFR collector.

The suction cups are composed by a perforated 3-mm-thick plate and two bolts welded to this plate.
The perforations of the plate are designed to allow the silicone to overflow through it. The structural
bar fit to the suction cup by two welded segments profiles type “L”. These squads have a perforation
in which the bolt fits and is adjusted with a pair of nuts (Figure 8e,f).
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 8. Assembly scheme of the suction cup into a mirror facet: (a) facet presented over the alignment
device, (b) facet adjusted over the alignment device, (c) silicone cordon applied on the facet, (d) suction
cups attached on the facet, (e) exploded view of the suction cup mounting process, and (f) suction cup
mounted on the facet.

The complete assembly process of the suction cups into a mirror facet is shown in Figure 8. First,
the facet (which has already been curved, pleated and the mirrors glued to it) is faced down into
an alignment device (Figure 8a). This object is designed to line up the suction cups between them
and with the facet. A longitudinal bar, which fits in the frame of the alignment device, is used to
place the suction cups in the desired position on the facet (Figure 8b). The suction cups are held to
the bar through a pair of squads. Once the position of the suction cup on the back side of the facet
is defined, the bar is removed and a thick silicone cordon is applied on the back side of the plate
(Figure 8c). Finally, the suction cups are placed again with the bar pressing down strongly until the
silicone overflows through the perforations of the plate (Figure 8d).

4. Results

This section details the results obtained during the manufacturing process of facets assembled
following the four procedures presented in Section 3 for the mirrors structure configuration.
The geometrical quality of mirror facets manufactured following the manufacturing process that
delivers the best results is also analyzed.
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4.1. Naked Mirror over Preformed Ribs

The image reflected by this facet does not have the quality required to concentrate the rays on
the receiver. Figure 9 shows how the image reflected is adjusted when each of the three ribs are
clamped consecutively.

The first image (Figure 9a) corresponds to the mirror before clamping the ribs; a reflected
rectangular image can be seen that perfectly matches the dimension of the mirror. Figure 9b is the
image reflected when the center rib is clamped; it is clear how the image is adjusted to the cylindrical
shape of the rib’s range; a small area of concentrated heat flux in this zone emerges. When a second rib
(one of the extremes) is clamped, another change in the reflected image is noticeable, and again a solid
concentration region is created in the rib’s range. However, in Figure 9c, it can be seen that the mirror
does not adopt the desired curvature in the area between both ribs because a flat region persists in
the reflected image, i.e., beam solar radiation is reflected but non-concentrated. Finally, the third rib
(located in the opposite extreme) is clamped and the result is the same as the previous (Figure 9d),
i.e., the mirror adopts the cylindrical geometry only in the rib’s range. A similar configuration was
tested adding two more ribs, but the results were the same; the mirror adopts the cylindrical shape
exclusively in the ribs range and the flatness in other areas of the mirror facet persisted. This is due
to the elastic property of the mirror used. It was concluded that this is not an acceptable solution to
manufacture mirror facets for the LFR configuration and size considered.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. Reflected image for the assembly of naked mirror over shaped ribs facet configuration.
(a) Non ribs clamped; (b) Middle ribs clamped; (c) Middle and one external ribs clamped; (d) Middle
and both external ribs clamped.

4.2. Naked Mirror Mechanically Bended by Metallic Bars Glued to it

The application of this solution to configure and manufacture a mirror facet for the LFR proposed
did not offer the targeted cylindrical geometry. The glued section attached to the longitudinal bar
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creates a flat zone in the center of the mirror. Then, the two free extremes of the mirror are pushed up,
resulting in a particular geometry, as represented in Figure 10.

Figure 10. Scheme of transversal section of naked mirror mechanically bended by metallic bars glued
to it.

The effect of this particular geometry onto the reflected image is an upgrade compared with the
former configuration. Nevertheless, there are some diffused areas in the reflected image where the
concentration of the solar radiation does not take place or is less noticeable than expected. Figure 11
shows the image reflected by a mirror facet manufactured considering this configuration. It can be
seen that the reflected image presents a significant amount of rays concentrated onto the center line,
creating a bright thick line. Also, the dispersion of other rays around the center line forming a lighter
illuminated area can be seen. There is a discontinuation of the concentrated line. Presumably, this is
caused by a glued malfunction between the bar and the mirror.

 

Figure 11. Reflected image for the assembly of naked mirror mechanically bended by metallic bars
glued to it.

Besides the optical performance of this configuration, there is a significant setback in the assembly.
To achieve the desired focus length, every facet must be individually adjusted to it. That means every
one of the six bolts must be manually screwed up until the desired focus length is accomplished.
The procedure is not viable taking into consideration that the solar collector unit considered in this
study is composed of 120 facets. Moreover, screwing the bolt to the optimal position in which the
mirror reaches the focus is a source of possible errors leading to an optical performance’s uncertainty
in the operation of the collector.

4.3. Mirror Glued by Vacuum over a Curved Rectangular Plate Attached to a set of Preformed Ribs

Regardless of the optical outcome, this configuration is discarded because of the excessive weight
of the components. The use of steel, with density equal or higher than 7850 kg/m3 (value depends on
the type of steel used), leads to a weight higher than 6.5 kg per facet. This is contrary to the premise of
getting lightweight facets.
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4.4. Mirror Glued by Vacuum to a Single Curved Plate

The type of mirror facet built following this manufacturing process is composed of an aluminum
curved plate with a thin glass-silvered mirror that is glued to its surface. The density of the aluminum is
about 2700 kg/m3, which makes lighter facets when compared to the use of steel for the support structure.

The result of this assembly (see Video S1) is considerably more satisfactory than the former.
Figure 12 shows the concentrated solar radiation reflected by one facet on the surface of a Lambertian
target, which was specially prepared with two longitudinal marks creating a 5 cm channel that allows
appreciating the geometrical quality of the reflector.

 

Figure 12. Concentrated radiation reflected into a Lambertian target.

The target is localized at the same height as the receiver, consequently at an equal distance to the
focal length of the facet, which is 2.3 m for the LFR design considered in this study. Figure 12 shows
how, in this preliminary test, a large amount of the concentrated solar radiation is within the 5 cm
longitudinal channel. The image reflected is virtually a solid rectangle of 5 cm width and 1 m long,
with almost non-dispersed radiation or discontinuity. Taking into consideration that the width of the
mirror is 28 cm, the concentration ratio of the facet is 5.6.

After studying all four configurations and the results obtained from manufacturing the mirror
facets for the considered LFR, the configuration based on a mirror glued by vacuum to a single curved
aluminum plate is the one selected to manufacture 120 facets for the LFR collector prototype considered.

Geometrical Qualification of the Manufactured Facets

To complement and sustain the manufacturing process of the LFR facets, a verification of the
geometry and the optic is carried out. The technique applied to measure the geometrical quality of the
facets is close-range photogrammetry [10].

The photogrammetry process involves taking a set of well-planned photographs to the reflective
surface of the facet. The facet’s surface is previously covered with a target pattern, printed in an
adhesive white vinyl sheet. The targets are black circles of 1 cm diameter arranged in rows and
separated from each other by 2 cm. Finally, 323 target circles are distributed in the reflective surface as
shown in Figure 13.

Once the target is settled, the reflective surface is photographed from different angles covering
360 degrees around the facet, positioning the camera in horizontal and vertical orientation to compensate
for the optical aberration of the system.

The next step consists in post-processing the images. In Figure 14a, a representation of each point
that compiles the reflective surface can be seen. Every blue circle represents a specific point of the
facet’s reflective surface and their spatial position is represented by their Cartesian coordinates.
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Figure 13. Target pattern over the reflector surface of the facet for the photogrammetry process.

 

(a) 

(b) 

Figure 14. Photogrammetry’s points and representative arcs spatially represented: (a) photogrammetry
points and (b) representative arcs.

The sag of a circumference arc is selected as the parameter to evaluate the accuracy of the
accomplished facet’s geometry. The sag is defined as the height of the arc; it is the perpendicular
distance between the midpoint of the arc’s chord to the arc itself. This parameter is directly related
to the radius of the facet’s curvature. Every arc formed by the 34 groups of targets aligned in the
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transversal axis is built, and then they are compared among them. The facets are designed with a
specific radius of curvature, which is 6.5 m in the design considered in this study, and the sag that
corresponds to this radius is 1.51 mm. Figure 14b shows the arc that best fits to every transversal
aligned target group.

The sag of each arc contained in the reflective surface depends on the optical behavior of the
facet. The accuracy of the reflected image corresponds to a constant value of the sag along the facet.
However, the manufacturing process entails different error sources that divert the final geometry from
the defined one. The graph shown in Figure 15 represents the deviation of each calculated arc’s sag in
the longitudinal axis of a facet compared to the sag of the reference curvature radius.

Figure 15. Deviation in millimeters of the calculated (measured) sag with respect to the sag of the
designed geometry.

Each blue dot represents the sag of the corresponding circumference arc at a specific longitudinal
position in the facet. The points are arranged according to the value of the designed sag represented in
a dotted red line (1.51 mm). The magnitude of the deviation in the black lines across each point can
be appreciated. Smaller values of the sag are linked to bigger curvature radius. Figure 15 shows a
maximum deviation of 0.95 mm when the inferred value of the sag is 0.56 mm at the left side of the
longitudinal axis. Then, the magnitude decreases until reaching the middle zone in which the sag is
negligible and slightly higher than the designed value. Finally, the value of the sag decreases again
with a smoother ratio.

As it was mentioned before, the variation of the sag along the longitudinal axis of the facet has
a consequence in the reflected image. Figure 16 shows the same image as Figure 12, converted into
a luminance map level using a RBG colormap, where 255 is the maximum value in the gray color
scale representing the higher concentrated flux. The luminance distribution presents a perfect match
with the deviation of the sag graph (Figure 15). The reflected image displays a thicker and dispersed
pattern at the extremes of the longitudinal axis, which corresponds to a lower value of the sag. On the
other hand, in the center of the facet, where the value is closer to the optimal, the image is consistently
collimated. To address the geometrical errors in the manufacturing process, it is convenient to say that
the bending machine used to shape the aluminum plates is designed to achieve pronounced or closed
curves, and certainly, does not have the required optical precision to guarantee the desired consistency
in the manufactured plates. To improve the quality of facets manufactured following the procedure
presented in Section 3.2.4, an adequate selection of the bending machine is crucial to guarantee the
optical quality of the mirror facets manufactured.
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Figure 16. Luminance distribution of the concentrated radiation reflected by a prototype LFR mirror
facet into a Lambertian target.

5. Conclusions

Different procedures to manufacture linear Fresnel reflector’s mirror facets are detailed in this
article. The first step before starting the manufacturing is the selection of the geometrical shape of the
facet. Three mirror shapes are addressed: flat, cylindrical and parabolic. The one that leads to the
simplest manufacturing process without compromising the optical behavior is the cylindrical-shaped
mirror, which is defined as the proper configuration.

Four configurations of the structure that support and shape the mirror into the facet are described.
It is found that the assembly composed by a mirror glued by vacuum to a single curved aluminum
plate delivered the best results. This is based on the optical performance accomplished, altogether with
technical aspects of the assembly process that provide specific and easy-to-apply steps to accomplish
a larger manufacturing process. The sag of a circumference arc of the facets is determined as the
geometrical parameter to characterize the accuracy of the curvature accomplished.

From the possible error sources found, one step is highlighted as the most susceptible to
improvement. This is the bending process of the metallic plate used as support of the mirror. The use
of a more precise bending machine would create a smaller deviation of the sag along the facet. Besides
the errors, the image reflected is definitely optimum in terms of the amount of concentrated light into
the target area. Also, the shape of the reflected image is within the expected boundaries.

Finally, this work aims to be a useful tool in the construction of linear Fresnel solar
collectors, spreading the practical experience on the development of this concentrating solar
technology development.
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Video S1: LFR mirror facet assembly: mirror facet glued to a preformed plate with cylindrical curvature.
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Acronyms

LFR linear Fresnel reflector
PTC parabolic trough collector

Symbols

r ray impinging in mirror’s aperture
P mirror point
f focal distance of the cylindrical mirror (m)
θ incidence angle (◦)
B distance from the center of circumference to the focal point (m)
O center of the circumference
M mirror point
F force applied to the mirror

References

1. Vannoni, C.; Tobergte, D.R.; Curtis, S. Potential for Solar Hear in Industrial Processes. J. Chem. Inf. Model.
2013, 53, 1689–1699. [CrossRef]

2. Kalogirou, S.A. Solar thermal collectors and applications. Prog. Energy Combust. Sci. 2004, 30, 231–295.
[CrossRef]

3. Fernandez-Garcia, A.; Zarza, E.; Valenzuela, L.; Perez, M. Parabolic-trough solar collectors and their
applications. Renew. Sustain. Energy Rev. 2010, 14, 1695–1721. [CrossRef]

4. Sahoo, S.S.; Singh, S.; Banerjee, R. Analysis of heat losses from a trapezoidal cavity used for Linear Fresnel
Reflector system. Sol. Energy 2012, 86, 1313–1322. [CrossRef]

5. Sait, H.H.; Martinez-Val, J.M.; Abbas, R.; Munoz-Anton, J. Fresnel-based modular solar fields for
performance/cost optimization in solar thermal power plants: A comparison with parabolic trough collectors.
Appl. Energy 2015, 141, 175–189. [CrossRef]

6. Feldhoff, J.F. Linear Fresnel Collectors A Technology Overview of CSP Systems; SFERA Summer School: Almería,
Spain, 2012; pp. 1–30.

7. Abbas, R.; Muñoz, J.; Martínez-Val, J.M. Steady-state thermal analysis of an innovative receiver for linear
Fresnel reflectors. Appl. Energy 2012, 92, 503–515. [CrossRef]

8. Kidger, M.J. Fundamental Optical Design; SPIE press: Bellingham, WA, USA, 2002.
9. Pulido-Iparraguirre, D.; Valenzuela, L.; Serrano-Aguilera, J.J.; Fernández-García, A. Optimized design of a

Linear Fresnel reflector for solar process heat applications. Renew. Energy 2019, 131, 1089–1106. [CrossRef]
10. Fernández-Reche, J.; Valenzuela, L. Geometrical assessment of solar concentrators using close-range

photogrammetry. Energy Procedia 2012, 30, 84–90. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

129





energies

Article

Methodology for an Opto-Geometric Optimization of
a Linear Fresnel Reflector for Direct Steam Generation

Eduardo González-Mora * and Ma. Dolores Durán García
Ingeniería en Sistemas Energéticos Sustentables, Facultad de Ingeniería, Universidad Autónoma del Estado de
México, Cerro de Coatepec S/N, Toluca 50100, Mexico; mddg_2210@hotmail.com
* Correspondence: egonzalezm022@profesor.uaemex.mx

Received: 26 November 2019; Accepted: 31 December 2019; Published: 10 January 2020

Abstract: A methodology for an optical optimization of the intercept factor concerning a linear
Fresnel reflector is described to increase the amount of solar irradiation that will be delivered in
the absorber for Agua Prieta, Sonora; taking the FRESDEMO’s Fresnel field as the reference design.
For the performed optimization, the intercept factor is determined as a function of the receiver’s
height, establishing a simple criterion for the optimization. The FRESDEMO’s field description is
determined and briefly discussed, next compared with the proposed optimization. The compound
parabolic concentrator (CPC) Winston function for a circular absorber is modified to relocate the
cusp of the reflector and the absorber. This modified CPC will redirect all the reflected rays that
do not hit directly the absorber, as in the FRESDEMO field, so all of them are captured by the
absorber. Through ray-tracing, the graphic flux distribution in the receiver aperture is conceived.
This flux distribution is compared with the FRESDEMO field and with a PTC with a flat absorber,
ensuring an adequate optimization regarding the intercept factor. The result of the opto-geometric
optimization is compared between the FRESDEMO and the optimized field for a specified thermal
process, addressing a considerable reduction in the length of the loops.

Keywords: LFR; IAM; intercept factor; CPC; opto-geometric optimization; ray-tracing

1. Introduction

Currently, concentrated solar power plants (CSP), are an alternative to produce electricity against
non-renewable energy sources such as oil, coal, and nuclear energy. In these systems, different designs
and geometries of concentrators are used. CSP plants concentrate the solar rays to heat a working
fluid that runs a thermodynamic power cycle, usually a steam Rankine cycle [1]. Most of these solar
plants use solar fields with parabolic trough collectors (PTC) [2]. Notwithstanding, in recent years,
Fresnel reflectors are among the most promising technologies to produce energy from concentrated
solar radiation [3,4]; therefore, there has been an increasing interest in adopting Fresnel reflectors due
to the low operating costs [5].

This interest has led to different studies discussing the opto-geometric parameters to be determined
and optimized. Abbas and Martínez-Val [6] analyzed the optical design of Fresnel Reflectors width
and shifts of the mirrors, Boito and Grena [7,8] developed a model to find the optimal focal length of
the primary mirrors and also an optical optimization relating the plant cost and the concentrated solar
radiation. Qiu et al. [9] presented a strategy to homogenize the heat flux in the receiver area employing
multi-objective genetic algorithms and Monte Carlo ray-tracing. However, there are no optimizations
in the intercept factor for the typical fields to be analyzed (FRESDEMO, PUERTO ERRADO, etc.), this is
developed in the present work considering the FRESDEMO field as the starting point for optimization
since it is a field that has proven to be technically operational for the DSG.

Concentrating the sun’s rays allows a working fluid (HTF, heat transfer fluid) to reach high
temperatures that ensure a good conversion of heat-electricity efficiency. The HTF can be synthetic
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oil, molten-salt or water-steam; the latter known as Direct Steam Generation (DSG). Commercially,
the DSG is not applied yet because, in PTCs, the thermal stress problems produce several problems
in the receiver integrity [10,11]. However, Fresnel reflectors do not present this disadvantage since
the heat flux is distributed more uniformly over the absorber and also because the receiver is fixed,
so, one of the trends is towards this direction since it also avoids the use of heat exchangers [12,13].
With these advantages, the thermal efficiency is increased by simplifying the configuration of the entire
system [14–16].

The linear Fresnel reflector (LFR, which will be referred hereafter only as Fresnel reflectors),
simplifies the design of the PTCs. The LFR resembles the parabolic shape with a collection of flat
(or nearly flat) mirrors positioned at ground level [2]. These mirrors move on a single axis to track
and reflect the Sun’s rays toward the receiver. Unlike PTCs, the receiver of the LFRs is fixed in space
and the reflectors rotate simultaneously to keep the focus continuously on the receiver, as shown in
Figure 1 [1,3].

Figure 1. Linear Fresnel reflector with a central receiver. Adapted from reference [17].

All rows of the LFR match the same tracking as the apparent movement of the Sun. However,
each row is tilted at different angles at any time, since they have different positions regarding the
receiver. This allows a very large primary unit composed of relatively small reflectors, with a long focal
length, which indeed leads to the possibility to use almost flat and low-cost glass mirror elements [4,5].

One difficulty with LFRs technology is that avoiding shading and blocking between adjacent
reflectors leads to a greater spacing between the reflectors leading to a greater use of land. Blocking
and shading between mirrors can be reduced significantly by increasing the height of the receivers, but
this increases the cost of the system.

The main advantages of LFR over PTC are:

• fixed receiver.
• low wind load in the mirrors.
• largest collection area for each receiver (which reduces the cost of receivers and simplifies the

management of fluid circulation).
• small moving parts (the mirrors are much smaller than the only one mirror of a PTC).
• lower costs of the optical components (the mirrors are almost flat, and their construction is simpler).
• the receiver is always illuminated from below, but the addition of a CPC allows a more uniform

heat flux distribution over the absorber tube, regardless of the angle of the Sun, minimizing
thermal stresses.

• an easier system maintenance facility.

The principal disadvantages are [18–21]:

• reduced optical efficiency, especially when the Sun is far from the focal plane.
• greater sensitivity to optical and tracking errors, due to the greater distances between the mirrors

and the receiver.

Taking into consideration the above, and evaluating the advantages and disadvantages of the
LFR compared to the PTC, it is of great interest the implementation of a solar field that could use
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linear Fresnel reflectors for DSG; since it implies that solar power plants would be able to start using a
simpler technology that could be competitive and commercial in the near future.

In addition, if the solar field is optically optimized for a certain locality, the decrease in the length of
the field becomes evident, which would reduce the cost of the installation; however, all the simulations
based on the DSG with LFR are using the FRESDEMO configuration, therefore, it is interesting to
optimize the solar field to analyze the behavior of the system and confirm the reduction of the length
of the entire field.

2. Methodology

The LFRs, like the PTCs, follow the Sun while moving the mirrors in prescribed paths minimizing
the angle of incidence of the radiation on the surfaces and thus, maximize the radiation collected of
the incident rays. The aforementioned is done through calculated rotations on a single axis (that may
have any orientation, although, in practice, it is usually horizontal from East to West, or from North
to South). All the linear concentrators used for power generation are designed with an East-West
tracking, so the concentration system is oriented in a North-South direction; this is done to maximize
the use of irradiance on the concentrator.

The design of the solar field is the most important component to be determined in a solar plant for
the generation of electrical energy. A poor design can trigger low operating times, an increment in the
thermal energy storage capacity, low thermal performance and, even lead to the inoperability of the
power block since the concentrated solar energy density is not enough to be useful; so the optimization
of the opto-geometric description of a linear Fresnel reflector for direct steam generation is essential to
ensure an optimum optical performance. For the reasons exposed, in the present work, a methodology
for the opto-geometric optimization was developed; this methodology is schematized in Figure 2.

First, for the optimization process, the location of the power plant must be defined. This allowed
calculating the solar angles to define the incidence and direction of the irradiation (Section 2.1). In a
second step, the location of the primary mirrors and the intercept factor is determined (Section 2.2).
Third, the intercept factor is computed as a function of the receiver’s height and a criterion for the
optimum height is established; once the criterion is fulfilled, the incident angle modifier (IAM) is
computed, and the CPC geometry is defined (Section 3). Fourth, a ray-tracing is performed to compare
the flux distribution between a PTC, FRESDEMO and the optimized field (Section 4). Afterward,
a thermal process is computed to compare the results of the optimized field against the FRESDEMO field.

2.1. Solar Angles in A LFR
In order to define the layout and the design of the LFR, the solar angles must be determined to

ensure that the reflected solar radiation is redirected in the best way to the receiver. For a solar field
oriented in the direction N-S (solar fields use this orientation to maximize the radiation capture at solar
midday so that more irradiance can be used annually.) (as seen in Figure 3a); the transverse solar
altitude angle αT can be determined by the solar altitude angle αs and the azimuthal angle γs [14,16,22];
the celestial coordinates are determined by:

cos θ =
(
cos2 θz + cos2 δs sin2 ω

) 1
2 (1)

tanβs = tan θz
∣∣∣cos(γs − γ)

∣∣∣ (2)

γ =

{
90◦ if γs > 0
−90◦ if γs ≤ 0

(3)

tanαT =
ac

bc
= tanαs

√
1 +

1
tan2 γs

=
tanαs

sinγs
(4)
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where 0◦ ≤ αT ≤ 180◦, and sinγs = 0 when αT = 90◦. Other angles of practical interest in concentration
systems are the longitudinal angle of incidence θl and transversal angle of incidence θt. Both angles
are shown schematically in Figure 3b, determined by Equations (5) and (6).

θl = arctan

⎛⎜⎜⎜⎜⎝
∣∣∣sinγs

∣∣∣
tanαs

⎞⎟⎟⎟⎟⎠ (5)

θt = arcsin(cosγs cosαs) (6)

Figure 2. Methodology for the optimization of the linear Fresnel reflector (LFR) field.
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(a) (b) 

Figure 3. Angles in a LFR: (a) Determination of the transverse solar altitude angle; (b) Determination
of the incidence angles.

2.2. Opto-Geometric Description of the LFR Field

Although the optical nature of LFRs is simple, there are few data available to describe a
Fresnel reflector field [7]. However, even ignoring the dimensions and specifications of the receiver,
the geometry of a LFR is defined by numerous parameters, which can be changed independently,
at least in principle: the width, the position, and the focal length of each mirror are all independent
variables. Therefore, the geometry of the solar field depends on 3 Nm degrees of freedom, where Nm is
the number of mirrors [8].

Considering some descriptions for different Fresnel reflectors designs; a similar configuration
(a similar field is considered because a detailed description of the FRESDEMO field is not available
(mainly the location of the mirrors)) of the FRESDEMO’s field; located in the Plataforma Solar de
Almería, Spain, is proposed; this LFR is shown in Figure 4. The field is composed of several modules
each with 25 mirrors of 0.60 m width and 100 m length, distributed in a 21 m wide-field oriented in
N-S direction [6–8,19,23–28]. As a summary in Table 1, the parameters considered are shown.

 

Figure 4. Main geometrical parameters of the FRESDEMO prototype [24].

The filling factor (FF) is defined as the ratio of useful space of concentration occupied by the
primary mirrors to the whole area of the solar field, as stated in Equation (7). It is important to say that
the main objective of the LFRs is to be able to maximize the filling factor (FF→ 1); this means better
use of land while capturing as much as possible solar radiation.

FF =
Apm

A
(7)
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where:
Apm = NmWmLm = 1500 m2: Effective area of the primary mirrors, A = WsfLm = 2100 m2: Area of
the LFR module.

Thus, with the data described in Table 1, the filling factor for the proposed field is 0.7143; which is
identical to the Fresdemo field [24,27].

Table 1. Geometric data of a FRESDEMO similar field.

Characteristic Value

Number of primary mirrors (Nm) 25
Total width of the solar field (Wsf) 21 m

Total length of primary mirrors (Lm) 100 m
Width of the primary mirrors (Wm) 0.6 m

Height of the receiver to the primary mirrors (hfr) 8 m
Receiver width (a′) 0.5 m

Orientation of the mirror axis N-S

Another factor that influences the performance of the LFRs is the height at which the receiver is
placed (independent if only one absorber tube or several tubes are used). To determine the inclination
of each mirror, in concordance with the Fermat’s Principle, the light that reaches each mirror will be
reflected towards a target zone (which in this case will necessarily be the receiver); however, the further
away the mirrors are, the longer the path the light must travel, and in addition, not all the light will
directly hit the receiver. The intercept factor (Γ) is a quantitative measure of this condition.

The intercept factor ideally should have a unit value; which would mean that all the radiation that
enters the opening area (A) will be redirected entirely to the receiver; however, since the LFR is not an
ideal (it should not be forgotten that a Fresnel reflector simulates the optical behavior of a parabolic
channel, so in essence, it could not be a concentrator without optical losses) concentrator, there will be
losses in this captured radiation. Although there are a great variety of methodologies to determine
the intercept factor, such as directly applying the concept of the conservation of the étendue [29,30]
or using an advanced ray-tracing technique [31], it is possible to use simpler methods such as that
described by Pettit et al. [32], or, in its simplest form, only the quotient between the area illuminated by
the redirected rays and the area of the receiver, as stated in Equation (8) and shown schematically in
Figure 5.

FF =
A′
Ail

=
a′Lm(

a′l + a′ + ar
)
Lm

(8)

where

A′: Receiver area
Ail: Total lighting area
al: Left receiver spillage
ar: Right receiver spillage
a′: Receiver width

 

Figure 5. Schematic diagram of the cross-section of the receiver area.
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The intercept factor is evaluated instantaneously; this means that as the Sun moves over the
sky, the primary mirrors rotate to reflect the greatest amount of radiation to the receiver, so it can be
concluded that the intercept factor is a function of the incidence angles. While the intercept factor can
be maximized for any time of the day, a good alternative is maximizing it at solar noon (when the
irradiation reaches its highest value), so the concentrated irradiance in the receiver is maximized. The
position where the mirrors are aligned maximizing the intercept factor is called the reference position;
under the hypothetical assumption that the field is placed at the equator.

To establish the geometric description of the Fresnel reflector, the determination of the inclination
angle ψi, is required, which varies according to the position of the Sun, and is different for each mirror,
as shown in Figure 6.

 
Figure 6. Angle of inclination of the i-th mirror and its determinants.

The inclination angle of each mirror ψi is determined by the angle βi and the transverse solar
altitude angle αT; additionally, the βi angle is determined by the distance of the respective mirror
row from the central axis of the field, and by the distance of the real focus to the primary mirrors hfr

through:

ψi =
αT −βi

2
(9)

βi = arctan
(

hfr

di

)
(10)

From Equation (9), the inclination depends only on the temporal variation of the angle αT, that is,
in the apparent movement of the Sun, not in the position of the mirror. The different mirror rows have
different angular positions but they move at the same angular velocity. Theoretically, this allows all
mirrors to be connected using a simple four-bar mechanical coupling and driven with a single motor
(rocker mechanism). However, the current designs of LFRs decide to move each mirror individually,
because a more precise tracking is obtained, and it also allows a gradual defocusing if necessary [5].
Fresnel field configuration of FRESDEMO places the receiver of 0.6 m (a′) at a distance of 8 m of the
primary mirrors (hfr ).

For the reference position, the intercept factor of the FRESDEMO field has a maximum value of
0.5753. Thus, the location of the primary mirrors can be defined from the last mirror. For the reference
position (solar noon), the mirrors are located and tilted as described in Equation (9). Table 2 shows the
location and tilt of the mirrors for the design point, and, due to the symmetry that exists in the system,
only twelve mirrors are considered (the other ones have the same layout). In Figure 7 the first reference
position is shown schematically, together with a simplified ray-tracing. In Figure 8 the results of the
ray-tracing are shown, in Figure 8a it can be seen that for the area of the receiver for this reference
position, not all the reflected rays will hit the receiver, so that the intercept factor will be less than one,
while in Figure 8b the blockage that occurs between the last and second last mirror is appreciated.
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Table 2. Position of the primary mirrors at solar noon (ω = 0; Γ = 0.5753).

i-th Mirror Longitudinal Location (di) [m] Inclination on the Horizontal (ψi) [deg]

0 0 0
1 0.84 2.9
2 1.68 5.80
3 2.52 8.55
4 3.36 11.15
5 4.2 13.57
6 5.04 15.80
7 5.88 17.83
8 6.72 19.18
9 7.56 21.35
10 8.4 22.86

Figure 7. Arrangement of the Fresnel reflector mirrors.

(a) (b)

Figure 8. Results of the ray tracing. (a) Approach of the receiver. (b) Blocking of reflected rays between
the last and second last mirror.

2.3. Optimization of the Solar Field for the City of Agua Prieta, Sonora

The optimization is performed considering that the Fresnel reflector will be located in Agua Prieta,
Sonora, where the greatest amount of irradiation occurs for June; according to the bibliography, the
21st is the representative day of the month [14].

The city of Agua Prieta, Sonora, has a geographical location of 31.33 N;−109.55 E, so once the day
has been defined (21 June, day 171 of the year), it is possible to determine the solar angles that will
allow optimizing the dimensions of the receiver. Using the Equations (1)–(6), the solar angles reported
in Table 3 are obtained.
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Table 3. Solar angles for solar noon in Agua Prieta, Sonora.

Parameter Value

Latitude 31.3◦
Day 171◦

Declination 23.4498◦
Solar hour angle 0◦

Zenith angle 7.8502◦
Solar azimuthal angle 7.8502◦

Incidence angle 7.85020◦
Solar azimuthal angle 90◦

3. Results

With the results of Table 3, the intercept factor for systems with variable height can be determined
using the methodology described in the previous section, keeping fixed the layout and size of the
primary mirrors. However, even the intercept factor is optimized as a function of height, the tilt of the
mirrors must change in order to keep the absorber tube illuminated.

The plot in Figure 9 shows the variation of the intercept factor concerning the increase in receiver
height. It is remarkable that after 20 m, the intercept factor does not increase greatly; however, working
with receivers with such height would complicate the maintenance of the installation.

Figure 9. Intercept factor as a function of receiver height.

The criterion used to determine the height was simple. The point of the curve where the rate of
change stops increasing to a large extent (which can be defined as an extreme point) was determined.
Under this condition, the value is a little more than 15 m. As an optimization point, a height of 15 m is
chosen, so that the previous graph determines that the intercept factor as 0.7231. The location of the
mirrors remains by what is described in Table 2 since the width of the field remains constant.

Once the intercept factor has been determined, it is important to determine a geometric parameter
called the incident angle modifier (IAM). The IAM for Fresnel reflectors is a function of both longitudinal
and transverse angles (see Figure 3 to identify both angles), i.e., IAM = IAM(θl, θt). It is usual to
define the incidence angle modifier as the product of the longitudinal modifier Kl and the transverse
modifier Kt so that it is possible to obtain both parameters independently [14,33].

Thus, the IAM represents the change in optical performance for angles of incidence other than
perpendicular [14,34]:

IAM =
ηo(θ)

ηo(θ = 0◦)
(11)

IAM = KlKt (12)
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From Equation (11), it is possible to plot the incidence angle modifiers for the longitudinal and
transverse direction, as shown in Figure 10. The Equations (13) and (14) both model Kl and Kt as a
function of the longitudinal (θl) and transverse (θt) incidence angle, plotted as a continuous curve
for each case shown in Figure 10; where the coefficient of determination R2 is 100% and 98.80%;
and a statistical bias of 1.38 × 10−17 and 1.48 × 10−18 for the longitudinal and transversal directions
respectively, ensuring a proper correlation between the data and the adjustment made.

Kl = 0.9990− 0.0038θl − 0, 0002θ2
l + 0.00001θ3

l − 3.3597× 10−7θ4
l + 4.0205× 10−9θ5

l − 1.8542× 10−11θ6
l (13)

Kt = 0.9871 + 0.0174θt − 0.0025θ2
t + 0.0002θ3

t − 0.000003θ4
t + 4.2733× 10−8θ5

t − 1.8163× 10−10θ6
t (14)

Figure 10. Incidence angle modifiers for longitudinal (Kl) and transverse (Kt) directions.

As described above, there are various alternatives in the design of the systems in terms of the
number of absorber tubes and cavity systems for the receiver. The simplest design is based on the use
of a single tube (with a diameter generally in the range of 7 cm to 18 cm). This tube is usually located
inside a cavity provided with a secondary concentrator—usually a compound parabolic concentrator,
CPC—and may have a glass cover on the bottom of the cavity [35–38].

Since it is considered a field similar to FRESDEMO’s, a modified CPC will be located in the
receiver to redirect all the radiation that does not hit the absorber directly, and also to increase the
geometric concentration coefficient; so, it will be working with only one tube.

Regardless of the type of absorber that the CPC may have, the rays that enter the concentrator with
a maximum semi-angle θmax (extreme rays) must be reflected by the mirror so that they tangentially
hit the absorber; while all rays entering at an angle less than the maximum semi-angle θ (i.e., within
the angular acceptance window 2θmax), are directed to the absorber after passing through the internal
optics of the CPC (reflection in this case) [39].

The function of an unmodified CPC, raised by Winston [29,40], satisfy the parametric equations
stated in Equation (15). The curve AB described in Equation (16) corresponds to an involute in polar
coordinates, while the curve BC is an anticaustic, whose polar equation is described in Equation (17).

{
x1 = ρo cos t− r sin t
x2 = ρo sin t + r cos t

(15)

AB : ρo = r t , 0 ≤ t ≤ π

2
+ θ0 (16)

BC : ρo =
r
[
t + θ0 +

π
2 − cos(t− θ0)

]
1 + sin(t− θ0)

,
π

2
+ θ0 ≤ t ≤ 3π

2
− θ0 (17)

A modified CPC will not properly fulfill the condition of redirecting the rays tangentially towards
the absorber, but the rays of light will hit it in a secant way. So, it will be necessary to propose a
function that allows considering the separation of the absorber tot to the cusp of the involute.
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To modify the functions proposed in Equations (16) and (17), consider Figure 11. To move the
absorber a distance g = r2 − r1, the involute should be rotated by an angle βi and start when x2 = 0.
Thus, the equation of an involute rotated by an angle βi is defined in Equation (18).

βi =

√(
r2

r1

)2

− 1− arccos
( r1

r2

)
(18)

AB : ρo = r(t + βi), arccos
( r1

r2

)
≤ t ≤ π

2
+ θ0 (19)

Figure 11. Displacement of the absorber of the involute cusp.

Similarly, the function of the anticaustic must be rotated 2βi, so that the modified function is
described in Equation (20). Under this modification, the CPC profile is now modified with a gap
between the absorber and the cusp of the involute, schematically shown in Figure 12.

BC : ρo =
r1
[
t + θ0 +

π
2 + 2βi − cos(t− θ0)

]
1 + sin(t− θ0)

,
π

2
+ θ0 ≤ t ≤ 3π

2
− 3θ0 (20)

 

Figure 12. Modified geometry of the compound parabolic concentrator (CPC) with a separate absorber.
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The FRESDEMO’s field uses a 0.14 m external diameter and 0.125 m internal diameter tube; in
which it is considered that the absorber will be displaced 0.02 m from the cusp. So, according to the
definition of the geometric concentration, the relation of areas can be expressed as:

Cg =
A
A′ =

2x1
(

3π
2 − θ0

)
2πr1

(21)

where

A = 0.5 m: Aperture length of the CPC, A′ = 2π(0.07 m): Perimeter of the tube absorber.

Note that the geometric concentration of the CPC is low (Cg � 1.1368), so that optimizing the
height of the CPC is not convenient [41,42], and also because the acceptance angle for this concentration
is higher than the minimum established by the Rincón’s criterion (the maximum allowable acceptance
half-angle for optimal truncation is π/4. For a more detailed description of the truncation criterion,
as well as their implications, consult [39]) [43]; so the CPC will only redirect the rays that are not
intercepted directly by the absorber, ensuring the etendue conservation and minimizing the optical
losses [29,30,39].

The half acceptance angle θ0 is limited according to the reflection given by the primary mirrors.
Considering the design point, the angle θ0 with which the rays enter the CPC must be equal to or less
than the angle at which the extreme rays of the last mirror impinge on the receiver, according to the
geometry of the field, it is determined that the half acceptance angle θ0 should be equal to or greater
than 33.90◦ � 0.59 rad.

Solving Equation (21) for the acceptance half-angle, we have that θ0 = 66.30◦ � 1.16 rad; so,
as discussed before, it is not advisable to truncate the CPC. Figure 13a shows the CPC that will
be placed in the area of the receiver, and in Figure 13b the incident of the ray reflected by the last
mirror is schematized. In Table 4, the description of the field is shown as a summary, following the
methodology described.

As a result of the ray tracing (shown in Figure 13), all the extreme rays that enter the receiver will be
redirected without optical leakage to the absorber, guaranteeing the conservation of the etendue [29,30],
so that for the CPC, the intercept factor remains unitary.

(a) (b) 

Figure 13. Ray-tracing in the CPC. (a) Incidence of the ray of light reflected at the end by the last mirror.
(b) Tracing rays of the rays coming from the last mirror.

142



Energies 2020, 13, 355

Table 4. Comparison of the description of the Fresnel reflectors and the optimized solar field for Agua
Prieta, Sonora.

Parameter
FRESDEMO

Original
FRESDEMO in

Agua Prieta
FRESDEMO
Optimized

Optimization for
Agua Prieta

Number of primary mirrors 25 25 25 25

Solar field width [m] 21 21 21 21

Total length of the primary
mirrors [m]

100 100 100 100

Width of the primary mirrors
[m]

0.6 0.6 0.6 0.6

Filling factor 0.7143 0.7143 0.7143 0.7143

Receiver height [m] 8 8 15 15

Receiver width [m] 0.5 0.5 0.5 0.5

Outer diameter of the absorber
tube [m]

0.14 0.14 0.14 0.14

Inner diameter of the absorber
tube [m]

0.125 0.125 0.125 0.125

Semi-angle acceptance of the
CPC [◦] 56 56 66.30 66.30

Intercept factor 0.5753 0.4994 0.6285 0.7231

Receiver length [m] 100 100 100 100

Geometric concentration of
the CPC 1.1368 1.1368 1.1368 1.1368

Geometric concentration of
the entire field 34.1046 34.1046 34.1046 34.1046

Longitudinal incidence angle
modifier - - - See Equation (13)

Transverse angle of incidence
modifier - - - See Equation (14)

4. Comparison of the Optimized Field with FRESDEMO and A PTC

The comparison of the systems is carried out in two aspects. The first is carried out through a
ray-tracing to know the distribution of radiation in the opening of the receiver between the FRESDEMO
field, the optimized field and with a parabolic trough with the same geometric concentration and same
receiver width. The second comparison between the FRESDEMO and the optimized field is done
through a study of a thermal process of direct steam generation.

4.1. Flux Distribution

To determine the flux distribution in the aperture of the receiver, the SolTrace software, developed
by the National Renewable Energy Laboratory, was used. This software works through solar geometry
which is based on the ray-tracing methodology [44]. In SolTrace, each concentrator was simulated
with a concentration ratio of 30, in other words, it just simulated the flux distribution in the aperture of
the receiver, ignoring the CPC; and tracing 30, 000, 000 rays with a Gaussian Sun shape of 4.65 mrad.

Under this condition, the PTC has a half acceptance angle of 0.939 deg, an aperture of 15 m, a focus
of 9.2674 m and a rim angle of 44.0609 deg is considered as the optimal concentrator. The FRESDEMO
and the optimized LFR fields were simulated considering the distribution of the primary mirrors stated
in Table 2, with 8 m and 15 m of height, respectively.

In Figure 14, the flux distribution is shown for each case, where the red colour stands for high flux
zones and the blue for the low flux zone. In the PTC, the peak flux is of 76.2 kW/m2 with an average
flux of 28.1 kW/m2; for the optimized LFR field, the peak flux is of 21.6 kW/m2 with an average
flux of 18.3 kW/m2; and for the FRESDEMO the peak flux is of 19.7 kW/m2 with an average flux of
18 kW/m2.
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(a) (b)

(c)

Figure 14. Flux distribution in the receiver aperture. (a) Parabolic trough collectors PTC. (b) Optimized
Fresnel. (c) FRESDEMO.

As can be seen, the optimization leads to a flux distribution more similar to the one in the
PTC, even though the FRESDEMO’s distribution is more uniform. Although the FRESDEMO field
homogenizes the radiative flux at the receiver’s aperture, using a PTC or the optimized field implies
that the concentrated radiation (flux with greater intensity) directly hits the receiver, and the rest will
be distributed by the CPC.

The above is beneficial, considering that the power of the rays decreases according to the number
of reflections in a CPC [29,40]. So, for a Fresnel reflector with a CPC as the second stage and one
absorber tube, a more uniform distribution is not advisable.

4.2. Thermal Process

To carry out an adequate comparative analysis, a suitable framework and the nominal values
of the parameters for the Fresnel loop have been previously defined, where the description of the
primary mirrors is similar to those reported for FRESDEMO; however, it is of interest to determine the
variation of the average optical concentration in the plane of the absorber (the geometric concentration
is decreased by a factor of π against the average optical concentration) with respect to the incident
angle modifiers. The values of the average optical concentration as a function of the IAM are shown in
Figure 15.
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Figure 15. Average optical concentration in the receiver plane.

To ensure that the increase in the intercept factor of the optimized field will reduce the final length
of the loop, consider the circulation of a mass flow of 4.25 kg/s of water entering 518 K, and that should
leave at 673 K for both loops (FRESDEMO and optimized). Using the methodology described by
Montes Pita et al. [12], it is possible to determine the length of the loop. In Figure 16, the temperature
of the water is plotted for the length of the loop for FRESDEMO and the optimized field.

Figure 16. Water/steam temperature along the Fresnel loop in once-through operation mode.

After the simulation to determine the water temperature increase along the loop, it is observed
that the FRESDEMO field requires 1000 m to perform the described thermal process, as described by
Montes Pita et al. [12], while the optimized field requires only 782.4 m; which results in a decrease in
length of 21.76%.

5. Conclusions

A methodology for the opto-geometric optimization of a LFR is described in the most generalized
way, so that it can be used interchangeably to optimize any Fresnel field for the desired location, only
affecting the solar angles that are involved in the system, which are described in Section 2.1.

As a result of having increased the height of the receiver, the dimensions of the CPC have been
modified in such a way that the angular window is increased by 10◦, which provides beneficial results
because there is a larger window through which the rays can enter and be redirected to the CPC.
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The main advantage of increasing the intercept factor will lead to a significant reduction in the
total length of the loops of the field, since the spillage of the concentrated light is reduced, and more
energy will hit the receiver achieving a greater heat flux per square meter.

Thus, using the methodology described applied to the location of Agua Prieta, Sonora, the Fresnel
reflector has been optimized by increasing the intercept factor from 0.5753 to 0.7231, which implies an
increase of just over 25%, only by increasing the height of the receiver, maintaining the width of the
field as well as the dimensions of the mirrors and the receiver, as detailed in Table 4.

Finally, when comparing the performance of both loops of Fresnel fields for the same thermal
process (an increase of 155 K in the water), it is verified that the total length of the field decreases from
1000 m to 782.4 m, which implies a reduction of 21.76% of the length of the loop, keeping the same
filling factor, width of the primary mirrors, and absorber tube diameter.

Author Contributions: E.G.-M. conceived the paper and drafted it, developed the methodology and performed
the ray-tracing; M.D.D.G. has done the project administration, supervision, and review. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Symbols

A area [m2]
a′ receiver width [m]
Cg geometric concentration
di longitudinal location of the i-th mirror [m]
g gap between the absorber and the CPC cusp [m]
hfr height from the receiver to the primary mirrors [m]
K angle modifier
L length of primary mirrors [m]
FF filling factor
N number of mirrors
R radius [m]
t angle parameter [rad]
W width [m]
x1 abscissa [m]
x2 ordinate [m]
Greek Symbols

α solar altitude angle
βs angle of rotation of the CPC curves
βs slope
Γ intercept factor
γ azimuth angle
δ declination
ηo optical efficiency
θ angle of incidence
θ0 half acceptance angle
θmax half angular acceptance window
θz zenith angle
ρo ray from the pole
ψ inclination angle of the primary mirrors
ω hour angle
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Subscripts

i generic counter
il illuminated
l longitudinal / spillage left
m primary mirrors/mirrors
r spillage right
sf solar field
T/t transversal
Acronyms

CPC Compound Parabolic Collector
DSG Direct Steam Generation
HTF Heat Transfer Fluid
IAM Incident Angle Modifier
LFR Linear Fresnel Reflector
PTC Parabolic Trough Collector
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Abstract: In this paper, we present a design and optical simulation of a novel linear Fresnel lens.
The lens can be applied to a concentrator photovoltaic (CPV) system as a primary optical element
(POE) to increase the concentration ratio and improve the uniformity of irradiance distribution
over the receiver. In addition, the CPV system can use the proposed lens as a concentrator without
involving a secondary optical element (SOE). The designed lens, which is a combination of two linear
Fresnel lenses placed perpendicular to each other, can collect and distribute the direct sunlight on
two dimensions. The lens is first designed in the MATLAB program, based on the edge ray theorem,
Snell’s law, and the conservation of the optical path length, and then drawn in three dimensions
(3D) by using LightToolsTM. Furthermore, in order to optimize the structure and investigate the
performance of the lens, the ray tracing and the simulation are also performed in LightToolsTM. The
results show that the newly designed lens can achieve a high concentration ratio of 576 times, a high
optical efficiency of 82.4%, an acceptable tolerance of 0.84◦, and high uniform irradiance of around
77% for both horizontal and vertical investigation lines over the receiver.

Keywords: linear Fresnel lens; concentrator photovoltaic (CPV) system; high concentrator ratio;
uniform irradiance distribution

1. Introduction

In recent years, the development of photovoltaic technology has brought about significant
improvement in the efficiency of solar cells. The latest record of direct conversion of sunlight
into electricity of multi-junction solar cells reaches 46%, as published by the Fraunhofer Institute,
Germany [1]. Therefore, solar energy [2–4] becomes a promising resource to completely replace fossil
energy in the future. However, the high cost of multi-junction solar cells [5–7] leads to the price
of the photovoltaic system being high. An effective way to reduce the cost per watt value is to cut
down the size of the required cell area by using a cheaper optical system in concentrator photovoltaic
(CPV) technology.

The CPV [8–11] is a potential technology to promote the popularity of solar energy by reducing the
cost of the photovoltaic system [12]. Generally, the CPV consists of an optical part and multi-junction
solar cells with high efficiency. The optical part operates as a concentrator to converge sunlight in
a large area to a small receiver (multi-junction solar cells). The concentrator used in CPV is usually
a mirror or a lens [13–15]. The most popular lens used in CPV system is the Fresnel lens, due to its
compactness, low cost with high transparency, and availability for a high concentration ratio.
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The Fresnel lens [16–18] used in CPV systems can be a linear Fresnel lens or a regular Fresnel lens
(just called Fresnel lens) with circular grooves. In the framework of CPV technology, the Fresnel lens is
applicable for a high concentration ratio (> 100 times) while the linear Fresnel lens is suitable to aim at
a regular or low concentration ratio [19]. The Fresnel lens can focus the sunlight on two dimensions so
that it easily reaches a high concentration ratio. Therefore, it is usually applied to CPV systems using
high-efficiency multi-junction solar cells. On the other hand, the linear Fresnel lens is enabled only to
focus the sunlight on one dimension, so it is normally used for solar thermal technology [20–22].

The Fresnel lens has been widely used as a primary optical component (POE) in CPV systems.
However, a natural property of the Fresnel lens is that it always creates a hot spot in the center of
the solar cell [23–25]. Thus, it distributes the sunlight over the receiver in a non-uniform manner,
which reduce the efficiency of the solar cell. In addition, solar cells exposed to non-uniform irradiance
distribution with a hot spot in the center can be degraded quickly by a high thermal effect if the cooling
system is not good enough.

An effective way to improve the uniformity of irradiance over the solar cells is to use a combination
consisting of a primary optical element (POE) and a secondary optical element (SOE) component [26–28].
Generally, the SOE has two functions in the optical part of the CPV system. Firstly, it helps to redistribute
the sunlight over the receiver to improve the uniformity of irradiance distribution. Secondly, it helps to
increase the sunlight tracking tolerance in the CPV system. Therefore, the combination of POE and SOE
is the normal choice for the CPV system. The SOE usually has to operate under harsh conditions with
high irradiance and high temperatures, demanding that its design and properties are of high quality to
ensure its lifetime is equal to that of the CPV system [29,30].

In CPV technology, the optical system, consisting of the POE and the SOE, accounts for from 12%
to 18% of the total system cost, in which the SOE cost is about 25–45% of the optical part depending on
the concentration level (number of SOEs/m2), the material of the SOE, and the technology [31–35].
Assume that a module carries 100 SOEs per square meter (in a geometry concentration ratio around
1000 times and solar cells size 1 cm2), about 370,000 SOEs per MWp are needed under 30% module
efficiency and 900 W/m2 irradiances for concentration standard operating conditions [36], which is
a huge number of SOEs. Therefore, it is undoubtedly economically efficient to have a CPV system
that can work without employing SOEs. Several efforts have been made to design an optical CPV
system without an SOE. Zhuang et al. [37] designed a hybrid Fresnel lens for generating uniform
irradiance. In the research, the Fresnel lens with high concentration consists of two parts. The center
part of the lens is designed based on refraction phenomena, while the outer area is designed based
on internal reflection phenomena. Languy et al. [24] introduced a method to deal with chromatic
aberration, in which the Fresnel lens grooves are made by polymethyl methacrylate and polycarbonate
to enhance the concentration and achieve the spectrally uniform flux on the receiver. Leutz et al. [38]
proposed a non-imaging Fresnel lens that had an improvement in the acceptance angle by using
the edge ray principle method. Gonzalez et al. [39] used the Simultaneous Multiple Surface (SMS)
method to increase the acceptance angle of the linear Fresnel lens. In the study, the lens has a small
concentration ratio (less than 100 times), so it is suitable for low CPV systems (LCPV). In addition,
there are many more research studies to design optical systems for CPV systems without SOEs, such as
Noburo et al. [40], Akisawa et al. [41], Ryu et al. [42], etc. Although there are many studies on designing
the concentrator of the CPV system by modifying the Fresnel lens [43–45], several disadvantages still
need to be resolved.

In this paper, we propose a novel design of the linear Fresnel lens, which is able to collect and
distribute the sunlight on two dimensions over the receiver. The lens structure consists of two faces:
the upper groove surface and the lower groove surface, which are linear Fresnel lenses arranged
perpendicular to each other. Each linear lens focuses sunlight on one dimension so that the whole
novel lens, consisting of two linear Fresnel lenses, will focus sunlight on two dimensions. The linear
Fresnel lenses used as upper and lower surfaces are designed by using the conservation of the optical
path length and the edge ray theorem. The shape of the newly designed lens is constructed in the
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MATLAB program. The data from MATLAB are then applied to LightToolsTM software to draw the
lens in three dimensions (3D). The ray tracing is used to optimize the lens structure. The simulation is
performed to estimate the efficiency of the novel lens, which works as a concentrator in the CPV system.

The remainder of the paper is organized as follows: in Section 2, the basic idea of the design of the
newly linear Fresnel lens is indicated. Section 3 describes in detail the process of building the grooves
of the upper surface, while Section 4 demonstrates the construction procedure for the grooves of the
lower surface. Section 5 presents the simulation results and discussion. Finally, the brief concluding
remarks and future work are included in Section 6.

2. The Basic Idea

The conventional structure of the linear Fresnel lens consists of a series of linear grooves that act
as individual refracting surfaces bending parallel light rays into a common focal line. In the structure,
the lens collects and distributes sunlight on one dimension, so the lens usually has a small or regular
geometry concentration ratio (smaller than 100 times). To increase the concentration level, the series of
the grooves is revolved around an axis that is orthogonal to the lens at the center instead of extruding
along an axis orthogonal to a cross-section of the grooves in the linear Fresnel lens. Figure 1 shows
the way to build two kinds of Fresnel lenses, distributing sunlight on one or two dimensions. By
revolving the grooves around an axis, the Fresnel lens can easily achieve a high concentration ratio.
However, this structure type always distributes sunlight non-uniformly over the receiver leading to
the appearance of a hot spot that negatively affects the efficiency and the lifetime of the multi-junction
solar cells. A new idea is proposed to overcome these issues, in which a combination of two linear
Fresnel lenses placed perpendicular to each other is presented. Figure 2 shows the basic structure of
the novel linear Fresnel lens.

 
(a) (b) 

Figure 1. Two types of Fresnel lenses constructed from a cross-section of the grooves with (a) extruding
axis and (b) revolving axis.

 
Figure 2. The structure of the novel Fresnel lens consisting of two surfaces placed perpendicular to
each other.

The lens shape is constructed in the MATLAB program with the flowchart of design process shown
in Figure 3. In the process, initial parameters must be chosen to build the lens. The initial parameters
can be receiver size, distance between lens and receiver, size of grooves, geometry concentration ratio
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target, etc. Based on these parameters, the lens is constructed step by step from the center to the edge
of the lens or vice versa, and from the upper surface to the lower surface. In addition, the structure of
the lens has to be optimized to get a uniform irradiance distribution over the receiver. Such a challenge
can be overcome by using a design with multi-focal points instead of a design with only one focal
point, as in the case in the conventional design. In the novel design, each groove has its own focal
point to distribute the sunlight uniformly over the receiver, leading to the whole lens being able to
distribute the sunlight uniformly over the target area. Therefore, the estimation of focal point positions
is important to obtain uniform irradiance distribution. The technique to estimate the positions of focal
points is changed slightly in the design of the upper and the lower surfaces that will be described in
detail in following sections.

Figure 3. The flowchart of the lens designed in the MATLAB program.

Generally, direct sunlight is not perfect parallel so that the direct sunlight comes to the Earth
surface with an angle about 0.265◦, namely angular aperture of sunlight or solar angle [43]. As a result,
the bundle of direct sunlight comes to every point of Fresnel lens under angle 0.265◦ with cone shape
as example in Figure 4. However, it is much simpler to design the lens if we just use normal incident.
Therefore, in this paper, the novel lens is designed by using the normal incidents.
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Figure 4. Angular aperture of sunlight θS and acceptance angle α.

In this study, the novel linear Fresnel lens is designed by using a combination of Snell’s law,
conservation of pathlength, and the edge ray principle. The edge ray principle is defined as a design
method, in which the light rays coming from the edges of the source are redirected towards the edges
of the receiver, this will ensure that all light rays coming from the inner points in the source will end
up on the receiver. In this method, the image does not need to form, the only goal is to transfer the
light from the source to the target. Edge ray principle is illustrated in Figure 5.

Figure 5. The basic of the edge ray principle, in which the illumination energy from light source S is
transferred to receiver R without needed image formation.

Based on the edge ray principle, the ray coming to the edge of the designed Fresnel lens should
be redirected to reach the extreme point of the receiver [46]. However, in our design, the novel linear
Fresnel lens comprises two grove surfaces: the upper surface and lower surface, in which they are
placed perpendicular to each other. Each groove surface consists of some grooves, which play main
role to guide the direct sunlight to the receiver. To build the novel lens, we tried to design groove by
groove. Each groove is designed by using Snell’s law, the conservation of pathlength, and edge ray
principle. Therefore, the bundle of rays coming to each groove consists of left edge ray and right edge
ray that come to the groove at left edge point and right edge point of groove, respectively. Additionally,
every ray between the left edge ray and right edge ray should be come to somewhere on the receiver.
In another word, each groove plays role as a mini lens so that we can use the edge ray principle to
design every groove. When the design process for one groove has been completed, the same procedure
is repeated to build the next groove. The edge ray principle applied to design one groove is illustrated
in Figure 6, in which the left edge ray, the right edge ray, and an example of ray between left and right
edge rays are shown.
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Figure 6. The edge ray principle is applied to design one groove, in which the left edge ray, the right
edge ray, and an example of ray between left and right edge rays coming to one groove are shown.

Figures 7 and 8 show the difference between the conventional distribution and the new technique
for sunlight distribution. In the new technique, the bundle of sunlight coming over one groove has the
left and the right edge rays that go to the left and the right extreme sides of the receiver, respectively.
The left and the right edge rays intersect with each other at an unreal point F (Figure 8), which can be
either beneath the receiver or above the groove, depending on the size of the receiver and the groove.
If the groove size is smaller than that of the receiver, the intersection point F will be above the groove.
Otherwise, the intersection point F will be under the receiver side. Furthermore, the estimation of
the focal point of each groove is important. A good focal point can help the bundle of sunlight to be
distributed uniformly over the receiver. The bundle of rays coming to one groove is converged at the
focal point F so that all the rays can reach the receiver. As a result, the direct sunlight arriving at one
groove is distributed uniformly from the left to the right extreme sides of the receiver.

 

Figure 7. The irradiance distribution in the conventional design of the Fresnel lens, in which there is
only one focal point at the center of the receiver.
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(a) (b) 

Figure 8. The new technique to distribute the sunlight uniformly over the receiver using multi-focal
points that can be either (a) under the receiver or (b) above the lens depending on the size of the
receiver and the grooves. Note: The figures are not drawn to scale.

3. Design of the Linear Fresnel Lens as an Upper Groove Surface

The novel linear Fresnel lens is built by a combination of a linear Fresnel lens with an upper
groove surface, namely upper surface, and a linear Fresnel lens with a lower groove surface, namely
lower surface. The task of the two surfaces is to distribute the direct sunlight. Each surface focuses the
sunlight on one dimension (on a focal line). However, when two surfaces are placed perpendicular
to each other to become a new structure, the lens will focus the sunlight on two dimensions. As a
result, although the linear Fresnel lenses are used to collect the sunlight, a high concentration ratio can
be achieved by the proposed structure. In this section, the design of the upper surface is described
in detail.

In the proposed design, each groove is designed to distribute the sunlight uniformly over the
half or the whole of the receiver (Figure 9) because of the symmetry of the structures of the lens and
the receiver. In addition, the size of the grooves is chosen to be bigger than that of the receiver, thus
the focal point of each groove lies beneath the receiver. In Figure 9, each groove is constructed by
the Cartesian surface S1 as input and the flat surface S2 as output. The bundle of rays coming to one
groove is refracted at the input surface and then exits the lens at the output surface. Finally, the bundle
of rays converges at the focal point of the groove, in which the left edge ray reaches the left extreme
point X1 of the receiver while the right edge ray passes through the receiver center I0. After that, two
edge rays intersect with each other at the focal point F of the groove. All rays that lie between the left
and the right edge rays also converge at the focal point F due to the conservation of optical path length.
As a result, all rays of the bundle coming to one groove reach the left- or the right-half of the receiver,
depending on the groove position. The design procedure of one groove is described with reference to
Figure 9 as follows:

Step 1: Initialize parameters such as the width of the output beam w, the thickness of the lens d,
the position of points P0 and P1, the height of the lens, etc. The width of the output beam w is defined
as the distance between the left and the right edge rays that exit from the output surface S2.

Step 2: The left edge ray coming to the point P1 is first refracted by angle β1 and then approach
surface S2 at P2. After that, the ray is refracted again by angle β2 and finally reaches the extreme point
X1 of the receiver. Because the position of P1 is known in advance, the position of P2 can be calculated
as follows:

tan β2 =
X1 − xP2

yP2
, (1)
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n sin β1 = sin β2, (2)

tan β1 =
xP2 − xP0

yP1 − yP0
, (3)

where X1 is the position of the left extreme point of the receiver, n is the refractive index of the lens,
xP0, yP0, yP1, xP2 are the positions of P0, P1, P2 on the x-axis and the y-axis, respectively, β1 and β2 are
the refractive angles of the left edge ray at the input surface S1 and the output surface S2, respectively.

Step 3: In this design, P3 is the limit point of the surface S1, which is a Cartesian oval surface, so it
is difficult to find out the position of the point P3. In contrast, the point P5 is on the exit surface S2,
which is a flat surface, so it is easy to estimate the position of P5 by using the position of P2 and the
width of output beam w as Equation (4). Therefore, the position of P5 is calculated before estimating
the position of P3. In addition, the position of P5 on the y-axis is equal to the height of the lens, thus
the position of P5 can be estimated totally as follows:

xP5 = xP2 + w. (4)

Step 4: Depending on the size of the receiver and the grooves, the left and the right edge rays can
intersect with each other at the position beneath the receiver or above the groove. In this study, we
assume that the size of the groove is bigger than that of the receiver, thus the intersection position is
beneath the receiver. The position of the focal point F, which is also the intersection point of the left
and the right edge rays, can be calculated by using straight lines P5I0 and P2X1.

Figure 9. The way to distribute the direct sunlight in each groove of the linear Fresnel lens as an upper
groove surface.

Step 5: On the right edge ray of the groove, the position of P3 can be calculated by using the
conservation of the optical path length and Snell’s law. The right edge ray coming to the groove at the
surface S1 is refracted by angle α1 and then refracted again by angle α2 at the surface S2 to approach
the receiver center. Therefore, the position of P3 can be calculated by using the equations as follows:

tan α1 =
xP5 − xP3

yP3 − yP5
, (5)

n sin α1 = sin α2, (6)

a1 + na2 + a3 = nb1 + b2, (7)
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where xP3, yP3, xP5, and yP5 are the positions of P3 and P5 on the x-axis and the y-axis, a1, a2, and a3

are optical path lengths of the left edge ray, b1 and b2 are the optical path lengths of the right edge ray.
Step 6: All rays arriving at the groove between P1 and P3 have to focus on the focal point F of the

groove. Furthermore, they also have to satisfy the conditions in Step 5. Therefore, choosing one point
on the surface S2 helps to find out one corresponding point on the surface S1 by using the conditions
in Step 5. As a result, the input surface S1 can be built completely by using a large number of rays
between two edge rays in this step.

Step 7: In this design, P4 can be calculated by using the lens thickness d and the condition of P4

lying on the straight line P3P5. When the design process for one groove is finished, the same procedure
is repeated to build the next groove and so on until the size of the lens is reached. In the new process,
P4 in the current groove will be P1 in the next one.

In brief, this section has described the procedure to design the upper surface of the novel linear
Fresnel lens in detail, in which each groove designed in seven steps is defined by critical points P0, P1,
P2, P3, P4, and P5 and two surfaces S1, and S2.

4. Design of the Linear Fresnel Lens as a Lower Groove Surface

In a similar way to the design of the upper surface, each groove of the Fresnel lens as the lower
groove surface is constructed based on the refraction phenomena, the edge ray theorem, and the
conservation of the optical path length. However, the structure of the grooves in the lower surface is
different from the structure of the grooves in the case of the upper surface. Each lower groove consists
of an input surface, which is flat, and an output surface, which is a Cartesian oval surface. Therefore,
the sunlight distribution is also slightly different. The bundle of rays coming to one groove is refracted
only one time at the output surface to travel to the receiver. The left edge ray has to reach the left
extreme point of the receiver while the right edge ray has to pass through the center of the receiver.
After that, the left edge ray intersects with the right edge rays at the focal point of the groove, which
is an unreal point beneath the receiver. According to the conservation of the optical path length, all
rays between the two edge rays are refracted at the output surface to converge at the focal point of the
groove so that all the rays reach the receiver. In this way, the sunlight is distributed uniformly over
the receiver by one groove. All the grooves distribute sunlight uniformly so that the whole lens also
distributes sunlight uniformly. In this design, the structure of the output surface is important to get
uniform irradiance distribution over the receiver. The design process of one groove is described in
detail with reference to Figure 10 as follows:

Step 1: Initialize parameters such as the width groove, the lens thickness, the size of the receiver,
the height of the lens, etc. Furthermore, the positions of P1, P2, P3, and P4 are known in advance
by using the value of the width groove w and the lens thickness d in Figure 10. Therefore, the work
remaining is to find out the position of P5 and then estimate the Cartesian oval surface S2.

Step 2: The left edge ray of the ray bundle comes to the groove at P1. Because the input surface
S1 of the groove is a flat surface, the left edge ray approaches P2 without any refraction. At the P2

position, the left edge ray is refracted to travel to the left extreme point X1 of the receiver. By using this
condition, the normal vector at P2 is calculated using the equations as follows:

n sin β1 = sin(β2 + β1), (8)

tan β2 =
X1 − xP2

yP2
, (9)

where n is the refractive index, β1 and β2 are the refractive angles of the left edge ray at the exit surface
S2, xP2 and yP2 are the positions of P2 on the x-axis and the y-axis, respectively.

Step 3: The position of P5 is estimated by using two conditions. Firstly, the right edge ray, which
exits the groove at P5, has to approach the center I0 of the receiver and then intersects with the left
edge ray at the focal point F of the groove. Secondly, the optical path length of the left edge ray
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has to be equal to that of the right edge ray. Therefore, the position of P5 is calculated by using the
following equations:

tan α1 =
I0 − xP5

yP5
, (10)

na1 + a2 = nb1 + b2, (11)

where I0 is the center of the receiver, α1 is the refractive angle of the right edge ray at P5, xP5 and yP5

are the positions of P5 on the x-axis and the y-axis, a1, a2, b1, and b2 are the optical path lengths of the
left and the right edge rays, respectively.

Step 4: All rays between the left and the right edge rays have to converge on the focal point F due
to the conservation of the optical path length. In this way, the bundle of rays coming to the groove
can be distributed uniformly over the half of the receiver from the center I0 to the extreme point X1.
By using individual rays coming to the input surface S1 between the left and the right edge rays, the
corresponding exit points at the output surface S2 can be calculated based on the condition of the
optical path length. Therefore, the output surface S2 can be built by calculating the output points of a
large number of individual rays between the left and the right edge rays.

Step 5: When the design process for one groove has been completed, the same procedure is
repeated to build the next groove. In the new process, P3 and P4 in the current groove will be P1 and
P2 in the next one, respectively.

Figure 10. The distribution of direct sunlight in each groove of the linear Fresnel lens as a lower
groove surface.

In conclusion, this section has described in detail the design process of the lower surface of the
novel lens. The lower surface consists of a series of grooves that focus sunlight onto multi-focal points
to improve the uniformity of irradiance distribution over the receiver. Each groove is constructed from
a flat input surface and a Cartesian oval output surface.

5. Performance and Discussion

In this study, the novel designed lens is applied to CPV technology with the goal of increasing
the performance and decreasing the cost of the photovoltaic system. In terms of performance, there
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are three aspects to improve the CPV system. Firstly, the optical efficiency can be increased thanks
to the performance without a secondary optical element (SOE). Secondly, the new structure helps to
distribute the sunlight uniformly over the receiver. Thirdly, the shape of irradiance distribution is a
square area which brings about a better match with the shape of the solar cells. Furthermore, the cost
can be reduced by the improvement of the performance and the simple process to produce the novel
Fresnel lens.

The CPV system is built in MATLAB and then simulated in LightToolsTM to estimate the
performance of the novel linear Fresnel lens. Parameters are chosen to facilitate application in real
conditions. Therefore, a receiver with the size of 10 × 10 mm is chosen to represent a multi-junction
solar cell, which usually has a square shape with a width of between 5 mm and 10 mm in commercial
products [47]. Moreover, the concentration ratio of CPV using highly efficient multi-junction solar cells
has a range of from 300 to 1000 times, depending on the design of the CPV system [10]. Concentrated
sunlight can help to increase the efficiency of the solar cells. However, the loss due to the electrode
resistance and the series resistance of the solar cells is boosted by the squared function of the
photocurrent. As a result, the efficiency of solar cells increases to the maximum value and then
decreases regardless of the fact that concentration ratio is still increasing. In the current CPV technology,
the optimum concentration ratio can be different and will usually be from 400 to 600 times depending
on the quality of the solar cells and the photovoltaic system [48]. Therefore, a size of 240 × 240 mm is
chosen for the simulation of the designed lens. With the chosen size, the concentration ratio calculated

by the equation C =
D2

lens
d2

receiver
is 576 times, where Dlens is the width of the designed lens, and dreceiver is

the width of the receiver. These parameters are chosen to be suitable for CPV in the current technology.
However, they can be changed easily depending on the aim of the design.

The novel linear Fresnel lens is designed in the MATLAB program and then the data from
MATLAB are applied to LighttoolsTM to draw the lens in three dimensions (3D). The ray tracing
technique is used to estimate the performance of the design process. Furthermore, the simulation
process is also performed using LighttoolsTM to find out the optimum structure and the optical
properties of the lens. Table 1 shows the parameters for ray tracing and simulation of the lens in
LighttoolsTM.

Table 1. The parameters of the designed linear Fresnel lens for ray tracing and simulation.

Design Parameters Values

Dimension of lens 240 × 240 mm
Height of lens 240 mm

F-number 1
Dimension of receiver 10 × 10 mm

Number of grooves 24
Material Polymethyl methacrylate (PMMA)

Thickness 5 mm
Concentration ratio 576 times

Wavelength for ray tracing 550 nm
Spectrum for light source 390–1000 nm

Power of light source 20 kW
Number of rays for ray tracing 2,000,000 rays

Refractive index 1.492 at 550 nm

Figure 11 shows the ray tracing of the linear Fresnel lens using only one groove surface. The
sunlight is focused on one dimension as a focal line. However, a combination of these linear Fresnel
lens structures can distribute sunlight on two dimensions as indicated in Figure 12.
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(a)                    (b) 

Figure 11. The ray tracing of sunlight convergence on one dimension onto the focal line using the
linear Fresnel lens with (a) the lower groove surface and (b) the upper groove surface.

 
Figure 12. The ray tracing of sunlight convergence on two dimensions using the novel Fresnel lens
with two groove surfaces (upper and lower surfaces) placed perpendicular to each other.

Besides the structure of the lens shown in Figure 12, Figure 13 shows other combinational
structures of individual linear Fresnel lenses which are placed perpendicular to each other. The main
advantage of these structures is simplicity; however, their optical loss is bigger than that of the structure
shown in Figure 12 because of the sunlight passing through four interfaces in these structures.

  
(a) (b) 

  
(c) (d) 

Figure 13. Four structures of the POE using a combination of two individual Fresnel lenses that
are constructed from (a) two lower groove surfaces, (b) two upper groove surfaces, (c) one lower
groove surface above one upper groove surface, and (d) one upper groove surface above one lower
groove surface.
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In term of simulation, a system is built in LightToolsTM to represent a CPV system, in which the
novel designed Fresnel lens, which is square with size of 240 × 240 mm, collects and distributes direct
sunlight over the square receiver with size of 10 × 10 mm. Figure 14 shows the irradiance distribution
over the receiver of the system’s simulation process. The result indicates that the distribution area is a
square that helps to match better with the shape of solar cells. In addition, there is no hot spot at the
center of the solar cell and the irradiance distribution is quite uniform in the area of the receiver. The
uniformity can be calculated by using the Equation (12):

U = 100 − max − min
average

× 100%, (12)

where max and min are the maximum and the minimum value of the irradiance on the solar cell,
respectively, average is the mean value of the irradiance on the whole solar cell. The ideal uniformity is
100%. The simulation results of the proposed design are quite good, with the horizontal uniformity
reaching 78.6% while the vertical uniformity approaches 76.4%.

 
Figure 14. Ray tracing of the novel designed lens, irradiance distribution of the sunlight over the
receiver, and the uniformity on the horizontal and vertical investigation lines.

The optical efficiency is an important index of the CPV system and it is defined by the ratio of
the irradiance reaching the receiver over the irradiance coming to the designed lens. The efficiency of
the conventional Fresnel lens working as a POE of the CPV system without a SOE is usually around
90% because of the optical loss on the interference surfaces. Although the efficiency is high, the
uniformity of the conventional Fresnel lens is low, and the concentrated light is not match well to
square multi-junction solar cell. Therefore, a combination of a POE and a SOE is necessary for the CPV
system with a high concentration ratio. Nevertheless, the combination leads to the optical efficiency
being reduced by around 10% more. In this design, the input power coming to the novel lens is 20 kW
while the power reaching the receiver is 16.489 kW. Therefore, the optical efficiency is 82.445%. There
are two reasons that affect the optical efficiency of the novel designed Fresnel lens. Firstly, each groove
of the upper surface has a small loss area as shown in Figure 15. Secondly, the thickness of the lens is
not constant because of the internal impact between the upper surface and the lower surface in the

163



Energies 2019, 12, 1209

design process. Although the efficiency of the novel lens is lower than that of the conventional Fresnel
lens, it is still considered a good result compared to the optical system of CPV using the combination
of a POE and a SOE, which has optical efficiency around 80%.

Figure 15. Ray tracing of the upper surface and the loss areas on the upper surface.

In addition, the tolerance (acceptance angle) is also an important index for the CPV system. The
acceptance angle in the CPV system is defined as the incident angle at which the solar power over the
receiver drops to 90% of its maximum [8,49]. The requirement for the acceptance angle to apply to the
real condition is that it has to be larger than the solar angle of 0.265◦ [43]. In this design, the acceptance
angle is investigated and the result in Figure 16 shows that it is about 0.84◦, which is an acceptable
value for a CPV system without a SOE, thanks to the development of sunlight tracking technology [50].
The concentration acceptance product (CAP) is also an importance parameter for the CPV system. The
CAP parameter is meaningful if we know the acceptance angle at a given concentration, we can use
CAP parameter to estimate the acceptance angle that we would obtain with different concentration.

 
Figure 16. The relative optical efficiency depends on the incident angle of the direct sunlight.
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In our design, the acceptance angle is αa = 0.84◦ with the concentration ratio is Cg = 576 times so
that the CAP = Cg

0.5sin(αa) = 0.352. With the value of CAP, we can estimate that the concentration is
about 406 times if the we increase the acceptance angle from 0.84◦ to 1◦. Generally, the concentration
ratio of CPV using highly efficient multi-junction solar cells has a range of from 300 to 1000 times,
depending on the design of the CPV system. Concentrated sunlight can help to increase the efficiency
of the solar cells. However, the loss due to the electrode resistance and the series resistance of the solar
cells is boosted by the squared function of the photocurrent that was studied by Xu et al. [48].

As a result, the efficiency of solar cells increases to the maximum value and then decreases
although concentration ratio is still increasing. In the current CPV technology, the optimum
concentration ratio can be different and will usually be from 400 to 600 times depending on the
quality of the solar cells and the photovoltaic system. Therefore, the results show the concentration
ratio by 406 times with the acceptance angle by 1◦ that can be a good potential candidate to consider
being an optical concentrator system of CPV system. To more clearly, the results of the designed linear
Fresnel lens are used to compare to other study results from other research groups. In comparison,
all concentrator systems have the same entry aperture area 625 cm2 and the same acceptance angle
(αa = 1◦). The following table shows the comparison of concentration ratio Cg and f number with the
same acceptance angle while Figure 17 shows the size comparison of multi-junction solar cells and
secondary optical element with the same acceptance angle.

Figure 17. Cross section views of some types of SOEs and size comparison of these optical concentrator
systems with the same acceptance angle. The structures and designs of these optical concentrator
systems are described in detail in Miñano et al. [51] and Mendes-Lopes et al. [52].

Based on comparison in Table 2 and Figure 17, if we need a super high concentration for the CPV
system, F-RXI type of optical concentrator system is the best choice because of highest concentration
ratio. In contrast, if we take care about the compact property of CPV system, RTP type of optical
concentrator system is the best choice because of smallest f number. However, depending on the structure
of CPV, designer can choose a suitable type of optical concentrator system. As above-mentioned, if
designer choose a medium concentration ratio and f number to avoid facing with serious issues of high
temperature and the loss due to the electrode resistance and the series resistance, our design can be a
good potential choice.
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Table 2. Comparison of concentration ratio and f number with the same acceptance angle between our
proposed design and other designs that described in Minano et al. [51].

Concentrator Type f number Concentration Ratio Cg Acceptance Angle αa

No SOE 1.5 104 1◦
Spherical dome 1.5 257 1◦

SILO 1.2 248 1◦
Our proposed design 1.0 406 1◦

XTP 1.3 425 1◦
RTP 0.85 677 1◦
FK 1.0 1057 1◦

9-Fold 1.0 1062 1◦
F-RXI 1.4 2300 1◦
F-RXI* 1.4 1750 1◦

There are some studies about designing CPV system without SOE that is published in literatures
before. Gonzalez et al. [39] used the Simultaneous Multiple Surface (SMS) method to increase the
acceptance angle a uniformity of irradiance distribution of the linear Fresnel lens without SOE. The
results in this study show that the uniformity and acceptance are improved much, however, the
structure of the designed Fresnel lens is just suitable for low concentrator photovoltaic (LCPV) because
of low concentration ratio (less than 100 times). Another study comes from Ryu et al. [42]. In this
design, the author tried to design an optical concentrator system with high uniformity irradiance
distribution without SOE. The flat Fresnel lens was built by some parts; each of them collects and
distributes the sunlight to different places on the receiver. This structure obtains high uniformity with
acceptance angle greater 1◦ for all of concentration ratio from 9 to 121 times. Although the results show
that the uniformity is good with mild acceptance angle, the concentration ratio is small so that this
structure is not suitable for HCPV system. A prototype of flat Fresnel lens designed by Pan et al. [43]
was introduced by using the idea to change all pitches of the Fresnel concentrator focusing on the
different position of the receiver. The designed Fresnel lens obtained high concentration ratio around
1018 times, but the acceptance is small 0.305◦. Therefore, it is difficult to apply the designed Fresnel
lens to CPV system without in real conditions. Comparing to all these types of optical concentrator
system without the SOE abovementioned, our novel designed linear Fresnel lens has good properties,
which help our designed lens can become a potential choice for HCPV system.

Generally, a CPV system consist of three main components: optical concentrator, high effective
solar cells, and sun tracking system. Assume that all CPV systems use the same the best commercial
version of multi-junction solar cell and sun tracking system in the market so we can compare between
CPV systems to each other based on their optical concentrator systems. Therefore, the module cost will
differ depending on the size of multi-junction solar cell and the cost of production of Fresnel lens and
SOE. However, the estimation of the cost of CPV system is complex because the cost of the working
CPV system depends on the reliability and the effective of that system in real conditions. To simplify
the comparison, a comparison among all types of optical concentrators in Table 2 is just focused on
the size of multi-junction solar cell and the cost of production. In term of multi-junction solar cell, the
concentration ratio is higher, the size of solar cell is smaller so that the module cost is cheaper. In this
area, F-RXI is the best choice. However, a concentration ratio from 300–600 is a good choice in real
conditions because of considering electrical loss by series loss and the temperature issue. Therefore,
our designed linear Fresnel lens is a good candidate. In addition, the optical concentrator system based
on our designed linear Fresnel lens does not need to use SOE so that the cost of module is decreased
significantly comparing to other types of optical concentrators. In term of production cost of the lens,
there are some technologies to manufacture Fresnel lens or Primary optical component (POE) for CPV
system, such as the embossing method (Zhang et al. [53]), molding method (Huang et al. [54]), and
extrusion method (Benz et al. [55]). The conventional linear Fresnel lens can be manufactured easily
by these methods. However, our designed linear Fresnel lens has a special structure, in which two
groove surfaces is placed perpendicular to each other so that the extrusion method cannot be used to
manufacture. Fortunately, the embossing method is a mature method to manufacture conventional
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Fresnel lens can be applied to make our designed linear Fresnel without any addition special skill
so that the production cost of the novel linear Fresnel lens is similar that of conventional linear
Fresnel lens. In conclusion, the cost of bigger multi-junction solar cells in our designed concentrator
system comparing to FK, 9-Fold, F-RXI, F-RXI* types of optical concentrators can be compensated by
removing SOE. Moreover, although our designed linear Fresnel lens has a special structure, which
the extrusion method could not apply to manufacture, we can use the mature embossing method
to manufacture easily so that the production cost of POE is similar that of other types of optical
concentrators. To more clearly, a prototype of the designed linear Fresnel lens is needed to manufacture
to apply to CPV system. After that, a comparison about performance and cost production can be
implemented with more accuracy between our designed optical concentrator and other types of other
optical concentrators.

6. Conclusions

In this study, the design of the novel linear Fresnel lens is presented in detail. The lens has two
groove surfaces (upper and lower groove surfaces) placed perpendicular to each other. Each surface
focuses direct sunlight on one dimension so that the whole lens can collect and distribute the sunlight
on two dimensions, thereby, increasing the concentration ratio. Furthermore, a new technique using
multi-focal points to distribute the sunlight uniformly over the receiver is proposed, in which each
groove has its own focal point on which all rays arriving at the groove converge. The position of
the focal point for each groove is determined by using the edge ray theorem, Snell’s law, and the
conservation of the optical path length so that the bundle of rays can be distributed uniformly from the
center to the extreme point of the receiver. The simulation results show that the irradiance distribution
is a square area that helps the concentrated sunlight to match better to the shape of the solar cells.
In addition, the irradiance distribution is quite uniform with the uniformity reaches around 77% for
both horizontal and vertical investigation lines. An acceptance angle with an acceptable value of about
0.84◦ is also investigated in this research to choose or design a suitable sun tracking system for the
CPV. All these factors substantially help to enhance the performance and decrease the cost of the
CPV system for massive installation in real conditions. Therefore, a concentrator based on the novel
structure of the linear Fresnel lens can help to promote the development of high performance and
effective cost of the CPV system generation.

In future research, the prototype of the designed lens will be produced and then experiments
using that prototype as a concentrator in the CPV system can be carried out to check the performance
of the designed lens. The results of the experiment will be compared to the simulation results to
understand and optimize the novel lens and the CPV system.
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Abstract: The optical characteristics of a radially symmetrical core-shell spherical (CSSP) lens
is analyzed for its suitability to application in microtracking concentrator photovoltaic systems
(MTCPVs). The CSSP lens is compared to a conventional homogenous spherical lens through both
ray-tracing simulations and outdoor experiments. Simulation results show that the CSSP lens is
superior to the conventional homogenous spherical lens in terms of its optical efficiency for long
focal lengths, for which the CSSP lens exhibits less spherical and chromatic aberrations. Outdoor
experiments are conducted using test concentrator photovoltaic (CPV) modules with prototype CSSP
and homogenous spherical lenses; the trend of the measured short circuit current agrees with the that
of the simulated optical efficiency for both lenses. Furthermore, compared to the homogenous lens,
the CSSP lens significantly increases module efficiency because of its better illumination uniformity
at the solar cell surface. The optical characteristics of the CSSP lens are preferable for MTCPVs with
a spherical lens array to achieve a higher module efficiency for a wider incidence angle although
further studies on more practical system configurations are needed.

Keywords: photovoltaics; solar concentrators; solar cells; geometrical optics; concentrator photovoltaics;
spherical lens

1. Introduction

Multijunction solar cells can achieve a high solar-cell efficiency of 46% [1]. Currently, the maximum
efficiency of a concentrator photovoltaic (CPV) system that includes a multijunction solar cell and a
concentrator is 36.7% [2]. Although a high-concentration CPV system has high solar-cell efficiency, it
requires a solar tracking system. Pedestal solar trackers are commonly used in CPV systems; however,
pedestal trackers are massive and unsuitable for building integrated photovoltaics (BIPV).

A microtracking concentrator photovoltaic system (MTCPV) that integrates a CPV and a solar
tracker into a module is being developed [3]. Examples of MTCPV structures include (a) a two-lens
structure on the top surface of a multijunction solar cell [4], (b) an upper waveguide and lens structure
on a multijunction solar cell [5–11], (c) a structure combining an upside lens and a downside mirror on
a multijunction solar cell [12,13], (d) a resin filled mirror under a solar cell stage [14], (e) a structure
comprised of a wide angle aplanatic lens and a solar cell stage with three-dimensional control [15],
and (f) a structure comprised of a gradient-index(GRIN) lens [16,17] and a solar cell stage with
three-dimensional control [18]. Of these, structure (f) has yet to be experimentally demonstrated as it
requires a gradient low-refractive index (RI) structure. The RI of Mg2F, a conventional transparent
low-RI material, is 1.39 [19]. Optical porous materials can achieve a lower RI [20]; however, they are
still under development for practical use [21,22]. These reported MTCPV systems have demonstrated
the technological potential of the MTCPV; however, further investigation is still needed to develop a
practical optical system with better performance and a simpler structure.
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Previously, we had proposed a spherical-lens microtracking CPV (SMTCPV) system [23]. This
proposed SMTCPV system requires a spherical lens with a long focal length and a low spherical
aberration. A radially symmetrical core-shell spherical (CSSP) lens has been studied for use in an
antenna as well as in a CPV [24,25]. The CSSP lens is a kind of a simplified GRIN lens; because of the
low-RI material used as the core material, it has a low spherical aberration and a long focal length.
The CSSP lens may be suitable for application in a SMTCPV system. However, experimental studies of
the SMTCPV with the CSSP lens have not been reported to date. Accordingly, here we analyze the
optical characteristics of a CSSP lens made of commercially available materials, fabricate a prototype,
evaluate the real-world performance, and compare its performance with a conventional homogenous
spherical lens.

2. Configuration of the SMTCPV System

Figure 1 depicts the tracking motion of a SMTCPV system consisting of a spherical lens array
and a solar-cell stage. Sunlight is concentrated onto the solar cell via mechanically controlling the
relative position of the lens array and the solar-cell stage. As an example, the solar-cell stage can move
in the lateral direction (XY movement), while the spherical-lens array moves in the vertical direction
(Z movement), thus enabling a wide acceptance angle. Unlike a hemisphere or other lenses, the optical
performance of the spherical lens does not depend on the angle of incidence unless interferences by
adjacent lenses occurs in an array configuration. Thus, changing the lens angle, i.e., rotating the lens,
is unnecessary, and the focal position is easily known, contributing to a simpler mechanical design
and tracking control. A longer focal length is desirable for an SMTCPV system because the longer the
focal length, the wider the mechanical angle limit. Figure 2 shows the schematic of the mechanical
angle limit θlimit, which is defined as the angle at which the top end surface of the solar-cell stage
contacts the bottom end surface of the spherical lens. Thus, a longer focal length f enables a wider
θlimit, and contributes to widening the acceptance angle. Additionally, a shorter focal length would
increase the reflection loss at the solar cell surface as the solar cell must receive the concentrated rays at
a high incidence angle. If a micro spherical lens array is integrated with a compact internal tracking
mechanism, a compact SMTCPV system can be designed. When a spherical lens with a diameter of
3–7 cm is used, the expected module thickness is 10–20 cm. Here, the optical performance of a single
CSSP lens is examined as a first-step in considering its application to the SMTCPV system.

 
Figure 1. Tracking motion of the spherical-lens microtracking concentrator photovoltaic (CPV) (SMTCPV).
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Figure 2. Mechanical angle limit of the microtracking concentrator photovoltaic systems (MTCPV)
with a spherical lens.

3. Simulation

To comprehend the optical characteristics of the CSSP lens, ray-tracing analyses are conducted
in the following steps: (1) Analysis of monochromatic light (sodium D line) without considering
volumetric absorption by lens materials; (2) analysis of chromatic light (nearly full solar spectrum)
without considering volumetric absorption by lens materials; (3) analysis of chromatic light (nearly full
solar spectrum) with considerations of volumetric absorption by lens materials.

3.1. CSSP Lenses Characteristics for Monochromatic Light without Lens Material Absorption

Figure 3 shows the simulation model of the CSSP lens. Table 1 lists the simulation conditions A,
which includes the specifications of the CSSP lens and the homogenous spherical lens, for comparison.
This CSSP lens model includes a shell comprised of solid plastic (PMMA) and a core composed
of liquid silicone oil. Three-dimensional ray-tracing was performed using commercial software
(LightTools 8.7.0), in which the Fresnel reflection loss was considered. In this subsection, volumetric
absorption was ignored.

The core RI, ncore = 1.403, is a silicone oil RI (Shin-Etsu Silicone KF-96-500cs [26]) at 589.5 nm.
The core material requires the conditions listed in Table 2, which are satisfied by KF-96-500cs. The
CSSP lens requires two different materials with different RIs. In the solid state, most materials have
different thermal expansion coefficients and tend to cause a separation at the core-shell interface.
Thus, one solution is to use a material in the liquid state with a high transparency, low RI, and less
evaporation. The shell RI, nshell = 1.491, is a PMMA RI at 587.6 nm [27]. The core radius, rcore, at which
spherical aberration was effectively reduced was determined to be 10.2 mm [23]. For comparison,
two homogenous spherical lenses composed of only PMMA and only KF-96-500cs are also simulated.
The KF-96-500cs homogeneous spherical lens is a hypothetical lens since it is liquid. As explained in
the Section 2, a higher optical efficiency and longer focal length are preferable for the SMTCPV system;
thus, these two factors were analyzed.

Figure 3. Simulation model of the core-shell spherical (CSSP) lens.
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Table 1. Simulation conditions A.

Parameters
PMMA Homogenous

Spherical Lens

KF-96-500cs
Homogeneous
Spherical Lens

CSSP Lens

Shell refractive index
(RI), nshell

1.491 @ 589 nm 1.403 @ 589 nm 1.491 @ 589 nm

Core RI, ncore N/A N/A 1.403 @ 589 nm
Shell radius, rshell 15 mm 15 mm 15 mm
Core radius, rcore N/A N/A 10.2 mm (0.68 × rshell)

Geometrical
concentration ratio, C

6.25× for Figure 8a
100× for Figures 8b and 9

Ray spectrum Sodium D line (589 nm)
Absorption by lens

materials Ignored

Table 2. Core material requirements and KF-96-500 cs specifications.

Required Reason KF-96-500cs [26]

Low refractive index For long focal length 1.403 @ 589 nm

Liquid in ambient Solid material tends to cause a
separation at core-shell interface Liquid

Low volatile matter content No bubble formation max 0.5% at 150 ◦C/24 h

Figure 4 shows the ray behavior of both the homogenous and the CSSP lenses, wherein Figure 4a,b
show the homogeneous lenses and Figure 4c shows the CSSP lens. The rays of the homogenous
spherical lenses are focused near the lens surface and spread out from this position, indicating that
ray divergence due to spherical aberration is significant at a longer focal plane in the homogenous
spherical lenses. On the other hand, the rays of the CSSP lens are focused slightly further away from
the lens surface, and the focused spot size is larger than that of the homogenous lens. However, better
ray convergence is observed at a longer focal plane, indicating reduced spherical aberration compared
to that of the homogenous lens.

Figure 4. Ray behavior comparison of the (a) solid plastic (PMMA) homogenous spherical lens,
(b) KF-97-500cs homogeneous spherical lens, and (c) CSSP lens.

Figures 5–7 depict the ray distribution, when the plane of the focal length, f, is varied for the
PMMA homogeneous spherical lens, the KF-96-500cs homogeneous spherical lens, and the CSSP lens,
respectively. The f = 15 mm plane is in contact with the surface of the spherical lens. For both of the
homogenous lenses, the smallest spot size appears at the f = 15 mm plane and increases as f increases.
The ray distribution is like that of a Gaussian distribution. For f ≥ 18 mm, the ray convergence degrades.
On the other hand, for the CSSP lens, even at f = 24mm, better concentration is achieved. The ray
distribution is similar to a double circle. The outer circle shrinks at f = 24 mm, and both circles merge.
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For f > 24 mm, the ray circle spreads, but the spot is still clearer than that of the homogenous lens at
the same f.

(b) (c) 

(d) (e) (f) 

(a)

Figure 5. Simulated ray distribution of the PMMA homogenous spherical lens at the focal plane length
f : f = (a) 15 mm, (b) 18 mm, (c) 24 mm, (d) 30 mm, (e) 36 mm, and (f) 42 mm.

 

(a) (b) (c) 

(d) (e) (f) 

Figure 6. Simulated ray distribution of the KF-96-500cs homogenous spherical lens at the focal plane
length f : f = (a) 15 mm, (b) 18 mm, (c) 24 mm, (d) 30 mm, (e) 36 mm, and (f) 42 mm.
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(a) (b) (c) 

(d) (e) (f) 

Figure 7. Simulated ray distribution of the CSSP lens at the focal plane length f : f = (a) 15 mm, (b) 18
mm, (c) 24 mm, (d) 30 mm, (e) 36 mm, and (f) 42 mm.

Figure 8 depicts variation in the optical efficiency, ηopt, with the change in the focal length, for the
CSSP and the homogenous spherical lenses. The simulation conditions are the same as those listed in
Table 1. Figure 8a shows the results of a low-concentration condition; the receiver radius, rrec = 6 mm and
the geometric concentration ratio, C = 6.25×, which is defined as the area ratio of the receiver to the lens
aperture. Figure 8b shows the results of a high-concentration condition; rrec = 1.5 mm and C = 100×.

In Figure 8a, the focal length range of the PMMA homogenous lens for ηopt > 75% is f = 15–18.3 mm
(Δf = 3.3 mm), and that of the KF-96-500cs homogeneous lens is f = 15–23.1 mm (Δf = 8.1 mm),
whereas that of the CSSP lens is f = 18.6–27.6 mm (Δf = 9 mm). Thus, in the CSSP lens, a wider focal
length range with high optical efficiency exists at a longer focal length position. This characteristic is
attributed to the low spherical aberration (as observed in Figure 7), which contributes to widening
the mechanical angle limit of the SMTCPV. The homogeneous lenses exhibit a higher ηopt at shorter
values of f where the beam spot is smaller than the CSSP lens. In Figure 8b, for ηopt > 75%, there is
no focal length range in the homogenous lenses, while in the CSSP lens, there is a focal length range
of f = 21.9–24.6 mm (Δf = 2.7 mm). The peak ηopt of the CSSP lens is even higher than that of the
homogenous lenses for a higher value of f ; the PMMA homogeneous lens shows a peak ηopt of 73.9%
at f = 17.4 mm; the KF-96-500cs homogeneous lens, 73.8%, at 19.5 mm; the CSSP, 78.1%, at 24.6 mm.
These results demonstrate the advantage of the CSSP lens, especially for high concentration conditions.
However, even though the volumetric absorption loss by the lens material is ignored, the peak optical
efficiency of the CSSP does not reach 80%. The low efficiency is attributed to the losses due to the
Fresnel reflection at the Air-PMMA and PMMA-Silicone interfaces, where a part of the rays are directed
to the outside of the receiver. The combination of refractive indexes of the lens materials in this study
is not always the best; there may be a combination of refractive indexes that can further reduce this
loss and improve efficiency. Thus, the best lens material should be further investigated in future work.

Figure 9 shows the simulated ηopt of the CSSP lens for varied rcore and f values. The simulation
conditions are the same as those listed in Table 1. Here, rrec = 1.5 mm and C = 100×. This result shows
that there are two high-optical-efficiency regions around f = 16.5 mm at rcore = 0–9 mm and around f =
21 mm at rcore = 9–15 mm. The latter region shows the highest optical efficiency. This result suggests
that the CSSP lens performs better than the homogenous spherical lens at a specific rcore and a longer
focal length.
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(a) (b) 

Figure 8. Simulated optical efficiency across varied focal lengths for the homogenous and core-shell
spherical lenses with a the geometric concentration ratio C of (a) 6.25× and (b) 100×.

Figure 9. Simulated optical efficiency for varied core radii and focal lengths (C = 100×).

3.2. CSSP Lenses Characteristics for Full Solar Spectrum Without Lens Material Absorption

Prior to the simulation, the wavelength dispersion of RI and the transmittance of KF-96-500cs was
measured, as that for PMMA was known that for KF-96-500cs was unknown. RI measurement was
performed using an Abbe refractometer DR-M2 (Atago Co., Ltd.). Optical filters for 480, 546, 589, and
656 nm were used. The measuring temperature was 25.5 ◦C ± 0.1◦. To extrapolate the RI profile for the
full solar spectrum range, the measured RIs at the four wavelengths were adopted to the following
Cauchy dispersion equation:

n = α0 +
α2

λ2 +
α4

λ4
+ . . .+

α2x

λ2x (1)

Here, n is RI at wavelength λ, and α2x are the Cauchy coefficients. Table 3 lists the estimated
Cauchy coefficients. The absorption measurement was performed using a UV-VIS-IR spectrometer
V-670 (JASCO Co., Ltd.). The optical path length was 10 mm. Figure 10 shows the extrapolated
profile of RI, nKF (solid red line), and transmittance, %T (solid blue line). The measured RIs are
illustrated as square points. This result reveals that RI decreases with increasing wavelengths, which is
consistent with the reported trend of the conventional silicone elastomer [28]. The transmittance for
λ = 300−1100 nm is nearly 100%, and low around λ = 1180, 1400, 1700 nm.

From the wavelength dispersion data of RI, the ray-tracing analysis for chromatic light, i.e.,
the nearly full solar spectrum, is conducted under the simulation condition B, listed in Table 4.
The power generation performance of a multijunction solar cell decreases when the generated current
of each subcell of the multijunction solar cell is different (so-called current mismatch); thus, the effect of
chromatic aberration on the concentrated light for spectral bandwidths corresponding to each subcell
of the multijunction solar cell is analyzed.
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Table 3. Estimated Cauchy coefficients for KF-96-500cs.

Cauchy Coefficients Values

α0 1.389
α2 0.005296
α4 −0.00018

%
Tn K
F %T

n

Figure 10. Estimated wavelength dispersion of RI based on the measured RI at four wavelengths and
the measured spectral transmittance of KF-96-500cs.

Table 4. Simulation conditions B.

CSSP Lens Simulation Specifications

Shell RI, nshell Wavelength dispersion of PMMA is considered
Core RI, ncore Wavelength dispersion of KF-96-500cs is considered

Shell radius, rshell 15 mm
Core radius, rcore 10.2 mm (0.68 × rshell)

Geometrical concentration ratio, C 100×

Ray spectrum

AM1.5D standard solar spectrum
Top subcell range: 280–749 nm

Middle subcell range: 750–949 nm
Bottom subcell range: 950–2000 nm

Full range: 280–2000 nm
Absorption by lens materials Ignored

Figure 11 shows the simulated ηopt of the homogenous and CSSP lenses for varied values of f
in comparison with different wavelength bandwidths corresponding to the top, middle, and bottom
subcells of the triple-junction solar cell used in the experiment described in the Section 4, as well as the
full solar spectrum. Table 5 summarizes the maximum optical efficiency for each spherical lens and
wavelength range. As shown in Figure 11a,b, the homogeneous lenses shows sharp peaks at short
f and the peak values of the three subcell-ranges are different. This difference is more emphasized
in the KF-96-500cs homogeneous lens, and the ηopt for the full range is reduced. While in contrast,
as shown in Figure 11c, it is confirmed that the ηopt of the CSSP lens for the top, middle, and bottom
subcells is largely similar in the range of f = 21.9–23.8 mm, where the power generation loss due to
the chromatic aberration is minimized and ηopt is nearly 80%. For f < 21.9 mm, ηopt of the CSSP lens
for the top subcell is greater than that for the middle and bottom subcells; whereas, for f > 23.8 mm,
ηopt of the CSSP lens for the bottom subcell is greater than that for the middle and top subcells. These
characteristics are attributed to the change in the spot size due to chromatic aberration. Compared to
Figure 8b, although the chromatic aberration reduces the high-ηopt range of f, the CSSP lens retains
a high ηopt at a higher value of f than the homogenous lenses. In usual achromatic lenses, layered
structures, e.g., achromatic doublet, reduce the chromatic aberration, however, unlike the spherical
lenses, the achromatic lenses must be rotated to keep facing the sun for the solar concentration.
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(a) (b) 

 
(c) 

Figure 11. Simulated optical efficiency for varied focal lengths in comparison with different wavelength
bandwidths corresponding to the top (blue), middle (green), bottom (red) subcell of the triple-junction
solar cell, and the full solar spectrum at C = 100× (black). (a) PMMA homogenous spherical lens,
(b) KF-97-500cs homogeneous spherical lens, and (c) CSSP lens.

Table 5. The maximum optical efficiency of the lenses corresponding to Figure 11.

Parameters PMMA
Homogeneous Lens

KF-96-500cs
Homogeneous Lens

Cssp Lens

Top subcell range 74.7% 72.9% 79.8%
Middle subcell range 75.2% 73.5% 79.4%
Bottom subcell range 75.0% 72.4% 79.2%

Full range 74.4% 71.5% 79.3%

3.3. CSSP Lenses Characteristics for Full Solar Spectrum with Lens Material Absorption

Another ray-tracing simulation is performed under the simulation condition C listed in Table 6.
Herein, not only the wavelength dispersion of RI but also the spectral transmittance of the lens materials
are taken into account; additionally, the effect of the CSSP lens size is analyzed by varying the shell
radius from 15–1 mm. To keep the similarity of the lens geometry, the ratio of the core radius to the
shell radius is kept at 0.68.

Figure 12 shows the simulated ηopt of the CSSP lens for varied values of f in comparison with
different lens sizes when considering the volumetric absorption by the lens materials. On the horizontal
axis, f is normalized by the rshell. This result shows that the optical efficiency is improved by reducing
the shell radius. For C = 6.25×, the peak ηopt percentages are: 71.1% at rshell = 15 mm, 73.4% at
10 mm, 76.7% at 5 mm, and 80.0% at 1 mm; for C = 100×, 68.6% at 15 mm, 70.9% at 10 mm, 74.5% at
5 mm, and 78.1% at 1 mm. The peak ηopt at rshell = 15 mm is 8.9 percentage points (at C = 6.25×) and
9.5 percentage point (at C = 100×) less than that at rshell = 1 mm. Thus, the CSSP lenses with smaller
radii are more suitable for the SMTCPV. However, because it was difficult to fabricate small lenses,
homogenous spherical and CSSP lenses with rshell = 15 mm were tested in the experiment presented in
the next section.
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Table 6. Simulation conditions C.

CSSP Lens Simulation Specifications

Shell RI, nshell Wavelength dispersion of PMMA is considered
Core RI, ncore Wavelength dispersion of KF-96-500cs is considered

Shell radius, rshell 1, 5, 10, 15 mm
Core radius, rcore 0.68 × rshell

Geometrical concentration ratio, C 6.25× for Figure 12a
100× for Figure 12b

Ray spectrum AM1.5D standard solar spectrum
Full range: 280–2000 nm

Absorption by lens materials Spectral transmittance of lens materials is considered

 
(a) (b) 

Figure 12. Simulated optical efficiency of the CSSP lens for varied normalized focal lengths across
different shell radii lengths at (a) C = 6.25× and (b) 100×.

4. Experiment

4.1. Visual Comparison

Figure 13a,b display comparative photographs of the prototype homogenous and CSSP lenses,
respectively (with the structure shown in Figure 3). The rshell of both lenses was 15 mm. The rcore of
the CSSP lens was 9.8 mm. The material of the homogenous lens was PMMA; whereas the materials
of the CSSP lens were silicone oil KF-96-500cs (Shin-Etsu chemical) for the core and PMMA for the
shell. These photographs were captured when three lines of letters were read the most clearly by the
lenses. Comparing Figure 13a with Figure 13b, the letters at the center of both lenses are clear, whereas
those at the edge of the homogenous lens are more distorted than those at the edge of the CSSP lens.
As spherical aberration occurs at the edge of the spherical lens, the letters are strongly affected, as
shown in Figure 13a. On the other hand, Figure 13b shows letters up to the edge of the lens. This result
demonstrates that the CSSP lens reduces spherical aberration in the field of view.

(a) (b)

Figure 13. Comparative photographs of the prototype (a) homogenous spherical lens and (b) CSSP lens.
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4.2. Outdoor Experiment

Using the prototype lenses shown in Figure 13, the module efficiency of the lens-cell CPV module
was measured under outdoor conditions in Isezaki-city, Japan (latitude 36.1◦, longitude 138.6◦). The
direct solar irradiation was measured by a pyrheliometer near the experimental setup (not shown in
the figure). Figure 14a shows a solar cell receiver with a lens holder. The spherical lens was attached to
this lens holder. By changing the height of the lens holder, the focal length was set as f = 18, 24, and
30 mm, corresponding to the analysis of Figures 5 and 7. Figure 14b shows the lens-cell module with
the spherical lens attached to the solar cell receiver; Figure 14c shows a photograph of the measurement
setup. The solar cell receiver used was the TCSC100A (Taicrystal Co., Ltd.), with a solar cell area of
100 mm2. The type of solar cell was a GaInP/GaInAs/Ge triple-junction solar cell, which has been
designed to achieve approximately 40% cell efficiency at 500 suns. The lens aperture area was 706.5
mm2, which is the area of a circle with rshell = 15 mm; hence, C = 7×. It is noted that this concentration
ratio is much lower that of the designed concentration ratio of the solar cell used in the experiment. It
is also noted that in this experiment, the solar cell can receive the light impinging directly to the solar
cell (without going through the optics), which is mostly a part of the diffuse component of sunlight,
and is very small compared to the concentrated direct component; thus, it does not have a significant
impact on changing the trend of the results.

Figure 14. Test module photographs: (a) Solar cell receiver, (b) lens-cell module, and (c) measurement
setup.

Figure 15 shows photographs of concentrated sunlight at the surface of the solar cell for both
prototype lenses with different focal lengths. For the homogenous spherical lens, the light spot is
concentrated sufficiently for f = 18 mm (left of Figure 15a); the light spot was distorted because of
spherical aberration for f = 24 mm (left of Figure 15b); the light spot cannot be seen for f = 30 mm (left
of Figure 15c). For the CSSP lens, a large light spot can be seen for f = 18 mm (right of Figure 15a); the
light spot becomes smaller for f = 24 mm (right of Figure 15b). The light spot is still maintained because
of low aberration for f = 30 mm (right of Figure 15c). The behavior of the light spot is consistent with
that of the simulated result in Figures 5 and 7. Under the condition of C = 100× in Figure 8b, the
homogenous lens with f = 18 mm and the CSSP lens with f = 24 mm achieve high optical efficiency.
These high optical efficiency conditions correspond to the conditions of the figure, where the light spot
is smaller and shrunk (left of Figure 15a and right of Figure 15b).

Figure 16 shows the short circuit current, Isc, and the module efficiency, ηmodule, for the homogenous
and CSSP lenses. The dashed line denotes the homogenous lens, whereas the solid line denotes the CSSP
lens. Current-voltage curves were measured every 20 s under constant direct solar irradiation and Isc,
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open circuit voltage, fill factor, and maximum power were obtained by averaging the measured data over
10 minutes. The ηmodule was then calculated as the ratio of maximum power to the direct solar irradiation
incident on the lens aperture area. The results for f = 18, 24, and 30 mm were obtained under no-cloud
condition at 11:03–11:14, 13:27–13:37, and 11:21–11:31, respectively. Though the solar spectrum was not
directly measured, around noon on a clear sky day, the spectrum is generally neither too red-shifted nor
too blue-shifted, according to long-term observation data of solar spectrums in Japan [29].

Figure 15. Photographs of concentrated sunlight by the homogenous (left) and the CSSP lenses (right)
with different focal lengths f : f = (a) 18 mm, (b) 24 mm, and (c) 30 mm.

 
(a) (b) 

Figure 16. Experimental results of the lens-cell module for the homogenous and CSSP lenses regarding
the (a) short circuit current and (b) module efficiency.
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It was confirmed that the lens-cell module with the CSSP lens exhibited greater Isc and ηmodule

than that with the homogenous lens for a longer f. This trend was more emphasized in the ηmodule.
This is because, with the homogenous lens, not only Isc but also the fill factor decreases as f increases.
The fill factor decreased because of non-uniformity of concentrated sunlight at the solar cell surface, as
shown in the left side of Figure 15b. The resulting Isc and ηmodule of the homogenous lens at f = 18 mm
were high: Isc = 79.5 mA and ηmodule = 27.1%. However, as f increased, Isc and ηmodule decreased
drastically. On the other hand, for the CSSP lens, the results for f = 18, 24, and 30 mm were Isc =

73.3 mA and ηmodule = 25.7%, Isc = 68.0 mA and ηmodule = 25.4%, and Isc = 67.1 mA and ηmodule =

23.6%, respectively. Even when f increased further, Isc and ηmodule decreased slightly.
A previous study [23] presented the relationship between the normalized focal length, f /rshell, and

the mechanical limit of the tracking angle, θin. The results for f = 18, 24, and 30 mm were θin = 33.6◦,
51.3◦, and 60◦, respectively. A high module efficiency at a long focal length leads to an increase in θin

in the SMTCPV system.
Figure 17 shows a comparison between the measured Isc values from Figure 16 and the simulated

ηopt of Figure 8a. The Isc of the solar cell is generally proportional to irradiation at the solar cell
surface. Thus, Isc is considered a measure of the optical efficiency of the concentrator. The red line
indicates the simulated ηopt, while the orange line indicates the measured Isc. The dashed line indicates
the homogenous spherical lens, whereas the solid line indicates the CSSP lens. The orange points
indicate the actual measuring points. The horizontal axis is the normalized focal length f /rshell. This
result shows that the tendency of the measured Isc is qualitatively consistent with the simulated ηopt.
The trend of Isc of the CSSP lens was lower compared to that of the simulated ηopt; this is likely
caused by the occurrence of stray light at the bonding part of the upper and bottom parts of the shell.
Otherwise, lens shape error may have occurred in the lens fabrication process. A higher concentration
experiment using a smaller triple-junction solar cell was also attempted; however, sharp focusing and
the concentration performances were very poor. This may also be attributed to lens shape error during
fabrication and/or deformation during experimentation. By further identifying reasons for the lower
Isc of the CSSP lens compared to that of the simulated ηopt, Isc and ηmodule can be increased further.
Usage of a solar cell designed for a proper concentration ratio nearer to the experimental condition can
also increase ηmodule.

Figure 17. Comparison of the measured short circuit current and the simulated optical efficiency.

5. Conclusions

The optical characteristics of a radially symmetrical CSSP lens is analyzed regarding its suitability
to microtracking CPV applications. The CSSP lens, with a core composed of a material with a lower
refractive index, exhibits a higher optical efficiency than the homogenous spherical lens for longer
focal lengths. The CSSP lens with the appropriate core radius can reduce the spherical and chromatic
aberrations for a long focal length. This characteristic is preferable for microtracking CPVs with
a spherical lens array to achieve a higher module efficiency for a wider incidence angle. In the
outdoor experiment, the lens-cell CPV module with the prototype CSSP lens made of commercially
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available materials showed superior optical efficiency and module efficiency compared to the module
with the homogenous spherical lens, as expected by the optical simulation. Because the simulated
and experimental conditions were limited to the on-axis condition, i.e., an incidence angle of zero,
and a single lens, further investigations are necessary to determine the practical characteristics and
performance of the microtracking CPV system with the CSSP lens array. Additionally, the lower optical
performance of the fabricated CSSP lens compared to the simulated one should be further investigated.
Thus, a manufacturing method to fabricate the CSSP lens without optical defects is also necessary, as
well as the selection of appropriate core and shell materials.
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Abstract: The impact of hail ice cubes on composite structures (such as solar cells) causes actual
defects. This article presents a series of tests, in which solar cell modules were exposed to hail
simulation testbed balls, allowing to assess the following: the impact energy, which causes the
major defects in solar cells; the formed micro-cracks in the structure of solar cells, resulting in the
loss of power generated by a solar cell; and the solar cell parameters necessary for modelling. In
addition, this article presents a digital analysis of hail simulation. Information received from the
digital analysis was used to optimize the structure of solar cells in order to improve its resistance
properties. The aim of this study was to present a simple method for experimental hail simulation.
The proposed hail impact estimation method can be successfully applied to study the influence of the
mechanical–dynamic impact of photovoltaic (PV) modules of different structures on the technical
characteristics of these modules (structural stability, power generation, etc.). The study showed that
PV modules are subjected to an irreversible effect of the excitation force (i.e., micro-cracking) and it
can reduce the generated power by 2.33% to 4.83%.

Keywords: photovoltaic (PV) module; hail simulation; resistance of photovoltaic modules; energy
losses; newly-created testbed

1. Introduction

The operation and maintenance of photovoltaic (PV) power-generating modules have become
increasingly more important in recent years, as the number of such modules is being raised to ensure
maximum power generation throughout their life cycle. All types of degradations and failures
adversely affect the reliability and lifetime of PV module installations. Analysis of the impact of these
factors on technical and financial problems is becoming more important for operators and investors [1].
PV electricity generation has become an important factor in the electricity mix in many countries and is
expected to become even more important in the future [2]. PV failures have a significant impact on the
safety, reliability, and energy balance of PV devices [3]. Similarly, malfunctions directly result in loss
of power, which reduces the return on investment. The manufacturing process of PV modules from
silicon solar cells is conventionally performed by soldering copper strips to the solder and metallizing
the contact area. Contact shooting and screen printing are used for this purpose [4].
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PV modules are either composites or laminates made up of different layers with very different
mechanical properties and functions. Some layers of photovoltaic modules are designed to generate
electricity, while others protect the modules from environmental effects. Two types of photovoltaic
modules are usually used [5]: (1) rigid plates with glass layers on the outside to ensure the rigidity and
protection of the modules from mechanical loads; (2) semi-flexible plates that must be fixed to flat or
curved surfaces with a protective polymer layer, which allows the PV module to have some flexibility.
Since PV modules are installed outdoors, thermo-hygrometric cycles, wind gusts, snow, and hail are
the main sources of damage and degradation over the estimated 25 years of operation. To determine
whether the solar cell and mechanical stresses exceed the permissible stress levels, several studies used
the Finite Element Method (FEM) [4]. Beinert et al. analyzed mechanical stresses in frame-based and
non-composite PV modules, where mechanical stresses were induced [6]. Other studies focused on
determining the influence of joints [7] and their coating, mechanical properties [8], and geometry [4]
on the mechanical stresses of PV modules. Mechanical impacts are among the factors most affecting
the reliability and rigidity of PV modules [8–10]. Their impact on durability and electrical operation
of PV modules were reviewed [11–18]. When it comes to mechanical impacts, the impact of hail on
PV modules is significant, as it may result in the breakdown of silicon, which in turn may lead to
significant electricity loss. Hail tests are usually carried out using pneumatic equipment (the diameter
of an ice cube is 25 mm and its speed at impact reaches 23 m/s) and by analyzing the curves of electrical
current losses from the current voltage (I-V), as well as the electroluminescence pictures that allow
clear visual identification of micro-cracks and their impact on electrical response [19–21].

All newly-manufactured PV modules in Europe, regardless of their type, must meet the
requirements of the International Electrotechnical Commission (IEC) 61215 standards [22]. The IEC
also defines hail impact simulation tests which must be performed by firing a formed ice ball on a
PV module, using a pneumatic actuator [23]. The standard IEC 61215 defines an ice ball diameter of
25 mm and an impact velocity of 23 m/s. However, during a hail, the parameters (the shape and size)
and impact velocity of the ice balls vary, therefore the test aims to assess whether the PV module itself
can withstand the hail.

It is very important that the correlation between impact velocity and the diameter of the ice ball
is determined based on the requirements of IEC 61215. On the other hand, the repeatability of the
tests is important in the test process too. This is very difficult to ensure because the ice balls used
must have the correct shape and no cracks or other defects that will affect the test results [24,25]. Thus,
the preliminary series of shots we used allowed us to identify and select the most appropriate impact
velocity and use it during the tests.

The research methodology applied in this work allowed to simplify the test procedure and to
ensure its repeatability by using a 40 mm diameter sphere instead of an ice ball (the material of the
sphere was also selected similar in density to the ice ball). Therefore, the requirements of the IEC
standards did not need to be applied, since the conversion of the linear velocity of the ice ball to obtain
the same impulse was not applied.

Carrying out the theoretical research of the problem is important in order to supplement
experimental research. The problem of impact and contact mechanics in the dynamics has been
extensively studied from both the experimental and theoretical perspectives, but most studies addressed
the problems concerning the aerospace and defense fields [26,27]. In the aforementioned research,
composite cellular plates [28,29] dominated as the main subject. This article analyzes the possibilities
and challenges of the newly-created testbed for hail simulation, for which the market demand is very
high—especially in small and medium-sized enterprises—and which in turn determines the cost of
new technologies [30,31]. The newly-developed testbed allows achieving the parameters used in
similar research (ball speed and the impact force) [11]. Most studies simulate the effects of hail using
pneumatic equipment that provides the energy needed to move a piece of ice [2,4,32–36]. The hail
test requires expensive, time-consuming equipment. Thus, one of the main aims of this study was
to provide a simple method for experimental hail simulation. The proposed hail impact estimation
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methodology can be successfully applied to study the influence of the mechanical–dynamic impact of
PV modules of different structures on the technical characteristics of these modules (structural stability,
power generation, etc.) [37–53]. This study employed a newly-developed hail simulation bench, which
allows the value of the impact force applied to the PV module to be varied and the angle of the action of
that force to be adjusted. The ability to change and adjust the action angle brings the experiment closer
to the real conditions of the PV module since the PV modules are almost always angled. The paper
investigates the potential of the newly-developed bench and assesses the impact of different forces
acting on the PV module on the technical characteristics of that module.

2. Hail Simulation Testbed and Equipment for Measuring Dynamic Parameters

The subject of this research was the newly-created hail simulation testbed (see Figure 1). The testbed
consisted of three parts: the hail simulation part, the part for measuring acceleration and force, and
the part for detecting defects of solar cells (electroluminescence). The hail simulation part consisted
of a motor with a frequency converter, hail simulation components, and a solar module moving on
rails. The part for measuring acceleration and force parameters comprised force and acceleration
sensors and equipment for processing and storing measurement results. The part for detecting the
defects of the PV module consisted of a camera and equipment for processing and storing results.
The specifics of the PV module chosen for this research: cell size 37 × 156 mm; number of cells 10;
front-side 3.2 mm hardened solar glass; dimensions (L ×W) 322 × 204 mm; weight 625 g. This type of
a PV module is commonly used as a roof tile. The PV module consisted of: 3.2-mm non-iron glass/EVA
film (0.4 mm)/The matrix of PV modules/EVA film/PPE plastic.

(a)

Figure 1. Cont.
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(b)

Figure 1. Scheme of the photovoltaic (PV) module testbed (a) and general view (b). In (a): where: 1–a
table, 2—a computer, 3—data processing and storage equipment, 4—a generator, 5—a control unit,
6—lifting equipment, 7—a motor, 8—balls (material—PPE plastic), 9—a bushing, 10—a PV module,
11—a frame, 12—a force transducer, 13—an accelerometer, 14—a carriage, 15—a portable base, 16—an
electroluminescent stand (Greateyes GE 1024 1024 BI MID CCD camera; NIR (near-infrared) spectrum:
780-1,100 nm). The Brüel & Kjær meters were used to measure oscillations and force parameters (see
Figure 2): (1) portable equipment for processing, storing and managing measurement results Machine
Diagnostics Toolbox—Type 9727; (2) a single-axis accelerometer 8341; (3) a force transducer 8230.

The aims of the study were to find out the possibilities of the newly-created testbed, to perform
hail simulation tests, and to determine the impact of dynamic effects on the structure and performance
of PV modules. During the experiment, the rotational speed was changed to simulate dynamic
mechanical loads that correspond to different speeds of ice cubes during hail. The PV module was
firmly attached to the carriage that moved on the rail. The motor pushed the mechanism with fastening
balls, which excited PV modules. The motor was connected to the control unit, which controlled
frequencies (in the 5–60 Hz range) and revolutions. The accelerometer was affixed to the centre of
the PV module, at the bottom, in order to measure the values and nature of the incoming signal
(acceleration and displacement). The force transducer designated for measuring ball impacts was
affixed next to the accelerometer. The accelerometer and the force transducer were connected to data
storage and processing equipment. The data storage and processing equipment were connected to the
computer, which graphically displayed the results. Before and after the hail simulation, PV modules
were photographed (using an electroluminescence camera) on the electroluminescent stand with an
electric current (the current depended on the size of the PV modules; it can reach up to 4–5 A) supplied
to the PV modules. Electroluminescent imaging is usually used to check for defects [54–56] because
the intensity of radiation is proportional to the current density. The pictures taken helped detect any
defects in the PV modules.

Figure 2 illustrates the block diagram of the testbed.
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Figure 2. Block diagram of the dynamic mechanical load-generating facility.

3. Experimental and Theoretical Research Results

The first stage of the experimental research was aimed at finding out the necessary force that
creates cracks in PV modules. The excitation force affecting PV modules was gradually increased (see
the first peak in Figure 3) during the first stage, which was done by changing the speed of engine
rotations (see position 7, Figure 1a). In the second stage, after the force required to create cracks was
determined, a number of tests was carried out to assess the regularities of the cracks. The force and
acceleration were measured during the tests. Figure 3 shows the acceleration values. The aim of the
tests was to determine the frequency characteristics of the PV module.
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(a)

(b)

Figure 3. PV module acceleration (a) and its spectral density (b) (results of three tests and the average
spectral density curve).

The analysis of the first-stage results (see Figure 4) revealed that internal cracks in the PV module
formed at the force of 582.06 N, and glass cracks appeared at the force of 1129 N. After the interaction,
a visual PV module inspection was performed to check for any cracks. The tests of the second stage
aimed to maintain similar forces.
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(a)

(b)

Figure 4. The force which the PV module is exposed to (a) and its spectral density (b) (black—137.92 N;
red—166.07 N; blue—480.81 N; green—582.06 N; pink—811.9 N; dark yellow—1129 N).
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4. Research of the Resistance of Photovoltaic Modules

Solar cell cracks and their regularities were analyzed in the second stage of the experimental
tests. The purpose of these tests was to find and identify defects (e.g., cracks) in the PV modules, in
their glass and their interior structure. In order to compare the main parameters of the PV module
after the impact of the hail testbed, the PV module was photographed with the electroluminescent
stand at the beginning of the study and measured using a voltaic characteristic of the testing stand.
First damage, marked in yellow, was observed at the force of hail simulation balls of 582.06 N (The
middle image of PV module 1 in Table 1). An electroluminescent photo of the test at the force of 1129
N can be seen on the right side of Table 1. The electroluminescent photo of the test at the force of 1129
N was presented accordingly; the majority of defects, which are marked in yellow, formed during
this test. More findings have been presented in previous studies [14]. A uniform excitation force was
maintained during the test; the force was selected in accordance with a previous study which found
that the first cracks in the PV module occurred at a force of 582.06 N. The weight of the hail imaging
ball used in the experiment was 30 g; diameter 40 mm; movement speed 27.5 m/s; and energy 11.1
J (these parameters corresponded to the values recommended in IEC 61215). More features of the
stand are described in the article [11]. During the experiment, one ball was used and the PV module
was uniformly moved from right to left (see Figure 1b); the PV modules were excited one by one in 4
strokes. The PV module was excited along the middle section (see Figure 1b).

Table 1 was compiled out of the two drafted voltaic data (before the tests and after the sixth test).
It compares the three key parameters: the generated power (W), the maximum voltage (V), and the
maximum current (A). Table 1 shows the characteristics of the PV module 1 after the test at 1129 N.
In Table 1, the characteristics of PV modules were obtained using I–V (Voltage Amps) measuring
equipment: Pasan Highlight 3, class AAA+, measuring time 10 ± 1 ms. Measured under standard
conditions: 1000 ± 30 W/m2, solar spectrum AM 1.5 g, 25 ◦C [57–60].

Table 1. Changes in performance characteristics of PV cells after the hail simulation test.

Before Hail Simulation After Hail Simulation %

The PV module 1

Power (W) 9.720 8.914 8.29%

Voltage (V) 5.227 5.257 0.57%

Current (A) 1.860 1.695 8.87%

The PV module 2
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Table 1. Cont.

Before Hail Simulation After Hail Simulation %

Power (W) 9.315 8.987 3.52%

Voltage (V) 5.013 4.952 1.22%

Current (A) 1.858 1.815 2.31%

The PV module 3

Power (W) 9.457 9.237 2.33%

Voltage (V) 5.080 5.009 1.40%

Current (A) 1.861 1.844 0.91%

The PV module 4

195



Energies 2019, 12, 4537

Table 1. Cont.

Before Hail Simulation After Hail Simulation %

Power (W) 9.461 9.125 3.55%

Voltage (V) 5.064 4.966 1.94%

Current (A) 1.868 1.837 1.66%

The PV module 5

Power (W) 9.413 9.089 3.44%

Voltage (V) 5.070 4.958 2.21%

Current (A) 1.857 1.833 1.29%

The PV module 6

Power (W) 9.345 8.894 4.83%

Voltage (V) 5.012 4.893 2.37%

Current (A) 1.865 1.818 2.52%

The analysis of the results received (Table 1) revealed that micro-cracks mainly formed at the
point of contact between the solar cell and the ball simulating an ice cube, and some micro-cracks
appeared at the fastening points on the edges of the PV module. When it comes to power losses,
the analysis of the results of Table 1 showed a loss of power ranging from 2.33% to 4.83% when the
impact of the force-induced micro-cracking (i.e., the magnitude of the force) was assessed. Accordingly,
the assessment of the impact of the maximum force (1129 N) used in the research showed that the loss
of power was 8.29% and that a force, having increased twice, leads to a loss of power of 1.7 to 3.56
times. In summary, the researched solar modules suffered significant damage after the hail simulation
test. The structure of the PV modules was mechanically damaged (cracks formed), resulting in a loss
of power.
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5. Conclusions

The present study examined a newly-created hail simulation testbed aimed at identifying the
necessary conditions for hail simulation and assessing the performance parameters of PV modules
before and after the dynamic impact.

After the hail simulation test, the tested PV modules suffered severe damage, resulting in cracks
in their crystalline structure and the loss of generated power.

The conducted tests revealed that micro-cracks in the crystalline structure of the PV module
formed when the module was exposed to the force. When the PV module was exposed to the said
force, the generated power losses ranged from 2.33% to 4.83%. After increasing the force impacting the
PV module, power loss increased to 8.29%.
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