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Preface to ”Remote Sensing Applications in
Monitoring of Protected Areas”

Protected areas have been established worldwide for achieving long-term goals in conservation 
of nature and the associated ecosystem services and cultural values. Globally, 15% of the 
world’s terrestrial lands and inland waters, excluding Antarctica, are designated as protected areas. 
About 4.12% of the global ocean and 10.2% of coastal and marine areas under national jurisdiction are 
set as marine protected areas. Protected lands and waters serve as the fundamental building blocks 
of virtually all national and international conservation strategies, supported by governments and 
international institutions. Some of the protected areas are the only places that contain undisturbed 
landscape, seascape, and ecosystems on the planet Earth. With intensified impacts from climate 
and environmental change, protected areas have become more important to serve as indicators 
of ecosystem status and functions. Earth’s remaining wilderness areas are becoming increasingly 
important buffers against changing environmental and ecological conditions.

The development of remote sensing platforms and sensors and the improvement in science 
and technology provide crucial support for monitoring of protected areas across the world. 
Remote sensing monitoring can provide essential information for the efficient, transparent, 
repeatable, and defensible decision-making in management and governance of protected areas. 
Time-series remote sensing data have allowed for reconstruction of histories of disturbances induced 
by anthropogenic and natural impacts. Remote sensing has unique advantages in monitoring frontier 
lands, which are always in remote and difficult-to-reach locations. Remote sensing technologies have 
profoundly changed the practice of monitoring and understanding the dynamics of protected areas 
and the surrounding environments. Integration of ground-based observations and remote sensing 
data has been practiced in monitoring the change of protected areas.

Remote sensing is among the most fascinating frontiers of science and technology that are 
constantly improving. Protected areas are by no means uniform entities. Protected areas have a 
wide range of management aims and are governed by stakeholders at different administrative levels 
and across spatial scales. Advances in remote sensing have helped gather and share information 
about protected areas at unprecedented rates. There are many new and exciting remote sensing 
applications that contribute to better informing management of protected areas. The achievements, 
challenges, lessons learned, and recommendations for remote sensing of protected areas deserve 
further attention.

The articles collected in this book reflect the subjects and contents of a published Special Issue of 
the open access journal Remote Sensing under the theme of remote sensing applications in monitoring 
of protected areas. We hope that this book can provide a snapshot of examples about remote sensing 
applications to address issues in inventory, monitoring, and management of protected areas. We also 
hope that this book can inspire a broader scope of interests in scientific research and management of 
protected lands and waters as the natural treasures on the planet Earth.
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Abstract: Protected areas (PAs) have been established worldwide for achieving long-term goals in
the conservation of nature with the associated ecosystem services and cultural values. Globally,
15% of the world’s terrestrial lands and inland waters, excluding Antarctica, are designated as PAs.
About 4.12% of the global ocean and 10.2% of coastal and marine areas under national jurisdiction are
set as marine protected areas (MPAs). Protected lands and waters serve as the fundamental building
blocks of virtually all national and international conservation strategies, supported by governments
and international institutions. Some of the PAs are the only places that contain undisturbed landscape,
seascape and ecosystems on the planet Earth. With intensified impacts from climate and environmental
change, PAs have become more important to serve as indicators of ecosystem status and functions.
Earth’s remaining wilderness areas are becoming increasingly important buffers against changing
conditions. The development of remote sensing platforms and sensors and the improvement in science
and technology provide crucial support for the monitoring and management of PAs across the world.
In this editorial paper, we reviewed research developments using state-of-the-art remote sensing
technologies, discussed the challenges of remote sensing applications in the inventory, monitoring,
management and governance of PAs and summarized the highlights of the articles published in this
Special Issue.

Keywords: protected areas (PAs); biodiversity conservation; spatiotemporal dynamics; climate
change; human disturbances; management and governance

1. Introduction

The World Commission on Protected Areas adopted a definition that describes a protected area
(PA) as a clearly defined geographical space, recognized, dedicated and managed, through legal or other
effective means, to achieve the long-term conservation of nature with the associated ecosystem services
and cultural values [1]. In general, protected areas (PAs) include national parks (NPs), national forests,
national seashores, all levels of natural reserves, wildlife refuges and sanctuaries, designated areas
for the conservation of native biological diversity and natural and cultural heritage and significance.
PAs also include some of the last frontiers that have unique landscape characteristics and ecosystem
functions in wilderness conditions [2]. Along shorelines and over ocean and sea, the International
Union for the Conservation of Nature (IUCN) has defined marine protected areas (MPAs) as any area
of intertidal or subtidal terrain, together with its overlying water and associated flora, fauna, historical
and cultural features, which has been reserved by law or other effective means to protect part or all

Remote Sens. 2020, 12, 1370; doi:10.3390/rs12091370 www.mdpi.com/journal/remotesensing1
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of the enclosed environment [3]. As reported by the World Database on Protected Areas (WDPA,
https://www.protectedplanet.net/), 15% of the world’s terrestrial lands and inland waters, excluding
Antarctica, is under protection. About 4.12% of the global ocean and 10.2% of the coastal and marine
areas under national jurisdiction are set as MPAs. About 19.2% of key biodiversity areas are completely
covered as PAs [4]. Protected lands and waters serve as the fundamental building blocks of virtually
all national and international conservation strategies, supported by governments and international
institutions. These policies and their implementations provide the protection of threatened species
around the world. The IUCN has categorized PAs into seven types, namely the strict nature reserve (Ia),
wilderness area (Ib), national park (II), natural monument or feature (III), habitat/species management
area (IV), protected landscape/seascape (V) and the protected area with a sustainable use of natural
resources (VI) [1]. PAs are increasingly recognized as essential providers of ecosystem services and
biological resources, key components in climate change mitigation strategies, as well as vehicles for
protecting threatened human communities or sites of great cultural and spiritual value.

PAs have been created over past millennia for a multitude of reasons [5]. The establishment of the
Yellowstone National Park in 1872 by the United States (U.S.) Congress ushered in the modern era
of the governmental protection of natural areas, which catalyzed a global movement [6,7]. The 1916
National Park Service Organic Act of the United States established the purpose of national parks,
including to conserve the scenery and the natural and historic objects and the wild life therein, and to
provide for the enjoyment of the same in such a manner and by such means that will leave them
unimpaired for the enjoyment of future generations [8]. As the National Parks Omnibus Management
Act of 1998, the agency undertook a program of inventory and monitoring of National Park System
resources to establish the baseline information and to provide information on the long-term trends in
the condition of National Park System resources [9]. Remote sensing applications have contributed
greatly in such inventory and monitoring efforts [10–12].

Even with the implementation of a tremendous variety of monitoring programs and conservation
efforts with achievements, wild species’ population decline, biodiversity loss, extinction, system
degradation, pathogen spread and state change events are occurring at unprecedented rates [13,14].
The effects are augmented by continued changes in land use, invasive spread, alongside the direct,
indirect and interactive effects of climate change and disruption. PAs become more important in
serving as indicators of ecosystem conditions and functions either by their status and/or by contrasting
to their adjacent unprotected areas. PAs are highly prized by the society with diversified representative
characteristics. Earth’s remaining wilderness areas are becoming increasingly important buffers against
the changing environmental conditions. However, they are not an explicit target in many international
policy frameworks [15]. The most recent United Nation’s report concluded that up to one million
animal and plant species were facing extinction, for which humans were to blame [16]. The most
impacting drivers on global biodiversity scenarios toward the year 2100 include human-induced
changes in land use, climate, nitrogen deposition, biotic exchange and atmospheric CO2 [17].

The WDPA data showed that the Latin American and the Caribbean regions have 4.85 million km2

(24%) of protected land. Brazil has half (2.47 million km2) of the entire region protected, making it the
largest national terrestrial PA network in the world [WDPA, https://protectedplanet.net/]. Worldwide,
77% of land, excluding Antarctica, and 87% of the ocean has been modified by the direct effects of
human activities [18]. PAs in China, for example, have typically incorporated core and buffer zones
with human habitation. A study mapped and analyzed the human footprint index at 1-km scale
for 1834 terrestrial nature reserves of mainland China and concluded that the reserves designated
at higher levels of governance were more pristine than those at lower levels. This was significant
as China started to consider the reclassification of some reserves as NPs [19]. Another nationwide
assessment quantified the provision of threatened species habitats and key regulating services in
natural reserves in China. The study illuminated a strategy for strengthening PAs through creating
the first comprehensive national park system of China [20]. As a strategic movement, in June 2019,
the Chinese government announced a guideline for the establishment of a new NP-centered system for
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the protection of natural areas with the implementation plan in 2020. The crown jewels on the list of
the first 10 designated NPs included the Three-River-Source NP, Giant Panda NP, Northeastern China
Tiger and Leopard NP, among others. The Three-River-Source NP covers an area of about 363,000 km2

and encompasses the headwaters of three major rivers, i.e., the Yellow, Yangtze and Lancang rivers,
in the eastern Tibetan Plateau. The comprehensive system of NPs aims to protect the lands and waters
with key natural resources and biodiversity.

Remote sensing provides a comprehensive geospatial capacity to map and study PAs in different
spatial details and contexts, e.g., pixel size, area coverage, immediate adjacent areas of PAs and
the broader background of the land and water that support the PAs; temporal frequencies, e.g.,
daily, weekly and monthly observations; and spectral properties. Remote sensing observations, in
combination with field-based measurements, create new and exciting opportunities to meet the needs
of monitoring PAs [21].

2. Remote Sensing Applications in Monitoring of Protected Areas

It has long been recognized that the on-the-ground monitoring of PA ecosystems is expensive,
primarily due to the size and logistical constraints of national parks, designated wilderness, wildlife
refuges and other large PAs. Remote sensing monitoring can provide essential information for
the efficient, transparent, repeatable and defensible decision making in ecological systems [22].
The integration of ground-based data (e.g., focal species populations) and remote sensing has been
practiced in monitoring and modeling environmental change in many PAs [5,23–25].

Remote sensing has unique advantages in monitoring the landscape dynamics of PAs around the
world. The temporal depth of remote sensing can be used to provide monitoring with the continuity
of deployments of new satellites and sensor systems and image acquisition capability. Multispectral
optical sensors, e.g., the Landsat Thematic Mapper (TM), Enhanced Thematic Mapper Plus (ETM+) and
Operational Land Imager (OLI), Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER), SPOT High Resolution Visible (HRV) and High Resolution Visible and Infrared (HRVIR),
Moderate Resolution Imaging Spectroradiometer (MODIS), Visible Infrared Imaging Radiometer
Suite (VIIRS), Advanced Very-High-Resolution Radiometer (AVHRR) and Sentinel-2 MultiSpectral
Instrument (MSI), and the derivatives of data products, have been routinely applied in PA inventory
and monitoring research and applications. The approaches translated an ecologically based view of
change into the spectral domain when archives of multispectral images were considered. Spectral
indices have been used as the proxy for ecological attributes and have been tracked as time-series
trajectories. The developed algorithms use statistical fitting rules to identify periods of consistent
progression in the spectral trajectory (segments) and the turning points (vertices) that separate these
periods. The change detection methods capture a wide range of processes affecting vegetation, such as
the decline and mortality, growth and recovery and the combination of other driving factors [18,26,27].
Active sensors, such as the synthetic aperture radar (SAR), and satellites including the European
Remote Sensing (ERS-1/-2) and Envisat, the Japanese Earth Resources Satellite 1 (JERS-1), the Phased
Array type L-band Synthetic Aperture Radar (PALSAR-1/-2), RADARSAT-1/-2, the Constellation of
Small Satellites for Mediterranean Basin Observation (COSMO-SkyMed), TerraSAR-X and TanDEM-X,
and Sentinel-1A/B, have been proven effective in monitoring the changing environments at the local,
regional and global scales [28–33]. The interferometric synthetic aperture radar (InSAR) has been
used to construct a global digital elevation model (DEM), to map characteristics of the Earth’s surface
and measure land surface deformation at an unprecedented precision and spatial resolution under
all-weather conditions [34].

Time-series remote sensing data have allowed for the reconstruction of the histories of disturbances
induced by anthropogenic and natural impacts. Typical examples have included: the inventory and
monitoring studies in NPs and PAs in a landscape context, such as in the Acadia NP and other
northeastern U.S. NPs [12,35], the Yellowstone NP [36] and the Olympic NP of the Pacific Northwest
of the U.S. [37]; for monitoring the interannual variability in snowpack and lake ice in southwest
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Alaska [38]; in the assessment of national forests of eastern U.S. [39]; in monitoring the land cover
change and ecological integrity of Canada’s national parks [40], such as the wildlife habitat changes in
Kejimkujik NP and the national historic site in southern Nova Scotia of the Canadian Atlantic Coastal
Uplands Natural Region [41]; in operational active fire mapping and burnt area identification to Mexican
nature PAs [42]; in Tibetan Plateau [43] and Changbai Mountain National Nature Reserve [44,45] of China.

Remote sensing has unique advantages in monitoring frontier lands, which are always in remote
and difficult-to-reach locations. Examples have included: satellite-observed dynamics of lake-rich regions
across the Tibetan Plateau and the Arctic; forest disturbance and dynamics in Siberia; the assessment of
the complex Amur tiger and Far Eastern leopard habitats in the Russian Far East; in the landscape and
ecosystem characterizations in China and Southeast Asia; in conservation efforts of tree kangaroos in
Papua New Guinea; and in PAs in the Albertine Rift of Africa [46–62]. Remote sensing has advantages
in monitoring vast habitats both inside and surrounding the PAs. This is particularly true when
ecological functioning and habitats within NPs and PAs are influenced by natural resources outside of
their borders [63–65]. Remote sensing applications have been among the critical approaches in the
assessment of landscape contexts and the conversion risks of PAs surrounded by accelerated human
population growth [66–70].

MPAs are among the critical components of protected waters. Important factors that affect
the way plants and animals respond to MPAs include the distribution of habitat types, the level
of connectivity to nearby fish habitats, wave exposure, depth distribution, prior level of resource
extraction and regulations. Conservation benefits are evident through increased habitat heterogeneity
at the seascape level, the increased abundance of threatened species and habitats and the maintenance
of a full range of genotypes [71]. Remote sensing data that quantify spatial patterns in habitat
type, oceanographic conditions, and benthic complexity can be integrated with in situ ecological
data for the design, evaluation and the monitoring of MPA networks to design, assess and monitor
MPAs [72,73]. Combining remote sensing products with in situ ecological and physical data can
support the development of a statistically robust monitoring program of the living marine resources
within and adjacent to marine protected areas [74]. Individual MPAs need to be networked in order to
provide large-scale ecosystem benefits and to have the greatest chance of protecting all species, life
stages and ecological linkages if they encompass representative portions of all ecologically relevant
habitat types in a replicated manner. High-resolution remote sensing data are capable of mapping the
physical and biological features of a benthic habitat, such as the monitoring of the coral reef in the
Hawaii Archipelago and near-shore PAs in California and New England [75].

Coastal habitats, such as sand dunes, barrier islands, tidal wetlands, marshes, mangrove forests
and submerged aquatic vegetation provide foods, shelters and breeding grounds for terrestrial and
marine species. Coastal habitats also provide irreplaceable services such as filtering pollutants and
retaining nutrients, maintaining water quality, protecting shorelines and absorbing flood waters.
As coastal habitats are facing intensified natural and anthropogenic disturbances through direct
impacts such as hurricanes, tsunamis, harmful algae blooms and cumulative and secondary impacts
such as climate change, sea level rise, oil spill and urban development, the inventory and monitoring
of coastal environments has become one of the most challenging tasks of the society in resource
management and humanity administration. Remote sensing technologies with space-borne and
airborne sensor systems in data acquisition and observation have profoundly changed the practice of
monitoring and understanding the dynamics of coastal environments. Remote sensing applications have
greatly enhanced the monitoring capacity of coastal PAs and practical implementations across spatial
scales [76,77]. Very high resolution (VHR) imageries from airborne and satellite sensors, unmanned
aerial vehicles (UAV), light detection and ranging (LiDAR), hyperspectral sensors, ground-based
sensor networks and wireless geospatial service web systems have been increasingly applied with
local focused interests on coastal PAs [78–86].

The improved capacity of data science and infrastructure, e.g., cloud computing, Google Earth
Engine (GEE) and big Earth data approaches, facilitates data sharing and the integration and modeling
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processes [87–89]. For example, the capacity and service from GEE open opportunities for explorations
that benefit from decades of data acquisition from remote sensing [90–96].

3. Challenges of Remote Sensing Monitoring of Protected Areas

The impacts of climate and human-induced environmental changes will continue to disrupt
ecosystem functions and services, as well as the habitats and biodiversity. The future projections
indicate a potentially catastrophic loss of global biodiversity [97–102]. Earth’s remaining wilderness
areas are becoming increasingly important buffers against changing conditions. Protected lands and
waters are becoming more important, serving as indicators of ecosystem status and functions and
as the barometer for guiding the national and international strategies in collaborated mitigation and
conservation efforts.

PAs are functional from many forms of direct human intervention. The landscapes and seascapes
of PAs are dynamic rather than static. Vegetation is changing continuously in response to both
endogenous and exogenous pressures. PAs and their networks provide critical habitats for biodiversity
conservation and yet their performances are challenged under the changing climate and shifting
resource patterns [103]. Monitoring the dynamics of PAs requires tools that capture a wide range
of processes over large areas. The evaluation of management effectiveness is a vital component
of responsive, pro-active PA management [104,105]. Ecosystem indicators, whether process-based
(e.g., productivity), pattern-based (e.g., land-use activities), or component-based (specie populations),
vary in space and time. A major limiting factor in comprehensive ecological models is the lack of
explanatory geospatial data. The issues conspire against the ready, standardized integration of remote
sensing into ecological research for the management and governance of PAs.

Remote sensing is a universal tool for scientists and land managers. New developments of remote
sensing platforms, sensors and improvements in science and technology provide crucial support for
monitoring PAs across the world. Remote sensing data products, coupled with user-friendly data
exploration, analyses, and accessible modeling tools, allow scientists and practitioners to gain a better
understanding of how environmental changes affect specie populations, ecosystem functions and the
services that sustain them. The lessons learned and the recommendations put forward for the remote
sensing of PAs include: the allocation of sufficient time to develop a genuine science–management
partnership; the communication of results in a management-relevant context; the confirmation or
embellishment of existing frameworks and processes; plans for persistence and change; and to build
on existing, widely used data analysis tools and software frameworks [10,21].

Field survey and in situ observations are essential to identify protected habitats through remote
sensing. Almost every remote sensing exercise requires a field survey to define the habitats, to calibrate
remote sensing imagery and to evaluate the accuracy out of remote sensing outputs [106]. With precise
and accurate positioning and field survey becoming a routine operation, challenges remain for the
incorporation of data from ground-based sensor networks and wireless geospatial service web systems
with remote sensing observations for the comprehensive analyses and assessment of PAs.

The monitoring of landscape dynamics of PAs is among the primary advantage of remote sensing.
The link between the pattern and the process, however, has been identified as a seminal challenge
in landscape ecology. Disturbance is an important process that creates and responds to a pattern.
The integration of remote sensing-based and in situ monitoring, including the consideration of scaling
site observations, to the ecosystem level and the explicit link through ecosystem-based modeling to
management options and recommendations, present the practical challenges and opportunities in the
variety of PAs [23,26,39].

Remote sensing science is effective for managers and researchers across many domains. The lack
of standardized protocols, workflow architecture, guidelines, training and software tools has led into a
complexity. When evaluating the trends in resource and ecological conditions, the resource managers
of PAs pursue analyses that use all the available information. Thus, they seek remote sensing change
detection analyses that may include historical aerial photography, combined with more recent satellite
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images acquired in different spectral bands at various spatial and temporal resolutions. In addition,
many resource problems must be evaluated at multiple spatial scales [12,69]. These practical issues
result in unusually complex requirements and procedures that can be worked out only through the
sustained collaboration between remote sensing scientists and PA managers. A key lesson is about the
importance, difficulty and time-consumption of the mutual learning process [11]. In the management
perspectives, there is a considerable potential to expand the operational use of remote sensing to monitor
PAs among routine implementations. The uses of such information in operational monitoring present
difficulties in designing and implementing a program that provides useful information at management
levels and at an affordable cost [18,107]. The integration of remote sensing data into a framework for
the data assimilation, processing, modeling and reporting is becoming essential [108–110].

It is worthy to point out that one of the most important limitations to the use of remote sensing
data for the monitoring of PAs is the variant mapping accuracy and the cost of acquiring ground-based
data for verification and validation. This is a common challenge of obtaining and integrating traditional
in situ measurements and approaches with remote sensing mapping and modeling. It also shows
that remote sensing cannot always meet the entire information collection needs. Whereas remote
sensing-based techniques address spatial and temporal domains inaccessible to traditional approaches,
remote sensing cannot match the accuracy, precision and the thematic richness of in situ measurements
and monitoring at the plot scale. Therefore, the design of remote sensing-based monitoring methods
needs to be carefully integrated with a very efficient protocol for the inclusion of field observations
and survey data [10,111].

As the amenity values of PAs attract the rapid developments and impacts of human-induced land
use change, remote sensing has to meet an increasingly essential requirement to address a range of
monitoring across spatial scales and from terrestrial to coastal and open waters [112,113]. Challenges
and uncertainties remain for the data continuity and systematic technology improvements toward
consistent long-term monitoring applications in the future [114].

4. Highlights of the Special Issue Articles

With the rapid development of remote sensing science and technologies, this Special Issue aims to
publish original manuscripts of the latest innovative research and advancement in the remote sensing
of PAs. The articles in this Special Issue include applications of using data from multiple sensor systems
in the monitoring of PAs from global to local interests.

The Defense Meteorological Satellite Program/Operational Linescan System (DMSP/OLS)
night-time stable light (NTL) has been proven to be an effective indicator of the intensity and
change of human-induced urban development over a long time span and at a larger spatial scale [115].
The study by Fan et al. [116] used the NTL data from 1992 to 2013 to characterize the human-induced
urban development and studied the spatial and temporal variation of the NTL of global terrestrial PAs.
The study selected seven types of PAs defined by the IUCN, including the strict nature reserve (Ia),
the wilderness area (Ib), the national park (II), the natural monument or feature (III), the habitat/species
management area (IV), the protected landscape/seascape (V), and the protected area with a sustainable
use of natural resources (VI). The study evaluated the NTL magnitudes in PAs and their surrounding
buffer zones. The results revealed the level, growth rate, trend and distribution pattern of the NTL in
global PAs.

Terrestrial biophysical variables play an essential role in quantifying the amount of energy budget,
water cycle and carbon sink over the Three-River Headwaters Region of China (TRHR). Bei et al. [117]
evaluated the spatiotemporal dynamics of the biophysical variables including meteorological variables,
vegetation and evapotranspiration (ET) over the TRHR and analyzed the response of the vegetation and
the ET to climate change in the period from 1982 to 2015 using the China Meteorological Forcing Dataset
(CMFD) and the Global Inventory Modeling and Mapping Studies (GIMMS) NDVI3g product, among
others. The main input gridded datasets included meteorological reanalysis data, a satellite-based
vegetation index dataset and the ET product developed by a process-based Priestley–Taylor algorithm.
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The study suggested a ‘dryer warming’ and a ‘wetter warming’ tendency in different areas of the
TRHR. The study revealed that more than 56.8% of the areas in the TRHR presented a significant
increment in vegetation. The analysis noted that the ET was governed by the terrestrial water supply
in the arid region of the western TRHR.

Salt marshes are changing due to natural and anthropogenic stressors such as sea level rise,
nutrient enrichment, herbivory, storm surge and coastal development. A study by Campbell and
Wang [105] analyzed the salt marsh change at the Fire Island National Seashore, a nationally protected
area in New York, using the object-based image analysis (OBIA) to classify a combination of data
from Worldview-2 and Worldview-3 satellites, Topobathymetric LiDAR, and National Agricultural
Imagery Program (NAIP) aerial imageries. The salt marsh classification was trained and tested with
the vegetation plot data. In October 2012, Hurricane Sandy caused extensive overwash and breached a
section of the island. This study quantified the continuing effects of the breach on the surrounding salt
marsh. The tidal inundation at the time of image acquisition was analyzed using the LiDAR-derived
DEM to create a bathtub model at the target tidal stage. The study revealed the geospatial distribution
and rates of change within the salt marsh interior and the salt marsh edge. The Worldview imagery
was able to classify the salt marsh environments accurately at an overall accuracy of 92.75%. The study
suggested that the NAIP data were adequate for determining the rates of salt marsh change with a
high accuracy. The cost and revisit time of the NAIP imagery created an ideal open data source for
high spatial resolution monitoring and the change analysis of salt marsh environments.

Anticipating how boreal forest landscapes will change in response to fire regimes requires
disentangling the effects of various spatial controls on the recovery process of tree saplings. The spatially
explicit monitoring of post-fire vegetation recovery through moderate resolution Landsat imagery is a
popular technique but is filled with ambiguous information due to mixed pixel effects. On the other
hand, very-high resolution satellite imagery accurately measures the crown size of tree saplings but
has gained little attention. Its utility for estimating leaf area index (LAI) and tree sapling abundance
(TSA) in post-fire landscapes remains untested. A study by Fang et al. [118] compared the explanatory
power of the Landsat imagery with 0.5-m WorldView-2 VHR imagery for the LAI and TSA based on
the field-sampling data and subsequently mapped the distribution of the LAI and TSA based on the
most predictive relationships. The results showed that the pixel percentage of the canopy trees (PPCT)
derived from VHR imagery outperformed all the Landsat-derived spectral indices for explaining the
variance of the LAI and TSA. The analyses concluded that mitigating wildfire severity and size may
increase forest resilience to wildfire damage. Given the easily damaged seed banks and relatively
short seed dispersal distance of coniferous trees, reasonable human help for the natural recovery of
coniferous forests was necessary for severe burns with a large patch size, particularly in certain areas.
The research showed that WorldView-2 VHR imagery better resolved the key characteristics of forest
landscapes, providing a valuable tool to land managers and researchers alike.

Climate change and human activities alter the spatial distribution and structure of vegetation,
especially in drylands. In this context, the object-based image analysis (OBIA) has been used to
monitor changes in vegetation, but only a few studies have related them to anthropogenic pressure.
Guirado et al. [119] assessed changes in the cover, number and shape of Ziziphus lotus shrub individuals
in a coastal groundwater-dependent ecosystem in Spain over a period of 60 years and related them
to human activities in the area. In particular, the study evaluated how sand mining, groundwater
extraction and the protection of the area affected the shrubs. To do this, the study developed an
object-based methodology to create accurate maps of the vegetation patches and compared the cover
changes in the individuals. The changes in shrub size and shape were related to soil loss, seawater
intrusion and the legal protection of the area measured by the average minimum distance and average
random distance analysis. It was found that both the sand mining and seawater intrusion had a
negative effect on individuals; on the contrary, the protection of the area had a positive effect on the
size of the individuals’ coverage. The findings supported the use of the OBIA for monitoring scattered
vegetation patches in drylands, key to any monitoring program aimed at vegetation preservation.
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Forest condition is the baseline information for ecological evaluation and management. A study
by Chen et al. [120] mapped the structure and function parameters for forest condition assessment in
the Changbai Mountain National Nature Reserve (CMNNR). Various mapping algorithms, including
statistical regression, random forests, and random forest kriging were employed with predictors from
Advanced Land Observing Satellite (ALOS)-2, Sentinel-1, Sentinel-2 satellite sensors, digital surface
model of ALOS and 1803 field-sampled forest plots. The combined predicted parameters and weights
from the principal component analysis as well as the forest conditions were assessed. The models
explained the spatial dynamics and characteristics of forest parameters based on the independent
validation. The mean assessment score suggested that forest conditions in the CMNNR were mainly
the result of spatial variations of function parameters such as stand volume and soil fertility. This study
provided a methodology on forest condition assessment at regional scales, as well as the up-to-date
information for the forest ecosystem in the CMNNR.

Han et al. [121] reported on the monitoring of droughts in the Greater Changbai Mountains (GCM)
region by six drought indices, i.e., the precipitation condition index (PCI), temperature condition index
(TCI), vegetation condition index (VCI), vegetation health index (VHI), scaled drought condition index
(SDCI) and the temperature–vegetation dryness index (TVDI), between 2001 and 2018. This study
provided a reference for the selection of drought indices for monitoring droughts to gain a better
understanding of the ecosystem conditions and the environment.

The Songnen Plain (SNP) is an important grain production base and a designated red-line
protection in China. The understanding of carbon use efficiency (CUE) of natural ecosystems in
protected farmland areas is vital to predicting the impacts of natural and anthropogenic disturbances
on carbon budgets and evaluating ecosystem functions. An article by Li et al. [122] studied variations
in the ecosystem CUE in the SNP using MODIS data products and the Carnegie–Ames–Stanford
approach (CASA) model. The relationships revealed between the CUE and the phenological and
climate factors helped explain the CUE of the natural ecosystems in the protected farmland areas
and improved the understanding about the dynamics of ecosystem carbon allocation in temperate
semi-humid to semi-arid transitional regions under climate and phenological fluctuations.

The comparative evaluation of cross-boundary wetland PAs is essential to underpin
knowledge-based bilateral conservation policies and funding decisions by governments and managers.
The article by Lu et al. [123] reported on a study of monitoring wetland change in the Wusuli River
Basin in the crossboundary zone of China and Russia from 1990 to 2015 using Landsat images.
The spatial-temporal distribution of wetlands was identified using a rule-based object-oriented
classification method. The wetland dynamics were determined by combining the annual land change
area (ALCA), the annual land change rate (ALCR), the landscape metrics and the spatial analysis.
The study revealed the changes of the natural wetlands in the Wusuli River Basin and the patterns of
change. The study provided critical information for the conservation and management of ecological
conditions in cross-boundary wetlands.

Despite recent progress in landslide susceptibility mapping, a holistic method is still needed to
integrate and customize influential factors with a focus on forest regions. A study by Shirvani [124]
tested the performance of geographic object-based random forest modeling in the susceptibility of
protected and non-protected forests to landslides in northeast Iran using Landsat 8 multispectral
images and DEM data. The study derived features of conditioning factors. The study confirmed that
some anthropogenic activities such as forest fragmentation and logging significantly intensified the
susceptibility of the non-protected forests to landslides.

As the largest freshwater lake in China, Poyang Lake provides tremendous services and functions
to its surrounding ecosystem, such as water conservation and the sustaining of biodiversity, and has
significant impacts on the security and sustainability of the regional ecology. The lake and associated
wetlands are among the protected aquatic ecosystems with global significance. The Poyang Lake region
has recently experienced increased urbanization and anthropogenic disturbances, which has greatly
impacted the lake environment. The concentrations of chlorophyll-a (Chl-a) and total suspended matter
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(TSM) are important indicators for assessing the water quality of lakes. The study by Xu et al. [125]
used data from the Gaofen-1 (GF-1) satellite, in situ measurements of the reflectance of the lake water
and the analysis of the Chl-a and TSM concentrations of the lake water samples to investigate the
spatial and temporal variation and distribution patterns. The study analyzed the measured reflectance
spectra and conducted a correlation analysis to identify the spectral bands that were sensitive to the
concentration of Chl-a and TSM, respectively. The modeling results revealed the spatial and temporal
variations of the water quality in Poyang Lake and demonstrated the capacities of the GF-1 satellite
data in the monitoring of lake water quality.

The article by Duan et al. [126] presented an analysis of research publications, from a bibliometric
perspective, on the remote sensing of PAs. The analysis focused on the time period from 1991 to 2018.
The study extracted 4546 academic publications from the Web of Science database. Using VOSviewer
software, the study evaluated the co-authorships among countries and institutions, as well as the
co-occurrences of the keywords. The results indicated an increasing trend of annual publications in the
remote sensing of PAs. This analysis revealed the major topical subjects, leading countries and most
influential institutions around the world that have conducted relevant research in scientific publications.
The study also revealed the journals that published the most articles in the subject of interests and
the collaborative patterns related to the remote sensing of PAs. The analysis provided insights for
understanding the intellectual structure of the field and identifying the future research directions.

5. Conclusion Remarks

Remote sensing is among the most fascinating frontiers of science and technology that are
constantly improving our understanding of PAs. PAs are by no means uniform entities and have
a wide range of management aims and are governed by many stakeholders. Advances in remote
sensing have helped gather and share information about PAs at unprecedented rates and scales.
There are many new and exciting applications for remotely sensed data that contribute to the better
informing management of PAs. The achievements through the applications of science and technologies,
the challenges, the lessons learned and the recommendations for the remote sensing of PAs deserve
further attention [127].

The subjects and contents of the articles collected in this Special Issue reflect the state-of-the-art
of remote sensing technologies for: capturing the dynamics of ecosystem variations; the evaluations
of available sensors, data and the new development of integrated approaches; the methods for
processing advanced remote sensing and time series data; and the integration of multisource and
open source data. These studies contributed in the monitoring of PAs from the perspectives of in situ
measurements, habitat assessments, socio-economic development, policy and management factors,
and in inventory and practical implementations. The applications of monitoring from biospheric,
atmospheric, hydrospheric and societal dimensions reflect the advantages of remote sensing in habitat
mapping and biodiversity conservation, in the detection of effects from natural and anthropogenic
disturbances, as well as in revealing uncertainties for the assessment of the resilience and sustainability
of PAs and the mitigation approaches under the changing environments.
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Abstract: Protected areas (PAs) play an important role in biodiversity conservation and ecosystem
integrity. However, human development has threatened and affected the function and effectiveness
of PAs. The Defense Meteorological Satellite Program/Operational Linescan System (DMSP/OLS)
night-time stable light (NTL) data have proven to be an effective indicator of the intensity and change
of human-induced urban development over a long time span and at a larger spatial scale. We used
the NTL data from 1992 to 2013 to characterize the human-induced urban development and studied
the spatial and temporal variation of the NTL of global terrestrial PAs. We selected seven types of
PAs defined by the International Union for Conversation of Nature (IUCN), including strict nature
reserve (Ia), wilderness area (Ib), national park (II), natural monument or feature (III), habitat/species
management area (IV), protected landscape/seascape (V), and protected area with sustainable use of
natural resources (VI). We evaluated the NTL digital number (DN) in PAs and their surrounding
buffer zones, i.e., 0–1 km, 1–5 km, 5–10 km, 10–25 km, 25–50 km, and 50–100 km. The results revealed
the level, growth rate, trend, and distribution pattern of NTL in PAs. Within PAs, areas of types V and
Ib had the highest and lowest NTL levels, respectively. In the surrounding 1–100 km buffer zones,
type V PAs also had the highest NTL level, but type VI PAs had the lowest NTL level. The NTL
level in the areas surrounding PAs was higher than that within PAs. Types Ia and III PAs showed the
highest and lowest NTL growth rate from 1992 to 2013, respectively, both inside and outside of PAs.
The NTL distributions surrounding the Ib and VI PAs were different from other types. The areas
close to Ib and VI boundaries, i.e., in the 0–25 km buffer zones, showed lower NTL levels, for which
the highest NTL level was observed within the 25–100 km buffer zone. However, other types of PAs
showed the opposite NTL patterns. The NTL level was lower in the distant buffer zones, and the
lowest night light was within the 1–25 km buffer zones. Globally, 6.9% of PAs are being affected
by NTL. Conditions of wilderness areas, e.g., high latitude regions, Tibetan Plateau, Amazon, and
Caribbean, are the least affected by NTL. The PAs in Europe, Asia, and North America are more
affected by NTL than South America, Africa, and Oceania.

Keywords: Protected areas; Night-time light; Global lightscape assessment; Human disturbance
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1. Introduction

A protected area (PA) is defined as a geographical space that is recognized, dedicated, and
managed, through legal or other effective means, to achieve the long-term conservation of nature with
associated ecosystem services and cultural values in mind [1]. In general, protected areas include
national parks, national forests, national seashores, all levels of natural reserves, wildlife refuges and
sanctuaries, and designated areas for the conservation of native biological diversity and natural and
cultural heritage and significance. Protected areas also include some of the last frontiers that have
unique landscape characteristics and ecosystem functions in wilderness conditions [2].

PAs reflect the efforts to protect the world’s threatened species and their habitats. PAs are
increasingly recognized as essential providers of ecosystem services and biological resources, key
components in climate change mitigation strategies, and in some cases, are vehicles for protecting
threatened human communities or sites of great cultural and spiritual value.

Humans have created protected areas over the past millennia for a multitude of reasons [3,4]. The
establishment of Yellowstone National Park in 1872 by the US Congress ushered in the modern era of
governmental protection of natural areas, which catalyzed a global movement [5,6]. However, even
with the implementation of a tremendous variety of monitoring programs, as well as conservation
planning efforts and achievements, species’ population decline, biodiversity loss, extinction, system
degradation, pathogen spread, and state change events are occurring at unprecedented rates [7,8]. The
effects are augmented by continued changes in land use, urbanization, and invasive spread alongside
the direct, indirect, and interactive effects of climate change and disruption [3,4]. Protected areas
become more important in serving as indicators of ecosystem conditions and functions, either by their
status and/or by comparison with unprotected adjacent areas. Protected areas are highly prized by
society with diversified representative characteristics. Earth’s remaining wilderness areas are becoming
increasingly important buffers against the changing environment. However, they are not yet an explicit
target in international policy frameworks [9].

Over the past four decades, more PAs have been established around the world. PAs play a
vital role in conserving biodiversity; specifically, PAs provide a paradise for endangered and species
from declining habitats and a sanctuary for over-harvested and poached species [10–12]. PAs have a
positive impact on the local environment, such as maintaining water resources, regulating climate, and
preventing forest damage [13], among other benefits [14,15].

On the other hand, ecosystems of PAs have been disturbed by human development, in particular,
urbanization, such that biodiversity and habitats in those PAs have been reduced [16–21]. The
effectiveness of PAs has been affected by the land use of the surrounding areas. Nightlight may
impose problems to PAs [22,23]. The threat from human development to PAs is a concern. Currently,
assessment studies on the impact of human development on PAs are mainly based on data, such as
human population [14] and housing [24] at regional or local scales. However, accurate, reliable, and
comprehensive population or housing statistics are often not available in global scale monitoring.

The Defense Meteorological Satellite Program/Operational Linescan System (DMSP/OLS)
night-time stable light (NTL) dataset is a timely and effective data source for monitoring human
development and mapping the dynamics of land cover on a regional or global scale [25–28]. The NTL
data have a wide time span and are suitable for dynamic analysis on long-term sequences. The NTL
can be measured and used as a proxy of human development. NTL imposes impacts on several taxa in
terrestrial and aquatic ecosystems, including mammals, birds, reptiles, amphibians, fish, invertebrates,
and plants. It is necessary to study the lighting conditions of reserves [29–31]. DMSP/OLS NTL is an
excellent data source for analyzing the impact of human development on various ecosystems [32],
vegetation [33], and biodiversity [34] over long-term sequences and over large geographical areas and
in remote locations [35].

DMSP/OLS NTL data have been used as an effective indicator to evaluate the conservation of
protected areas [36–38]. Reported studies have investigated the difference in NTL between the interior
and the surrounding areas and have revealed that the NTL level of the PAs is lower than that of the
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surrounding areas [29]. Studies suggested that the NTL level of the boundary of PAs is particularly
high [39]. In addition, some studies have combined NTL with other data to conduct research, for
example, Geldmann et al. used the NTL and population data to construct a temporal human pressure
index (THPI) on the time series, which quantifies the human pressure on the protected area. However,
the spatial resolution of the study was 10 km2, and only attempted comparisons between 1995 and
2010 [40].

In this study, we used NTL data as an indicator of the intensity of human development to portray
the characteristics of NTL in various types of PAs defined by the International Union for Conversation
of Nature (IUCN). The objectives of this study were to: (1) reveal human development surrounding
different types of terrestrial PAs, growth rate, and trend characteristics measured using the NTL level;
and (2) make an assessment about the NTL effects on global terrestrial PAs.

2. Materials and Methods

2.1. Protected Areas and Data

We used the 2019 World Database on Protected Areas (WDPA, https://protectedplanet.net/), as
the most updated data source for obtaining the coverage of global protected areas. We selected seven
types of terrestrial PAs defined by the IUCN, including Ia, Ib, and II–VI, as defined in Table 1. In order
to explore the spatial distribution and change of NTL within PAs and their vicinity, we examined
buffer zones with distances of 0–1 km, 1–5 km, 5–10 km, 10–25 km, 25–50 km, and 50–100 km from PA
boundaries. This range of buffer distances was chosen to capture different types of NTL effects. Human
activities within PA boundaries and within a 1 km distance exert a direct and significant influence
on protected areas, e.g., habitat loss, noise, and light pollution [41]. At further distances, artificial
surfaces contribute to the landscape disturbances and effects, such as the isolation of protected areas,
disruption of connectivity, and introduction and spread of invasive species. Even as far as 50 km from
the protected area, human development can impose effects on PAs. PAs may be impacted even if the
source of lighting lies kilometers away owing to skyglow [24].

Table 1. Seven types of terrestrial protected areas defined by IUCN.

IUCN PAs Type IUCN PAs Code Number of PAs Area (km2) Description

Strict Nature
Reserve Ia 11,921 3,874,328

PAs that are strictly set aside to protect
biodiversity and also possibly
geological/geomorphological features,
where human visitation, use, and impacts
are strictly controlled and limited to ensure
the protection of the conservation values.

Wilderness Area Ib 3114 1,152,403

PAs that are usually large unmodified or
slightly modified areas, retaining their
natural character and influence, without
permanent or significant human habitation.

National Park II 5523 6,178,074

Large natural or near natural areas set aside
to protect large-scale ecological processes,
along with the complement of species and
ecosystems characteristic of the area, which
also provide a foundation for
environmentally and culturally compatible
spiritual, scientific, educational,
recreational, and visitor opportunities.

Natural Monument
or Feature III 14,317 434,460

PAs set aside to protect specific natural
monuments, which can be a landform; sea
mount; submarine cavern; geological
feature, such as a cave; or even a living
feature, such as an ancient grove. They are
generally quite small protected areas and
often have a high visitor value.
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Table 1. Cont.

IUCN PAs Type IUCN PAs Code Number of PAs Area (km2) Description

Habitat/Species
Management Area IV 56,836 7,250,215

PAs aiming to protect particular species or
habitats and management reflects this
priority. Many category IV PAs will need
regular, active interventions to address the
requirements of particular species or to
maintain habitats, but this is not a
requirement of the category.

Protected
Landscape/Seascape V 44,915 4,351,409

PAs where the interaction of people and
nature over time have produced the area of
distinct character with significant
ecological, biological, cultural, and scenic
value.

Protected Area
with Sustainable

use of Natural
Resources

VI 7177 12,757,697

PAs that conserve ecosystems and habitats,
together with associated cultural values
and traditional natural resource
management systems. They are generally
large, with most of the area in a natural
condition, where a proportion is under
sustainable natural resource management
and where low-level, non-industrial use of
natural resources compatible with nature
conservation is seen as one of the main
aims of the area.

2.2. DMSP/OLS NTL Data

The Operational Linescan System (OLS) is one of the sensors that is carried by the Defense
Meteorological Satellite Program (DMSP). The DMSP/OLS NTL data came from the National
Geophysical Data Center (NGDC) under the National Oceanic and Atmospheric Administration
(NOAA), which eliminates accidental noise effects, such as clouds and flaring, with a 0.008333 degrees
spatial resolution. The number of each pixel is not the actual light level on the ground, but rather
the relative brightness level recorded as a digital number (DN) from 0 to 63. Currently, NTL data
from 1992 to 2013 are available through online access. DMSP/OLS is different from Landsat, Satellite
Pour l’Observation de la Terre (SPOT), and the Advanced Very High Resolution Radiometer (AVHRR)
sensors that use the ground object to monitor the reflected radiation characteristics of sunlight. The
DMSP/OLS sensor can work at night and capture the low intensity of urban lights and even small-scale
residential areas and traffic lights, providing powerful data support for monitoring human development
research on a large scale [42].

2.3. Data Processing

For origin data, discrepancies appeared between the DN values and the number of lit pixels from
different satellites in the same year, and abnormal fluctuations appeared in the DN values for different
years derived from the same satellite. It was necessary to calibrate the original NTL between different
years and satellites. In this study, we assumed that all regions of the world that developed positive
reflection in NTL would keep the DN value and the number of lit pixels either consequently increased
or remained the same. The NTL were corrected using four main steps as described below.

2.3.1. Inter-Annual Correction

As the economy and population continue to develop over time, the assumption was that all PA
regions would be positively developing and increasing in terms of the amount of NTL. Therefore,
the DN values of each pixel in the time series would either increase or remain unchanged. With this
assumption, the light pixels detected in the early image would remain in the latter image, and the
DN value should not be larger than the DN value detected in their subsequent images. If the pixel
that detected the light in the earlier image disappeared in the later year, the pixel with light would be
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considered as an unstable light pixel, and its DN value would be replaced with a value of 0. Second,
the DN value of each stable light pixel was corrected to ensure that the DN value in the early image
was smaller than the DN value of the corresponding position pixel in the later image. Due to the
replacement of satellites between 1992 and 2013, the light sensitivity of each sensor was different,
leading to the difference in the number of lit pixels and the DN values of the corresponding position
pixels from different sensors. Thus, each satellite was interannually corrected using the following
step [43]:

DN(n,i) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, DN(n+1 ,i) = 0

DN(n−1 ,i), DN(n+1 ,i) > 0 nd DN(n−1 ,i) > D DN(n,i)
DN(n,i), otherwise

(n = 1992, 1993, . . . , 2013), (1)

where DN(n−1, i), DN(n, i), and DN(n+1, i) are the DN values of the ith lit pixel of the NTL data in the (n −
1)th, the nth, and (n + 1)th years, respectively.

2.3.2. Inter-Satellite Correction

The NTL from 1992 to 2013 were derived from multiple sensors. The data were not continuous
and the data between different sensors could not be directly compared. It was necessary to correct
the sensors to improve the continuity and comparability of the NTL. Although the image of satellite
F18 did not intersect with those of the other satellites, there was an intersection between F10 and
F12, F12 and F14, F14 and F5, and F15 and F16. First, based on F10, using the data of the intersection
year, 100,000 pixels were randomly selected on each continent to establish a minimum linear-square
regression model between two satellites; thus, the data of F12 could be corrected, which could then be
used to correct the data of F14. The same process was applied to data from other satellite pairs.

The regression formulas are as follows:
Correct F12 based on F10:

F12 = 0.870× F10− 0.078
(
R2 = 0.925

)
(2)

Correct F14 based on F12:

F14 = 0.927× F12− 1.709
(
R2 = 0.965

)
(3)

Correct F15 based on F14:

F15 = 0.961× F14 + 1.408
(
R2 = 0.951

)
(4)

Correct F16 based on F15:

F16 = 1.062× F15 + 1.672
(
R2 = 0.960

)
(5)

2.3.3. Intra-Annual Correction

The intra-annual composition correction used images from two satellites in the same year to
remove any intra-annually unstable lit pixels. There were two images from two different satellites
in 1994 and 1997–2008. We used the average DN values of the two NTL images to calculate the
annual NTL data for these years. First, we examined all the lit pixels to determine whether the
pixel was an unstable light pixel during the year. If only one satellite was detected, the light pixel
was defined as an unstable light pixel during the year. Second, in intra-annual composites, the DN
values of intra-annually unstable lit pixels were replaced with values of 0, and the DN value of each
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intra-annually stable lit pixel was replaced by the average DN value of two NTL images from the same
year. This produced one intra-annual composite for each year [43].

DN(n,i) =

⎧⎪⎪⎨⎪⎪⎩ 0, DNa
(n,i) = 0

∣∣∣∣DNb
(n,i) = 0

DNa
(n,i) + DNb

(n,i), otherwise
(n = 1992, 1993, . . . , 2013), (6)

where DNa
(n,i) and DNb

(n,i) are the DN values of the ith lit pixel from two NTL data in the nth year, and
DN(n,i) is the DN value of the ith lit pixel of the intra-annual composite in the nth year.

2.3.4. Correction for Different Sensors

We performed another first-step correction on this series of data after the first three steps, which
resulted in a dataset that grew positively and with continuity.

2.3.5. Evaluation of the Calibrated NTL Time Series

A number of studies have shown that the DMSP/OLS NTL data are correlated with economic
activities [44–48] and have used gross domestic product (GDP) and electricity consumption (EC)
to evaluate the performance of intercalibration techniques [28,49–53]. We applied this assessment
method in this study to evaluate the calibrated NTL time series. We obtained country-level GDP
data (1992–2013) from the World Bank (http://data.worldbank.org/) and EC records derived from
International Energy Statistics (http://www.eia.gov/beta/international/data/browser/#). We compared
the raw NTL and the calibrated NTL with GDP and EC data (Figure 1) to reduce the inconsistency of the
data and enhanced correlation with GDP and EC. We calculated the Pearson correlation between the
raw NTL with GDP and EC, and between the calibrated NTL and the two ancillary datasets (Figure 2).
The calibrated method improved the correlations between the NTL time series and GDP and EC.

Figure 1. Gross domestic product (GDP; unit: trillions of dollars) and global the sum of NTL
(SNTL) (1992–2013) from (a) the raw NTL and (b) the calibrated NTL. Electricity consumption (EC;
unit: billion kWh) and global SNTL (1992–2013) from (c) the raw NTL and (d) the calibrated NTL.
DMSP/OLS—Defense Meteorological Satellite Program/ Operational Linescan System.
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Figure 2. The correlation of GDP (a) and EC (b) with the raw NTL and the calibrated NTL. The black
line is the 1:1 line.

2.4. Calculation of the Trend Using Sen’s Slope

The Sen’s slope method can be used to avoid the loss of time series data and the influence of data
distribution on the analysis results to eliminate the interference of outliers in a time series [54]. Sen’s
slope has been used in the analysis of long-term sequence data sets to detect the magnitude of the
change trend. We used Sen’s slope to calculate the trend of the NTL from 1992 to 2013. The calculation
formula is:

Q = median
Xj −Xi

j− i
0 < i < j ≤ n (7)

where Q is the Sen’s slope; and Xj and Xi are the average DN value corresponding to j and i year,
respectively. If the length of the time series is n, the number of Qi is N = n(n − 1)/2; and the Q is
determined by N.

Q =

⎧⎪⎪⎨⎪⎪⎩ Q[(N−1)/2] N is odd(
Q(N/2) + Q[(N+2)/2]

)
/2 N is even

(8)

where Q > 0, Q < 0 and Q = 0 indicate that there is a rising trend, a downward trend, and no obvious
trend, respectively.

3. Results

3.1. Spatial Distribution and Trend of NTL for Global PAs

We superimposed the global PAs and the global NTL, except for Antarctica (Figure 3). The result
revealed that the DN values for most of the PAs were lower than that of the surrounding areas. Further
assessment ranked the average NTL DN values of all PAs on each continent as: Europe > Asia >North
America > South America > Africa > Oceania. The DN values in Europe was much higher than those
in the other continents (Figure 4). The ranking of the average change trend on all continents was
consistent with the average DN value, i.e., the highest was in Europe and the lowest was in Oceania
(Figure 5).
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Figure 3. Spatial distribution of NTL in association with global terrestrial protected areas (PAs). The
orange-colored areas represent the PAs; the dark blue-colored area (including oceans) were in darkness;
the yellow-colored areas had a higher NTL digital number (DN) value than the green-colored areas; the
white-colored area had no data.

 

 
Figure 4. (a) Average NTL DN value for every PA and (b) average NTL DN value for every continent.
For (a), we used the natural breaks (Jens) method to divide the PAs into three levels according to the
average DN value. The green-colored PAs were those with the average value of 0, the yellow-colored
PAs had a lower than average DN value, and the red-colored PAs had a higher than average DN value.
For (b), the ranking of the average NTL DN value of PAs in each continent gave the order as Europe >
Asia > North America > South America > Africa > Oceania.
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Figure 5. (a) Average trend of NTL of the global terrestrial PAs and (b) average trend of every continent.
For (a), we used the natural breaks (Jens) method to divide the PAs into three levels according to the
average trend of NTL. The blue-colored PAs had an average trend of 0, the yellow-colored PAs had
a lower than average trend, and the red-colored PAs had a higher than average trend. For (b), the
ranking of the average NTL trend of PAs in each continent gave the order as Europe > Asia >North
America > South America > Africa > Oceania.

3.2. Average NTL Level in Different PAs and Buffers

Figure 6 illustrates that NTL DN values in types III and V PAs were significantly higher than
that of the other five types of PAs in the interior and buffer zones. With the buffer radius increased,
the average NTL DN values of all PAs increased first and then decreased (Figure 7). The highest DN
values of different types of PAs appeared in the range of 1–10 km.
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Figure 6. NTL level on different buffers for each type of PA. Columns with different colors represent
the interior of PAs and different buffer zones.

 
Figure 7. NTL level for each type of PA in buffer zones. Columns with different colors represent
different types of PAs. The light blue shadowed areas represents the mean DN values of PAs and buffers.

From the time series, the NTL level within and outside PAs increased without exception, but the
NTL distributions among seven types of PAs had different characteristics (Figure 8).

Figure 8. Cont.
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Figure 8. Cont.
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Figure 8. Changes within PAs and in different buffer zones in the NTL level of different types of PAs in
the time series. The numbers in the grid represent the average NTL DN values. The color of the grids is
from blue to red, and the corresponding values are from small to large. (a) strict nature reserve (Ia),
(b) wilderness area (Ib), (c) national park (II), (d) natural monument or feature (III), (e) habitat/species
management area (IV), (f) protected landscape/seascape (V), and (g) protected area with sustainable
use of natural resources (VI).

Type Ia PAs represent strict nature reserves. As shown in Figure 8a, the average NTL DN value in
buffer zones of type Ia PAs increased in the 0–10 km buffer zone and then decreased with over the
10–100 km buffer zone, reaching the maximum DN value in the 5–10 km buffer zone. The average DN
value in the 0–100 km buffer zone of type Ia was much higher than the average DN value within the
boundaries of the PAs.

Type Ib PAs represent wilderness area with large unmodified or slightly modified areas (Figure 8b).
The average DN value within boundaries of type Ib was lower than that of type Ia PAs with the lowest
NTL value among all types of PAs. The average DN value of the type Ib buffer increased from the
0–1 km to the 50–100 km buffer zones.

Type II PAs represent national parks (Figure 8c). The change trend of the DN value of the type
II PAs buffer was similar to that of Ia (Figure 8a), suggesting a trend of increasing in the close buffer
zones (0–10 km) and decreasing in distant buffer zones (10–100 km), with the maximum DN value in
the 5–10 km buffer areas. The fluctuation of the NTL DN value of type II was the lowest among all
types of PAs.

Type III PAs represent natural monuments or features (Figure 8d). The difference between DN
values within PAs and 0–100 km buffer zones were the highest among all types of PAs. The NTL
outside of type III PAs increased in the 1–5 km buffer zone and then decreased, indicating more human
development in this range.

Type IV PAs represent habitat/species management areas (Figure 8e). The nearest (0–1 km) buffer
zone had the lowest DN value. The area with the highest NTL level was concentrated in the 1–10 km
buffer zone.
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Type V PAs represent protected landscapes/seascapes (Figure 8f). The DN value of type V PAs
was much higher than that of the other types of PAs (Figure 9). The average DN value and the range of
the buffer zones was also the highest among all PA types (Figure 9). The brighter areas around the PAs
were concentrated within 1–25 km, and the 0–1 km and 25–100 km areas were darker.

 
Figure 9. The NTL level of different types of PAs in their interior and surrounding buffer zones. The
blue shadowed area represents the fact that the 1–10 km buffer zone had the highest NTL level.

The average DN values in type VI PAs buffers were the lowest among all PAs (Figure 8g). The
DN values of the 0–1 km buffer zone were the lowest among all types of PAs. As distance from the
boundaries of the PAs increased, the DN value in the buffer zones increased, and reached a maximum
in the 25–50 km buffer zone.

The results showed that the NTL levels within PAs were lower than that of surrounding areas,
indicating that human development was limited and controlled by the boundary of the PAs. The NTL
level within and outside the PAs increased from 1992 to 2013 (Figure 8). The areas with the highest
NTL level in the buffer zone constantly approached the boundary of the type Ia PAs (Figure 8a).

In general, the ranking of the NTL level among the seven types of PAs was V > IV > III > VI > II >
Ia > Ib (Table 2). The ranking of NTL level in the 0–100 km buffer zones outside the boundaries of
types of PAs was V > III > IV > Ia > II > Ib > VI (Figure 7). The ranking of the NTL level of buffer
zones and the interior was 5–10 km > 1–5 km > 10–25 km > 25–50 km > 50–100 km > 0–1 km. The
NTL level within the PAs was significantly lower than that observed outside the PAs (Table 2). For
most types of PAs, e.g., Ia, II, III, IV, and V, the brightest areas around the PAs were concentrated in the
1–25 km buffer zone. However, for types Ib and VI, the brightest areas around PAs were concentrated
at further distances (Figure 9).

Table 2. NTL level of interior and buffer zones for the seven types of PAs.

PA Type Interior 0–1 km 1–5 km 5–10 km 10–25 km 25–50 km 50–100 km

Ia 0.098 1.572 2.372 2.598 2.478 2.344 1.916↑
Ib 0.039 0.496 0.920 1.380 1.897 2.317 2.452↑
II 0.147 1.129 1.602 1.920 1.932 1.702 1.427
III 0.594 4.868↑ 6.289↑ 6.038 4.734↑ 3.272↑ 2.013↑
IV 0.652 1.317 3.593↑ 3.301 2.631 2.078 1.456
V 3.184↑ 3.270↑ 7.151↑ 6.840↑ 5.418↑ 3.610↑ 2.357↑
VI 0.160 0.169 1.217 1.483 1.739 1.811 1.692

Ave. 0.696 1.832 3.307 3.366 2.975 2.448 1.902
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3.3. NTL Growth Rate in Different PAs and Buffers

The 1992–2013 NTL growth rates of every type of PAs and their buffer zones were doubled, except
within the 0–1 km for type III PAs (Figure 10), indicating enhanced human development within and
around PAs. The NTL growth rate for type Ia PAs was the highest both within and the surrounding
outside among all types. Especially, NTL growth rates within the PAs and in the 0–10 km buffer zones
were much higher than that of other types. The DN value of the interior Ia increased from 0.04 in 1992
to 0.19 in 2013, representing an increase of 378%. The 0–1 km buffer zone increased by 441% from 0.54
in 1992 to 2.93 in 2013. The growth rates of the 1–5 km and 5–10 km buffer zones were 372% and 274%,
respectively. The NTL growth rate from 1992 to 2013 for type Ib PAs decreased from 217% for the
internal area to 135% for the furthest buffer zone. The growth rate in the 0–1 km buffer zone was 215%,
which was much greater than that of other buffer zones. NTL growth rates for type Ib PAs were much
lower than that of Ia. The NTL growth rate for type II PAs ranged from 160% in the 5–10 km buffer
zone to 226% in the outermost 50–100 km buffer zone. The growth rate within the type II PAs was
222%, ranking second. For type III PAs, the NTL growth rate was 114% within the protected boundary
area. The average growth rate of the buffer zones was the lowest among all types of PAs. The growth
rate increased with distance, from 90% in the 0–1 km buffer zone to 170% in the 50–100 km buffer zone.
The NTL growth rate within type IV PAs (178%) was slightly higher than that of its surrounding areas
(157–175%). The difference in growth rates between buffer zones was small, with a minimum of 157%
in the 1–5 km buffer zone and a maximum of 175% in the 5–25 km buffer zone. The NTL growth rate
within the type V PAs was 157%. The growth rate of the 0–1 km buffer zone was 164%, which was the
highest among all type V PA buffers. The growth rate of the remaining buffer zones decreased with
distance from the boundary, i.e., from 133% in the 1–5 km buffer zone to 151% in the 50–100 km buffer
zone. From 1992 to 2013, the NTL growth rate of type VI PAs was 245%. The buffers near the boundary
had a higher growth rate than that of the buffers farther away. The highest growth rate (263%) occurred
in the 0–1 km buffer zone, and the minimum growth rate was 142% in the 50–100 km buffer zone.

Figure 10. Growth rate of NTL within every type of PA and the buffer zones.

3.4. Trends in Different PAs and Buffer Zones

NTL DN values of all PAs and their buffers showed a significant increasing trend from 1992 to
2013 (Figure 11). Except for the type V PAs, the NTL trends within the other six types of PAs were
lower than that in any other buffer zone at the 0–100 km. The change trend within type Ib PAs was
the lowest of all the PAs, with a value close to 0. The change trend of type V (0.13 DN/year) was the
highest, which was greater than the trend in 50–100 km buffer zone. The average trend of type V PAs
buffers was the lowest among all types of PAs.
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Figure 11. Trends within every type of PAs and of buffers.

The trend for type Ia PAs was significantly higher than that of type Ib, indicating that Ia was affected
more by human development. The change trends of different types of PAs showed characteristics. The
rank of mean values of change trends in buffer zones were V > III > Ia > IV > II > Ib > VI. The change
trend of the type V PAs was the highest, e.g., 0.26/year in 1–5 km and 0.24/year in 5–10 km buffers.

The trends in type V, III, Ia, and IV PAs were concentrated in the 1–10 km buffer zone, indicating
active urban development. The type VI, Ib, and II PAs had the lower change trends inside PAs, but
higher change trends in the peripheral areas far from the PA boundary. The change trends in the area
near the PA boundary between 0–10 km were relatively low.

4. Discussion

4.1. The NTL Distribution Pattern in Different Types of PAs

The primary objective of type Ia PAs is to conserve regionally, nationally, and globally outstanding
ecosystems, species (occurrences or aggregations), and/or geodiversity features: these attributes will
have been formed mostly or entirely by non-human forces [55]. However, the global NTL level inside
type Ia PAs was not the lowest. The NTL value in type Ia PAs was 2.5 times higher than that of the type
Ib PAs. Among seven types of PAs, the NTL growth rate inside type Ia was very high from 1992 to 2013,
reaching 378%, which was far greater than the others. The NTL for 0–1 km and 1–5 km buffer zones
had growth rates that were ranked highly, with values of 441% and 372%, respectively. The area with
the highest NTL level around Ia consistently approached the boundary of the PAs. The brightest NTL
areas between 1992 and 1999 was in the 25–50 km buffer zone, which shifted to the 5–10 km buffer zone
between 2001 and 2003. According to the growth rate and trend of each buffer zone, the brightest NTL
area would be encroaching in the 0–5 km area quickly. Human development in the 0–1 km outside PAs
could have direct impacts [56,57]. Because the baselines of the nightlight level of different types of
protected areas are very different, the actual change values corresponding to the same growth rate are
very different even though the growth rates are the same. For example, the NTL growth rate of type Ia
PAs exceeded the others, but the absolute increase of the NTL DN value inside and around the Ia PAs
was still low in comparison to other types because its baseline of the nightlight level was far less than
other types. It is noteworthy that, according to the guidelines, Ia will be degraded or destroyed when
subjected to all but very limited human impact [55]. In addition, the area of category Ia was generally
small, and human-induced impacts contributed more in small PAs than to stochastic processes [58].

For type Ib PAs, the average NTL DN value was 0.04, which was the lowest among all types. Also,
the NTL levels in and out of the PAs boundaries was lower than type Ia PAs. The 50–100 km buffer
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zone was the area with the most concentrated human population around Ib PAs. The NTL distribution
for type II PAs were similar to type VI and both were lower among the types of PAs. The NTL levels of
types II and VI were not significantly higher than those of Ia and Ib.

The main function of type IV PAs is to protect certain species and habitats. The NTL levels inside
type IV PAs and buffer zones were significantly higher than all other types except V. NTL levels within
and outside type III PAs were high, second only to type V. NTL levels within and outside of type V
PAs were much higher than other types.

The result suggested that the NTL levels were significantly lower within the PAs than that of
the surrounding 0–100 km buffer zones. In particular, there was a big difference between inside and
outside the boundary of types Ia and III PAs. For most PAs, the surrounding areas with the highest
DN value were in the 1–25 km buffer zone.

4.2. Skyglow as a Biodiversity Threat

Skyglow occurs when artificial light is scattered by water, atmospheric molecules, or aerosols and
returned to Earth. In this study, we used the NTL data to show the impact of urbanization on protected
areas. However, we did not apply any light propagation models to integrate the skyglow effect due to
indirect lights. Skyglow is of increasing concern since it is able to multiply and extend the light pollution
effect and affect those areas with no direct light pollution. Because of skyglow, the biological impacts of
artificial light are not limited to the vicinity of the light source and may spread over much larger extents
via several mechanisms. Individual lights may be visible kilometers away from their source, and the
addition of artificial skyglow can extinguish such lunar light cycles and permanently remove dark
nights from a landscape [59,60]. Therefore, artificial lighting may have an effect on natural ecosystems
even when the source of lighting lies kilometers away. Most organisms have evolved molecular
circadian clocks controlled by natural day–night cycles. These clocks play key roles in metabolism,
growth, and behavior [61]. As the world grows ever-more illuminated, many light-sensitive species will
be lost, especially in or near highly illuminated urban areas [62]. Light pollution threatens biodiversity
through changed night habits, including organismal movements [63,64]; foraging [65–68]; interspecific
interactions [69]; communication [70,71]; reproduction [72] of insects, amphibians, fish, birds, bats, and
other animals; and it can disrupt plants resulting in phenological changes by distorting their natural
day–night cycle [63].

Therefore, measures are necessary to prevent or reduce the ecological impact of night-time light
pollution. Maintaining and increasing natural unlit areas is likely to be the most effective option for
reducing the ecological effects of lighting [73]. From the lighting differences inside and outside the PAs,
it can be seen that in the process of human development, PAs have greatly reduced human interference,
so PAs are undoubtedly the best place to maintain darkness. More stringent control measures should
be implemented within and around PAs, such as limiting the duration of lighting, reducing the trespass
of lighting, changing the intensity of lighting, and changing the spectrum of lighting [73,74].

Setting an area surrounding PAs is an ideal option to provide a buffer against the light pollution
released by human development. However, it cannot be solved by using only remote sensing
data. Different types of PAs are in different natural and socio-economic conditions, and as such, the
appropriate buffer radius should also be different. The success of planners in reducing the ecological
impacts of light pollution will ultimately depend on an assessment of the critical mechanisms and
thresholds that determine those impacts in a particular environment [73]. One possible way is to
combine remote sensing data with biodiversity data to explore how biodiversity in protected areas
with similar natural conditions respond to different lighting patterns. This may be of great significance
for solving light pollution near the PAs and may also contribute to determining how much of a buffer
distance should be set around the PAs.
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4.3. Limitations of Night-Time Lighting Data

The 1992–2013 NTL data used in this study were derived from six different sensors. Therefore, it
is difficult to discriminate whether the small difference between the light data of different years was
caused by the sensor or by changes in the field light. Moreover, we are not sure how much data error
was caused by the sensor. In this study, we compared the nightlight levels between 1992 and 2013. The
time span and the difference in the NTL data were sufficiently large, such that the data error caused by
the different sensor could be ignored.

In addition, the light data could not detect negative light growth (i.e., reductions in light) in each
PA. To reduce the error caused by the sensor when processing the light data, we assumed that all
regions were developing positively, and the DN value was increasing; thus, we assigned the larger
DN value of the previous year to the darker pixels corresponding to the following year. If the actual
nightlight of a certain area was dark each year, the DN value would remain unchanged. On the global
scale, the nightlight within and around each type of PA was increasing each year, and there was no
negative growth in the brightness of the PA. However, when assessing individual PAs, there may be
negative growth due to increasingly strict regulations and improved awareness of protection, e.g.,
lighting tools could be replaced by those with a lower brightness and lighting time could be reduced.
Therefore, the lighting data may not be suitable for the study of PAs on a small spatial scale, especially
in developed countries where the management of PAs is more stringent.
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Abstract: Terrestrial biophysical variables play an essential role in quantifying the amount of energy
budget, water cycle, and carbon sink over the Three-River Headwaters Region of China (TRHR).
However, direct field observations are missing in this region, and few studies have focused on the
long-term spatiotemporal variations of terrestrial biophysical variables. In this study, we evaluated the
spatiotemporal dynamics of biophysical variables including meteorological variables, vegetation, and
evapotranspiration (ET) over the TRHR, and analyzed the response of vegetation and ET to climate
change in the period from 1982 to 2015. The main input gridded datasets included meteorological
reanalysis data, a satellite-based vegetation index dataset, and the ET product developed by a
process-based Priestley–Taylor algorithm. Our results illustrate that: (1) The air temperature and
precipitation over the TRHR increased by 0.597 ◦C and 41.1 mm per decade, respectively, while the
relative humidity and surface downward shortwave radiation declined at a rate of 0.9% and 1.8 W/m2

per decade during the period 1982–2015, respectively. We also found that a ‘dryer warming’ tendency
and a ‘wetter warming’ tendency existed in different areas of the TRHR. (2) Due to the predominant
‘wetter warming’ tendency characterized by the increasing temperature and precipitation, more
than 56.8% of areas in the TRHR presented a significant increment in vegetation (0.0051/decade,
p < 0.05), particularly in the northern and western meadow areas. When energy was the limiting
factor for vegetation growth, temperature was a considerably more important driving factor than
precipitation. (3) The annual ET of the TRHR increased by 3.34 mm/decade (p < 0.05) with an
annual mean of 230.23 mm/year. More importantly, our analysis noted that ET was governed by
terrestrial water supply, e.g., soil moisture and precipitation in the arid region of the western TRHR.
By contrast, atmospheric evaporative demand derived by temperature and relative humidity was the
primary controlling factor over the humid region of the southeastern TRHR. It was noted that land
management activities, e.g., irrigation, also had a nonnegligible impact on the temporal and spatial
variation of ET.

Keywords: terrestrial biophysical variables; Three-River Headwaters Region of China; spatiotemporal
dynamics; climate change; vegetation index; evapotranspiration
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1. Introduction

The variability of terrestrial biophysical variables influences the function of ecosystem components,
which is likely to alter terrestrial ecological processes [1]. As one of the largest Chinese nature
reserves, the Three-River Headwaters Region (TRHR) has a relatively high altitude and severe climate
conditions, which makes its ecosystem extremely sensitive and vulnerable [2]. In the last few decades,
due to intensified climate change and uncontrolled development activities, several ecological issues,
including the recession of glaciers and tundra, wetland shrinkage, and grassland desertification, have
emerged over the TRHR, resulting in complex biophysical interactions and an irreversible effect on
the ecosystem [3]. Noticing the importance and urgency of environment protection, the Chinese
government has implemented a series of environmental protection policies over the TRHR since the
early 21st century [4]. The Sanjiangyuan National Nature Reserve (SNNR) [5] as well as the Ecological
Protection and Restoration Program (EPRP) [6] were established to conserve and rehabilitate the
ecological environment, including retiring livestock, restoring degraded grassland, and ecological
migration. Although these projects have greatly improved the resilience of the ecosystems, there are still
large uncertainties in the spatiotemporal dynamics of the terrestrial biophysical variables. Therefore,
comprehensive assessment of the terrestrial biophysical variation is a prerequisite for studying the
interaction among ecological environment dynamics and provides instructive information about the
hydrology, geographical ecology, and water resource management.

The air temperature (Ta) of the TRHR is undergoing significant warming, and has done over
the last few decades [7,8]. Previous studies have shown that the rising trend of temperature over
the TRHR is obviously larger than that in other regions in China [9,10]. The obvious warming trend,
coupled with the accelerated carbon cycle between the land and atmosphere, has a significant impact
on the biophysical processes, including the water cycle and energy exchange [11]. Recently, several
studies based on ground observations found that the TRHR experienced a sustained warming and
wetting trend over the past few decades [12]. For instance, Chong et al. [13] revealed that both Ta and
precipitation (P) showed a significant upward trend (0.31 ◦C and 10.6 mm per decade, respectively)
based on ground measurements from 21 meteorological sites distributed in the TRHR during 1956–2012.
Significant warming and intensified P were also detected by Tong et al. [14], who suggested that
Ta and P had increased by 0.9 ◦C and 102 mm in the past 20 years, respectively. The reduction of
terrestrial relative humidity (RH) and solar radiation (Rs) were also captured during observations of
the Tibetan Plateau, which correlate with rapid climate warming. However, in situ observations have
their stubborn limitations as their representativeness of regional-scale climatic parameters remains
problematic due to the terrestrial heterogeneity [15]. Fortunately, data assimilation techniques can
provide optimal integrated information from site measurements, weather forecast products, and remote
sensing data [16]. With the continuous accumulation of emerging forcing datasets produced by the
data assimilation technique, it has become meaningful to further evaluate the long-term spatiotemporal
information regarding climate change over the TRHR.

The pronounced climate warming along with the redistribution of precipitation patterns
significantly influences the vegetation through a series of biophysical processes [17]. In this context,
the remotely sensed normalized difference vegetation index (NDVI) has been widely used to detect
the temporal variation of vegetation in the TRHR at multiple scales [18]. In past decades, the TRHR
was under pressure to sustain increasing livestock grazing and suffered from an alpine grassland
degradation problem. Liu et al. [19] reported that continuous and obvious grassland degradation had
occured since the 1970s, experiencing fragmentation, desertification, and degradation to “black soil
beach” [20]. In order to protect the grassland resource, a series of national nature reserve projects and
ecological policies were established within the TRHR during the 21st century [21]. Recent studies
have indicated that the slight increment in vegetation density (0.047/decade) is mainly attributed to
the implementation of ecological restoration programs over the TRHR during 2001–2010 [22]. These
findings were also demonstrated by Liu et al. [23], who found that the NDVI of the TRHR increased
by 0.012/decade over the past 12 years (2000–2011), which is consistent with the ongoing “warm and
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moist” trend. Understanding the variation in vegetation is often limited by the relatively brief dataset
sequences, resulting in inconsistent accepted conclusions about the definite tendency of vegetation
coverage in the TRHR. Therefore, it is critical to analyze the detailed variation of vegetation cover and
the response of vegetation to climate change.

The fluctuation of climate and vegetation also has significant impacts on the surface water budget,
particularly for evapotranspiration (ET), a crucial component of the terrestrial hydrological cycle [24].
ET is the sum of the evaporation from the land surface and the transpiration from plants into the
atmosphere, and links the water budget, carbon sink, and energy exchange [25,26]. Therefore, the
long-term variation of regional ET is of significance to monitor the biophysical processes and climate
change. However, accurate simulations of the long-term ET of the TRHR remain a major challenge
due to the lack of adequate and robust ground observations to determine regional ET over the TRHR.
Moreover, datasets, such as the MOD16 product, from some global ET datasets are missing over the
TRHR due to their existing gaps [27]. Recently, several satellite-based models and approaches have
been developed to estimate the spatiotemporal ET in the TRHR over the last few decades [28]. For
instance, based on a revised semi-empirical algorithm, Yao et al. [29] illustrated that there was no
statistically significant trend in ET over the TRHR during the period 1982–2010. Xu et al. [30] found
that ET showed a slight decreasing trend at the rate of 3.3 mm/decade from 2000 through 2014 in
the TRHR by using an enhanced surface energy balance system (SEBS) algorithm. The simulated
results were limited by the relatively short time span of the dataset and the uncertainties of model
parameterization [31,32]. There are still large uncertainties about the spatiotemporal dynamics of ET
over the complicated topography and heterogeneous surface of the TRHR. Thus, a robust assessment
of the long-term variation of ET at a regional scale over the TRHR is in great demand for understanding
the water cycle under an environment of rapid climate change.

As one of the most sensitive areas for climate change with complex terrain and high altitude,
the TRHR is an ideal natural experimental area for investigating the response of terrestrial processes
to climate change. Numerous studies have attempted to evaluate the interaction of the terrestrial
biophysical variables (including climate, vegetation indices, and ET) by using different algorithms
and datasets at multiple scales. For example, Zhang et al. [33] estimated the net primary productivity
(NPP) of the TRHR using the Carnegie-Ames-Stanford approach (CASA) model, and found that the
vegetation had a general increasing trend from 1982 to 2012, and pointed out that solar radiation
was the primary factor controlling the increment of vegetation, with an average contribution of 0.73.
Based on Gravity Recovery and Climate Experiment (GRACE) satellite data and Moderate Resolution
Imaging Spectroradiometer (MODIS) NDVI data, Xu et al. [30] suggested that soil moisture and total
water storage were major determining drivers in vegetation greening. However, large discrepancies
still exist in the spatiotemporal variation of terrestrial biophysical variables over the TRHR due to the
differences in temporal series, spatial scale, algorithm, and data sources, which have hampered attempts
to accurately evaluate long-term biophysical variation. Moreover, the spatial–temporal dynamics of
climate change, vegetation growth, and water cycling have seldom been simultaneously discussed
over the TRHR. As a result, little is accurately known about the spatiotemporal characterization of the
response of terrestrial biophysical variables over the TRHR to climate change on large spatial scales
and over long time periods.

In this study, we analyzed the spatiotemporal dynamics of terrestrial biophysical variables over the
TRHR using a meteorological dataset, satellite-based vegetation index dataset, and a satellite-derived
ET product from 1982 through to 2015, and investigated the main influencing factors accounting for
biophysical variation. We had three major objectives. First, we analyzed the spatial patterns and trends
of climate factors including Ta, P, RH, and Rs from 1982 through to 2015 over the TRHR of China.
Second, we analyzed the spatiotemporal variation in the NDVI and ET from 1982 to 2015. Finally, we
detected the response of vegetation and ET to climate change.
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2. Materials and Methods

2.1. Study Area

The Three-River Headwaters Region (31◦38′–36◦20′N, 89◦31′–102◦14′E) is located in southern
Qinghai Province, the hinterland of the Tibetan Plateau (TP) (Figure 1). This region is the headstream
of three major Asian rivers, including the Yellow, Yangtze, and Lantsang Rivers, and is known as the
“Chinese water tower”, supporting approximately 40% of the world’s population [34]. The TRHR
covers an area of 350,000 km2, which supplies 49% of the total water of the Yellow River, 25% of the
total water of the Yangtze River, and 15% of the total water of the Lantsang River. The TRHR is a central
part of the highest and largest plateau in the world, and constitutes mountainous landforms with an
average elevation of more than 4000 m. Due to its unique location and complex topography, the TRHR
is characterized by a typical plateau climate with a low air temperature, high daily temperature range,
and strong solar radiation. The climate of the TRHR is wet and moist in summers, and cool and dry in
winters, with distinct wet and dry seasons. The average mean temperature ranges from −5.6 to 3.8 ◦C
and the annual rainfall ranges from 262.2 to 772.8 mm with a notably decreasing trend from southeast
to northwest [35]. The TRHR has the richest biodiversity, and contains the largest Chinese alpine
wetlands ecosystem. The main ecosystem type of the TRHR is grassland including alpine meadow
and alpine steppe, accounting for approximately 76% and 23% of the grasslands, respectively [36].

 
Figure 1. Maps showing the location of the study sites. (A) The distribution of land cover types. (B) The
Tibetan Plateau (TP) and Three-River Headwaters Region (TRHR). (C) The digital elevation model
(DEM) data of the TRHR with a spatial resolution of 250 m. The study area consists of 17 counties
and cities delineated by the Ecological Protection and Restoration Program, including Zeku, Tongde,
Henan, Xinghai, Maqin, Gande, Jiuzhi, Dari, Banma, Maduo Chengduo, Yushu, Nangqian, Qumalai,
Zaduo, Zhiduo, and Tanggulashan.

2.2. Climate Data

In this study, the China Meteorological Forcing Dataset (CMFD) was developed by the Institute
of Tibetan Plateau Research, Chinese Academy of Sciences [37,38]. This product covers the period
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of 1982–2015, with a spatial and temporal resolution of 0.1◦ every 3 h. The instantaneous 2 m air
temperature, surface pressure, specific humidity, and wind speed were produced by merging 740
meteorological observations and environmental data sources. The precipitation dataset was developed
by merging three precipitation datasets including the in situ observations dataset, the Tropical
Rainfall Measuring Mission (TRMM) 3B42 precipitation products, and the Asian Precipitation—Highly
Resolved Observational Data Integration Towards Evaluation of the Water Resources project. The
CMFD downward shortwave radiation dataset was constructed by the Global Energy and Global
Energy and Water cycle Experiment-Surface Radiation Budget (GEWEX-SRB) radiation data and
meteorological station measurements [39].

To obtain the surface net radiation (Rn), we calculated Rn using the method proposed by
Wang et al. [40]. This method accurately simulates the Rn value combined shortwave radiation
measurement with meteorological observations, which is suitable for various land cover types with a
correlation coefficient of 0.99. We also used the model-derived soil moisture (SM) dataset provided by
the National Centers for Environmental Prediction (NCEP), which contains monthly SM from 1982 to
2015, with a spatial resolution of 0.5◦ × 0.5◦. The specific dataset sources and detailed information on
the datasets are provided in Table 1.

Table 1. Datasets for the meteorological reanalysis data and satellite data used in this study. NDVI,
normalized difference vegetation index; ET, evapotranspiration.

Data Name
Spatial

Resolution
Temporal

Resolution
Unit Period

Climate Data

Precipitation 0.1◦ × 0.1◦ 3 h mm/h 1982–2015
Pressure 0.1◦ × 0.1◦ 3 h Pa 1982–2015

Specific Humidity 0.1◦ × 0.1◦ 3 h kg/kg 1982–2015
Wind Speed 0.1◦ × 0.1◦ 3 h m/s 1982–2015

Shortwave radiation 0.1◦ × 0.1◦ 3 h W/m2 1982–2015
Longwave radiation 0.1◦ × 0.1◦ 3 h W/m2 1982–2015

Temperature 0.1◦ × 0.1◦ 3 h K 1982–2015
Soil moisture 0.5◦ × 0.5◦ 1 month - 1982–2015

Satellite Data

NDVI 8 km 16 day - 1982–2015
ET 0.1◦ × 0.1◦ daily mm/day 1982–2015

DEM 90 m yearly m 2003
Land Cover 30 m yearly - 2010

2.3. Satellite Data

2.3.1. GIMMS NDVI Product

To quantify the variation of vegetation dynamics at regional scales, we used the Global Inventory
Modeling and Mapping Studies (GIMMS) NDVI3g product derived from the Advanced Very High
Resolution Radiometer (AVHRR) sensor National Oceanic and Atmospheric Administration (NOAA)
polar satellite series with a spatial resolution of 8 km and a 15-day interval [41,42]. The GIMMS NDVI
product has already been corrected to minimize the effects of clouds and aerosols using the maximum
value composite (MVC) method. Previous studies have demonstrated that this dataset can reflect
the real response of vegetation to climate change and provides more accuracy when evaluating the
long-term trends of vegetation activity [43]. In this study, we extracted the subset of coverage in the
TRHR from the global bimonthly NDVI for the period 1982–2015 and resampled the bimonthly NDVI
of the study area to a daily value with a resolution of 0.1◦ × 0.1◦.
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2.3.2. ET Product

Considering that the MOD16 ET product is missing in the TRHR, we used the ET product
produced by the modified satellite-based Priestley–Taylor algorithm (Appendix A) driven by net
radiation (Rn), air temperature (Ta), diurnal temperature range (DT), and the NDVI [44]. This product
has been validated at 16 eddy covariance (EC) flux tower sites, and performed better than MODIS ET
products at a regional scale, with a higher squared correlation coefficient (R2) and a lower root mean
square error (RMSE) [45]. The modified satellite-based Priestley–Taylor (MS-PT) product has provided
more reliable and long-term spatiotemporal variations of the ET estimations of China [46].

2.3.3. DEM Data

We used the global digital elevation model (DEM) data with a spatial resolution of 250 m acquired
from 90 m Shuttle Radar Topography Mission (SRTM) images (version 004) (http://srtm.csi.cgiar.org/)
in Geo-TIFF format.

2.3.4. Land Cover Data

The GlobeLand30 product developed by the National Geomatics Center of China (NGCC) provides
detailed land cover information about a global coverage of high-resolution imagery at 30 m for the
years 2000 and 2010 [47]. It is generated from the Thematic Mapper (TM), Enhanced Thematic Mapper
plus (ETM+) of America Land Resources Satellite (Landsat) and the multispectral images of the
China Environmental Disaster Alleviation Satellite (HJ-1) developed by integrating the pixel-object
knowledge-based approach with other auxiliary datasets. This dataset is freely available and consists
of 10 land cover types, including forest, grassland, shrubland, wetland, water bodies, tundra, bare land,
artificial surfaces, cultivated land, permanent snow, and ice, with an overall accuracy of 80.33% [48].

2.4. Data Analysis

The Mann–Kendall test, as a nonparametric method for testing trends, and is also satisfactory for
examining the significance of trends in a time series [49]. The statistics of variance can be described as
follows:

S =
i−1∑
n=1

i∑
m=n+1

sgn(x m − xn), (1)

sgn(xm − xn) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 xm − xn > 0
0 xm − xn = 0
−0 xm − xn < 0

, (2)

Z =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
s−1√
Var(S)

S > 0

0 S = 0
s+1√
Var(S)

S < 0
, (3)

Var(S) =
1
18

[i(i + 1)(2i + 5) −
n∑

i=1

ti(ti − 1)(2ti + 5)], (4)

where i is the number of data points in the sequence, and ti is the number of data values. Statistic Z,
as a standard normal variable, was used to evaluate the statistical significance. The Mann–Kendall
test is applied on a time series for all biophysical variables, and if the Z value is less than or equal to
the significance level (α = 0.05), a significant trend of the variable will be detected. In this study, the
Mann–Kendall test for trends and linear regression analysis was used to detect and estimate the annual
and seasonal trend of biophysical variables, with significance defined as p < 0.05.
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Pearson’s Correlation Coefficient was used to evaluate the correlation between the climate
variables and vegetation index as well as between the climate variables and ET to determine the
response of vegetation and ET to climate change.

r =

∑n
i=1

(
Xi −X

)(
Yi −Y

)
√∑n

i=1

(
Xi −X

)2
√∑n

i=1

(
Yi −Y

)2
, (5)

where X represents the climate variables, Y represents the vegetation index or ET, and n is the number
of samples.

3. Results

3.1. Spatial and Seasonal Patterns of Terrestrial Biophysical Variables in the Three-River Headwaters Region

3.1.1. Climate Variables

Figure 2 shows the spatial distribution of the climate variables (Ta, P, RH, and Rs) over the TRHR
at annual and seasonal scales during 1982–2015. Influenced by the typical plateau continental climate,
the climate variables have distinctly different spatial patterns. On an annual basis, the annual mean Ta
(Figure 2a) of the TRHR ranged from −12 to 6 ◦C, with an average of −4.2 ◦C. The multiyear average P
(Figure 2b) varied from 162 to 781 mm, with an average of 424 mm. Both Ta and P presented obvious
decreasing trends from the southeast to the northwest, which corresponded to the water and energy
gradients of the TRHR. The 400 mm contour lines of annual precipitation roughly divide the TRHR into
semi-arid and semi-humid climates from northwest to southeast. As a major part of the Tibetan Plateau,
the climate of the TRHR is also influenced by atmospheric circulation and topographical features [50].
Figure 2c shows the spatial distribution of annual mean RH over the TRHR, with an average value of
52.3%. The decreasing trend of RH is noticeable from southeast to northwest, which is consistent with
the distribution pattern of cloud cover [51]. By contrast, the annual mean Rs spatially decreased from
west to east, ranging from 196 to 232 W/m2. There were abundant solar energy resources in the TRHR
due to the high altitude, thin atmosphere, and few anthropogenic activities [52].

On a seasonal basis, the climate of the TRHR is characterized by cold and dry winters, and cool
and rainy summers. The spatial distributions of seasonal Ta and P were similar to the multiyear
patterns of Ta and P as averaged during 1982–2015. The mean Ta was below −5 ◦C, and the P was less
than 10 mm/month in winter (DJF, December, January, and February), whereas in summer (JJA, June,
July, and August), the average P accounted for more than 80% of the total annual P, and the average Ta
was about 5 ◦C. Moreover, we also found an obvious and clear distinction between dry and wet season
over the TRHR. The southeastern area of TRHR remained the most humid region in other seasons
with the exception of winter. During the Asian summer monsoon period, the mean surface RH of JJA
was relatively higher than that of other seasons. The seasonal mean Rs of MAM (March, April, and
May) and JJA were approximately 230–290 W/m2, which were much higher than the values of SON
(September, October, and November) and DJF.
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3.1.2. Normalized Difference Vegetation Index

Figure 3a illustrates the annual mean NDVI, which presents an increasing trend from northwest to
southeast over the TRHR during the period 1982–2015. Higher NDVI values were mainly distributed
in the southeastern part of the TRHR, where the main land use type is forest and temperate grassland.
Meanwhile, this region has sufficient precipitation and warmer temperatures that are suitable for
vegetation growth. By contrast, the northwestern part of the TRHR has a relatively cold and dry
climate, resulting in a lower NDVI value. Our findings are consistent with those of Zhong et al. [53],
who also found that the spatial distribution of the NDVI was influenced by the Asian monsoon over
the Tibetan Plateau.

As shown in Figure 3, seasonal NDVI has a decreasing trend from southeast to northwest across
all four seasons. However, there were distinctive differences in the seasonal average of the NDVI
value. During winter (DJF), the NDVI value was below 0.24 in the majority of the region under the
dormancy condition of vegetation and lower air temperature. The NDVI reached a maximum value of
0.8, accompanied by increasing precipitation and rising temperatures in summer (JJA). When the rainy
season had passed, the NDVI value began to decrease in autumn (SON) and winter (DJF), with an
average of 0.15 and 0.09, respectively.

 
Figure 3. (a) Spatial patterns of the multiyear average NDVI in the TRHR. (a1) MAM (March, April,
and May); (a2) JJA (June, July, and August); (a3) SON (September, October, and November); (a4) DJF
(December, January, and February).

3.1.3. Evapotranspiration

Figure 4a shows the spatial distribution of the multiyear (1982–2015) average ET over the TRHR,
and the annual mean ET was approximately 230.23 mm/year. As shown in Figure 4a, the multiyear
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average ET decreased from southeast to northwest, which was similar to the spatial patterns of Ta and
P. Higher ET mainly occurred in the moister and warmer regions, including the eastern and southern
parts of the TRHR, whereas the northwestern part of the TRHR with less P and lower Ta had the
lowest ET value. Furthermore, the spatial pattern of ET was also affected by land management, such
as agricultural irrigation, that caused a positive trend of ET in the cropland areas.

 
Figure 4. (a) Spatial patterns of the multiyear ET of the TRHR. Multiyear seasonal patterns of ET:
(a1) MAM (March, April, and May); (a2) JJA (June, July, and August); (a3) SON (September, October,
and November); (a4) DJF (December, January, and February). ET is in units of mm/month.

As shown in Figure 4, the multiyear average seasonal patterns of ET exhibited obvious seasonality
with reasonable seasonal cycles (higher ET in the summer wet season and lower ET in the winter
dry season). Distinct fluctuations of ET throughout the four seasons corresponded to the plateau
mountain climate system. In spring (MAM) and autumn (SON), the ET was less than 26 mm/month
due to the lack of available energy and temperature. The seasonal ET reached the largest value
(26–66 mm/month) in summer (JJA), accompanied by the maximum Ta and P in the whole year. By
contrast, ET dropped to its lowest value in winter (DJF), which is when vegetation turns to dormancy,
and the temperature declines.

3.2. Interannual and Seasonal Variation of Terrestrial Biophysical Variables in the Three-River
Headwaters Region

3.2.1. Climate Variables

Figure 5 shows the variation trend of the meteorological variables (Ta, P, RH, and Rs) over the
TRHR during 1982–2015. An increasing trend in Ta appeared over the TRHR with an average value
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of 0.597 ◦C/decade, which is much higher than the global warming average of 0.12 ◦C/decade [54],
and 96.3% of the pixels showed a significant increasing trend (p < 0.05). The trend of Ta over Maduo,
the north of Chengduo, and the east of Qumalai was relatively higher than in other areas and the
maximum reached 1.47 ◦C/decade. As shown in Figure 5b, P also experienced a positive trend during
the period of 1982–2015 over the TRHR. We found that the P substantially increased in arid areas, with
a linear tendency of 41.1 mm/decade (p < 0.05). By contrast, a significant decreasing trend of RH over
the majority of the region was evident, which corresponded to the warming tendency over the TRHR.
A negative Rs trend occurred in the southeastern region, with an average of 3.05 W/m2 per decade
(p < 0.05). Some scientists suggested that the decline in Rs is consistent with solar dimming over the TP
due to an increase in the amount of water vapor and the atmospheric concentrations of aerosols [55].

Figure 5. Spatial distributions of climate variable trends in the TRHR over the period 1982–2015:
(a) temperature; (b) precipitation; (c) relative humidity; (d) downward shortwave radiation. The inset
panels show the area where the climate variables trends were statistically significant (p < 0.05). Blue
represents a significant increase and red represents a significant decrease.

Figure 6 shows the interannual and seasonal climate variables (Ta, P, RH, and Rs) of the TRHR
during 1982–2015. Both annual and seasonal mean Ta and P showed a significant positive trend,
with a linear trend of 0.6 ◦C/decade and 41.2 mm/decade, respectively. Figure 6a illustrates that a
significantly increasing Ta has occurred since 1998, coincident with the last major El Nino event in
1998. During this period, the most significant increase in Ta occurred in the winter (0.901 ◦C/decade,
p < 0.01), followed by autumn (0.57 ◦C/decade, p < 0.01), summer (0.475 ◦C/decade, p < 0.01), and
spring (0.445 ◦C/decade, p < 0.01). Similarly, P also showed a significant positive trend in all four
seasons (p < 0.01), with the largest P increases in summer (6.67 mm/decade, p < 0.01), and the rates
for spring, autumn, and winter were 3.54, 2.74, and 0.806 mm per decade (p < 0.01), respectively. In
addition, a severe drought was also detected in the summer of 2006, and the annual P decreased to
370 mm/year due to the abnormally high Ta and low P [14]. By contrast, the interannual RH and Rs
of the TRHR showed a decreasing trend over the whole period. The largest decline in the regional
mean surface RH occurred in winter (DJF) at 2.3%/decade (p < 0.01), which corresponded with the
temperature rising in winter. A significant decrease of Rs occurred in summer (4.57 W/m2 per decade,
p < 0.01), while in other seasons, Rs presented a slight negative trend with no statistical significance.
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Figure 6. Interannual and seasonal variability of climate variables trends over TRHR in the period
1982–2015 (a) temperature; (b) precipitation; (c) relative humidity; (d) downward shortwave radiation.
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3.2.2. Normalized Difference Vegetation Index

Figure 7a shows the spatial distribution of the NDVI trend over the TRHR during 1982–2015. Our
results showed that the vegetation in the TRHR experienced slight greening and over 77.6% of the
area showed a slight increasing trend, of which 56.8% significantly increased at a rate of 0.0051/decade
(p < 0.05). In particular, a significant increase in the annual NDVI occurred in the northern and western
part of the TRHR, where the main land use type is alpine and subalpine meadows. Only a tiny portion
of the region had a significant decreasing trend, which was mainly distributed in Chengduo and Yushu
counties, and the majority of the midland region did not exhibit significant changes in vegetation
cover. The increasing trend of NDVI was similar to the findings of Xu et al. [56], who found that the
vegetation coverage of the TRHR showed a consistent and slight increase in the period of 1982–2006.

The annual and seasonal NDVI also presented a slightly enhanced trend, particularly after the
implementation of the TRHR project (2005 to 2012) [57]. This indicated that the implementation
of ecological projects also promotes vegetation growth and gradually reverses the degradation of
grassland ecosystems. Specifically, the largest significant increase in the NDVI occurred in spring at
the rate of 0.003/decade (p < 0.01), which contributed most to the interannual NDVI increase trend.

Figure 7. (a) Spatial distributions of the NDVI trends. (b) Interannual and seasonal variability of
the NDVI trends. The inset panel shows the area where the NDVI trend was statistically significant
(p < 0.05). Blue represents a significant increase and Red represents a significant decrease.

3.2.3. Evapotranspiration

Spatial patterns of the ET trend over the TRHR were detected from 1982 through 2015. There
were significant differences in the ET between the southeastern and northwestern parts of the region.
Figure 8a shows that the ET has increased, on average, by 3.34 mm/decade over the TRHR, which
corresponded to the expected acceleration associated with rising air temperature. About 26.5% of the
pixels showed a significant increasing trend over the TRHR, while only 3.81% of the pixels showed
a significantly decreasing trend (p < 0.05). A significant positive ET trend was mainly distributed
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in the core of the Sanjiangyuan National Nature Reserve, namely, the east and west regions of the
TRHR, with a linear tendency of 1.2 mm/year per decade, while the Dari and Banma counties showed
a negative ET trend.

 
Figure 8. (a) Spatial distributions of the ET trends; (b) Interannual and seasonal variability of the ET
trends. The inset panel shows the area where the ET trend was statistically significant (p < 0.05). Red
represents a significant increase and blue represents a significant decrease.

As shown in Figure 8b, the spatially averaged ET has increased, on average, by 3.3 W/m2 per
decade (p < 0.05) over the entire TRHR during 1982–2015. The value of ET has obviously fluctuated
since 2000, indicative of strong regional variations controlled by the monsoon climate system and the
arid climate system. Considering the seasonal difference in climatic conditions, we further calculated
the trend of ET across four seasons. Figure 8c illustrates that the ET trend in winter had a significant
increase with a linear tendency of 0.154 (p < 0.05), while in other seasons, the ET presented a slight
increasing trend with no statistical significance (p > 0.05). It is evident that the temperature warming
in winter had a significant positive effect on water cycling. The trend magnitudes of the annual and
seasonal terrestrial biophysical variables are summarized in Table 2.

Table 2. The Mann–Kendall test results for the terrestrial biophysical variable trends.

Biophysical Variable Season Z β R/A

Ta

MAM 3.3207 0.0441 A
JJA 4.0915 0.0475 A

SON 3.3800 0.0476 A
DJF 4.2101 0.0844 A
Year 5.2275 0.0568 A
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Table 2. Cont.

Biophysical Variable Season Z β R/A

P

MAM 4.0322 0.3319 A
JJA 2.5498 0.6663 A

SON 2.4609 0.2943 A
DJF 4.5066 0.0820 A
Year 4.0915 0.3755 A

RH

MAM −0.5336 −0.0002 R
JJA −1.1415 −0.0005 R

SON −0.5633 −0.0004 R
DJF −2.4905 −0.0022 R
Year −1.69 −0.0009 R

Rs

MAM −0.8302 −0.0750 R
JJA −2.6091 −0.5360 A

SON −0.770 −0.0715 R
DJF −0.5929 −0.0300 R
Year −1.9865 −0.1776 A

NDVI

MAM 1.6603 0.0003 R
JJA 1.3046 0.0003 R

SON 1.1415 0.0002 R
DJF 0.42991 0.0000 R
Year 1.7345 0.0002 R

ET

MAM 1.2453 0.0233 R
JJA 1.5121 0.0528 R

SON 1.0081 0.0219 R
DJF 2.5795 0.0146 A
Year 1.9272 0.3501 R

R: reject hypothesis H0; A: accept hypothesis H0.

3.3. Vegetation Greening and ET Variation Response to Climate Change

Correlation analysis was used to investigate the relationship between each climate factor (Ta, P,
RH, Rs) and the NDVI over the TRHR during 1982–2015. We found that over 57.54% of the area of the
TRHR had a moderate positive correlation between the NDVI and Ta, and the maximum coefficient
was about 0.89 (Figure 9a). When water was the limiting factor for vegetation growth in the western
part of the TRHR, a strong correlation existed between the NDVI and P with a maximum coefficient
of 0.74 (Figure 9b). The relationship between the NDVI and P was much weaker than that between
the NDVI and Ta, which indicated that increasing temperature appeared to be the driving factor for
vegetation greening, and better at explaining this phenomenon in comparison to P. Compared with
Ta and P, no strong coherent spatial patterns were found in the relationship between the NDVI and
annual Rs and annual RH, with a negative correlation coefficient of 0.3 (Figure 10).

We further conducted a correlation analysis between the ET and each energy- or water-limiting
factor (Ta, P, RH, Rs, NDVI, potential ET (PET), and soil moisture (SM)) (Figure 11). The results showed
that SM was the primary factor in controlling ET change in the western TRHR during the period
1982–2015. Given the fact that this area is located at arid and semi-arid climatic zones, the terrestrial
moisture limitation is expected to be the most important driver of ET variation [58]. Similarly, over
55.21% of pixels showed a moderate positive correlation between precipitation and ET (Figure 11b),
which can be attributed to the fact that ET corresponds well with surface moisture supply in a region
with scarce water. The infrequent rainfall causes shortages in soil moisture and further feedbacks to
the decreases in ET.
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Figure 9. Maps of the relationship between the NDVI and climate variables: (a) temperature;
(b) precipitation; (c) relative humidity; (d) downward shortwave radiation.

 
Figure 10. The frequency of correlation coefficient with (a) NDVI, (b) ET. The degree correlation was
classified into six ranks: Strong Negative (−1 < R < −0.7); Moderate Negative (−0.7 < R < −0.3); Weak
Negative (−0.3 < R < 0); Weak Positive (0 < R < 0.3); Moderate Positive (0.3 < R < 0.7); and Strong
Positive (0.7 < R < 1).

In the relatively humid area of the TRHR, ET showed a positive correlation with Ta, accounting
for approximately 55.3%. Ta was the primary indicator governing ET variation in the unrestricted
water region, where ET corresponded well to atmospheric energy demand. The NDVI was also an
important dominant factor in controlling the increasing ET in the southern part of the TRHR. The
relatively higher plant transpiration and canopy conductance contributed to the increment of ET [59].
As shown in Figure 10c, the decline of RH has continuously contributed to the decrease in ET over the
southeastern part of the TRHR. The rising temperature was expected to feedback to the atmosphere and
consequently decreased the RH and ET, which implied that this area is projected to be drier. Previous
studies have proposed that there is a complementary relationship in the ET and potential ET (PET) [60].
Zhang et al. [61] point out that vapor transfer power was suppressed due to the low Ta and vapor
pressure deficit (VPD) in the TRHR. The negative correlation between the ET and PET revealed by this
study supports their findings.
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Figure 11. Maps of the spatial distribution of correlation coefficient (r) between annual ET:
(a) temperature, (b) precipitation, (c) relative humidity, (d) downward shortwave radiation, (e) potential
evapotranspiration, (f) NDVI, (g) soil moisture, (h) spatial distribution of most related driving variables
for annual ET during 1982–2015 over the TRHR.

Land use and land cover change can also have substantial influences on the biophysical variables
in hydrologic processes and terrestrial energy exchange by affecting the patterns of ET. We further
investigated responses in the distribution of the multiyear average ET to the difference of land cover
and use type. As shown in Figure 12, cropland had the highest ET values. The lowest annual ET
occurred in the artificial surface and bare land. For each vegetation type, forest had the highest ET,
followed by grassland and shrubland. This can be explained by forest ecosystems having relatively
higher total root biomass and deeper effective rooting depth, thereby having the potential to create
positive transpiration forcing [62]. The ET value of cropland was generally higher than that of forest,
where it was noted that artificial management, e.g., agriculture irrigation, has a nonnegligible impact
on the variation of ET.
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Figure 12. Box plots of per pixel annual average ET (mm/year) for each land cover type from 1982 to
2015 over the TRHR. CRO: cropland; FOR: forest; GRA: grassland; SHR: shrubland; BAR: bare land;
ART: artificial surfaces.

4. Discussion

This study analyzed the long-term spatiotemporal dynamics of terrestrial climate variables from
an interannual and seasonal perspective over the TRHR of China. The rising Ta and P and decline
in the RH and Rs over the TRHR were similar to the trends observed over the Tibetan Plateau (TP),
where annual Ta and P increased by 0.447 ◦C and 9.97 mm per decade at the 27 meteorological stations
during 1961–2001, as reported by Xu et al. [50]. Using observations from 78 China Meteorological
Administration (CMA) stations, Yang et al. [63] also demonstrated that the TP experienced a rapid
warming and wetting tendency in the period of 1984–2006. The overall rapid climate warming tendency
over the TP has been demonstrated in numerous studies by observing stations [51,64,65], by oxygen
isotope analysis of ice cores [66], and by satellite remote sensing products [67,68], with the observed
warming rate ranging from 0.16 to 0.67 ◦C per decade during the past few decades [69]. In comparison
with previous studies regarding climate change, our findings improve the spatial information over
heterogeneous landscapes and present long-term distribution patterns of annual and seasonal climate
variables at a regional scale and provide a new understanding of the climate change in the TRHR in
recent years.

Climate change has an inevitable and significant impact on vegetation dynamics, particularly
in the extremely sensitive ecosystem of the TRHR. The response of vegetation to climate change has
been discussed by many studies, where the results differed according to the different vegetation types,
the plant physiological processes, and environmental factors. Previous studies have pointed out that
CO2 fertilization effects explain 70% of the observed greening trend in the tropics, whereas climate
change contributes most to the vegetation greening of the TP [70]. Du et al. [71] proposed that solar
radiation was the key factor governing the vegetation greening on the TP. This result is reasonable
because sufficient solar radiation can promote the photosynthesis and respiration of vegetation, which
is beneficial to plant growth [72]. According to Xu et al. [30], the averaged NDVI of the growing
season was positively correlated with the summer Ta in the high-cold region, which indicated that
the response of vegetation to temperature was likely to be more intense under climate warming. This
conclusion supported our results to a certain extent. We found that when energy was the limiting factor
for vegetation growth, Ta was a considerably more important driving factor than water. However, the
effect of temperature on vegetation was obviously less than that of moisture in the water limiting area.
These results can be explained by the fact that the climate condition in the TRHR is characterized by
relatively abundant P during the growing season and lower temperature across the whole year [73].
We can conclude that increases in either Ta or P are predicted to have a positive influence on vegetation
greening. These findings are in line with emerging evidence that the potential benefits from the climate
“warming and moisture” trend are closely related to the increment of vegetation through alteration of
vegetation phenology and prolonged growing season length in the TRHR [74].

54



Remote Sens. 2019, 11, 1633

The upward trend of ET we reported is consistent with long-term trend analysis, which indicated
that the ET has significantly increased since the 1960s, especially in the central area of the TP [61,69,75].
The rising trend of ET corresponded to the significant increase in precipitation, the reduction of RH,
and sunshine duration during the same period over the TP [76]. Yin et al. [77] suggested that the
upward trend of ET was mainly constrained by the soil water supply, and linked with increased P,
which is consistent with our results. In the arid and semi-arid regions, the increased P promoted the
water availability for ET, resulting in the increment of ET. The pattern of increasing ET was matched
by an increasing P in the western part of the TRHR, which was also confirmed by Yao et al. [29],
who reported that P was the primary contributor to increasing ET during 1982–2010. However, in
well-watered regions, climate (Ta, RH) and vegetation factors were considered to be related more
to the ET dynamic. This result also agrees well with the study by Song et al. [78] on the TP, where
dependencies of ET on leaf area index (LAI) and Ta appeared to be largely independent of moisture
supply. Atmospheric demand was recognized as an important controlling factor on the long-term
variations of ET. This inconsistent result can be explained by the different atmospheric energy demand
or surface moisture supply in different regions [79]. In addition, the land use and land cover change
(LUCC), and anthropogenic activities, such as agriculture irrigation and afforestation projects, also
have a substantial influence on the variation of ET [80].

A long-term spatiotemporal biophysical dynamic provides more accurate estimates of climate
change, vegetation greening, and ET variation in the TRHR. Although several products have been
extensively validated and confirmed in different scales and regions, considerable uncertainties still
exist. Regarding the climate forcing dataset, the accuracy of the reanalysis may be limited by the scarce
measurements in the TRHR. Yang [81] et al. compared the shortwave radiation data of the CMFD
product against the 579 in situ observations in China and found that the CMFD provided the closest
match with ground measurements, with a 0.02 relative bias and a 5.6 root-mean-square error (RMSE)
during 2008–2010. However, the precipitation data were detected to have an abnormal underestimation
after August 2014. The inaccuracy of the precipitation data was also evaluated by Wang et al. [82],
who found that the precipitation was overestimated at 90 stations over the TP. The biases of the CMFD
dataset led to substantial errors in climate variation. Aside from the climate dataset, the uncertainties
were also associated with the GIMMS NDVI data series driven by AVHRR. Kern et al. [83] suggested
that there was a significant disagreement relationship between AVHRR NDVI3g and the MODIS
NDVI dataset. Moreover, the influence of the canopy and soil background, aerosol effects, and cloud
contamination were not completely eliminated due to the limitations of the AVHRR instruments [43,84].
The modified satellite-based Priestley–Taylor (MS-PT) algorithm produced a more accurate product
as daily ET estimates exhibited a higher R2 (0.87) and lower RMSE (12.5 W/m2) than the original PT
algorithm in regional ET simulations. However, there are still large uncertainties due to the different
parameterization schemes of evaporation constraint. One limitation of the MS-PT product is that it
shows large differences in daily ET estimates among the different ecosystem types [85]. Yao et al. [86]
evaluated the performance of PT products at different biomes and demonstrated that the MS-PT model
performed better in forest and village sites, with a higher R2 of 0.93 and lower RMSE of 11.9 W/m2,
whereas in grassland sites, the algorithms may not capture the soil moisture constraint, resulting in
underestimating the ET value, which makes the simulated ET value uncertain in the alpine grassland
ecosystems of the TRHR.

5. Conclusions

In this study, we applied satellite data products in combination with meteorological reanalysis
datasets to evaluate the interannual and seasonal dynamics of terrestrial biophysical variables, including
the meteorological variables, vegetation, and evapotranspiration (ET) over the Three-River Headwaters
Region (TRHR). We then further investigated the response of vegetation and ET to climate change
during the period 1982–2015. Our results showed that the Ta and P increased by 0.597 ◦C and 41.1 mm
per decade, while the RH and Rs declined at a rate of 0.9% and 1.8 W/m2 per decade, respectively. The
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largest upward movement of Ta associated with the decline in RH occurred in winter (0.901/decade
and 0.6%/decade, respectively), and the increment of P and the reduction of Rs were largest in summer
(6.66 mm/decade and 4.57 W/m2, respectively). A ‘dryer warming’ tendency and a ‘wetter warming’
tendency exist in different areas of the TRHR. Generally, most areas of the TRHR became warmer and
moister, except for some areas in the southern TRHR, with a trend of being dryer and warmer.

Our findings illustrate that the NDVI of the TRHR fluctuated in the period 1982–2015, with a
slight increase (0.0051/decade) particularly in the northern and western meadow areas. The NDVI
significantly increased over 56.8% of the TRHR, and the largest increment occurred in spring, followed
by summer. In well-watered regions, Ta was the primary driver of vegetation greening, while in the
water limiting areas, vegetation growth was mainly governed by the variation of P. Our results suggest
that the warming and wetting tendencies of the climate characterized by increasing Ta and P contribute
most to the increment of vegetation in the TRHR.

The annual mean terrestrial ET was about 230.23 mm/year and varied 162 mm/year to 362 mm/year
from the northwest to southeast over the TRHR in the period from 1982 to 2015. The ET of the
TRHR showed a significant increasing trend at a rate of 3.34 mm/decade, particularly in winter
(0.154 mm/decade), which corresponded to the expected acceleration associated with climate warming.
In the arid region of western TRHR, ET was limited by the terrestrial water supply, which includes
soil moisture (SM) and P. By contrast, atmospheric evaporative demand derived from Ta and relative
humidity (RH) were the main controlling factors over the relatively humid region of southeastern
TRHR. In addition, the intensification of agriculture irrigation is also responsible for the temporal and
spatial variation of ET. Moreover, the impacts of carbon flux and anthropogenic disturbance on the
biophysical variables need further exploration.
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Appendix A Algorithms

The MS-PT algorithm can be described as

ET = ETs + ETc + ETic + ETws, (A1)

ETs = (1− fwet) fsmα
Δ

Δ + γ
(Rns −G), (A2)

ETc = (1− fwet) fc fTα
Δ

Δ + γ
Rnv, (A3)

ETic = fwetα
Δ

Δ + γ
Rnv, (A4)

ETws = fwetα
Δ

Δ + γ
(Rns −G), (A5)

where ETc is the canopy transpiration, ETs is the unsaturated soil evaporation, ETic is the canopy
interception evaporation, and ETws is the saturated wet soil surface evaporation. Moreover, fwet

is the relative surface wetness ( f 4
sm), in which fsm refers to soil moisture constraint and can
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be derived from ATI (ATI = ( 1
DT )

DT/DTmax , DTmax = 40 ◦C), fT represents plant temperature
constraint

(
exp(− (Tmax − Topt

)
/Topt)2), Topt is an optimum temperature (25 ◦C), Rns is the surface net

radiation to the soil (Rns = Rn(1− fc)), G is soil heat flux (μRn(1− fc), μ = 0.18), Rnv represents
the surface net radiation to the vegetation (Rnv = Rn fc), fc is the vegetation cover fraction
( fc = (NDVI − NDVImin/(NDVImax −NDVImin)), and NDVImin and NDVImax are the minimum
and maximum NDVI, respectively. Δ is the slope of the saturate vapor pressure curve, and γ is the
psychrometric constant (0.066 kPa/ ◦C).
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Abstract: Comparative evaluation of cross-boundary wetland protected areas is essential to underpin
knowledge-based bilateral conservation policies and funding decisions by governments and managers.
In this paper, wetland change monitoring for the Wusuli River Basin in the cross-boundary
zone of China and Russia from 1990 to 2015 was quantitatively analyzed using Landsat images.
The spatial-temporal distribution of wetlands was identified using a rule-based object-oriented
classification method. Wetland dynamics were determined by combining annual land change area
(ALCA), annual land change rate (ALCR), landscape metrics and spatial analysis in a geographic
information system (GIS). A Mann–Kendall test was used to evaluate changing climate trends.
Results showed that natural wetlands in the Wusuli River Basin have declined by 5625.76 km2 in the
past 25 years, especially swamp/marsh, which decreased by 26.88%. Specifically, natural wetlands
declined by 49.93% in the Chinese section but increased with an ALCA of 16.62 km2/y in the Russian
section during 1990–2015. Agricultural encroachment was the most important reason for the loss and
degradation of natural wetlands in the Wusuli River Basin, especially in China. Different population
change trends and conservation policies in China and Russia affected natural wetland dynamics.
The research offers an efficient and effective method to evaluate cross-boundary wetland change.
This study provides important scientific information necessary for developing future ecological
conservation and management of cross-boundary wetlands.

Keywords: cross-boundary protected area; rule-based object-oriented classification; wetland
dynamics; Wusuli River Basin; rate of change

1. Introduction

Wetlands are among the most productive ecosystems on Earth. They provide a wide variety
of ecological functions and values, ranging from flood control to groundwater aquifer recharge and
discharge, carbon sequestration, and water quality improvement, and they harbor a large part of the
Earth’s biodiversity [1–3]. They also supply many services for humans, such as food, water, recreation
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and space for living. In many countries, the local economy depends on wetlands for fisheries, reed
harvesting, grazing, and tourism development [4–7].

Human activities and global climate change, including construction of canals and dams,
agricultural cultivation, residential and industrial development, as well as droughts [8–10], currently
affect most wetland ecosystems with ever-increasing intensity and scope [11]. Considerable evidence
has shown that wetlands have experienced alarming rates of loss and degradation, with their ecological
functions and biodiversity declining at local, regional and global scales. In the Sanjiang Plain, Northeast
China, the wetland area had decreased by 53% as a result of farmland reclamation, and their ecosystem
service values noticeably declined from 1980 to 2000 [6]. Greece lost approximately 70% of its wetlands
between 1920 and 1991 [12]. Over the last century, depending on the region, 31%–95% of wetlands
have been destroyed or strongly modified along the west coast of the Pacific [13]. According to an
OECD/IUCN (Organization for Economic Co-operation and Development/International Union for
Conservation of Nature) report [14], the world may have lost 50% of its wetlands since 1900, and land
conversion into agriculture was the principal cause. Unfortunately, owing to the lack of a detailed
wetland inventory and inconsistent wetland definitions, the wetland extent has not been precisely
defined in several major regions of the world, such as Russia, South America, and Africa [15,16].
Moreover, the analysis of the underlying factors of wetland loss and fragmentation, such as population
pressure, political institutions, economic development, and ecological conservation measures, is lacking
currently [17,18]. To prevent further wetland loss and degradation as well as to identify valuable
wetland protected areas (WPAs), it is essential to inventory and monitor wetlands and their adjacent
uplands to analyze change factors, collect baseline data and support decision making in terms of
long-term strategies for wetland conservation [19,20].

By their nature, wetland areas are relatively inaccessible and it is difficult to conduct traditional
field surveys. However, remote sensing techniques make it possible to observe inaccessible zones
or remote targets repeatedly, and thus allow for more effective monitoring of wetland change and
distribution [5,21]. A geographic information system (GIS) is a valuable tool for studying the nature of
wetlands and assessing their dynamics at different spatial scales [22,23]. Compared with conventional
methods, remote sensing and GIS are often preferred tools for monitoring or mapping wetlands
because they are relatively fast, time-saving and cost-effective.

Establishing WPAs is considered to be one of the most effective strategies for conserving and
managing wetland resources worldwide [24]. Research monitoring WPAs has focused on the situation
within a single country [25,26]. There are few studies aimed at the WPAs between countries [27,28].
Generally, the boundary among countries is a political one, which is inconsistent with the ecology
and environment borderline, while species distribution and ecological processes do not designate or
discriminate explicitly due to the existence of the national boundary [29]. Moreover, different countries
in the world implement political institutions and livelihood strategies. There are even, in some cases,
various contradictories in terms of land use policies. In particular, some neighboring countries or areas
have similar climate and geographical conditions, but their political and socio-economic regimes are
often very different. Under this circumstance, if the ecology system of one side changed, that of the
other side would be affected to some degree, which accordingly causes the bilateral ecology system
to undergo a fragile development process [30]. So far, a unanimous awareness, which it is difficult
to achieve conservation effectiveness of cross-border WPAs only by one single country enforcing
efforts, has been recognized in the worldwide [31]. Thus, it is informative and significant to conduct
cross-border studies on wetland monitoring and assessment because such investigations will help
determine how wetland dynamics are driven by differing socio-economic and political conditions,
develop knowledge-based wetland conservation and management strategies on behalf of neighboring
countries, as well as provide references on future cross-boundary wetland studies [32,33].

The Wusuli River Basin is located on the border of China and Russia and, by virtue of the suitable
terrain, climate and natural conditions, is one of the most important WPAs in the Eurasian continent.
The main objectives of this study were to (1) conduct a wetland mapping and inventory in the Wusuli
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River Basin; (2) characterize the dynamics of wetlands from 1990 to 2015, and conversions between
wetlands and other land cover types; (3) analyze the possible influences of anthropogenic activities and
climate change on the spatio-temporal wetland dynamics; and (4) propose more feasible conservation
and management measures from the perspective of bilateral cooperation. To fulfill these objectives,
remotely sensed data were used to map land cover using rule-based object-oriented classification and
visual interpretation. GIS was used to analyze the wetland dynamics.

2. Materials and Methods

2.1. Study Area

The Wusuli River Basin is situated in the cross-boundary zone of Northeast China and the Far
East region of Russia. Based on the Shuttle Radar Topography Mission (SRTM) 90 m Digital Elevation
Model (DEM) (http://srtm.csi.cgiar.org/index.asp), we defined the entire boundary of the Wusuli River
Basin with spatial analyst tools in ArcGIS 10 [34] (Figure 1).

Figure 1. Location of the Wusuli River Basin.

The latitude of this area ranges from 43◦25′N to 48◦56′N and the longitude ranges from 129◦50′E
to 138◦05′E. The watershed area is about 195.06× 103 km2 in total, of which the Russian and the Chinese
sections account for 69.06% and 30.94%, respectively. According to the administrative boundary, the
basin runs from west to east across the Heilongjiang province of China and the Primorsky Krai province
of Russia. In terms of the natural landscape, the Chinese section of the Wusuli River Basin is located
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on the East Sanjiang Plain, and the Russian section is part of the West Sikhot Mountains. The average
elevation of this basin is 354 m, and the climate is characterized by a cold and dry winter and a warm
and rainy summer.

The Wusuli River forms the border between China and Russia in the Wusuli River Basin, and
the shared boundary stretches about 901.34 km. In 2015, the Chinese population in the basin was
approximately 4,213,763 (http://data.stats.gov.cn/english/), and the Russian population was 878,007
(http://www.gks.ru/). Agriculture and coal mining are the main industries in the Chinese section,
and more than 50% of the region is a plain (i.e., Sanjiang Plain), which is one of the most vital grain
production bases in China. More than 70% of land is covered by forests in the Russian section, and
timber and mining are the major industries—agricultural land covers less than 6% [35].

In the basin, wetlands serve as a stopover and nesting area for substantial migratory and
waterfowl bird populations, such as Grus japonensis, Ciconia ciconia, Larus ridibundus, Aix galericulata,
and Tetrao tetrix [36]. In addition, they play a vital role in stabilizing regional water supplies,
ameliorating floods and drought and purifying polluted water. Furthermore, fish harvesting from
wetlands is a significant economic resource for regional communities. Therefore, wetlands in the Wusuli
River Basin are of great value for ecological balance, sustainable development and human well-being.

2.2. Data Preparation and Fieldwork

Cloud-free Landsat Thematic Mapper (TM) and Operational Land Imager (OLI) images (30 m
spatial resolution) were chosen as the basic data sources to analyze the temporal and spatial wetland
dynamics for the Wusuli River Basin in 1990, 2000 and 2015. These images were obtained in the
growing season from May to September to minimize the effect of seasonal variations on the accuracy of
land cover classification. Each image was acquired for the same month or the same vegetation growing
period between 1990 and 2015 (Table 1). All images were geo-rectified with the registration error being
less than half a pixel and atmospherically corrected using the Fast Line-of-sight Atmospheric Analysis
of Spectral Hypercubes (FLAASH) [37].

Table 1. Specific description of each image used for land cover classification.

Path/Row
1990 2000 2015

Date Sensor Date Sensor Date Sensor

111/27 17 Sept. TM 12 Sept. TM 17 Jul. OLI
111/28 10 Aug. TM 12 Sept. TM 31 Aug. OLI
111/29 16 Oct. TM 12 Sept. TM 15 Aug. OLI
112/26 19 Jul. TM 18 Aug. TM 8 Jul. OLI
112/27 19 Jul. TM 3 Sept. TM 8 Jul. OLI
112/28 5 Sept. TM 3 Sept. TM 25 Aug. OLI
112/29 1 Aug. TM 13 Aug. TM 25 Aug. OLI
112/30 19 Jul. TM 12 Jul. TM 3 Jun. OLI
113/26 9 Sept. TM 21 Sept. TM 17 Sept. OLI
113/27 23 May TM 21 Sept. TM 9 May OLI
113/28 9 Sept. TM 21 Sept. TM 14 Sept. OLI
113/29 7 Jul. TM 16 Jul. TM 28 Jul. OLI
113/30 12 Sept. TM 7 Sept. TM 28 Jul. OLI
114/27 12 Jun. TM 14 Sept. TM 4 Jun. OLI
114/28 19 Sept. TM 15 Sept. TM 8 Sept. OLI
114/29 19 Sept. TM 12 Sept. TM 8 Sept. OLI
114/30 19 Sept. TM 29 Jun. TM 4 Jun. OLI
114/31 20 Sept. TM 29 Jun. TM 4 Jun. OLI
115/27 25 Jun. TM 17 Jun. TM 15 Sept. OLI
115/28 26 Jun. TM 17 Jun. TM 16 Sept. OLI
115/29 26 Sept. TM 17 Jun. TM 15 Sept. OLI

66



Remote Sens. 2019, 11, 2581

Data for the annual average temperature and annual precipitation from 1990 to 2015 were collected
at 92 meteorological stations in and around the study area (Figure 2). This allowed us to analyze
climate change factors driving wetland change. These meteorological data were interpolated to obtain
a spatially continuous surface. The choice of spatial interpolation methods is referenced in Lu et al. [38].

 
Figure 2. The location of meteorological stations, field survey points and ground reference data sites.

From 2012 to 2015, 315 ground survey points were collected in the Chinese section of the basin
watershed. Owing to limited accessibility to the Russian section of the basin, visual inspection of
high-resolution images from Google Earth, online photos and literature searches were carried out to
collect land cover information during the period 2010–2015. This generated an additional 256 reference
points. All field survey points and the reference data sites were used to evaluate the accuracy of the land
cover classification results in 2015 (Figure 2). Owing to the lack of field survey data in 1990 and 2000,
600 independent points for each year were created by spatial analysis of create random points in ArcGIS
10 [34]. These random points were classified into different land cover types (described in Section 2.3)
by consulting with experienced interpreters and experts, and were then used as validation points.

2.3. Land Cover Classification System

Considering systematically the wetland classification of Ramsar Wetland Convention, the purpose
of our study, and the specific conditions of the land cover type in the study area, a landscape classification
system was established for this study, including nine land cover types (i.e., swamp/marsh, natural
open water, human-made wetland, woodland, grassland, paddy field, dry farmland, built-up land
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and barren land). These were incorporated into seven categories (i.e., natural wetland, human-made
wetland, woodland, grassland, cropland, built-up land and barren land). The detailed description of
the classification system is given in Table 2.

Table 2. Description of the landscape classification system used by this study.

Landscape Category Land Cover Type Description

Natural wetland (NAW) Swamp/Marsh (SAM)
Lands with a permanent mixture of water and
herbaceous or woody vegetation that cover
extensive areas

Natural open water (NOW) Rivers and lakes

Human-made wetland (HUW) Human-made wetland (HUW) Manufactured facilities for water, reservoirs,
channels, ponds, and ditches, etc.

Woodland (WOL) Woodland (WOL) Broadleaved forest, mixed broadleaf-conifer
forest, needle-leaved forest and shrubs

Grassland (GRL) Grassland (GRL) Natural areas with herbaceous vegetation

Cropland (CRL) Paddy field (PAF) Cropland that has enough water supply and
irrigating facilities for planting paddy rice

Dry farmland (DRF) Cropland for planting dry farming crops
without water supply and irrigation facilities

Built-up land (BUL) Built-up land (BUL) Lands used for urban and rural settlements,
factories or transportation facilities

Barren land (BAL) Barren land (BAL) Sandy land and areas with less than 5%
vegetation cover

2.4. Rule-Based Object-Oriented Classification Method

Compared with the frequent generation of ‘salt-and-pepper’ effects based on pixel-based
classification methods [39], the object-oriented classification method can not only effectively avoid the
‘salt-and-pepper’ effects, but also reduce the ‘within-class’ spectral variation through segmenting an
image into groups of contiguous and homogeneous pixels (image objects) as the mapping unit [40].
Moreover, besides of the spectral properties of the objects, their shape, texture and geometric features
are also taken into account in the classification process of the object-oriented classification [8,41]. As a
result, more effective and accurate performances are obtained than with pixel-based approaches [42,43].

To develop land cover maps for the study area in 1990, 2000 and 2015, a rule-based object-oriented
classification method was applied to perform image segmentation and classify image objects into specific
land cover types in the study. The layers which were selected to segment are Band 1 (0.45–0.52 μm),
2 (0.52–0.60 μm), 3 (0.63–0.69 μm), 4 (0.76–0.90 μm), 5 (1.55–1.75 μm), and 7 (2.08–2.35 μm) for
Landsat TM, as well as Band 2 (0.450–0.515 μm), Band 3 (0.525–0.600 μm), Band 4 (0.630–0.680 μm),
Band 5 (0.845–0.885 μm), Band 6 (1.560–1.660 μm), and Band 7 (2.100–2.300 μm) for Landsat OLI. The
eCognition Developer 8.7.1 [44] was used to classify the images.

First, an optimal segmentation scale model referenced by Lu et al. [45] was used, in which a selected
image scene was processed and grouped into homogeneous pixels (image objects) with an optimal
segmentation scale. Each object resulting from this segmentation had minimal spectral variability [40,46]
and the boundaries of these objects approximately followed the outline of individual land cover types.
After segmentation, the segmented objects were categorized using a set of classification rules.

Considering the importance of vegetation growth and water content in wetland classification [47],
the normalized difference vegetation index (NDVI) [Equation (1)] and land surface water index (LSWI)
[Equation (2)] were used as rule layers to characterize vegetation and background soil, respectively.

NDVI =
ρnir − ρred

ρnir + ρred
(1)

LSWI =
ρnir − ρswir

ρnir + ρswir
(2)
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where ρred, ρnir and ρswir are the reflectance values of Landsat TM Bands 3, 4 and 5 and Landsat OLI
Bands 4, 5 and 6, respectively.

Several previous studies have reported that the hue of different band combinations can be a
crucial factor for identifying different land cover types [48]. In this study, the hue was derived from a
combination of Landsat TM Bands 5, 4, and 3 or Landsat OLI Bands 6, 5, and 4. The value range of the
hue is between 0 and 1.

Different land cover types present distinct image textures, which is another variable necessary for
land cover classification [49]. Based on the Haralick algorithm and gray level co-occurrence matrix
(GLCM), the texture homogeneity ranging from 0 to 1 of each object was calculated [44]. The higher
the value is, the higher the homogeneity.

The shape of an image object is also important to detect different land cover types. The shape
index (SI) [Equation (3)] of an image object describes the smoothness of an image object border. The
smoother the border of an image object is, the lower its shape index.

SI =
bv

4√Pv
(3)

where bv is the border length of each image object, and Pv is the area of each image object.
After a series of pre-experiments, a classification rule set was developed (Figure 3). When the

execution of classification rules was completed, the results were visually examined and modified for
better precision. The overall accuracy, user accuracy and producer accuracy were used to assess the
accuracy of the classification results.

 
Figure 3. Rules for the land cove classification of the Wusuli River Basin (α, β, γ, δ, ε, and ζ, represent
the selected classification parameters and each of them could vary for different images (Landsat TM/OLI:
Landsat Thematic Mapper/Operational Land Imager; NDVI: Normalized difference vegetation index;
LSWI: Land surface water index; SI: Shape index; SWIR1: Short wave infrared band1, corresponding to
Landsat TM Band 5 and Landsat OLI Band 6, respectively; NIR: Near infrared band, corresponding
to Landsat TM Band 4 and Landsat OLI Band 5, respectively; Red: Red band, corresponding to
Landsat TM Band 3 and Landsat OLI Band 4, respectively; Unwater area: Land areas covered without
water, including built-up area, barren land, woodland, grassland, swamp/marsh, dry farmland and
paddy field).
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2.5. Analysis of Land Cover Change

Two indices, annual land change area (ALCA) and annual land change rate (ALCR), were
calculated to assess the dynamic degree of land cover types objectively. These are defined as follows:

ALCA = (Ub −Ua) × 1
T

(4)

ALCR =
Ub −Ua

Ua
× 1

T
× 100% (5)

where Ua and Ub represent the area of each land cover type at the beginning and the end of the study
period, respectively, and T is the number of years. In the study, the time interval was divided into two
stages: 1990–2000 and 2000–2015.

To analyze the spatial change characteristics of natural wetlands (i.e., swamp/marsh and natural
open water) more explicitly, intersect overlay analysis in ArcGIS 10 [34] was used to create a conversion
matrix between natural wetlands and other land cover types for the time periods 1990–2000 and
2000–2015. In addition, a Sankey diagram [50] was used to illustrate the conversion of all land cover
types, as this can help visualize the temporal dynamics of all land cover types.

2.6. Calculation of Landscape Metrics

Landscape metrics can reflect the characteristics of changing landscape patterns, and allowed us
to assess quantitatively the landscape change process. In the study, five landscape metrics were used
to assess the change pattern of the natural wetland landscape, including the number of patches (NP),
mean patch size (MPS), largest patch index (LPI), area-weighed mean shape index (AWMSI), and the
interspersion and juxtaposition index (IJI).

NP is defined as the count of patches and is a simple measure of fragmentation of one landscape
category. Although the NP of one landscape category may be important for ecological processes and
landscape pattern, it cannot directly reflect information concerning the distribution, area and density
of patches. MPS is defined as the average patch size, and LPI quantifies the percentage of the largest
patch accounting for the total area of all patches belonging to a given landscape category. AWMSI
is used to assess shape characteristics by calculating the sum of the area-weighted ratio between the
perimeter and area of each patch. IJI represents interspersion and juxtaposition and can quantify the
connectivity and distribution pattern between different patch types.

The detailed ecological significance and equations for selected landscape metrics are illustrated in
Table 3. The calculation of landscape metrics was performed in Fragstats 4.2 [51].

2.7. Climate Change Analysis Based on Mann–Kendall Test

To measure the possible influence of climate change on the existence of wetlands, the changing
climate trends were analyzed to determine whether climate change affected wetland dynamics. The
statistical significance of the trends in annual average temperature and annual precipitation was
measured using the Mann–Kendall test [52]. A trend is statistically significant if it is significant at the
5% level.
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3. Results

3.1. Accuracy Assessment of Land Cover Maps

Table 4 presents the accuracy assessment for the land cover types in each study year. The overall
accuracies of all the classification results were more than 0.93, which means that our classification
results were consistent with those obtained from the validation points.

Table 4. Summary of land cover classification accuracies in 1990, 2000 and 2015.

Land Cover Type
1990 2000 2015

Pro Use Pro Use Pro Use

SAM 0.91 ± 0.01 0.95 ± 0.03 0.90 ± 0.01 0.96 ± 0.03 0.88 ± 0.01 0.94 ± 0.04
NOW 0.93 ± 0.01 0.92 ± 0.08 0.92 ± 0.02 0.90 ± 0.08 0.98 ± 0.01 0.93 ± 0.08
HUW 0.88 ± 0.02 0.90 ± 0.11 0.89 ± 0.01 0.91 ± 0.10 0.93 ± 0.02 0.92 ± 0.10
WOL 0.97 ± 0.02 0.94 ± 0.05 0.94 ± 0.04 0.96 ± 0.04 0.97 ± 0.04 0.94 ± 0.05
GRL 0.89 ± 0.03 0.90 ± 0.08 0.93 ± 0.05 0.92 ± 0.07 0.90 ± 0.05 0.93 ± 0.07
PAF 0.90 ± 0.03 0.94 ± 0.06 0.90 ± 0.03 0.95 ± 0.05 0.91 ± 0.00 0.94 ± 0.06
DRF 0.89 ± 0.01 0.93 ± 0.06 0.94 ± 0.01 0.94 ± 0.05 0.89 ± 0.01 0.91 ± 0.07
BUL 0.95 ± 0.01 0.97 ± 0.04 0.93 ± 0.01 0.98 ± 0.03 0.94 ± 0.01 0.97 ± 0.04
BAL 0.93 ± 0.03 0.94 ± 0.07 0.95 ± 0.02 0.92 ± 0.06 0.94 ± 0.03 0.91 ± 0.14

Overall accuracy 0.93 ± 0.04 0.94 ± 0.02 0.94 ± 0.03

Note: Pro denotes producer accuracy; Use denotes user accuracy; the value after the symbol “±” represents the
margin of error at confidence level 95%.

3.2. Temporal and Spatial Changes of Land Cover Types

Figure 4 illustrates the spatio-temporal distribution of each land cover type in the study area from
1990 to 2015. The comparisons of the percentage of each land cover type are depicted in Figure 5.
Table 5 shows the ALCA and ALCR of each land cover type. The results indicate that the natural
wetlands (i.e., swamp/marsh and natural open water) of the Wusuli River Basin experienced a gradual
decrease from 13.79% of the total area (26,892.99 km2) in 1990 to 10.91% of the total area (21,267.23 km2)
in 2015, with an ALCA of −225.03 km2/y and an ALCR of −0.96%/y. Swamp/marsh decreased by 2.96%
during the period 1990–2015, while the area of natural open water increased by 0.08%. From 1990 to
2000, swamp/marsh decreased dramatically, with a change rate of −42.81 km2/y. During 2000–2015, the
reduction rate of the swamp/marsh area slowed over time, with an average rate of loss of 90.45 km2/y.
Despite an annual reduction area of 85.87 km2, woodland remained the dominant landscape type
during the period 1990–2015, with the vast majority distributed in the Russian part of the catchment.
Cropland expanded markedly with an average rate of gain of 236.01 km2/y, especially in 1990–2000
with an ALCR of 417.91 km2/y. Specifically, the distribution range of paddy field expanded from
sporadic patches in 1990 to large-scale continuous areas in the Chinese section of the basin in 2015, and
the area quadrupled. In contrast, dry farmland decreased overall from 15.33% of the total area in 1990
to 12.06% of the total area in 2015, mainly because of a rapid rate of decrease from 2000 to 2015 (ALCR
was −545.27 km2/y). Human-made wetland, grassland, built-up land, and barren land had a slight
areal increase during the period 1990–2015 with an ALCA of 4.58 km2/y, 18.61 km2/y, 13.72 km2/y, and
38.03 km2/y, respectively.

In terms of the different countries, in the Russian section of the Wusuli River Basin, woodland
still accounted for more than three-fourths of the total landscape area from 1990 to 2015, despite an
annual decline of 55.09 km2. For croplands, both dry farmland and paddy field decreased by a small
proportion. However, swamp/marsh and natural open water increased with an ALCA of 11.68 km2/y
and 4.91 km2/y, respectively.
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Figure 4. Land cover maps of the Wusuli River Basin in 1990, 2000 and 2015.
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73



Remote Sens. 2019, 11, 2581

T
a

b
le

5
.

A
nn

ua
ll

an
d

ch
an

ge
ar

ea
(A

LC
A

)a
nd

an
nu

al
la

nd
ch

an
ge

ra
te

(A
LC

R
)o

fl
an

d
co

ve
r

ty
pe

s
in

th
e

st
ud

y
ar

ea
.

L
a
n

d
sc

a
p

e
C

a
te

g
o

ry
L

a
n

d
C

o
v

e
r

T
y

p
e

C
h

in
a

P
o

rt
io

n
R

u
ss

ia
P

o
rt

io
n

W
u

su
li

R
iv

e
r

B
a
si

n

A
L

C
R

(%
/y

)
A

L
C

A
(k

m
2
/y

)
A

L
C

R
(%
/y

)
A

L
C

A
(k

m
2
/y

)
A

L
C

R
(%
/y

)
A

L
C

A
(k

m
2
/y

)

a
b

c
a

b
c

a
b

c
a

b
c

a
b

c
a

b
c

N
A

W
SA

M
−4

.4
9

−1
.5

4
−2

.3
0

−4
73

.5
2
− 8

9.
45

−2
43

.0
8

0.
28

−0
.0

1
0.

11
30

.7
1

−1
.0

0
11

.6
8

−2
.0

6
−0

.5
3

−1
.0

8
−4

42
.8

1
−9

0.
45

−2
31

.4
0

N
O

W
0.

54
−0

.1
9

0.
09

8.
34

−3
.1

3
1.

46
0.

26
0.

04
0.

13
9.

98
1.

52
4.

91
0.

34
−0

.0
3

0.
12

18
.3

2
−1

.6
1

6.
36

H
U

W
H

U
W

5.
41

−0
.5

7
1.

63
14

.8
9

−2
.4

3
4.

49
0.

98
−0

.4
5

0.
10

0.
91

−0
.4

6
0.

09
4.

30
−0

.5
5

1.
25

15
.7

9
−2

.8
9

4.
58

W
O

L
W

O
L

−0
.2

4
−0

.1
1

−0
.1

6
−4

6.
37

−2
0.

39
−3

0.
78

−0
.0

1
−0

.0
8

−0
.0

5
−9

.1
2
−8

5.
73

−5
5.

09
−0

.0
5

−0
.0

9
−0

.0
7

−5
5.

48
−1

06
.1

2
−8

5.
87

G
R

L
G

R
L

−3
.3

2
0.

76
−1

.0
2

−1
3.

17
2.

02
−4

.0
6

0.
74

0.
05

0.
33

51
.5

8
3.

38
22

.6
6

0.
52

0.
07

0.
25

38
.4

1
5.

40
18

.6
1

C
R

L
PA

F
8.

62
12

.2
2

17
.1

0
24

9.
98

66
0.

14
49

6.
08

−0
.6

5
−0

.0
1

−0
.2

7
−7

.2
3

−0
.1

2
−2

.9
7

6.
05

10
.2

4
12

.2
8

24
2.

75
66

0.
02

49
3.

11
D

R
F

1.
02

−2
.0

9
−0

.9
7

24
4.

86
−5

51
.5

7
−2

32
.9

9
−1

.1
7

0.
12

−0
.4

0
−6

9.
71

6.
30

−2
4.

10
0.

59
−1

.7
2

−0
.8

6
17

5.
16

−5
45

.2
7
−2

57
.1

0

BU
L

BU
L

1.
41

0.
39

0.
83

15
.0

9
4.

81
8.

92
−0

.0
3

0.
56

0.
32

−0
.5

1
8.

34
4.

80
0.

57
0.

48
0.

53
14

.5
7

13
.1

5
13

.7
2

BA
L

BA
L

−2
.7

0
−0

.1
4

−1
.1

4
−0

.0
9

0.
00

−0
.0

4
−0

.3
1

3.
29

1.
79

−6
.4

9
67

.7
7

38
.0

6
−0

.3
1

3.
29

1.
79

−6
.5

8
67

.7
7

38
.0

3

N
ot

e:
a,

b,
an

d
c

de
no

te
th

e
st

ag
e

of
19

90
–2

00
0,

20
00

–2
01

5
an

d
19

90
–2

01
5,

re
sp

ec
ti

ve
ly

.

74



Remote Sens. 2019, 11, 2581

In the Chinese section, croplands were the largest land cover type from 1990 to 2015. Paddy
field and dry farmland showed the opposite areal change trends. During 1990–2015, paddy fields
increased more than five-fold in area, while dry farmlands decreased by 9.65%. The area of natural
wetland almost halved, and their areal proportion reduced from 20.05% of the total area of the Chinese
section to 10.04%, with an ALCA of 241.62 km2/y and an ALCR of −2.21%/y. The areal reduction of
swamp/marsh accounted for the overwhelming majority of change in natural wetland with a loss rate
of 243.08 km2/y, whereas no significant change occurred in the area of natural open water.

3.3. Conversion between Natural Wetland and Other Land Cover Types

Figure 6 and Table 6 illustrate the conversions between natural wetland and other land cover
types in terms of spatial distribution and area. Most of the natural wetland conversion occurred in the
Chinese section of the Basin, while only a small proportion took place in the Russian section. Across the
entire Wusuli River Basin, most of the natural wetland recession occurred from 1990 to 2000, attributed
to the conversion of a large area to dry farmland and paddy field, which accounted for 78.51% and
15.16% of the natural wetland reduction in this stage, respectively. During the period 2000–2015,
the percentage of conversion to dry farmland and paddy field was 43.78% and 50.87%, respectively.
Between 1990 and 2000, 125.88 km2 of natural wetlands were converted into human-made wetlands
which reduced the area of natural wetlands. In terms of the transformation of other land cover types
into natural wetlands, in both stages (1990–2000 and 2000–2015), the proportion of dry farmland
converted into natural wetlands was the highest, accounting for 78.76% and 54.94%, respectively.
Paddy field also contributed to the increase of natural wetlands, accounting for 14.22% and 16.36% of
natural wetland area recovery in the stages 1990–2000 and 2000–2015, respectively. There was little
reciprocal conversion among natural wetlands and woodland, grassland, built-up land or barren land
during the period 1990–2015. These results suggest that the change in natural wetlands area can be
attributed mainly to cropland reclamation and natural restoration from cropland.

For the Russian portion of the basin, the reclamation of natural wetlands covered a smaller area
than their expansion during the two periods. Especially in the stage of 1990–2000, a total of 457.20 km2

of natural wetlands were restored from cropland. Nevertheless, the reduced area of natural wetlands
in the Chinese part of the basin was much larger than that of natural wetland restoration, suggesting a
serious areal loss process.

Table 6. Conversion comparison between natural wetlands and other land cover types in the study area.

Change
Type

Conversion Area/km2

China Part Russia Part Wusuli River Basin

1990–2000 2000–2015 1990–2000 2000–2015 1990–2000 2000–2015

NAW→HUW 123.77 41.20 2.11 3.43 125.88 44.63
NAW→WOL 91.21 26.27 7.28 0.45 98.49 26.72
NAW→GRL 38.17 9.62 6.94 2.28 45.11 11.90
NAW→PAF 712.26 1043.13 11.97 0.00 724.23 1043.13
NAW→DRF 3720.86 897.74 29.89 0.12 3750.75 897.86
NAW→BUL 20.10 16.75 8.62 7.15 28.72 23.90
NAW→BAL 0.00 0.02 4.13 2.51 4.13 2.53

HUW→NAW 14.54 75.8 1.88 2.48 16.42 78.28
WOL→NAW 9.71 11.07 3.94 3.02 13.65 14.09
GRL→NAW 8.10 27.25 5.77 6.37 13.87 33.62
PAF→NAW 53.24 76.73 56.58 0.00 109.82 76.73
DRF→NAW 207.53 248.97 400.62 8.79 608.15 257.76
BUL→NAW 0.83 6.24 7.86 0.19 8.69 6.43
BAL→NAW 0.54 0.00 0.97 2.24 1.51 2.24
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Figure 6. Dynamic conversion comparisons between natural wetlands and other land cover types.
(a) Sankey diagram for comparison of total land cover dynamics from 1990 to 2015; (b) Spatial
distribution of conversion between natural wetlands and other land cover types in two stages,
1990–2000 and 2000–2015.

3.4. Fragmentation and Improvement of Natural Wetland and Trend of Climate Change

Table 7 presents a comparison of the landscape metrics for natural wetlands in the Chinese
and Russian sections of the Wusuli River Basin in 1990, 2000 and 2015. The landscape pattern of
natural wetlands changed significantly in the Chinese part of the basin, while there was no significant
change from 1990 to 2015 in the Russian part. During 1990–2015, despite a small increase in average
patch area (MPS), the NP, LPI and AWMSI of natural wetlands decreased significantly in the Chinese
portion, indicating that natural wetlands had undergone a loss and fragmentation process. In the
Russian section, the NP, MPS, LPI and AWMSI of natural wetlands increased slightly, supporting the
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improvement which the natural wetlands had experienced in the Russian portion of the basin. There
were more obvious changes in the IJI of natural wetlands in the Chinese part than in the Russian part of
the basin, suggesting that the existence of natural wetland was subjected to more outside interference
in the Chinese portion of the Wusuli River Basin.

Table 7. Landscape metrics comparison of the natural wetlands for the China portion and Russia
portion of the Wusuli River Basin in1990, 2000 and 2015.

Year NP MPS LPI AWMSI IJI

China part
1990 3387 357.18 16.81 57.07 54.58
2000 3647 204.16 5.92 32.13 59.78
2015 1384 437.66 4.67 27.05 68.58

Russia part
1990 2158 685.60 5.00 24.34 73.75
2000 2236 679.88 5.24 24.55 73.38
2015 2217 686.06 5.24 24.39 74.02

Based on the Mann–Kendall test, there were no significant changes, at the 5% significant level,
in the trend for the annual average temperature and annual precipitation in the Wusuli River Basin
during the study period.

4. Discussion

4.1. Conservation and Threats of Anthropogenic Activities on Natural Wetland

Agriculture, considered as the primary foundation of a country’s development, is important for
ensuring national security and people’s livelihoods [54]. In the past, reclaiming natural wetlands for
croplands was seen as the best way to increase the cultivated land area to meet the need for grain
production. Our results suggest that conversion into croplands was the primary contributor to natural
wetland losses, especially in the Chinese section of the Wusuli River Basin (Table 5, Figure 6, and
Table 6). Previous studies concerning the dynamics of natural wetlands in the Sanjiang Plain of China,
have also shown that the loss and shrinkage of natural wetlands were generally caused by agricultural
encroachment [55,56]. Indeed, there are a series of national and regional policies designed to stimulate
natural wetland conversion into croplands in the Chinese part of the Wusuli River Basin [57]. In the
1990s, grain trade and crop cultivation were promoted by the establishment of a market-based economic
system and comprehensive enforcement of a household responsibility system. The introduction of
modern agricultural machinery also made agricultural encroachment more feasible [58,59]. To enhance
grain security, the Heilongjiang province government has executed the project ‘Land Regulation and
Reclamation’ since 2001. Owing to suitable geographical conditions, natural wetlands were seen as
the most desirable land cover type for crop cultivation, especially in the Sanjiang Plain [60]. In 2004,
the ‘Reform of Rural Taxes and Administrative Charges’ policy was first carried out in Heilongjiang
Province [61], by which the agricultural tax was rescinded and subsides were granted to farmers
according to their cultivated area. Because of the increase in farming profit in the context of the policy,
significant areas of illegal cropland were developed in the Sanjiang Plain. During the past decade, a
food security plan was launched in China aiming to increase an additional 50 million tons of grain
production, which gave rise to a further wave of encroachment of croplands into natural wetlands [62].

As referenced by Mao et al. [54] and Lu et al. [63], agricultural plantation structures and hydraulic
engineering construction are directly or indirectly responsible for the loss and degradation of natural
wetland. From 1990 to 2015, the ratio of paddy fields to dry farmlands changed from 1:7.44 in 1990 to
1:1.44 in 2015, with a rapid expansion of paddy field (Figures 4 and 5). On one hand, large areas of new
expanded paddy field were converted from natural wetlands. Our findings showed that the area of
natural wetlands converted into paddy field was 724.23 km2 and 1043.13 km2 in the stages 1990–2000
and 2000–2015, respectively (Figure 6 and Table 6). On the other hand, irrigation in paddy fields
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consumed a vast amount of groundwater and surface water, which affected hydrological processes and
threatened the water replenishment source for natural wetland [64]. Furthermore, with the increase
in human-made wetland, substantial water sources in natural wetland are extracted for irrigation to
meet the water demand for cultivated land, which undoubtedly aggravates threats to the existence
of natural wetland. A previous study stated that the implementation of the ‘Two Rivers and One
Lake’ project in Heilongjiang province, which was aimed at redirecting surface water to complement
farmland irrigation, resulted in insufficient water resources for natural wetlands [65]. This is consistent
with our research.

Population change is another common underlying force in natural wetland dynamics. Over the
period 1990–2015, the population of Heilongjiang province in China increased, with rapid growth in
the stage 1990–2000 (Figure 7a). Greater demand for grain was triggered by increases in the population,
which promoted crop cultivation and stimulated the alteration of natural wetlands [66]. In contrast,
there was a declining population trend in the Primorsky Krai province of Russia (Figure 7b). Due to
this depopulation trend, reclaimed lands were abandoned and gradually turned into natural wetlands.
Nearly 466 km2 of croplands reverted to natural wetlands in the Russian section of the Wusuli River
Bain from 1990 to 2015 (Table 6).
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Figure 7. Population change for the Heilongjiang province of China (a) and the Primorsky Krai province
of Russia (b) from 1990 to 2015.

As the eco-environmental values of natural wetlands have become more widely recognized,
some ecological projects and conservation policies have been introduced to protect and restore them.
Figure 8 illustrates pivotal ecological projects and conservation policies for natural wetland in China
and Russia. It was found that the implementation of wetland protection measures in Russia occurred
more than 60 years earlier than in China. Russia’s accession to the Ramsar Wetland Convention was
17 years earlier than that of China. Compared with China, earlier environmental protection laws,
which included the conservation and rational use of natural wetlands, were promulgated in Russia.
All of these differences allow Russia has more prerequisites for wetland protection than China. This
probably explains why the natural wetlands in the Russian region of the Wusuli River Basin have gone
through a process of gradual restoration and improvement. In the Chinese part of the basin, although
natural wetlands have experienced a loss and fragmentation process, the rate of area reduction has
decreased over time (Table 5). Since the “Chinese wetland protection action plan” was initiated in
2000, many feasible and effective wetland protection and restoration measures have been implemented
successively, which play a substantial role in natural wetland restoration and conservation [67]. Our
results show that, on the one hand, the area of natural wetland reduced by cropland encroachment
in 2000–2015 was only 25.56% of that in 1990–2000, on the other hand, the area of natural wetland
restored from croplands in 2000–2015 was 1.25 times that in 1990–2000 in Chinese part of Wusuli River
Basin (Table 5). Therefore, it can be inferred that, due to the implementation of conservation policies
and measures, the destruction and disturbance caused by human activities to natural wetland has been
mitigated to some degree in the Chinese region of the basin.
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As mentioned above, agricultural activity has been the most important reason for the loss of
natural wetlands in Wusuli River Basin, especially in the Chinese portion. Different demographic
change trends and wetland protection levels in China and Russia region have also had opposing effects
on wetland existence and restoration.

4.2. Further Studies Required on Remaining Natural Wetlands

The approach used in this paper provides a practical option for understanding the driving factors
for cross-boundary areas. Combining remotely sensed data with spatial analysis is a tractable, effective
and labor-saving method to determine wetland dynamics and their driving forces in neighboring
countries. However, several further studies also should be carried out for effective conservation and
management remaining natural wetlands.

On the one hand, more precise wetland monitoring data are needed. The resolution of Landsat
TM/OLI images limits the smallest unit of wetland and land cover identifiable from the satellite images
to 0.09 ha. Therefore, the existence and loss of wetlands smaller than 0.09 ha would not be captured
in the study though small wetland patches are more likely to be influenced by human activities and
climate change [36,45].

On the other hand, it should be noted that, although no significant climate change was observed
during the study periods, the impacts of climate change on natural wetland dynamics should receive
on-going attention in the context of global warming. At present, such assessment is in the qualitative
stage. Therefore, more objective and quantitative approaches should be developed, especially for a
long-term sequential research project [68].

4.3. Conservation Suggestions of Cross-Boundary WPA in Wusuli River Basin

Comparative studies across administrative borders or along transects are a promising alternative
for understanding the driving forces associated different national development strategies and
eco-environmental policies on wetland effects, which can help develop effective conservation measures
at a regional or even a global scale. The results from this study on the spatial and temporal change
characteristics, and landscape pattern comparison of natural wetlands for the Chinese and Russian
sections of the Wusuli River Basin (Figures 5 and 6, and Table 7) can be taken as a guide for the
formulation and implementation of conservation measure for wetlands in the Wusuli River Basin.

First, the Chinese and Russian governments should establish a bilateral cooperation mechanism
to reinforce wetland ecosystem protection and maintain biodiversity. The managers, conservationists,
and scientists of Russia and China should develop more feasible and effective plans to protect wetland
ecosystems and to limit environmentally damaging human activities.

Second, regarding the Chinese government, more rigorous regulations and laws should be passed
to prohibit people from converting natural wetlands into croplands [69,70]. For the areas in which
natural wetlands have degraded, feasible wetland restoration projects should be implemented.

Third, establishing a wetland monitoring system is indispensable and allows for effective feedback
on all aspects of wetlands. Moreover, adequate attention should be paid to the investigation and
assessment of wetland biodiversity, which is related to the identification of key protected areas.

5. Conclusions

The monitoring and assessment for cross-boundary WPAs is essential to define the wetland
dynamics as well as underpin knowledge-based conservation policies and funding decisions by
bilateral government and managers. In the study, combining a rule-based object-oriented classification
method, landscape metrics, spatial analysis and a Mann–Kendall test, we identified dynamic changes
in natural wetlands and their influencing factors in the Wusuli River Basin from 1990 to 2015. Our
results showed that the natural wetlands, as a whole, experienced a loss and fragmentation process,
particularly in the Chinese section. Agricultural encroachment was the primary contributor to natural
wetland degradation. In addition, differences in population trends and wetland conservation policies
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in the Chinese and Russian regions had differing effects on their natural wetland dynamics. The
methods and results from this study can help our understanding of natural wetland changes and their
driving forces in a cross-boundary study setting. These conclusions can be used as a guide for the
bilateral government policies to effectively protect and manage natural wetlands.
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68. Junk, W.J.; An, S.Q.; Finlayson, C.M.; Gopal, B.; Květ, J.; Mitchell, S.A.; Mitsch, W.J.; Robarts, R.D. Current
state of knowledge regarding the world’s wetlands and their future under global climate change: A synthesis.
Aquat. Sci. 2013, 75, 151–167. [CrossRef]

69. Stem, C.; Margoluis, R.; Salafsky, N.; Brown, M. Monitoring and evaluation in conservation: A review of
trends and approaches. Conserv. Biol. 2005, 19, 295–309. [CrossRef]

70. Knight, A.T.; Driver, A.; Cowling, R.M.; Maze, K.; Desmet, P.G.; Lombard, A.T.; Rouget, M.; Botha, M.A.;
Boshoff, A.F.; Castley, G.J.; et al. Designing systematic conservation assessments that promote effective
implementation: Best practice from South Africa. Conserv. Biol. 2006, 20, 739–750. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

84



remote sensing 

Article

A Holistic Analysis for Landslide Susceptibility
Mapping Applying Geographic Object-Based
Random Forest: A Comparison between Protected
and Non-Protected Forests

Zeinab Shirvani

Institute for Cartography, Department of Geosciences, Technische Universität Dresden, 01069 Dresden,
Germany; zeinab.shirvani@tu-dresden.de or zeinab.shirvani@gmail.com; Tel.: +49-351-463-33568

Received: 1 December 2019; Accepted: 27 January 2020; Published: 29 January 2020

Abstract: Despite recent progress in landslide susceptibility mapping, a holistic method is still
needed to integrate and customize influential factors with the focus on forest regions. This study
was accomplished to test the performance of geographic object-based random forest in modeling
the susceptibility of protected and non-protected forests to landslides in northeast Iran. Moreover,
it investigated the influential conditioning and triggering factors that control the susceptibility of these
two forest areas to landslides. After surveying the landslide events, segment objects were generated
from the Landsat 8 multispectral images and digital elevation model (DEM) data. The features of
conditioning factors were derived from the DEM and available thematic layers. Natural triggering
factors were derived from the historical events of rainfall, floods, and earthquake. The object-based
image analysis was used for deriving anthropogenic-induced forest loss and fragmentation. The layers
of logging and mining were obtained from available historical data. Landslide samples were extracted
from field observations, satellite images, and available database. A single database was generated
including all conditioning and triggering object features, and landslide samples for modeling the
susceptibility of two forest areas to landslides using the random forest algorithm. The optimal
performance of random forest was obtained after building 500 trees with the area under the receiver
operating characteristics (AUROC) values of 86.3 and 81.8% for the protected and non-protected
forests, respectively. The top influential factors were the topographic and hydrologic features for
mapping landslide susceptibility in the protected forest. However, the scores were loaded evenly
among the topographic, hydrologic, natural, and anthropogenic triggers in the non-protected forest.
The topographic features obtained about 60% of the importance values with the domination of
the topographic ruggedness index and slope in the protected forest. Although the importance of
topographic features was reduced to 36% in the non-protected forest, anthropogenic and natural
triggering factors remarkably gained 33.4% of the importance values in this area. This study confirms
that some anthropogenic activities such as forest fragmentation and logging significantly intensified
the susceptibility of the non-protected forest to landslides.

Keywords: object-based; random forest; landslide susceptibility; conditioning factors; natural
triggering factors; anthropogenic triggering factors; protected forest; non-protected forest

1. Introduction

Despite the importance of physical-resisting forces of forests to the propensity for landslide
occurrence, human and non-human variables can accelerate the spatial probability of landslide
occurrence through slope stability in a given area [1]. However, the holistic understanding of the
importance of conditioning and triggering factors that control the susceptibility of forest areas to
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landslides has not been appropriately customized yet. Anthropogenic triggering factors may reduce
the resisting forces of forests to landslides by deforestation [2–10], logging [4,11–16], and mining [17],
or may increase the susceptibility of forest areas to landslides by the fragmentation induced by
infrastructure development such as road-network expansion [4,5,16,18–23] with the consequences of
mass movements and slope failures. Likewise, natural triggering factors such as earthquake [24–27],
rainfall [28–32], and flooding [33,34] may increase the propensity for occurring landslides by reducing
the resisting forces in forest areas. Meanwhile, a comparison between the importance of conditioning
and triggering factors in protected and non-protected forests may reveal the effects of anthropogenic
activities on the susceptibility of disturbed forests to landslides.

Various methods have been developed for assessing landslide susceptibility with respect to
knowledge-driven approaches, physical and statistical models, and machine learning algorithms [35,36].
Knowledge-driven approaches are subjective, and determines the influence of a variable through an
expert’s opinion [37] that may affect the real expectation of landslide susceptibility [38]. Moreover,
the physical models are appropriate for assessing the susceptibility of small areas to landslide in the
presence of detailed geological, pedological, hydrological, and geomorphological information [39,40].
The statistical models are dependent on the input data characteristics, where any uncertainty in data
may lead to a huge error in mapping the landslide susceptibility [40,41]. In contrast, machine learning
applies algorithms for modeling through learning data, where their high ability in the estimation
of a model has made them more popular for analyzing the landslide susceptibility at a regional
scale [42] such as artificial neural networks (ANN) [43], decision trees (DT) [44], Bayesian network
(BN) and naïve Bayes [45], support vector machines (SVM) [46], and random forest (RF) [42,47–53]. RF,
as an ensemble machine learning algorithm, is known for its ability in handling both parametric and
non-parametric variables, working with big data without any selection, reduction, or preprocessing,
handling missing values automatically, avoiding the risk of over-fitting, self-testing using “out of
bag” data, and yielding high satisfactory accuracy in modeling [54]. Furthermore, RF has achieved
robust performance for the mapping of landslide susceptibility in comparison with the conventional
statistical models such as weights-of-evidence [55], logistic regression [41,55,56], and generalized
additive models (GAM) [55]; or even other machine learning techniques such as boosted regression
trees [42,57], regression tree [58], ANN [56,59], and SVM [55,60]. For example, Vorpahl et al. [57]
concluded that RF indicated a higher performance than statistical and other machine learning methods
such as GAM, generalized linear models (GLM), the maximum entropy method (MEM), classification
tree analysis, multivariate adaptive regression splines, and ANN for analyzing influential variables
that control natural landslides in a montane tropical forest, South Ecuador. Likewise, Dou et al. [61]
reported that RF performed higher overall efficiency than DT for mapping rainfall-induced landslide
susceptibility at a regional scale in Japan.

Recent studies have criticized the current derived landslide susceptibility mapping in terms of
applying similar geo-environmental factors over different regions and times [36,62,63], considering
fixed effects of a variable [2,63] such as distance to roads [63] and land-use/land-cover derived from
the current available images without assessing their dynamic changes [2,62]. However, the current
land-cover may not reflect its actual status during the time a landslide occurs in a specific area [2,64],
and human-induced triggering factors such as logging and road construction may reduce slope stability
over time. For example, Wolter et al. [12] showed that landslide events were observed in forests that
had been opened by logging activities or fragmented by road construction in the Chilliwack River
Valley, British Columbia, and reported that other geo-environmental variables did not show significant
effects on the slope instability.

The Hyrcanian ecoregion has been degraded by different human and natural triggering factors
such as forest and rangeland conversion [65,66], forest fires [67,68], flooding [69], landslides [70–72],
soil erosion [73], and climate hazards [74,75] in northeast (NE) Iran. Several studies have accomplished
mapping landslide susceptibility in Hyrcanian forests, but have mostly focused on applying models
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and using common conditioning factors [51,76–79] with less attention given to the temporal dynamics
of natural and anthropogenic triggering factors.

Less is known about the influence of different conditioning factors such as natural and particularly
anthropogenic triggering factors for mapping landslide susceptibility in forest areas. For this purpose,
a holistic approach needs to be developed to model the actual importance of conditioning and triggering
factors, which control the susceptibility of protected and disturbed forests to landslides. Therefore,
this research was designed to evaluate the performance of applying object-based random forest
for mapping landslide susceptibility in a protected forest and a non-protected forest in NE Iran.
Furthermore, we compared the importance of influential variables that control the susceptibility
of these forests to landslides. Specifically, we aimed to find appropriate answers to the following
questions: (i) Does object-based random forest show a satisfactory performance for modeling landslide
susceptibility in protected and non-protected forests? (ii) Which conditioning and triggering factors
are at the top in modeling the susceptibility of these two forest areas to landslides? and (iii) How do
natural and anthropogenic triggering factors affect the susceptibility of protected and non-protected
forests to landslides?

2. Materials and Methods

2.1. Description of Study Area

We selected a protected and a non-protected forest for analyzing landslide susceptibility in the
eastern part of the Hyrcanian forests, southeast Caspian Sea, Iran. The largest Iranian National Park,
Golestan, is assigned as a protected forest (approx. 500 out of 920 km2) (Figure 1a). The protection
of this park has taken place since 1957 and was registered by UNESCO as a biosphere reserve in
1976 as it contains fifty percent of the total of Iran’s mammal species and above 1400 plant species
registered by UNESCO [80,81]. A non-protected forest was selected in the neighborhood of this
protected area (approx. 1500 km2). This area has been affected by a variety of human activities such
as deforestation [65], logging, mining, and road construction [82]. The annual rate of deforestation
was reported at about 0.85% [65], the number of forest logging parcels increased to 400 (34,000 ha),
the number of mines reached 12 plans (12,520 ha), and the length of roads increased from 120 to
1257 km between 1966 and 2016 (Figure 1b). The average elevation, slope, and rainfall of the two
studied forests are about 1280 m, 30◦ and 600 mm, with the predominant forest type of Quercus
castaneafolia-Carpinus betulus.

However, dominated lithology types of the protected and non-protected forests are Jl (limestone,
oolitic-porous dolomitic limestone; Lar formation; Mesozoic era; Jurassic period) and Js (upper: shale,
marl, sandstone, nodular Ls, Ammonite, Belemnite, and lower: shale, sandstone with thin-bedded
limestone; Shemshak formation; Mesozoic era; Jurassic period), respectively.

2.2. Landslide Surveying

Landslide events were collected from different sources. The CORONA KH-4B image (Mission ID:
1110-1089Fore) of 1970 (~2 m) (https://corona.cast.uark.edu/atlas) and aerial photos (1:20,000) from 1966
were used to survey old landslides (~230 samples) mostly in the protected forest. The new landslides
(~430 samples) were obtained from field observations, the available database [83], and high-resolution
images of Google Earth for 2016 (Figure 1). In addition to these samples, about 210 and 1650 polygons
of old and new landslides, which were mapped using Sentinel images by Shirvani et al. [72], were used
along with the landslide samples for the two study areas (Figure 1). The size of the landslide samples
ranged between 0.095 and 239.6 ha in the protected forest and between 0.018 and 60.82 ha in the
non-protected forest.
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Figure 1. Location of the study areas in the Hyrcanian ecoregion in NE Iran: the Golestan National
Park as a “protected forest” (a); and disturbed forests by mining, logging, and road building as a
“non-protected forest” (b). Landslide events I were collected from different resources in the current
research and the landslide events II were adopted from Shirvani et al. [72].

2.3. Image Segmentation for Generating Objects

A group of pixels that have similarity in their spectral and spatial properties is defined as an
object [84]. The object-based paradigm has the ability to derive all possible features from the spectral,
geometrical, contextual, and textural properties of either satellite images [84] or GIS (Geospatial
Information Systems)-based data [85]. To obtain homogeneous objects, multi-resolution segmentation
was implemented on the spectral bands of Landsat 8 of 2016 and SRTM (Shuttle Radar Topography
Mission)-derived digital elevation model (30 m) [86]. After testing different scales by trial and error, the
scale of 150 was selected with a higher weight for the near-infrared band (NIR) and the compactness
and shape values of 0.8 and 0.2, respectively. The final segmentation was optimized using some
digital elevation model (DEM) derivatives [72] such as slope, hillshade, terrain ruggedness index
(TRI), and flow direction river (FDR). These image-segmented objects were assigned to calculate
anthropogenic-induced deforestation and forest fragmentation from remote sensing data (Figure 2).
Moreover, the summary statistics of conditioning and other triggering factors were calculated within
each object segment.

2.4. Conditioning and Triggering Factors

We divided the driving forces of landslide susceptibility into conditioning and triggering factors
based on the previous studies in the literature review [51,87] and the landslide characteristics of the
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study areas. Conditioning factors are cumulative events that show the potential of landslide occurrence,
but do not necessarily trigger landslides [88], while triggering factors activate the landslides and
increase the probability of occurrence by disturbing the balance between driving and resisting forces [89].
The selected conditioning variables included topographic, hydrologic, geology, soil, and vegetation
layers. We generated topographic layers from the DEM; the hydrologic layers from the DEM and digital
topographic maps (1:25,000); geological maps (1:100,000) from the Geological Survey and Mineral
Explorations of Iran (GSI) and soil maps (1:100,000) from the Agriculture Department of Iran; and forest
types were based on the thematic maps of forest management plans (Table 1). Furthermore, triggering
factors were classified into natural (i.e., rainfall, earthquake, and flood) and anthropogenic (i.e., forest
fragmentation, forest loss, logging, and mining). Rainfall intensity and earthquake magnitude were
created by kriging [90] and inverse distance weighted (IDW) interpolation methods [91] from the
historical events (Table 2). Flood frequency was calculated based on the frequency of flood occurrence
along the main rivers within a specific catchment during the last five decades (Table 2).

We created the forest layer of 1970 from CORONA images and aerial photos using object-based
nearest neighbor classification (Figure 2). A multispectral image was created from the original band of
the images and two created channels using the sharpening and embossing filters. The segmentation
was implemented through the multispectral resolution algorithm on these images. The possible
classes were defined and some objects from each class were selected as training samples. Varieties
of ancillary spectral and textural features were created to improve the accuracy of the classification.
After optimizing the dimensions of the features, the standard nearest neighbor algorithm was applied
for classifying the images to the forest and non-forest classes [82]. Moreover, the forest layer of
2016 was mapped from Landsat 8 using the object rule-based classification (Figure 2). After image
segmentation as described earlier in Section 2.3, some objects from each class were selected. Then,
different spectral, contextual, and textural features were derived from the main spectral bands of
Landsat 8. The thresholds of non-forest classes from the forest class were determined by matching their
values within the derived object features. The objects that had maximum difference values less than
0.52 were classified as water, residential areas, and grasslands; objects that had green vegetation index
(GVI) [92] values that were negative and standard deviations derived from the gray-level co-occurrence
matrix (GLCM) less than 21 were classified as dry-farming; the objects that had enhanced vegetation
index2 [93] values higher than 0.98 and entropy derived from the GLCM less than 7 were classified as
irrigated-farming; and the remaining unclassified objects were classified as forest [82]. The accuracy of
the classifications was validated using the provided ground truth samples and confusion matrix [94],
as shown in Table A1.

We calculated a number of forest loss and forest fragmentation metrics by comparing these two
forest layers such as the rate of forest loss [65], edge density (ED), mean patch size (MPS), mean shape
index (MSI), mean patch edge (MPE), mean perimeter-area ratio (MPAR), and number of patches
(NumP) within each object [95] (Table 2). These metrics were included as triggering of landslide
susceptibility along with the other variables. The total volumes of logging and weights of mining
materials were calculated within each object from 1970 to 2016 as indicators of logging and mining
intensity in the two studied forests.
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Figure 2. The process of discriminating forests from non-forests using object-based nearest neighbor
and rule-based classifications by utilizing CORONA images/aerial photos of 1970 and Landsat 8 of
2016 over the protected and non-protected forests in NE, Iran (after Shirvani et al. [82]). Abbreviations:
stdDev.: Standard deviation; Max. diff.: Maximum difference; GVI: Green Vegetation Index; EVI2:
Enhanced vegetation index2; GLCM: Gray-level co-occurrence matrix.

2.5. Landslide Susceptibility

The object-based random forest approach was employed to assess the susceptibility of the protected
and non-protected forests to landslides by contributing the conditioning and triggering factors as well
as historical landslide samples.

Spatially, the landslide samples are joined to the objects of predictor variables. An object where
over 50% of its area was affected by landslides was indicated as a landslide-affected object (LAO) and
otherwise as a non-affected landslide object (NLAO). Roughly 20% of the LAO and NLAO objects were
randomly selected for determining the importance of variables that control landslide susceptibility
and modeling the spatial probability of landslide using a classification and regression trees (CART)
procedure of RF [96,97].

RF is an ensemble-learning algorithm that builds several decision trees during the process of
model formation. The training of each tree was carried out by bootstrap sampling from the generated
dataset; about two-thirds of the samples were used for training a decision tree (in bag samples) and the
remaining one-third was used to test the accuracy of the formed tree (out of bag (OOB) samples).

Multiple RFs were built to determine the optimal number of variables that needed to be applied
for every splitting in each tree of the forest [98] in both study areas (Figure 3a,b). The OOB prediction
was computed using the majority vote obtained from the OOB data for each object. The OOB error
of an object was computed from the OOB prediction of that object. The results over all of the objects
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were used to calculate the error rate. The optimal performance of RF was determined with respect to
the maximum area under the receiver operating characteristic (AUROC) [99,100] and the evaluating
metrics of model performance such as sensitivity (Equation (1)), specificity (Equation (2)), precision
(Equation (3)), and F-measure (Equation (4)) that were computed using the status of OOB errors
including the objects that were labeled as LAO and also classified as LAO (TP); the objects that were
labeled as NLAO and classified as NLAO (TN); the objects that were labeled as LAO but classified as
NLAO (FN); and the objects that labeled as NLAO but classified as LAO (FP) [99,100].

Sensitivity =
TP

TP + FN
(1)

Specificity =
TN

TN + FP
(2)

Precision =
TP

TP + FP
(3)

F1 = 2× Precision × Sensitivity
Precision + Sensitivity

(4)

RF calculates the importance of each variable in the classification through Gini importance
or Permutation importance [101]. The importance of variables was determined depending on the
internal Gini method [102] in this study. The probability value of assigning an object to the class
LAO—depending on a specific threshold—was indicated as the susceptibility of that object to the
landslide. All objects were scored depending on the optimal-trained model for calculating their
susceptibility to landslide from zero (very-low probability) to one (very-high probability) in both
protected and non-protected forests.

 

Figure 3. The optimal number of trees and the number of variables for splitting in each tree of the
random forest based on the minimum misclassification error for mapping landslide susceptibility in
the protected forest (a) and non-protected forest (b); the area under the ROC curve obtained from the
out-of-bag error for testing the performance of random forest for mapping landslide susceptibility in
the protected forest (c) and non-protected forest (d) in NE Iran.
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Table 1. Conditioning factors for mapping landslide susceptibility used in NE Iran.

Category Variables Description Sources

Conditioning factors of landslide

Topographic

Elevation The average of elevation (m) [103] in an object.

[42,47,50,52,57,58,
104–114]

Slope (◦) The average of maximum changes in elevation value [115]
within each object.

Aspect The average of the slope direction [115] within each object.

Curvature The average rate of changing in slope or aspect [116] within
an object.

Plan
curvature

The average values of the position of the curvature surface to
the direction of slope perpendicularly within each object. The
convex position indicates by positive values and concave
position by negative values [117].

Profile
curvature

The average of the amount of the curvature surface in the
direction of maximum slope within each object. The convex
surface indicates by negative values and concave surface by
positive values [118].

Terrain
convergence
index (TCI)

TCI measures the intensity of the divergence or convergence
within an object. Divergent surface indicates by positive
values while convergent surface indicates by negative
values [119].

TCI =
(

1
8

∑8
i=1 θi

)
− 90◦

θ: average degree between the direction of adjacent cells and
the direction to the central cell.

Topographic
position index
(TPI)

TPI measures the difference between the elevation of the
central point (z0) against the average elevation (z) in a specific
radius (R) [120,121].

TPI = z0 − z
z = 1

nR

∑
i∈R zi.

Positive values: higher position of the central points
Negative values: lower position of the central points

Terrain
ruggedness
index (TRI)

TRI measures the heterogeneity in the landscape [122].
TRI =

√|x|(max2 − min2)
max: maximum values of elevation within a 3 × 3 cell window
min: minimum values of elevation within a 3 × 3 cell window.

Hydrologic

Distance to
river Nearest distance to river based on Euclidean distance [123].

[42,50,52,61,76,104–
106,108–114]

River density Magnitude of river (m) per hectare [124]

Topographic
wetness index
(TWI)

TWI measures topographic dimension of hydrological
processes [116].

TWI = ln
(

As
tan β

)
As : Catchment area

β: Slope gradient (degree) [116,120].

Stream power
index
(SPI)

SPI measures the erosive severity of a stream [116].
SPI = As × tan β

As: The area of a catchment
β: Slope gradient (degree)

Sediment
transport
index (STI)

STI measures the erodability of a stream [125].

STI =
(

As
22.13

)0.6
(

Sinβ
0.0896

)1.3

As: The area of a catchment
β: Slope gradient (degree) [126].

Geology

Lithology Lithology units

[41,43,50–52,76,105,
106,113,127]

Distance to
faults

Nearest distance to the fault lines based on Euclidean
distance [123].

Fault density Magnitude of fault (m) per hectare [124].

Soil

Soil texture Soil textures

[50,76,106,107]Soil hydro
group Soil drainage

Vegetation Forest type Dominant tree species [50] within an object. [42,50,107,128,129]
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Table 2. Triggering factors for mapping landslide susceptibility used in NE Iran.

Category Variables Description Sources

Triggering factors of landslide

Natural
triggering
factors

Rainfall
Long-term regional average annual raining data
(mm/y) for 30 years interpolated by
kriging [74,90]. [52,60,69,76,

106,109,127,
130]

Earthquake

Long-term regional average of the magnitude of
earthquakes (1970 to 2016) mapped by inverse
distance weighting (IDW) interpolation
method [91,131]

Flood frequency (FF)

FF measures the frequency of flood occurrence
along the main rivers during last five decades
within a specific catchment.

FF =
∑n

i=1 Li × Fi
AS

Li: Length of a specific river (i)
Fi: The frequency of flood for the long-term
AS: The area of the catchment

Current study

Anthropogenic
triggering
factors

Forest
fragmentation

Patch density and
size metrics [95]

Number of patches within an object (NumP)

Current study

Mean patch size within an object (MPS)
PS = TCA

NumP
NumP : Number of patches within an object
TCA: Total area of patches in an object

Edge metrics [95]

Edge density within an object (ED)
ED = TE

TCA
TE: Total edge of patches within an object
TCA: Total area of patches in an object

Mean patch edge within an object (MPE)
MPE = TE

NumP
NumP : Number of patches within an object
TE: Total edge of patches within an object

Shape metrics [95]

Mean shape index (MSI) within an object
MSI = TE√TCA

TE: Total edge of patches within an object
TCA: Total area of patches in an object

Mean perimeter-area ratio (MPAR) within an
object

MPAR = ED
NumP

ED: Edge density within an object
NumP : Number of patches within an object

Forest loss (FL)

FL =
(Fa−Fb)
(Fa∗T)

T: The time duration of each period
Fa and Fb: The forest area at the beginning and
end of each period [65].

Current study

Logging Total volume of logging (1966–2016) within
an object Current study

Mining Total weight of mining (1966–2016) within
an object Current study

3. Results

3.1. Summary of Model Validation

The evaluation measures indicated that object-based random forest showed good performance in
assessing the importance of variables that control the susceptibility of protected and non-protected
forests to landslides. The optimal number of variables for every splitting in each tree was obtained
as 7 and 11 in the protected and non-protected forests, respectively, depending on the minimum
misclassification error (Figure 3a,b). The optimal AUROC values of protected and non-protected forest
obtained about 86.31 and 81.77% after the formation of 500 trees. The sensitivity values of 77.54 and
74.56% were obtained from mapping the landslide susceptibility in the protected and non-protected
forests, as shown in Table 3.
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Table 3. The results of the accuracy assessment of landslide susceptibility mapping based
on the influential variables that control the occurrence of the landslide in the protected and
non-protected forests.

Metrics
Specificity

(%)
Sensitivity

(%)
Precision

(%)
F1 Statistic

(%)
Misclassification

Rate (%)
AUROC 1

(%)

Landslide
susceptibility

PF 2 77.85 77.54 92.62 84.41 23.38 86.31
NPF 3 73.02 74.56 73.37 73.96 26.21 81.77

1 AUROC: Area under the receiver operating characteristics; 2 PF: Protected forest; 3 NPF: Non-protected forest.

3.2. The Importance of Variables

The analysis of variable importance indicated that the top variables that controlled landslide
susceptibility belonged to the topographic and hydrologic categories in both the protected and
non-protected forests. The most influential variables were terrain ruggedness index (TRI) and river
density with 19.54 and 6.07% of importance values in the protected and non-protected forests,
respectively (Figure 4). The triggering variables had a significant influence on the landslide susceptibility
in both regions; however, the score values of natural triggering factors (16.20%) were higher than
the values of anthropogenic triggering factors (<1%) in the protected forest. On the other hands,
anthropogenic factors (16.89%) such as forest fragmentation, logging, and mining activities recorded
slightly higher score values than the natural triggering factors (16.50%) such as rainfall, flood,
and earthquake in the non-protected forest (Figure 4). The geological variables recorded higher
values in the non-protected forest in comparison to the protected forest. The type of forest variable
showed a score value of 2.58% in the protected forest and a trivial importance in the non-protected
forest. However, soil variables recorded total values of less than one percent for expressing landslide
susceptibility in the two study areas.

 

Figure 4. Comparison of the variable’s importance in controlling the susceptibility of protected forest
(a) and non-protected forest (b) to landslides in NE Iran. While topographic, hydrologic, and natural
triggering factors were dominant variables in the protected forest, the anthropogenic triggering factors
recorded higher importance values than the natural triggering factors with a total value close to the
importance of topographic and hydrologic variables in the non-protected forest in NE Iran.

3.3. Landslide Susceptibility Mapping

The output maps indicate that the distribution of the landslide susceptibility of non-protected
forest (0.51 ± 0.36) was higher than in the protected forest (0.34 ± 0.33) in the study area (Figure 5).
The high susceptibility values of landslide were distributed in the east of the protected forest (Figure 5a),
which resulted from the extremely rugged and steep surfaces as well as the magnitude of the occurred
earthquake and hydrological variables such as topographic wetness index (TWI) and distance to
river (Figure 4). Although different parts of non-protected forest were occupied by high values of
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landslide susceptibility, those forests affected by the interaction of hydrologic and topographic variables
with anthropogenic and natural triggering factors received higher values of landslide susceptibility,
particularly in the central and southern parts of the non-protected forest (Figure 5b).

 

Figure 5. The landslide susceptibility maps of the protected forest (a) and the non-protected forest (b) in
NE Iran. The maps show that the majority of high susceptibility values of landslide were distributed in
the eastern parts of the protected forest (a) occupied by highly and extremely rugged or steep surfaces,
while the high values of landslide susceptibility were distributed throughout the non-protected forest
(b), particularly where anthropogenic and natural triggering factors interacted with the hydrologic and
topographic variables.

4. Discussion

4.1. The Accuracy of Landslide Susceptibility Maps in the Protected and Non-Protected Forests
The results of the model assessment indicated the high accuracy of the obtained landslide

susceptibility maps from the RF model with the contribution of influential conditioning and triggering
variables for both the protected and non-protected forests. However, the landslide susceptibility map
of the protected forest showed a higher AUROC value than the landslide susceptibility map of the
non-protected forest (Table 3). The high performance of RF for landslide susceptibility mapping has
also been verified in previous studies [41,42,57,58,60]. This study adds that the application of an
object-based random forest resulted in a high accuracy of landslide susceptibility mapping, whereas
the pixel-based random forest was the model of interest by the aforementioned researchers.

4.2. The Importance of Conditioning Factors for Mapping Landslide Susceptibility in Protected and
Non-Protected Forests

Our analysis of comparing the influential variables revealed that the topographic factors obtained
the highest scores for mapping landslide susceptibility in the protected forest; however, there was
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a relative balance between the scores of topographic, hydrologic, and triggering factors in the
non-protected forest. The topographic features obtained about 60% of the total importance values in
the protected forest; 36% of the values were assigned to the TRI (19.5%) and slope (16.5%) (Figure 4).
The majority of landslide events fell in the old type in the protected forest, which are scattered in the
steeped slopes and coarse rugged surfaces [72]. Furthermore, our analysis showed that the spatial
probability of landslide significantly increased from 0.75 to 1 when the TRI increased from 14 to 27
(Figure 6a) and the slope increased from 25◦ to 51◦ (Figure 6b) in the protected forest. The high
importance of the TRI [42,52] and slope [41,48,50,132] for mapping the landslide susceptibility has also
been reported in several studies. Nevertheless, some research has addressed the low importance of
slope for mapping landslide susceptibility [42,47,58].

Although topographic features gained about 36% of importance in the non-protected forest,
their score was lower than the score of the topographic features in the protected forest. Both studied
forests showed almost similar topographic characteristics; however, the aspect (Figure 7b) and elevation
(Figure 7c) recorded higher scores among the topographic features in the non-protected forest (Figure 4).
Likewise, several studies have confirmed the high importance of aspect and elevation for landslide
susceptibility mapping [49–53].

The hydrological features obtained about 18% of scores with the top variables of TWI (7%) and
distance to rivers (4.7%) in the protected forest. While in the non-protected forest, the importance
of hydrological features increased to 28.5% with the top variables of river density (Figure 7a) and
sediment transportation index (STI) (Figure 7e). We can infer from these results that it is likely that
increasing human activities such as deforestation may cause changes in the hydrological system and
increase the sediment [133,134] through the rivers with the consequences of increasing the susceptibility
of landslide [11]. For example, Swanson and Dyrness [16] concluded that clear-cutting-induced
landslides has substantially increased transported sediment materials in forest areas. The importance
of the TWI [48,53,132] and distance to river [4,50,53] has also been reflected in earlier studies mapping
landslide susceptibility.

The importance values of natural triggering factors were relatively equal between the two forests.
The top variables of this category were earthquake (9.3%) and rainfall (4.6%) in the protected forest
(Figure 4a), while all three variables roughly gained equal values in the non-protected forest (Figure 4b).
Although the importance of natural triggering factors such as earthquake [52] and rainfall [49,52,53,78]
has been reported for mapping landslide susceptibility, earthquakes trigger landslides by generating
primary slips and intensifying liquefaction in the saturated soils [52]. The intensification of natural
hazards due to human intervention can increase the landslide susceptibility, as the importance of flood
in the mapping of landslide susceptibility increased from 2.3% in the protected forest to 5.6% in the
non-protected forest.

Although anthropogenic triggering factors obtained less than one percent of importance in the
protected forest, their importance was recorded at roughly 17% in the non-protected forest. The features
of forest fragmentation (Figure 8) ranked the highest among the anthropogenic factors, which resulted
from forest conversion and road-network expansion for logging, rural usages, and transporting mine
materials in the non-protected forest since the 1970s [82]. For example, the length of the rural roads
have increased from 113 to 752 km between 1970 and 2016, and about 245 and 155 km of logging
and mine roads were built before 2016, respectively. All the fragmentation metrics showed higher
values in the non-protected forest in comparison to the protected forest (Figures 4 and 8). Moreover,
the importance of logging and mining was 2.6% and 1.5% in the non-protected forest, respectively.
The number of parcels for timber harvesting increased from 0 to 404 between 1970 and 2016; the area
of mining plans also expanded to 12,520 ha in the non-protected forest prior to 2016.

Most previous studies have frequently pointed to the anthropogenic triggering factors
such as distance to roads [51,53,78,105,130], road density [76,105,135], land-use/land-cover
types [42,47,49,58,78,106], and land-use changes [3,136,137] for the mapping of landslide susceptibility.
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However, the current study explicitly localized and classified the significant anthropogenic
triggering factors depending on the human footprint including forest fragmentation, forest conversion,
timber harvesting, and mining within the forests. The influences of building forest roads [15,18,21–23],
logging [4,11–15], deforestation [2–8], forest fragmentation [5], and mining [17] on the occurrence,
frequency, and distribution of landslides have been demonstrated in the forest areas. For example,
Guns and Vanacker [7] highlighted that anthropogenic activities such as forest conversion increased the
occurrence of small landslides and sediment deposition in tropical forests. Borga et al. [18] concluded
that forest roads changed the stream flows and increased the susceptibility of the forest to shallow
landslides on steep slopes. Guthrie [13] reported that the frequency and density of landslides have
significantly increased, following timber harvesting in the forested watersheds.

Although a number of studies have reported geological features as the main causes of increasing
landslide susceptibility [49,51,76,132], our analysis revealed that the importance of these variables
was lower than the topographic, hydrologic, and natural triggering factors in both the protected and
non-protected forests as well as lower than the importance of anthropogenic triggering factors
in the non-protected forest. Distance to faults with a value of 4.6% was the top variable of
the geological features in the non-protected forest. In addition, some studies reported the low
importance of lithology [41,50,58,78], but the high importance of distance to faults [58] for mapping
landslide susceptibility.

Moreover, forest type did not show considerable importance for landslide susceptibility mapping in
both forests. With respect to the importance of forest loss and forest fragmentation in the non-protected
forest, we can argue that forest dynamics are superior to the forest type in landslide susceptibility
mapping. Soil variables showed neutral influence on landslide susceptibility [50] in both forests.

This study indicated that the influential conditioning and triggering factors that control the
susceptibility of the protected and non-protected forests to landslides are different. Likewise,
some studies have verified the variety of landslide triggering factors for different regions [48,63].
The triggering factors of landslides have regional differences and the types of data in different study
areas are not exactly the same.

Figure 6. The layers of the top influential factors that control landslide susceptibility in the protected
forest in NE Iran: terrain ruggedness index (TRI) (a); slope (b); earthquake (EQ) (c); elevation (Elev.)
(d); topographic wetness index (TWI) (e); and profile curvature (Profile Curv.) (f).
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Figure 7. The layers of the top influential factors that control landslide susceptibility in the non-protected
forest in NE Iran: river density (a); aspect (b); elevation (Elev.) (c); rainfall (d); sediment transport index
(STI) (e); and flood (f).

 

Figure 8. The top influential anthropogenic triggering factors for mapping landslide susceptibility
in the non-protected forest, NE Iran: the edge density and mean shape index indicating the forest
fragmentation induced by road-network expansion and forest conversion (a,c); and the aggregation of
logging volumes (b) from 1970 to 2016.

The integration of random forest and an object-based approach yielded a good performance for
mapping the landslide susceptibility in our forest regions. However, the comparison of the integration
of other machine learning algorithms with the object-based approach needs to be considered to improve
the best method to map the landslide susceptibility in the forest regions. Furthermore, this research
used multiple conditioning and triggering factors to assess the susceptibility of forest areas to landslides.
However, other factors may trigger landslide hazards such as ground water flow [138] in forest regions
that need to be explored in the upcoming studies.

5. Conclusions

This study investigated the performance of a geographic object-based random forest for modeling
the susceptibility of protected and non-protected forests to landslides. Various object features of
conditioning (topographic, hydrologic, geologic, geology, soil, and vegetation) and triggering factors
(rainfall, flood, earthquake, deforestation, forest fragmentation, logging, and mining) were applied
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as a database for the mapping of landslide susceptibility in the two forest areas using the random
forest algorithm.

Although the random forest exhibited good performance for the mapping of landslide susceptibility
in both the protected and non-protected forests, its sensitivity in the protected forest was higher than
that in the non-protected forest. The influential variables controlling the susceptibility of these two
forests to landslides were different. Approximately 88% of the susceptibility of protected forests were
explained by the conditioning factors focusing on the topographic (60%) and hydrologic (18%) features.
Moreover, triggering factors recorded 22% of importance, focusing on natural triggering factors (16%).
The top five variables were TRI, slope, earthquake, elevation, and TCI for the mapping of landslide
susceptibility in the protected forest. In contrast, the importance values were distributed among the
object features of both the conditioning and triggering factors in the non-protected forests. While the
importance of topographic factors has significantly decreased, the importance of triggering factors
focusing on anthropogenic features has substantially increased from less than 1% in the protected
forest to about 17%—focusing on forest fragmentation and logging—in the non-protected forest.
Moreover, the effects of some features of hydrologic and natural triggering factors such as sediment
transport index and flood frequency were amongst the top variables that control landslide susceptibility
in the non-protected forest. The effects of these features could be caused or intensified by human
activities such as deforestation, forest fragmentation, logging, and mining. These results provide
managers and decision-makers with information in which to assess the consequences of developing
destructive schemes such as road building, logging, and mining before any intervention in forest areas.
The importance of geology and soil features was lower than the importance of other variables in the
non-protected forest.

This study indicates that different forest areas can be affected by different conditioning and
triggering factors that control their susceptibility to landslides. Consequently, there are no uniformly
predefined influential variables for mapping landslide susceptibility in forest areas.
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Appendix A

Table A1. The results of the accuracy assessment of forest and non-forest classification categories using
aerial photos and Landsat images in NE, Iran.

Metric Category User’s Accuracy Producer’s Accuracy

Time 1966 2016 1966 2016
Method NN 1 RB 2 NN RB

Category Forest 0.8102 0.96 0.9911 0.9320
Non-forest 0.9841 0.93 0.7045 0.9588

Observed agreement 0.865 0.945 — —
Kappa coefficient 0.7175 0.89 — —

1 NN: Nearest neighbor classification; 2 RB: rule-based classification using object-based image analysis.
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Abstract: Anticipating how boreal forest landscapes will change in response to changing fire regime
requires disentangling the effects of various spatial controls on the recovery process of tree saplings.
Spatially explicit monitoring of post-fire vegetation recovery through moderate resolution Landsat
imagery is a popular technique but is filled with ambiguous information due to mixed pixel effects.
On the other hand, very-high resolution (VHR) satellite imagery accurately measures crown size
of tree saplings but has gained little attention and its utility for estimating leaf area index (LAI,
m2/m2) and tree sapling abundance (TSA, seedlings/ha) in post-fire landscape remains untested.
We compared the explanatory power of 30 m Landsat satellite imagery with 0.5-m WorldView-2 VHR
imagery for LAI and TSA based on field sampling data, and subsequently mapped the distribution
of LAI and TSA based on the most predictive relationships. A random forest (RF) model was
applied to assess the relative importance and causal mechanisms of spatial controls on tree sapling
recovery. The results showed that pixel percentage of canopy trees (PPCT) derived from VHR imagery
outperform all Landsat-derived spectral indices for explaining variance of LAI (R2

VHR = 0.676 vs.
R2

Landsat = 0.427) and TSA (R2
VHR = 0.508 vs. R2

Landsat = 0.499). The RF model explained an average
of 55.5% (SD = 3.0%, MSE = 0.382, N = 50) of the variation of estimated LAI. Understory vegetation
coverage (competition) and post-fire surviving mature trees (seed sources) were the most important
spatial controls for LAI recovery, followed by burn severity (legacy effect), topographic factors
(environmental filter) and nearest distance to unburned area (edge effect). These analyses allow us to
conclude that in our study area, mitigating wildfire severity and size may increase forest resilience to
wildfire damage. Given the easily-damaged seed banks and relatively short seed dispersal distance
of coniferous trees, reasonable human help to natural recovery of coniferous forests is necessary
for severe burns with a large patch size, particularly in certain areas. Our research shows the VHR
WorldView-2 imagery better resolves key characteristics of forest landscapes like LAI and TSA than
Landsat imagery, providing a valuable tool for land managers and researchers alike.

Keywords: forest recovery; resilience; leaf area index; tree sapling abundance; burn severity; boreal
forests; WorldView-2
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1. Introduction

Wildfire has been well recognized as a crucial process governing the dynamics of forest structure,
composition and function in boreal forests [1,2]. Severe burns can cause abrupt changes to forest ecosystem
by killing living plants, consuming organic matter, and altering biophysical environments [3–5]. In general,
forest ecosystems are resilient and able to recover key functional and compositional attributes after
disturbances [6–8]. However, the resilience of boreal forests is decreasing due to a misalignment between
changing fire regimes and vulnerable ecosystem states [9–11]. Biome transitions in boreal forests, including
shifts from forests to treeless steppes and an increase in deciduous trees, are thought to be exacerbated
by changing fire regimes [12–15]. In addition, both fire frequency and severity in boreal ecosystems is
predicted to increase in the future [16–19]. Research on the spatial controls of forest restoration post-fire
is essential for understanding how boreal ecosystems respond to changing fire regimes and advancing
ecologically sound policies in boreal fire management and restoration.

Tree sapling regeneration is strongly correlated to the future successional trajectory of burned
forests and thus can be used to anticipate future compositional and structural dynamics [20,21].
Structural attributes of regeneration observed in the field, such as abundance, biomass, and species
composition, can be used to determine the strength of post-fire forest recovery [21–24]. Field-based
inventory approaches can provide first-hand information, but this is a labor-intensive and
time-consuming process with limited utility for long-term monitoring over a broad spatial scale.
On the other hand, remote sensing is a novel and cost-effective technique for monitoring forest
ecosystems [25], as well as for evaluating fire-related characteristics such as burn severity [26,27],
burned area [28], and monitoring post-fire vegetation recovery [29–31].

Satellite imagery for monitoring post-fire vegetation dynamics assumes that the remotely sensed
surface reflectance can capture spectral signal variations that correspond to vegetation recovery.
Vegetation indices were designed to reflect vegetation photosynthesis and were widely accepted as
surrogates of canopy attributes, biomass, or tree coverage across global forest ecosystems [30,32].
However, spectral variation as exhibited in satellite imagery is not a biophysical parameter that can
precisely characterize structure or function of forest ecosystems [33]. Forest recovery is typically
described ambiguously in terms of changes in vegetation index or greenness in remote sensing
literatures, however little attention has been paid to investigate whether such remotely sensed spectral
information can reflect key forest structures in newly established boreal forest stands [34,35]. On the
other hand, structural attributes rather than spectral variations are the critical indicators of forest
ecosystem functions (i.e., carbon sequestration and water budgets) [36,37], and are thus more important
for assessing forest recovery for management and scientific perspectives.

Tree sapling abundance (TSA), the number of tree saplings per unit area, is a crucial attribute of the
post-fire forest stands as it determines the future successional trajectory of forests [38,39]. Burned areas
with high TSA have a higher possibility of developing as forests through succession and recovery
processes, while burned areas with few tree saplings may take a longer time to approach canopy
closure. The spatial distribution of TSA is thus a critical reference for directing artificial management
measures that aim to promote forest restoration post-fire. Leaf area index (LAI) is another structural
attribute with critical importance to forest productivity and biomass accumulation through influencing
forest canopy photosynthesis [40,41]. LAI can be measured rapidly in the field and is one of the few
forest structures that is well-linked to optical remote sensing at various spatial scales [42,43].

Spatially monitoring these two structural attributes is essential for understanding the functional
dynamics of post-fire forest ecology but presents a challenge for traditional remote sensing approaches.
In post-fire landscapes, tree sapling distribution usually exhibits a high degree of heterogeneity as a
result of interactions among seed availability (legacy effects), filter effects from environmental factors,
inter- and intraspecific competition and edge effects [23,44]. Previous studies aimed at disentangling
these effects were dependent on field investigations but very high-resolution (VHR) satellite imagery,
which can provide fine details of post-fire landscapes (<1 m), is a promising approach that has not
previously been utilized for tree saplings. The high resolution of VHR imagery is significant in allowing
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for accurate assessment of tree sapling crown size, but very few studies have investigated the utility of
VHR imagery for monitoring forest structural attributes in newly reestablished stands.

Based on this, we sought to address the following questions: (1) How do the performances of
VHR and Landsat imagery differed for delineating the spatial distribution of TSA and LAI in the early
post-fire landscape; (2) which spatial controls (interspecific competition, legacy effects, environmental
filters or edge effects) are most important in the recovery of LAI and TSA post-fire; and (3) how
do these spatial control factors influence (inhibiting or facilitating) spatial distribution of LAI and
TSA post-fire?

2. Materials and Methods

2.1. Study Area

The study was conducted in Huzhong National Natural Reserve of Great Xing’an Mountains
(Figure 1), where primary forests are well protected since all logging has been prohibited since 1958.
In this area, post-fire forests follow a natural recovery process and successional trajectory without
artificial seeding or plantation. A strict ban on logging of natural forests has been enforced across
the Great Xing’an Mountains since April 2014, thus historical fires in the nature reserve will provide
valuable insight for understanding how resilient this forest is in responding to wildfire and for refining
post-fire management practices. The particular fire (Lat/Lon: 122◦50′E, 51◦53′N) we studied was
ignited by lightning on 17 June 2000 and lasted for seven days [45]. It burned an area approximately
7735 ha, most of which was moderate-high severity with high tree mortality rates [26,39].

Figure 1. Spatial location of the study area (a, red dot) in Great Xing’an Mountains (a, in blue) of
northeastern China (a, in green). The false color Landsat image (b, R: TM7, G: TM4, B: TM3) acquired
on 24 May 2002 exhibits an overview of two-year post-fire landscape, while the WorldView-2 image (c)
shows the post-fire landscape after 14 years recovery. The red and blue dots are field plots explored in
2012 and 2013, respectively.

The pre-fire forests were dominated by Dahurian larch (Larix gmelinii), a deciduous conifer, and a
few deciduous broadleaf species of birch (Betula platyphylla) and aspen (Populus davidiana and Populus
suaveolens) [46]. Some evergreen conifers including Scotch pine (Pinus sylvestris var. mongolica) and
Korean spruce (Picea koraiensis) were also sparsely distributed. The understory layer was the primary
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fuel bed and source of ladder fuels [45], which consisted of evergreen shrubs (e.g., Pinus pumila, Ledum
linnaeus and Vaccinium vitisidaea), deciduous shrubs (e.g., Betulafruticosa and Rhododendron dauricum
linnaeus) and some herbaceous plants (e.g., Chamaenerion angustifolium, Carex appendiculata and Rubus
linnaeus) that varied with edaphic and topographic conditions [47]. This area has a relatively short
growing seasons (150 days) and frost-free period (~80–100 days), with a mean annual temperature
of approximately −4.7 ◦C and mean annual precipitation of about 460 mm [26]. The topography is
mountainous with elevation ranges from 760 m to 1300 m.

2.2. Field Data Collection

For field data collection, we focused our attention on two structural attributes of post-fire vegetation,
TSA and LAI, which can be easily evaluated in the field. In summers of 2012 and 2013, our field crews
collected 70 plots of sapling inventory data for both TSA and LAI (Figure 1), with plot size set to 30 m ×
30 m in order to match the spatial resolution of Landsat imagery and to minimize potential scale issues.
This will improve the accuracy of linkage between in situ measurement and Landsat spectral properties.
All sites were at least 150 m from roads to eliminate edge effect and were selected according to severity
and topographic positions. Within each plot, we set three 5 m × 5 m quadrants along the diagonal (~42 m)
to survey sapling stems with a height greater than 1.5 m (Figure 2). We did not distinguish between tree
species (although most were white birch and larch) as they were not differentiable in VHR imagery due to
very similar spectral signature and highly mixed in situ. All saplings were counted based on the number
of stems (>1.5 m) because asexual resprouting of white birch is common. TSA was calculated as the mean
number of saplings and was normalized to saplings per hectare.

Figure 2. Layout of sampling plot. Three 5 m × 5 m quadrates are used for tree sapling abundance
survey. Nine fish-eye photos were used for estimation of leaf area index. Three upward digital
hemispherical photography (DHP, top-left) pictures show examples of in situ canopy measurement,
while tree processed pictures (low-right) show corresponding classification results (see marks) in
CAN-EYE software. The black areas in mid-right picture (blue triangle) represent masked dead
standing stems in corresponding DHP picture (top-middle).

LAI was measured using a digital hemispherical photography (DHP) system using a Canon EOS
60D Digital Single Lens Reflex camera and a Sigma 8-mm F3.5 EX DG Fisheye lens. We followed
the user manual of CAN-EYE software (Version 6.3.3, National Institute of Agronomical Research,
Toulouse, France) to calibrate our DHP system and derive the parameters for establishing the
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projection functions [48]. Using a 1920 × 1280 pixels parameter for digital photograph, our calibration
process generated accurate projection functions that are comparable with results as shown in user
manual (see Appendix A). The DHP system was installed to a tripod with a fixed 0.70 m height.
Within each sampling plot, we took nine upward digital photographs distributed as shown in
Figure 2. Following the recommendation of the user manual, the limit of the circle of interest was
set as 60◦ in CAN-EYE software to avoid mixed pixels effects in the blended photograph edges.
Other input parameters were set as either default values or derived from photographs automatically.
Given this procedure, dead standing stems with large diameter had the potential to influence the LAI
estimation, so we manually masked them during the image process in CAN-EYE software to reduce
the overestimation. The canopy of surviving trees was retained, however, because their greenness was
involved in Landsat spectral signals and not possible to isolate.

2.3. Remote Sensing for Estimating Vegetation Coverage

2.3.1. Remote Sensing Data Process

The cloud-free WorldView-2 (DigitalGlobe. Inc., Herndon, VA, USA, Figure 1) image was acquired
on 1 June 2014 at 2 m spatial resolution including four multispectral bands (Blue 450–510 nm; Green
510–580 nm, Red 705–745 nm, and near infrared (NIR) 860–1040 nm) and 0.5 m spatial resolution for
panchromatic band (450–800 nm). We used the Pan Sharpening toolbox in ENVI 5.3 software (Harris
Geospatial Solution. Inc., Washington, DC, USA) to perform image fusion, and improved the spatial
resolution of multispectral bands to 0.5 m. The WorldView-2 imagery had been geo-spatially projected
using the Universal Transverse Mercator (UTM) coordinate system based on WGS-84 ellipsoid with a
nominal positioning accuracy of 3.5 m. It is accurately overlapped with Landsat imageries, which have
30-m spatial resolution.

To produce time-synchronous comparisons between Landsat and field survey, the spectral indices
were extracted according to the year when the TSA and LAI data were collected in the field. In addition,
we used the same field data for the Landsat-derived indices of 2014 in order to form an unbiased comparison
with WorldView-2 data. We obtained 8 Landsat-5 TM, Landsat-7 ETM+, and Landsat-8 OLI surface
reflectance images (path-row: 122/24 and 121/24, time: 2010, 2012–2014) from the EROS Science Processing
Architecture (ESPA) system of the USGS (Table 1). Atmospheric and topographic correction had been
carried out for these before distribution. Due to the lack of cloud-free days over the study area during the
time periods assessed, we used “cloud masking” to remove cloud and shadow pixels [49], and then carried
out image mosaic to fill data-gap for each year. Although the intra-annual Landsat imageries have very close
observation dates, we still applied the iteratively re-weighted multivariate alteration detection (IR-MAD)
approach to minimize spectral inconsistency among Landsat sensors [50,51]. The Landsat-5 imagery of
2011 was used as the reference imagery for band-by-band radiometric normalization. The mean correlation
coefficients (for 6 bands) of four target imageries were each higher than 0.95, indicating good performance
of IR-MAD for radiometric normalization.

Table 1. Detailed information of Landsat scenes. Invalid pixels are cloud, shadow and null value pixels.

Satellite Sensor Acquisition Date Path-Row Percentage of Invalid Pixels Usage

Landsat-5 TM 5 September 2011 122-24 3.6% Reference Image
Landsat-7 ETM+ 30 August 2012 122-24 21.7% Spectral Indices
Landsat-7 ETM+ 8 September 2012 121-24 33.1% Spectral Indices
Landsat-8 OLI 25 August 2013 122-24 36.8% Spectral Indices
Landsat-8 OLI 3 September 2013 121-24 13.3% Spectral Indices
Landsat-8 OLI 21 August 2014 121-24 33.2% Spectral Indices
Landsat-7 ETM+ 29 August 2014 121-24 35.0% Spectral Indices
Landsat-7 ETM+ 5 September 2014 122-24 31.0% Spectral Indices
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2.3.2. Landsat-Derived Spectral Indices

Vegetation indices developed from remote-sensed Red and NIR bands, such as the Normalized
Differenced Vegetation Index (NDVI), are often used as indicators of vegetation recovery in many
forest ecosystems [31]. But saturation issues with vegetation indices are widely reported [34,52],
especially in areas covered with dense vegetation, which may limit the strength of vegetation indices for
detecting structural changes related to forest recovery [30]. Spectral indices derived from the shortwave
infrared (SWIR) bands, which are sensitive to water content in vegetation foliage, are proving to be
good indicators of post-fire recovery in many forest ecosystems [34,53,54]. In addition, components
of Tasseled Cap (TC) transformation (i.e., brightness, greenness and wetness) and their modified
spectral indices are also commonly used for monitoring forest disturbance and forest recovery [55].
Different indices may provide different perspectives of forest recovery. Therefore, it is critical to
elucidate which Landsat-derived spectral indices have the feasibility to depict post-fire tree sapling
attributes in our ecosystem. Such efforts can be helpful to provide an in-depth understanding of
what remote sensing indices mean in the field. To comprehensively investigate the performance of
Landsat-derived spectral indices on estimating TSA and LAI, we calculated nine commonly-used
spectral indices (Table 2) to analyze their explanatory strength.

Table 2. Formulas of nine Landsat-derived spectral indices. Spectral Index Abbreviation:
NDVI—Normalized Difference of Vegetation Index; EVI—Enhanced Vegetation Index [56];
SAVI—Soil Adjusted Vegetation Index [52]; MSAVI—Modified Soil Adjusted Vegetation Index
[52]; NBR—Normalized Burn Ratio [54]; NDMI—Normalized Difference Moisture Index [57];
TCA—Tasseled Cap Angle [55]; TCW—Tasseled Cap Wetness. Note: spectral bands are different
between Landsat5/7 and Landsat 8.

Spectral Index Spectral Index

NDVI =
ρNIR−ρRed
ρNIR+ρRed

NBR =
ρNIR−ρSWIR2
ρNIR+ρSWIR2

EVI =
2.5×(ρNIR−ρRed)

ρNIR+6×ρRed−7.5×ρBlue+1 NDMI =
ρNIR−ρSWIR1
ρNIR+ρSWIR1

EVI2 =
2.5×(ρNIR−ρRed)
ρNIR+2.4×ρRed+1 TCA = arctan( TCGreeness

TCBrightness
)

SAVI =
ρNIR−ρRed

1.5×(ρNIR+ρRed+0.5)

TCW = 0.1446× ρBlue + 0.1761 × ρGreen + 0.3322 × ρRed
+0.3396 × ρNIR − 0.621 × ρSWIR1
−0.4186 × ρSWIR2 − 3.3828

MSAVI = 0.5 × (2 × ρNIR + 1 −
√
(2 × ρNIR + 1)2 − 8 × (ρNIR − ρRed))

2.3.3. Image Textures of WorldView-2 Imagery

The WorldView-2 has limited spectral bands that cannot sufficiently support to calculate
much spectral indices, but it offers image textures to improve the land cover mapping [58,59] and
estimation of forest structures [60,61], yet its performance in estimating attributes of sapling tree
was not verified. Using the panchromatic band of WorldView-2 imagery, we calculated 13 image
texture variables, which consist of five occurrence measures and eight co-occurrence measures.
The occurrence measures directly use the number of occurrences of each gray level within a given
moving window for calculating summaries of statistics (i.e., Range, Mean, Variance, Entropy and
Skewness). The co-occurrence measures are second-order statistical calculations involving the spatial
relationships among neighboring pixels. The grey level co-occurrence matrix, which is a function of
both the angular relationship and distance between a central pixel and its neighboring pixels, was used
to calculate eight statistical measures including mean, variance, homogeneity, contrast, dissimilarity,
entropy, angular second moment (ASM), and correlation.

Calculation of image texture is influenced by the window size as it determines the number of
surrounding pixels. Wood, et al. [62] suggested that a small window size for image texture analysis may
best match the spatial scale at which the forest structure varies. We tested three kinds of window size,
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including 5 × 5, 15 × 15 and 25 × 25, but did not find notable differences for subsequent analysis. We chose
a 5 × 5 window size for all texture variable calculations because it matches the spatial size of a single tree
sapling and since it was the least costly in computing time. We did not calculate image texture for Landsat
imagery because our field plots had identical spatial size with Landsat pixel, which means the measured
TSA and LAI can only reflect within-pixel (30 m) variations. All image texture variables were computed
using ENVI 5.3 software (Harris Geospatial Solution. Inc., Herndon, VA, USA).

2.3.4. Land Cover Mapping of WorldView-2 Imagery

We used the per-pixel classification method to obtain the land cover information from the 0.5 m
WorldView-2 imagery. According to our field knowledge and visual interpretation of the imagery,
we used a classification scheme consisting of 9 popular objects in the field during the preliminary
analysis. We used the support vector machine (SVM) approach to carry out the land cover classification.
The SVM is a supervised classifier that has been widely applied for land cover and land use mapping
through the local to global spatial scales [63,64]. Training pixels were selected with very high confidence
based on our knowledge. We chose over 3000 training pixels for each land cover type in order to provide
sufficient model training and avoid overfitting problem [65]. We calculated the Jeffries–Matusita
distance (JMD) to evaluate the separability of training pixels, defined as:

JMDxy = 2
(

1 − e−B
)

where B is the Bhattacharyya distance, which is usually used for indicating dissimilarity between
two distributions:

B =
1
8
(x − y)t

(
∑ x + ∑ y

2

)−1

(x − y) +
1
2

ln

⎛
⎝

∣∣∣∑ x+∑ y
2

∣∣∣√|∑ x| × |∑ y|

⎞
⎠

In this equation, x and y are two vectors of spectral and textural signatures and ∑ x and ∑ y are
covariance matrix of x and y respectively [66]. The JMD will be close to 2 when spectral and textural
signatures of two classes are completely different (high separability), and close to 0 when spectral and
textural signatures are identical (low separability).

Classification accuracy was evaluated based on additional pixels (~1000 pixels for each class)
that were independently selected from the training pixels. Using the confusion matrix approach [67],
we calculated the Cohen’s Kappa coefficient to evaluate overall classification accuracy, and used the
omission error and commission error to evaluate accuracy of individual class. The ability to distinguish
tree saplings from the surviving trees was desired to refine our research. However, we found low
separability between these two classes (Table 3). We also found low separability between grasslands
and shrublands and therefore combined those classes for the further analysis (but reported accuracies
evaluated based on the nine-class scheme).

2.4. Statistical Analysis

2.4.1. Compare Performance of Landsat and WorldView-2 on Predicting TSA and LAI

To match the spatial size of field data, we conducted spatial aggregation to obtain statistical
measures for information derived from WorldView-2 data. For the land cover map, we used a moving
window (60 × 60 pixels), whose spatial size is consistent with spatial resolution of Landsat imagery,
to compute the percentage of pixels that were classified as the canopy trees (i.e., tree saplings and
mature trees), denoted as PPCT. For image texture, we conducted spatial aggregation to obtain the
mean value for each texture variable. Given high collinearity among image texture variables, pairwise
Pearson correlation coefficients (r) calculated from the “Hmisc” package in R 3.4.1 (R Development
Core Team 2017, Boston, MA, USA) were used as the criteria based on randomly sampled 300 pixels.
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We used a forward stepwise method combined with variance inflation factors (VIF) functions in
the “car” package to drop variables with high collinearity by applying a stringent threshold of 3,
following recommendation of Zuur, et al. [68]. Landsat spectral indices often show collinearity as their
computation may use the same spectral bands. Because of this we only retained two co-occurrence
texture variables (i.e., mean and ASM) and one occurrence texture variable (i.e., Entropy) as they
represented low correlations (|r| < 0.50). We retained all spectral indices for the further analysis to
allow us to investigate the usage of a spectral index in monitoring post-fire vegetation dynamics.

The presence of spatial autocorrelation in dependent variables may violate the assumption that
all observations are independent, which will inflate the significance and affect the coefficient estimates.
Using functions in the “ape” package [69], we calculated the Moran’s I index to examine spatial
autocorrelations in our measured TSA and LAI respectively. Moran’s I is similar to a correlation
coefficient ranging between −1 and 1. Higher positive values indicate greater similarity, while lower
negative values indicate stronger dissimilarity. Autocorrelation was found significant at α < 0.05 level,
but very weak for both TSA (Moran’s I = 0.18) and LAI (Moran’s I = 0.20). It suggested our field
observations on TSA and LAI have low spatial dependence, and the subsequent analysis will not be
strongly influenced by spatial autocorrelation.

The coefficient of determination (R2) was used to evaluate the explanatory power of remotely
sensed variables for variations of field-measured TSA and LAI. Because the LAI is partially determined
by tree density, it is not surprising that our LAI data represented very high correlation (r = 0.783,
p < 0.01) with TSA data. We retained both variables for the remote sensing analysis as they
reflect different perspectives of forest structure and may be sensitive to different spectral bands.
Before parameterizing the regression model, we applied the Shapiro-Wilk test and histogram approach
to detect whether the normality assumption is violated [70]. If the null hypothesis (i.e., samples
came from a normally distributed population) was rejected at α < 0.05 level, we applied logarithm
transformation to mitigate skew. Homogeneity of variance was evaluated using the Fligner–Killeen
test [71]. The test results indicated that the null hypothesis (i.e., all populations variances are equal)
was not violated in any regression model. Outliers (Cook’s distance greater than four times of the
mean) were detected and removed. The Landsat indices and WorldView-2 variables with the highest
R2 were used to predict TSA and LAI through the post-fire landscape.

2.4.2. Evaluation of Relative Importance Using Random Forest Model

We used the random forest (RF) model in the “randomForest” package to evaluate the
relative importance of spatial controls on determining TSA and LAI. The RF model is a machine
learning algorithm with advantages for dealing with nonlinear relationships, multi-collinearity,
and complex interactions without imposing assumptions on data distribution [72]. Based on a
bootstrap subsampling (bagging) scheme, the RF model can generate multiple regression trees with
low variance that can be combined for an accurate prediction. The best split of node is chosen from the
random subsets of predictor variables to ensure that all predictors are tested. For each individual tree,
the remaining (i.e., out-of-bag, OOB) data that not drawn into training subset is used for unbiased
model validation [73]. We used the variance explained (R2) to evaluate the goodness of fit of RF model
for training data. It is calculated based on the internal OOB error rate in terms of mean of squared
residuals (MSE):

MSE = n−1
n

∑
1
(yi − ŷOOB

i )
2

where ŷOOB
i is the average of the OOB predictions for observation i. The R2 is calculated as:

R2 =
MSE

σ̂2
y

The most important variable will cause highest degradation on model fit when it is omitted.

114



Remote Sens. 2019, 11, 603

Predictors were spatial variables representing gradients of burn severity, topography and
understory vegetation abundance (Table 3). Burn severity was evaluated based on a quadratic
correlation model (R2 = 0.856), which was developed from the difference between the normalized
burned ratio (dNBR) and field-sampled severity measures [26]. We applied a 30 m resolution
digital elevation model (DEM) to generate topographic variables reflecting elevation, topographic
relief, topographic wetness, and the total solar radiation of growing season (April to October).
Understory vegetation abundance was derived from WorldView-2 land cover map. Similar to PPCT,
we calculated the coverage of understory vegetation (i.e., shrubland and grassland) using a 30 m × 30 m
moving window aggregation approach. We also found that the shadow pixels largely reflected mature
trees in our WorldView-2 imagery. We used the coverage of tree shadow as a surrogate to represent
the number of surviving mature trees post-fire. This is similar to Berner, et al. [74], who applied the
tree shadow coverage as a surrogate of tree biomass. To understand the edge effects of unburned
areas on post-fire recovery, we also calculated the nearest distance to the edge of unburned area as a
predictor. The remote sensed TSA and LAI were used as the response variables for two RF models
respectively. We generated random samplings based on a 150 m sampling space to balance the spatial
autocorrelation and the maximum sampling number (~500 points). To reduce the risk of stochastic
errors and create stable model outputs, we carried out 50 RF modeling trials independently and used
the average value as the final result.

Table 3. Description of predictors used in random forest models.

Predictor Category Description

dNBR Legacy effect
Indicator of burn severity, calculated based on bi-temporal difference of
NBR. Higher dNBR values represent higher tree mortality and more
combustion of surface organic matters.

Shadow Legacy effect
Surrogate amount of surviving trees post-fire. This is derived from the
0.5 m land cover map of WorldView-2. Higher shadow coverage
indicates more surviving trees (and likely higher seed availability).

Elevation Topography filter Altitude of a given site.

TPI Topography filter

Topographic position index. A positive TPI value indicates a higher
altitude than neighborhood pixels, while a negative TPI value indicates
a lower altitude than surrounding areas. A TPI value of 0 indicates a
flat area or an area near mid-slope.

TWI Topography filter Topographic wetness index. TWI values typically range from 3 to 30.
Higher TWI values indicate high soil moisture potential.

Solar radiation Topography filter
Incoming solar radiation from a raster surface during the growing
season. Higher values indicate higher exposure to solar radiation.
Southern-facing slopes usually have higher solar radiation.

Understory coverage Competition

Percentage of pixels classified as understory (grasslands and
shrublands) in land cover map of WorldView-2 for each 30 m × 30 m
site. Higher understory coverage indicates more space occupied by
understory plants. Understory plants do not include tree sapling here.

Nearest Distance Edge Effect
The nearest distance to unburned areas. It reflects the potential of a
given site to receive seed source from unburned areas with proximity to
unburned forests indicating a higher likelihood of receiving seeds.

3. Results

3.1. Accuracy Assessment of WorldView-2 Classification

Relatively high pairwise JMD values (Table 4) indicated very high spectral dissimilarity among
the most of land cover classes. The overall accuracy of classification was 81.3% and the Cohen’s Kappa
coefficient was 0.790. Mature trees had strong spectral similarity with tree saplings, resulting in a
high rate of commission errors (41.6%) for mature tree classification and high omission error (66.5%)
for tree sapling classification. Similarly, spectral separability between shrublands and grasslands
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was also relatively low, preventing us from distinguishing the two classes in subsequent analyses.
Mature trees and tree saplings together occupied about 23.6% of the total burned area, while shrublands
and grasslands occupied approximately 51.9% of the total burned area (Figure 3). Bare rock, where
vegetation has difficulty establishing, accounted about 10.2% of the total burned area. The remaining
14.3% consisted of bare soil, water bodies, shadow areas and moss.

Table 4. Pairwise Jeffries–Matusita distance (JMD, values within brackets) and confusion matrix for
evaluating intra-classes separability and classification accuracies respectively. The bold represents the
number of verified samples.

Class Mature Tree Tree Sapling Bare Soil Bare Rock Grass-Land Shrub-Land Water Body Shadow Area Moss

Mature Tree 958 671 0 0 16
Tree Sapling (1.83) 342

Bare Soil (2.00) (2.00) 919 1 59 1
Bare Rock (2.00) (2.00) 103 (1.99) 1029
Grassland (1.97) 6 (2.00) 3 (1.99) 12 (1.99) 403 10
Shrubland 42 (1.98) 1 (2.00) 6 (1.95) (2.00) 661 (1.46) 960 43

Water Body (2.00) (2.00) (2.00) (2.00) (2.00) (2.00) 1082 109
Shadow Area (1.99) (2.00) (2.00) (2.00) (1.98) (2.00) (1.86) 908

Moss (2.00) (2.00) (1.97) (2.00) (2.00) 4 (2.00) (2.00) (2.00) 1000

Figure 3. Land cover mapping of the burned area (a) based on WorldView-2 imagery. Small windows
(b–e) show zoomed views of land cover maps (b,d) compared to the RGB imageries (c,e) for two sites
(black box for b,c, red box from d,e) respectively.

3.2. Correlations between Remote Sensed Variables and LAI and TSA

All Landsat-derived indices exhibited significant correlations with LAI and TSA (Table 5). In two
Landsat cases, the EVI2 (R2 = 0.427, RMSE = 0.348, Figure 4a) and NBR (R2 = 0.489, RMSE = 0.331,
Figure 4d) were found the most explanative Landsat-derived indices for LAI, while the NBR
(R2 = 0.499, RMSE = 0.953, Figure 4b) and NDMI (R2 = 0.478, RMSE = 0.983, Figure 4e) were the
most explanative variables for TSA. Spectral indices derived from SWIR bands (e.g., NBR and NDMI)
generally performed better than vegetation indices (e.g., NDVI, EVI, and SAVI). The PPCT variable of
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WorldView-2 (VHR) explained the highest proportions of variance for LAI (R2 = 0.676, RMSE = 0.257,
Figure 4c) and TSA (R2 = 0.508, RMSE = 0.977, Figure 4f) among all variables, but image texture
represented relatively weak correlations (Table 5).

Table 5. Coefficients of linear regression models for evaluating relationships between remotely sensed
variables and leaf area index (LAI) and tree sapling abundance (TSA). Landsat-derived spectral index
abbreviations see footnote of Table 2. PPCT—Pixel Percentage of Canopy Tree; Co_Means—Means of
Co-occurrence Texture; ASM—Angular Second Moment. RMSE—Root Mean Square Error.

Satellite Imagery Predictor
LAI € TSA €

R2 † RMSE Outliers R2 RMSE Outliers

Landsat (2010–2013)

EVI € 0.283 ** 0.390 3 0.409 ** 1.048 3
EVI2 0.427 ** 0.348 4 0.299 ** 1.111 3

MSAVI € 0.282 ** 0.396 2 0.251 ** 1.188 1
NBR 0.418 ** 0.354 2 0.499 ** 0.953 5

NDMI 0.337 ** 0.376 2 0.369 ** 1.077 3
NDVI € 0.376 ** 0.367 3 0.316 ** 1.13 2
SAVI € 0.339 ** 0.380 2 0.311 ** 1.134 2
TCA 0.405 ** 0.354 4 0.351 ** 1.076 4
TCW 0.331 ** 0.379 3 0.385 ** 1.052 4

Landsat (2014)

EVI 0.171 ** 0.412 3 0.173 ** 1.196 3
EVI2 0.377 ** 0.359 2 0.322 ** 1.09 2

MSAVI € 0.394 ** 0.357 3 0.333 ** 1.081 3
NBR 0.489 ** 0.331 5 0.450 ** 1.022 3

NDMI 0.385 ** 0.360 3 0.478 ** 0.983 4
NDVI € 0.374 ** 0.360 2 0.324 ** 1.088 2
SAVI € 0.368 ** 0.362 2 0.304 ** 1.105 2
TCA 0.455 ** 0.339 3 0.395 ** 1.037 3
TCW 0.333 ** 0.379 3 0.384 ** 1.053 4

WorldView-2 (2014)

PPCT € 0.676 ** 0.257 4 0.508 ** 0.977 2
Entropy € 0.008 0.437 3 0.038 1.282 3
Co_Means 0.008 0.437 4 0.002 1.275 3

ASM € 0.089 * 0.418 4 0.005 1.316 2
€: Model fits using logarithmic transformation; †: Significance code: ** p < 0.01; * p < 0.05.

The spatial distributions of LAI (Figure 5a) and TSA (Figure 5b) 14 years post-fire were mapped
based on the correlation models with highest R2 in Table 5. We found about 51.1% (~4098 ha) of
the burned area exhibited high LAI recovery (greater than 1), which corresponded to approximately
10,790~74,380 sapling/ha TSA. About 14.6% (~1169 ha) of the burned area exhibited moderate LAI
recovery (between 0.5 and 1) of 4770~10,680 sapling/ha, and approximately 2745 ha of the burned
area exhibited recovered poor recovery (LAI < 0.5, and TSA < 4630 sapling/ha).

117



Remote Sens. 2019, 11, 603

Figure 4. Scatter plots depict the best relationships (Table 4) between leaf area index (LAI) and two
Landsat indices (a,b), and WroldView-2 case (c); and relationships between Tree sapling abundance
(TSA) and two Landsat indices (d,e), and WroldView-2 case (f).

Figure 5. Two maps show spatial distribution of Leaf Area Index (LAI, a) and Tree Sapling Abundance
(TSA, b) based on Pixel Percentage of Canopy Tree (PPCT) derived from WorldView-2 image.

3.3. Relative Importance of Predictors to LAI Recovery

Because WorldView-2 derived PPCT was the most predictive indicator for both LAI and TSA,
and LAI and TSA are highly correlated with each other, the RF model produces the same results for
both LAI and TSA. Thus we only represented the RF model results for LAI. The 50 RF models explained
a maximum of 62.4% (Mean R2 = 55.5%, SD = 3.0%, MSE = 0.382, N = 50) of the variation in estimated
LAI. The coverage of understory vegetation and shadow pixels were the top-two most important
predictor variables, decreasing MSE about 43.3% (SD = 4.6%) and 42.89% (SD = 3.8%) respectively
when incorporated in RF models (Figure 6). The dNBR contributed about a 23.4% (SD = 2.9%) decrease
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in MSE, while contributions of topography variables ranged from 9.6% to 16.7%, followed by Solar
Radiation (SD = 3.7%), Topographic Position Index (TPI) (SD = 2.3%), TWI (SD = 3.9%) and Elevation
(SD = 2.1%). The edge effect was found to be the least important factor, contributing about a 7.2%
(SD = 3.2%) decrease in MSE.

Figure 6. Relative importance from 50 random forest models, measured as the normalized difference
between the mean square errors (MSE) when permuting the out-of-bag portion of the data and the
MSE when permuting given variable. Magnitude of decrease of in MSE indicates relative importance
of predictor variable (see Table 3 for variable abbreviations).

4. Discussion

4.1. Remotely Sensed Estimation of LAI and TSA

Our field investigation suggests that the LAI is highly correlated with TSA in early post-fire
landscapes. Given that surveying TSA in the field is time-consuming and labor intensive, utilizing
a DHP system can be a more efficient way to monitor post-fire tree sapling recovery. We found that
all Landsat-derived spectral indices exhibited statistically significant correlations with both LAI and
TSA, but the variance explained was usually less than 50%. EVI2 and NBR were the most predictive
spectral indices for LAI and TSA respectively, but we found that NBR performed consistently well
for simulating LAI and TSA in two Landsat analysis cases. This suggests that NBR may be the best
choice for monitoring post-fire vegetation dynamics in our study area. A similar finding was also
reported by Chen, et al. [75], who found that NBR is the most sensitive indicator of post-fire vegetation
recovery in the Black Hills National Forest of the USA, suggesting that the value of NBR extends
beyond our boreal forest study system. Previous studies have also shown that NBR is better than
NDVI for quantifying burn severity [26,76], further supported by Kennedy, Yang and Cohen [54] and
White, Wulder, Hermosilla, Coops and Hobart [53], who concluded that the NBR is a very useful
indicator for detecting fire disturbance and monitoring post-fire vegetation trajectory.

Although Landsat-derived spectral indices exhibited significant correlations with the LAI and
TSA, we found that the WorldView-2 (VHR) imagery performed even better. PPCT had a stronger
explanatory power for LAI than for TSA because our DHP measurement of LAI consisted of
canopy foliage of both surviving trees and tree saplings. The in-field upward canopy photograph
results closely match PPCT derived from WorldView-2 imagery, further confirming the value of
this technique. However, PPCT cannot wholly reflect TSA as there were surviving trees that
exhibited disproportionately large canopy projection areas in the imagery when compared to tree
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saplings. The low spectral separability of surviving trees and tree saplings limited the applicability of
WorldView-2 imagery for monitoring TSA.

Image textures are commonly used as auxiliary inputs to provide spatial features that spectral
information cannot characterize. Many previous studies have reported that including image textures as
predictors can improve the estimation of forest structural parameters such as tree diameter [77], stand
density [61] and crown diameter [78]. However, image textures did not exhibit strong explanatory
power to either LAI or TSA in our study. One reason is that crown shadow is an important factor in
representing spatial variation as reflected in the imagery [61]. In contrast to the coarse surface of mature
forests, the post-fire landscape where dominated by tree sapling that did not represent very strong
shadow effects (contrasts) in the imagery (Figure 3c). In addition, the value of textural features has no
explicit relationship to spectral features and the same value of textural attributes may represent very
different land surface properties. For example, post-fire landscapes usually exhibit high homogeneity,
however similar homogeneity values may be corresponding to different land cover compositions.

4.2. The Response of Forest Recovery to Spatial Controls

We found that including surrogates of intra-specific competition (i.e., understory coverage) and
density of surviving trees (i.e., shadow coverage) greatly improved model fit. According to partial
dependence curves, we found a negative effect of understory (grass and shrub species) coverage on
tree sapling regeneration (Figure 7a). Understory species usually act as pioneers in post-disturbance
landscapes and rapidly occupy available spaces and resources. In addition, some understory species
are resistant to wildfire and recover rapidly. By comparison, tree saplings may require longer timespans
to establish; they will compete with understory species for available resources and may be limited by
seed availability.

Tree sapling regeneration (estimated by LAI) is very sensitive to shadow coverage, suggesting
that even a few surviving trees can strongly promote post-fire recovery (Figure 7b). The nearest
distance to unburned area, which reflects the importance of seed inputs from out of the burned
area, significantly impacted LAI recovery with areas near the edge of boundaries having a higher
opportunity to receive seeds from unburned areas. Our results showed that edge effects extend for a
distance of approximately 700 m for this fire (Figure 7h), which can partially explain why the core area
exhibited poor tree recovery. Trees that survive fire are thus critical for supporting reestablishment of
tree community post-burn [79,80]. Nonetheless, if the number of surviving trees was over a certain
threshold, canopy closure was negatively affected because our study area was dominated by mature
larch forests, which have wide tree spacing and relatively open canopies. Surviving trees may prevent
the establishment of saplings, likely through resource competition.

Burn severity is often described as a legacy effect as high severity fires have a long-term impact
on forest ecosystems through removing surface organic layers and creating canopy openings through
killing nearly all large trees. Burn severity is well-reported to have adverse effects on forest restoration
in boreal forests [81] and subalpine forest ecosystems [82]. Our results suggest that high severity burns
decrease tree sapling regeneration post-fire, consistent with previous findings in similar ecosystems.
In our study wildfire exerted limited effects on tree recovery when dNBR was lower than 0.730
(Figure 7c), which is related to low severity (dNBR < 0.418) and moderate severity (dNBR < 0.942)
levels according to published thresholds from Fang and Yang [26]. Surviving trees contributed a
large part of canopy foliage at low and moderate burn severity areas and combining with tree sapling
foliage to result in high post-fire LAI under low and moderate burn severities. We found that LAI
recovery decreases dramatically with dNBR increasing, implying that moderate to high severity fires
have profound effects on diminishing forest resilience. Severe fire behavior may cause crown fires in
our study area [45], which will destroy areal seed banks in serotinous cones of coniferous trees [8].
At the same time, severe surface fires will consume fine fuels such as litters and soil organic materials,
create exposure of soil and base rock, and destroy surface seed beds. Given the key roles of coniferous
tree species on maintaining the unique functions of boreal forest communities [9,14,23], recovery of
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coniferous tree species has raised increasing concerns [10,21]. Coniferous tree species have relatively
shorter seed dispersal distance (e.g., larch < 150 m, and Scotch pine ~ 500 m) than broadleaf trees
(e.g., birch and aspen > 1000 m) due to heavier seed mass [83,84]. Many studies found that Great
Xing’an boreal forests will experience severe fire activities that were characterized as more frequent
and large burns with higher severity along with climatic changes and fuel accumulation [18,85,86].
It is not difficult to speculate that coniferous forests may experience more recovery limitations, which
has been validated in boreal forests of Central Siberian [84] and North America [8,11]. Besides, very
high severity fires may have also killed broadleaf tree species and understory species whose roots
would otherwise provide a source of asexual reproduction even if above-ground portions are killed,
creating opportunities for primary succession.

Figure 7. Partial dependence plots of a-h show influences of eight selected spatial controls (variable
names see x-axis) on forest recovery in terms of leaf area index (LAI). Variable abbreviations were
described in Table 3.

Topography is usually considered an environmental filter because it theoretically determines
the drainage, thermal, solar radiation, surface roughness and other site factors which are usually
exert considerable influence on tree species distribution and growth [87,88]. Total solar radiation
during the growing season is typically the most important topographical factor and we found that
LAI increased significantly when solar radiation exceeded 90,000 WH/m2 (Figure 7d). At our study
site, southern slopes and flat areas favored broad leaf tree species, such as white birch and aspen, that
can regenerate through roots sprouting [21,47]. The TPI, TWI and elevation shared similar relative
importance. Higher TPI indicates higher slope position (Figure 7e), and thereby sites that tend to have
good drainage and open space to accept seed rain, especially low weight seeds of white birch and
aspen dispersed via wind.
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Our results suggest that TWI is inversely related to LAI (Figure 7f) while elevation has a positive
influence LAI (Figure 7g). TWI is known to have a strong direct relationship with soil moisture in boreal
forests ecosystems [89] and our findings are consistent with Cai, Yang, Liu, Hu and Weisberg [21],
who reported similar relationships between soil moisture, elevation and broad leaf tree sapling
abundance through field investigation. However, while Cai, Yang, Liu, Hu and Weisberg [21] found
moist soil valley bottoms favorable for larch saplings, our study finds them to be more limited in terms
of tree recovery than more elevated locations. One explanation is that at our site permafrost is usually
present in those moist valleys [90], and the seasonal thaw may prevent seed germination. In addition,
moss (Sphagnum cuspidatulum) and grass (Carex appendiculata) is often thick in moist valley bottoms
and can prevent larch seed from encountering the mineral soil necessary for their establishment.

5. Conclusions

Our study is one of very few to investigate the utility of VHR satellite imagery for monitoring
post-fire forest structural attributes (specifically tree sapling regeneration) in terms of LAI and TSA.
We found that WorldView-2 VHR imagery outperforms Landsat imagery but still has some limitations.
In particular, the high price of VHR imagery as well as the cost of associated computing resources
may limit its practical usage. However, this may change in the future as costs are reducing for both
UAV Photogrammetry and the launch of VHR satellites, potentially increasing accessibility by those
managing forest resources [91,92], including the monitoring of post-fire forest recovery [93]. Our study
shows that spectral variations can provide more useful information than image textures for the retrieval
of parameters of tree saplings. Tree saplings provide very similar spectral signatures to surviving
mature trees in our ecosystem, but this limitation may be less significant in other ecosystems exhibiting
vegetation phenology differences or other unique characteristics that can be reflected in VHR imagery.
Recognizing surviving mature trees in post-fire landscapes is of critical significance for quantifying
post-fire landscape resilience. Our work suggests that shadow analysis can provide useful information
for identifying surviving trees and this method merits further study as quick post-fire assessment of
surviving trees through VHR imagery may provide useful information for forest managers, such as
identifying locations where artificial regeneration may be needed.

Given that seed banks of coniferous tree species are easily damaged, and their seed dispersal
distances are relatively short, our results suggested that combined natural forest restoration and
proper human help (i.e., aerial seeding) for coniferous forests is necessary in our study area, especially
following wildfires that burned severely across large geographic areas. In these areas, northern slopes
and valley bottoms where solar radiation is low may require extra attentions from forest managers.
While our work also suggests that understory plants can inhibit tree sapling recovery, a more thorough
assessment of the effects of understory plants (e.g., soil and water retention) is required for ecological
sound design and planning to assist land managers in making decisions about where across the
landscape to prioritize reforestation efforts. Decreasing severity and size of wildfires through fuel
management is known to improve the resilience of forest ecosystems [94–96]. Although edge effects
did not exhibit a strong effect in our study due to continuous distribution of this high severity fire [26],
islands of unburned patch may play important roles in accelerating natural forest recovery post-fire.
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Appendix A

The calibration results of our digital hemispherical photography (DHP) system (Panel 1),
and results cited from reference document provided by CAN-EYE software (Panel 2). This is a
proof to verify that our DHP system can generate reliable model outputs in CAN-EYE software.
Note that two DHP systems use different cameras, fisheye lens and picture sizes, thus they have
different parameters for characterizing optical center position and projection function.
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Abstract: The Songnen Plain (SNP) is an important grain production base, and is designated as an
ecological red-line as a protected area in China. Natural ecosystems such as the ecological protection
barrier play an important role in maintaining the productivity and sustainability of farmland. Carbon
use efficiency (CUE), defined as the ratio of net primary productivity (NPP) to gross primary
productivity (GPP), represents the ecosystem capacity of transferring carbon from the atmosphere
to terrestrial biomass. The understanding of the CUE of natural ecosystems in protected farmland
areas is vital to predicting the impact of global change and human disturbances on carbon budgets
and evaluating ecosystem functions. To date, the changes in CUE at different time scales and their
relationships with climatic factors have yet to be fully understood. CUE and the response to land
surface phenology are also deserving attention. In this study, variations in ecosystem CUE in the SNP
during 2001–2015 were investigated using Moderate-Resolution Imaging Spectroradiometer (MODIS)
GPP and NPP data products estimated using the Carnegie-Ames-Stanford approach (CASA) model.
The relationships between CUE and phenological and climate factors were explored. The results
showed that ecosystem CUE fluctuated over time in the SNP. The lowest and highest CUE values mainly
occurred in May and October, respectively. At seasonal scale, average CUE followed a descending order
of Autumn > Summer > Spring. The CUE of mixed forest was greater than that of other ecosystems at
both monthly and seasonal scales. Land surface phenology plays an important role in the regulation of
CUE. The earlier start (SOS), the later end (EOS) and longer length (LOS) of the growing season would
contribute increasing of CUE. Precipitation and temperature affected CUE positively in most areas of
the SNP. These findings help explain the CUE of natural ecosystems in the protected farmland areas
and improve our understanding of ecosystem carbon allocation dynamics in temperate semi-humid to
semi-arid transitional region under climate and phenological fluctuations.

Keywords: carbon use efficiency; Phenology; climate factors; MODIS GPP/NPP; Songnen Plain

1. Introduction

In recent decades, driven by intensive human activity and climate change, the function of terrestrial
ecosystem has been disturbed and continuously degraded on regional and global scales. The increasing
levels of atmospheric CO2 concentrations and climate change have highlighted the need for a better
understanding of terrestrial carbon cycling and its responses to climate change. Gross primary production
(GPP) represents the capacity of the plants in an ecosystem to capture energy and carbon [1]. Net
Primary Productivity (NPP) is defined as the amount of atmospheric carbon that is captured by plants
and transformed into biomass [2]. The GPP is the sum of NPP and autotrophic respiration (Ra), and Ra
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plus heterotrophic respiration (Rh) comprises ecosystem respiration. GPP, NPP and Ra are the most
important and highly related constituents of carbon cycling. The carbon fixed by photosynthesis is
allocated to a variety of usages in plants, including growth and maintenance respirations and biomass
accumulation [3]. About 50–70% of the carbon fixation is returned to the environment through Ra [4,5].
Carbon allocation among plant processes (e.g., respiration, biomass production) and organs (e.g., leaves,
stem) is a key process in the carbon cycle because it determines the residence time and location of carbon
in the ecosystem [6,7]. For example, the residence times of the carbon used for maintenance respiration
and the carbon allocated to the structural biomass of organs are drastically different, ranging from a few
hours to a few years [6]. Therefore, the allocation process of carbon is highly relevant to understanding
ecosystem carbon stock and carbon cycles [6].

Carbon use efficiency (CUE) is defined as the ratio of NPP to GPP, which indicates the ecosystem
capacity in transferring CO2 into biomass and carbon sequestration [8]. CUE is an important functional
parameter of ecosystems and can be used for comparing carbon cycle differences in various ecosystems [9].
The index is intuitive and easy to compare between different vegetation types, and to apply to different
time scales [7]. A higher CUE indicates a higher growth transfer per unit of carbon sequestration.
In practice, GPP usually represents the total amount of carbon captured through photosynthesis, and
NPP is the net carbon stored in plant after the reduction of GPP through by plant respiration [1]. CUE is
also a measure of how GPP is partitioned into NPP and Ra [7]. Less Ra may result in larger carbon
reserve accumulation. Hence, CUE is related to photosynthetic process, and it is also regarded as
an important indicator for characterizing ecosystem functions. How efficiently an ecosystem is able
to convert GPP into plant and soil storage greatly determines the carbon sequestration of terrestrial
ecosystems, so CUE changes strongly affect ecosystem carbon budgets [10]. Quantitative analysis of
spatial-temporal changes of CUE and its influencing factors will help better understand the effects of
climate change on carbon processes of ecosystems [11].

Satellite remote sensing provides critical information for investigating large-scale and long-term
variability of ecosystem CUE. Piao et al. [12] demonstrated that CUE of different vegetation differed
greatly from the south temperate to the tropic ecoregions based on a global forest C-flux database,
and found that the spatial patterns of forest annual Ra at the global scale were largely controlled
by temperature. Zhang et al. [1] reported that CUE exhibited a pattern depending on the climatic
characteristics-based upon Moderate-Resolution Imaging Spectroradiometer (MODIS)-derived NPP
and GPP data. He et al. [13] investigated spatial variations in CUE from different models and analyzed
the responses of CUE to precipitation and temperature. Tang et al. [3] established a global database of
site-year CUE based on field observations for five ecosystem types and diagnosed the spatial variability
of CUE with climate and other environmental factors (e.g., soil variables). Two prominent gradients of
CUE in ecosystem types and latitude were found worldwide. CUE varied with ecosystem types, being
the highest in wetland and lowest in grassland. CUE decreased with latitude, showing the lowest
values in tropics, and the highest CUE were found in higher-latitude regions. The above studies were
based on annual scales and advanced the knowledge of understanding the global pattern of CUE.
However, monthly scale analysis of CUE has rarely been studied.

From individual plants to an entire ecosystem, phenology directly or indirectly regulates carbon
fluxes (e.g., photosynthesis and respiration) between the land surface and the atmosphere [14] through
altering physiological and structural characteristics, including photosynthetic rate, canopy conductance
and albedo [14–16]. Vegetation phenological changes are closely related to spatial-temporal dynamics
of carbon cycle [17]. The change in the length of the growing season may have an important impact on
vegetation growth, which will cause changes in the GPP and NPP [18]. CUE and its relationships with
land surface phenology (LSP) deserve attention.

The Songnen Plain (SNP), located in temperate semi-humid to semi-arid transition ecological
fragile zone in Northeast China, is highly sensitive to global change. As a key agricultural area and
important grain commodity base, the SNP is among the designated ecological red-lines as protected
farmland area in China. The natural terrestrial ecosystem acts as an ecological protection barrier
for the croplands in the SNP. The productivity and sustainability of terrestrial ecosystems are vital
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to maintaining regional and national food and ecological security. Due to the combined effects of
vulnerable physical conditions and excessive human activities, the SNP suffered from high risk of
land degradation during the past century. Concerns for the aggravation of desertification have led to
many measures and management actions for ecological and environmental protection. The trend of
desertification and exacerbation has gradually slowed down [19]. Previous studies have mostly focused
on the land cover/use change and effects of agricultural activities on environment [20]. In addition,
most studies only focused on the condition of protected farmland, while ignoring the productivity
and sustainability of natural terrestrial ecosystems around it. There is a lack of reports about the
spatial-temporal patterns of ecosystem-level CUE and their response to phenology and climate change
in the SNP region. This study attempts to fill in the gaps in the knowledge regarding biotic and abiotic
impacts on CUE of the SNP region.

The objectives of this study are to: (1) estimate CUE of different ecosystems and investigate their
monthly and seasonal changes based on MODIS GPP and NPP data from 2001 to 2015; (2) explain
how phenology and climatic factors contribute to variations in ecosystem CUE, in order to improve
our understanding of the carbon budget in temperate semi-arid and semi-humid transitional zone
ecosystems and their driving mechanisms.

2. Materials and Methods

2.1. Study Area

The SNP is located in the central part of Northeast China, in a range of 121◦38′ to 128◦33′E,
42◦49′ to 49◦12′N, with a total area of 22.35 × 104 km2 (Figure 1). It is an alluvial plain situated in the
central Songliao Basin between the Xiaoxing’an and Changbai Mountains, through which the Songhua
River and the Nenjiang River flow [10]. The SNP belongs to a temperate continental semi-humid and
semi-arid monsoon climate zone, characterized by four seasons with a hot, rainy summer and a cold,
dry winter and with significant windy days. The annual precipitation is between 350 and 800 mm [11].
Soils are fertile with chernozem, meadow soil, and black soil widely distributed. From west to east, the
natural ecosystem type is typical grassland, meadow steppe and forest steppe, respectively. It is an
important ecological protection barrier in the Northeast.

Figure 1. Study Area. FL: farmland; DBF: deciduous broad-leaved forest; MF: mixed forest; GRA:
grassland and WET: wetland.
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2.2. Data and Processing

In this study, CUE at the monthly and seasonal scale derived from MODIS data products and
the ancillary data were used to explore the spatial-temporal variations of CUE of natural ecosystems
and their responses to climate and LSP changes. The main steps are as follows: (1) estimating NPP at
monthly scale by the CASA (Carnegie-Ames-Stanford approach) model; (2) calculating monthly CUE
of different ecosystems and performing the trend analysis; (3) extracting LSP metrics and analyzing the
effects of phenology and climatic factors on the variations of ecosystem CUE by the correlation and
partial correlation analysis methods. Figure 2 illustrates the technical approach of this study.

Spearman’s correlation and partial correlation 
coefficient

Extract 

C
U
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PP/G

PP 

 Extract phenology 

CASA model 

Solar Radiation 
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Figure 2. The flow chart of the research approach.

MODIS and Meteorological Data

The MOD17A2H version 6 GPP product is a cumulative 8-day composite of values based on the
radiation use efficiency concept, which can be potentially used as an input to data models to compute
energy, carbon, water cycle processes and biogeochemistry of vegetation [12]. Monthly Normalized
Difference Vegetation Index (NDVI) spatial distribution data set was obtained from the MOD13A2.
For the calculation of NPP, the Maximum Value Composite (MVC) was used to synthesize the monthly
NDVI data. The phenological parameter extraction was based on 16-day data. Each time period of the
MODIS data included 6 images.

The MODIS land cover type dataset (MCD12Q1) was downloaded from the Land Processes
Distributed Active Archive Center (LP DAAC) (https://lpdaac.usgs.gov/) [13]. In this study, land cover
data from 2001 to 2015 were adopted. According to the International Geosphere-Biosphere Program
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(IGBP) class scheme and the regional characteristics of the SNP, natural ecosystem included the following
four types, deciduous broad-leaved forest (DBF), mixed forest (MF), grassland (GRA) and wetland
(WET).

The total monthly radiation was obtained from 7 radiation stations (Figure 1). The remaining
meteorological data of 29 meteorological stations within and near the SNP from 2001 to 2015 were
acquired from the National Meteorological Information Center (http://data.cma.cn/). Most studies
suggest that precipitation and temperature be the main meteorological factors affecting CUE [3,13].
In this study, monthly precipitation (mm) and temperature (◦C) were computed from May to November
in order to explore the relationship between CUE and climate factors in growing seasons. MODIS,
meteorological and other data were all resampled at a resolution of 1 km. Table 1 summarizes and
describes the characteristics of the data and sources.

Table 1. Description of the data used in this study.

Dataset Source
Temporal

Resolution
Time Range

Spatial
Resolution

GPP MOD17 8-day composite 2001–2015 1 km
Land cover MCD12Q1 annual 2001–2015 1 km

NDVI MOD13 16-day composite 2001–2015 0.25 km
Temperature http://data.cma.cn/ monthly 2001–2015 /
Precipitation http://data.cma.cn/ monthly 2001–2015 /

Solar radiation http://data.cma.cn/ monthly 2001–2015 /

2.3. Estimating NPP with the CASA Model

We estimated the monthly vegetation NPP of the SNP based on the CASA model, which considers
the physiological and ecological characteristics of vegetation and the environmental conditions related
to growth [14]. Vegetation NPP estimation was derived by using vegetation cover type, NDVI, monthly
average temperature, total precipitation and solar radiation [15]. The basic calculation formula of the
CASA model is as follows [21]:

NPP(x, t) = SOL(x, t) × FPAR(x, t) × 0.5× Tε1(x, t) × Tε2(x, t) ×Wε(x, t) × εmax (1)

where SOL(x,t) is the total solar radiation at pixel x for month t. FPAR(x,t) is the fraction of
photosynthetically active radiation absorbed by vegetation. 0.5 indicates the proportion of solar active
radiation (0.4–0.7 μm) that can be utilized by vegetation to the total solar radiation. Tε1(x,t) and Tε2(x,t)
represent temperature stress coefficients, Wε(x,t) is the coefficient of water stress, and εmax is the
maximum light use efficiency under ideal conditions [22]. Comparison between the calculated NPP
and the reported study conducted in Northeast China and the western part of Jilin Province [23,24] as
the cross checking and validation of the analysis. Mao et al. [23] verified the NPP by comparing the
simulated value with the flux observation data. The simulated value was close to the measured value,
and the error was within 25%.

2.4. Calculation of CUE

The CUE of ecosystem describes the relationship between photosynthesis and respiration, which
is an important indicator of the ability of plants to transfer carbon [16]. As one of the key controlling
factors of ecosystem carbon storage, CUE is defined as follows [19]:

CUE =
NPP
GPP

(2)

where GPP represents the ability to capture energy and carbon through photosynthesis plants and
the total amount of carbon assimilation. NPP reveals the energy of plants stored after losing carbon
from GPP through autotrophic respiration [17]. The higher CUE means the greater the proportion of

133



Remote Sens. 2019, 11, 2513

GPP kept by ecosystems after self-consumption. However, uncertainty issues have been recognized by
studies using public-domain data, e.g., with respect to water use efficiency (WUE) [25].

2.5. Extraction of Land Surface Phenology Metrics

We used the dynamic threshold method to extract metrics of LSP. The polynomial method was
used to fit and reconstruct the NDVI time series data from 2000 to 2016. The software TIMESAT with a
seasonal parameter of 0.5, an adaptation strength of 2.0, a Savitzky–Golay window size of 2, and an
amplitude of 20% was run in MATLAB R2015b (The Mathworks, Inc., Natick, MA, USA). The parameters
were set according to Qi et al. [18]. The start of growing season (SOS) and the end of season (EOS) for
each year were calculated, and the length of season (LOS) was obtained as the difference between SOS
and EOS in each grid.

2.6. Statistical Analysis

Spatial trend of CUE was examined by applying a linear regression model with time as the
independent variable and CUE as the dependent variables, respectively. The trend analysis method
was used to analyze trend in seasonal CUE changes for the period 2001–2015. The outputs of the trend
analysis are the maps of regression slope values, expressed by the following formula [19]:

Slope =
n×∑n

i=1 i×Ai −∑n
i=1 i

∑n
i=1 Ai

n×∑n
i=1 i2 −

(∑n
i=1 i

)2 (3)

where Slope is the slope of the fitted regression line at each pixel. n represents year range. i is 1 for the
first year, 2 for the second year, and so on. Ai represents the CUE of the year i. A negative regression
coefficient (Slope < 0) indicates a decline of CUE, whereas a positive value (Slope > 0) depicts an
increase trend. F test was used to determine the significance of change trend.

To investigate the role of climate drivers and phenological factors affecting CUE, we analyzed the
correlation between three phenological parameters (i.e., SOS, EOS and LOS) and CUE. In addition,
Spearman partial correlation between CUE and two climate factors (i.e., precipitation and temperature)
was calculated. The correlation coefficient and partial correlation coefficient were computed as
follows [18]:

rBC =
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(
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)(
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)
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rBC,D =
rBC − rBDrCD√

1− r2
BD

√
1− r2

CD

(6)

where rBC represents the correlation coefficient between B and C, its threshold ranges from −1 to 1, and
rBC,D is the partial correlation coefficient between B and C when we controlled D values. If r < 0, B is
negatively correlated with C. If r > 0, there is a positive correlation between B and C. Furthermore, B, C
represent the average values of Bi and Ci, respectively. The significance of the results was examined
by t-test.

3. Results

This study explained spatial patterns of ecosystem CUE at different temporal scales in a semi-humid
and semi-arid transitional area. We identified that the variations of CUE in SNP were obvious at
both seasonal and monthly scales. The CUE of GRA in the southwest and DBF in the east showed an
upward trend. Monthly and seasonal CUE varied with ecosystem types. The earlier SOS, later EOS
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and longer LOS might encourage higher CUE. Spatially, CUE changes were positively correlated with
precipitation and temperature in most of the SNP.

3.1. Monthly Change of CUE

The CUE value of natural ecosystems in the SNP started from May and continued to November,
the CUE changed significantly within the year (Figure 3). The lowest CUE values occurred in May.
After July, CUE increased, and exceeded 0.8. The highest CUE (over 0.9) values were mainly observed
in October. The growing season started in May in SNP with low NPP and carbon sequestration capacity.
In contrast, the proportion of GPP increased in October after self-consumption through the growing
season. The CUE of the natural ecosystems was higher after July, along with the accumulation of more
NPP, which meant that the natural ecosystem protection capacity may be stronger.

Figure 3. Regional average CUE at the monthly scale from 2001 to 2015.

There were three abnormally low CUE values in the SNP during the past 15 years (Figure 3).
These were November 2002, May 2012 and October 2014. According to field-based meteorological
measurements, the average temperature in November 2002 was the lowest in 15 years, which might be
the reason that led to decrease in both GPP and NPP. In May 2012 and October 2014, the low CUE
values might be associated with lower GPP and NPP due to reduced rainfall in those months.

The monthly CUE varied among different ecosystems in the SNP (Figure 4). Except for May and
October, the CUE of DBF was generally lower than the regional monthly average, while the GRA
was the opposite. GRA started with a green-up in May and gradually entered a senescence period in
October. GRA might produce more net productivity in those two months. The CUE of MF was always
higher than the regional CUE average. WET CUE in May, June and August were greater than the CUE
mean value. WET CUE was the highest in August, indicating that the proportion of GPP kept by WET
ecosystems after self-consumption was the greatest.

The CUE of MF was the highest from May to November except for August. Compared to other
ecosystems, MF may have stronger ecological protection effects. Due to higher temperature in August,
CUE of GRA may be restricted, while the area covered by humid MF could produce a higher CUE.
From June to August, CUE of DBF was the lowest, because the accumulated NPP was relatively lower
than other types.
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Figure 4. Monthly mean CUE of different ecosystems from 2001 to 2015.

3.2. Seasonal Changes in CUE

Considering the dormancy of vegetation in the SNP in the winter months from December to the
following February, we calculated CUE in spring (March to May), summer (June to August) and autumn
(September to November), respectively. Figure 5 shows the seasonal variation of ecosystem CUE.
The regional average CUE was 0.236, 0.835 and 0.854 in spring, summer and autumn, respectively. The
highest and lowest CUEs in spring were observed in the year of 2013 (0.299) and 2012 (0.075), respectively.
The lowest value of CUE in spring 2012 may be due to the drought of that year [26]. The maximum
summer CUE (0.916) was observed in 2004, whereas the minimum value (0.75) occurred in 2011. CUE
in autumn reached the peak (0.974) in 2011, while the lowest value was found in 2014 (0.686).

Figure 5. Average CUE variations in spring, summer and autumn from 2001 to 2015.

In most years, average CUE was the lowest in spring. The average CUE values in summer of
2002, 2009, and 2014 were greater than those in autumn, which was related to successive drought from
summer to autumn. It was found that the degree of CUE decrease depends not only on the intensity of
the drought, but also the duration of the drought intensity and the time of occurrence [27].

Spatially, spring CUE in the southwest of the SNP was higher than the east during the 15 years
(Figure 6). It ranged from 0 to 0.4, with an average value of 0.24 (Figure 6a). In summer, vegetation
grew vigorously, and the carbon sequestration capacity of vegetation increased (Figure 6b). Similar
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spatial distribution pattern was observed in summer with an average CUE of 0.83. With the arrival of
autumn, the CUE in most regions also increased and ranged from 0.8 to 1.0 with an average value of
0.88 (Figure 6c). In summer and autumn, the carbon sequestration capacity of natural ecosystems was
better, indicating the relatively stronger ecological protection function.

Figure 6. Spatial distribution of seasonal average CUE of the SNP from 2001 to 2015. (a) Spring; (b)
summer; (c) autumn.

In terms of spatial distribution, the pixels showing an upward trend in three seasons were mainly
found in grasslands in the southwest and deciduous broadleaf forest in the eastern fringe. According
to the slope analysis, about two-thirds of the study area showed an upward trend of CUE in spring
(Figure 7a). CUE in summer tended to increase in 53.7% of the study area (Figure 7b), while the CUE
showed increasing trend in the area of 56.7% in autumn (Figure 7c). This increasing trend suggested
that the carbon sequestration capacity of natural ecosystem in the SNP could be improving. More NPP
accumulated in natural ecosystem may make their ecological protection function stronger. The change
trends of CUE (over 90% pixels) passed the significance level test at p < 0.05.

Figure 7. Spatial trend of average CUE in each season of SNP from 2001 to 2015. (a) Spring; (b) summer;
(c) autumn.
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The seasonal changes of CUE for different ecosystems CUE were also obviously changing in the
SNP (Figure 8). In spring, all types of vegetation had low CUE values (Figure 8a). Relatively good
hydrothermal conditions in summer were more favorable to vegetation growth and the CUE of each
vegetation type was generally increasing (Figure 8b). In autumn, CUE of MF, DBF and GRA continued
to rise, whereas WET CUE declined slightly (Figure 8c). Among different ecosystems, CUE of MF had
been the highest (spring: 0.288; summer: 0.902; autumn: 0.928).

Figure 8. CUE of different ecosystems and seasons from 2001 to 2015. (a) Spring; (b) summer; (c) autumn.

3.3. The Mean Spatial Distribution of LSP

Spatial distributions of LSP parameters, i.e., SOS, LOS and EOS, in the SNP from 2001 to 2015
are illustrated in Figure 9. The SOS of the natural ecosystem mainly occurred at day of year (DOY)
between 100 and 150. The earliest SOS was found in the eastern parts of the SNP region, while the
southwestern region had the latest SOS (Figure 9a). The growing season of DBF and MF started from
mid-March, and GRA and WET had later start of the growing season (early April). SOS began in
March and April, the vegetation began to accumulate GPP, but the CUE value was in a very small
range, almost neglected, so we began to record CUE from May.

The distribution of EOS dates showed similar pattern to that of SOS, gradually increasing from
west to east, mainly in late October and November (290–330 DOY) (Figure 9b). The end dates of the
growing season of DBF and MF occurred in early November. GRA and WET ended their growing
seasons about ten days earlier than the forestland. During 2001–2015, the average LOS of natural
ecosystems in the SNP was about 192 days, showing similar spatial distribution to SOS and EOS
(Figure 9c). The average LOS of MF and GRA was 213 days and 176 days, respectively. LOS dates of
DBF were about 5 days shorter than those of MF, and the growing season of WET was about 4 days
longer than that of GRA.
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Figure 9. Spatial distribution of land surface phenology metrics in the SNP from 2001 to 2015: (a)
average SOS; (b) average EOS; (c) average LOS.

3.4. Response of CUE to LSP Variation

After analyzing the correlation between CUE and LSP in the growing seasons, it was found that
CUE was negatively correlated with SOS in about 70% of the study area (Figures 10a and 11). This
indicated that earlier SOS would encourage higher CUE. In 72% of areas covered by GRA, CUE was
negatively correlated with SOS. In 67% of the SNP, the later EOS would result in higher CUE. In 80% of
areas covered by DBF, late EOS dates might have the positive effect on the increase of CUE (Figure 10b).
CUE was positively correlated with LOS in more than 70% of areas covered by DBF, GRA and WET.
The average CUE of MF with the longest growing season was highest (0.529). GRA with the second
longest growing season (0.482). Although the LOS of GRA was the shortest, its average CUE (0.482)
was greater than that of DBF (0.477). This would be because GRA in cold and dry regions consumed
less energy to maintain growth. The area proportions of correlation coefficients after significant test for
all the pixels were obtained (Figure 11).

Figure 10. Spatial distribution of correlation coefficients (R) between CUE, SOS, EOS and LOS in the
SNP during 2001–2015. (a) CUE and SOS; (b) CUE and EOS; (c) CUE and LOS.

139



Remote Sens. 2019, 11, 2513

Figure 11. The area percentages of correlation coefficients between CUE, SOS, EOS and LOS. (Significant
Positive Correlation (r > 0, p < 0.05): No Significant Positive Correlation (r > 0, p > 0.05), No Significant
Negative Correlation (r < 0, p > 0.05), Significant Negative Correlation (r < 0, p < 0.05)).

3.5. Direct Effects of Local Climate Factors on CUE Change

This study revealed that a partial correlation existed between mean temperature and total
precipitation and CUE in the growing season. CUE was negatively correlated with precipitation
accounting for about 46.8% of the total pixels (Figure 12a). Among those, 0.98% had significant negative
correlation, mainly distributed in the eastern and southwestern fringe areas of SNP. The area showing
positive correlation between CUE of DBF and precipitation occupied 61.8% of the total area. About 60%
of CUE values of GRA and WET were positively related to precipitation. CUE was positively affected by
temperature in more than 90% of the region, of which 14.85% showed a significant positive correlation.
Only in the northern and southern margins, CUE decreased with increasing temperature (Figure 12b).

Figure 12. Partial correlation coefficients between CUE and major climatic factors in the growing
season: (a) precipitation; (b) temperature.

At monthly scale, the responses of ecosystem CUE to climate drivers were also significantly
different. Figures 13 and 14 showed the spatial pattern of correlation coefficients between monthly CUE,
precipitation and temperature from 2001 to 2015. Overall, the pixels with a positive correlation coefficient
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took up higher area proportions of the study area. Except for November, increased precipitation could
contribute to higher CUE for the corresponding months in more than 60% of naturally vegetated area in
the SNP (Figure 13 and Table 2). From June to August, CUE in more than 50% of pixels in the natural
ecosystem had a positive correlation with temperature. On the other hand, as temperature increased,
plant ecosystem might suffer higher ecosystem respiration cost and lower net productivity. In May and
September, the pixels showing negative correlation coefficient between temperature and CUE occupied
most of the SNP (Figure 14 and Table 3).

Figure 13. Correlation coefficients between CUE and monthly precipitation.

 
Figure 14. Correlation coefficients between CUE and temperature at monthly scale during 2001–2015.
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Table 2. The number of pixels and their proportions of correlation coefficients between monthly
precipitation and CUE.

Month Positive Pixels (%) Negative Pixels (%)

May 67,293 (91.60%) 6170 (8.40%)
June 58,717 (79.93%) 14,746 (20.07%)
July 49,180 (66.95%) 24,283 (33.05%)

August 61,691 (83.98%) 11,772 (16.02%)
September 69,366 (94.42%) 4097 (5.58%)

October 44,115 (60.05%) 29,348 (39.95%)
November 20,398 (27.77%) 53,065 (72.23%)

Table 3. The number of pixels and their proportions of the correlation coefficients between monthly
temperature and CUE.

Month Positive Pixels (%) Negative Pixels (%)

May 25,181 (34.28%) 48,282 (65.72%)
June 48,525 (66.05%) 24,938 (33.95%)
July 43,585 (59.33%) 29,878 (40.67%)

August 39,588 (53.89%) 33,875 (46.11%)
September 7667 (10.44%) 65,796 (89.56%)

October 38,603 (52.55%) 34,860 (47.45%)
November 72,078 (98.11%) 1385 (1.89%)

4. Discussion

Previous studies on CUE using remote sensing methods mainly focus on changes at annual scale.
In this paper, CUE at the seasonal and monthly scales were investigated. Thus, the change trends
of CUE and the climate factors affecting CUE in different growth stages could be explained. CUE
was considered to be a constant value regardless of ecosystem types or species [28,29]. However, this
assumption at a global scale might be controversial, because it ignores the influence of environmental
factors [30,31]. Tang et al. [3] estimated global average CUE using site data, which varied widely
between 0.201 and 0.822. In this study, the estimated monthly CUE from satellite observations ranged
from 0.021 to 0.999 in the SNP. The results suggested that CUE among ecosystems could not be a
constant. The assumption of a constant CUE of 0.5 might lead to biased estimates for carbon cycling
modelling across temporal-spatial scales.

We compared the CUE calculated by the same model of different ecosystems at the annual scale
from other reported studies (Table 4). The order of annual CUE of different ecosystems in SNP was as
follows: GRA (0.567) >WET (0.542) >MF (0.480) > DBF (0.479) [19]. Tang et al. [3] found the largest
CUE for WET on a global scale. Khalifa et al. [32] estimated the CUE of different vegetation in sub
Saharan area and found that the annual average CUE deceased in the following sequence: WET > GRA
>MF > DBF. However, in our study, the order of average CUE of the growing season in the SNP was:
MF >WET > GRA > DBF. This difference may be due to the different time scales and regions with of
the studies.

Previous studies indicated that plant CUE might demonstrate a significant seasonal variation.
In the short term, such as over one year, the dynamic patterns of carbohydrate storage and plant carbon
allocation may lead to great changes in CUE [33]. Campioli et al. [7], using biometric methods and
vortex correlation techniques, evaluated temporal and spatial variation of CUE in Fagus sylvatica
forest and found that CUE in spring was the highest. Artificially grown apples have higher CUE in
summer, which may be consistent with the higher accumulation of biomass and the lower respiratory
consumption [34]. In contrast, as SNP is at mid-high latitudes, vegetation in the SNP may reduce the
consumption of respiration and increase the carbon sequestration capacity in autumn, leading to the
highest CUE.
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Table 4. Comparison of estimated CUE at different time scales in different researches.

Ecosystem Time Scale CUE Scale Type of Data Data Source

WET

Annual 0.607 ± 0.133 Global Site data Tang [3]
Annual 0.550–0.60 Sudan and Ethiopia Remote sensing data Khalifa [32]
Annual 0.542 SNP Remote sensing data Li [19]

Growing season 0.488 SNP Remote sensing data Our article

GRA

Annual 0.457 ± 0.109 Global Site data Tang
Annual 0.220–0.560 Sudan and Ethiopia Remote sensing data Khalifa
Annual 0.567 SNP Remote sensing data Li

Growing season 0.482 SNP Remote sensing data Our article

MF

Annual 0.464 ± 0.127 Global Site data Tang
Annual 0.350–0.480 Sudan and Ethiopia Remote sensing data Khalifa
Annual 0.480 SNP Remote sensing data Li

Growing season 0.530 SNP Remote sensing data Our article

DBF

Annual 0.464 ± 0.127 Global Site data Tang
Annual 0.340–0.420 Sudan and Ethiopia Remote sensing data Khalifa
Annual 0.479 SNP Remote sensing data Li

Growing season 0.477 SNP Remote sensing data Our article

CUE is regarded as a dynamic parameter, and differs among species of the same biome [35]. In this
study, we found that the CUE of MF ecosystems in the SNP had great potential for carbon sequestration
in different seasons. GPP and NPP of GRA were very small in spring, resulting in the lowest CUE.
In summer and autumn, the CUE of GRA gradually increased. This study found that CUE of GRA
in summer was higher than that of DBF, possibly because GRA had less investment in plant tissue
respiration than that of broad-leaved forest, as reported by Law et al. [36]. Forest types showed high
CUE in autumn, because trees with higher carbon storage might be more beneficial to the growth in the
next year. After analyzing the abnormal values of different vegetation in different years (Figure 8), this
study found that in the spring of 2012, CUE of all types of vegetation decreased to the lowest level,
which would be related to different degrees of spring drought occurring in the western part of the SNP
region [26]. With lower average temperature in the autumn of 2002, CUE decreased in the SNP as
the temperature decreased, along with the CUE value. In the autumn of 2014, the CUE of vegetation
decreased significantly, which was associated with moderate drought in the south-central Northeast
China [37].

Phenological records can not only directly reveal the changes of natural seasons, but also illustrate
the response and adaptation of ecosystem process and results to global environmental changes. Few
previous studies have discussed the relationship between phenology and CUE. The phenological metrics
that we extracted were similar to the study of Huang et al. [2]. Most of the existing literatures have
focused on the relationship between NPP, GPP and phenology. Earlier SOS may extend the growing
season longer and lead to an increase in GPP [38]. Similarly, the delay in EOS may also prolong the
growth season, causing increases in GPP and NPP [18]; therefore, the CUE value of the vegetation will
increase. Vegetation requires relatively less energy to maintain living tissues in lower temperature
conditions, resulting in less respiration costs and higher CUE [39]. On the other hand, vegetation
growth is generally constrained by the short growing season. Rising temperature could extend the
growing season length and significantly increase GPP [12]. The sensitivity of CUE to temperature under
lower-temperature conditions is lower because the temperature sensitivities of GPP and autotrophic
respiration are of comparable size. In warm regions, especially in the tropics where the growing season
is long, by contrast, the respiration consumption of vegetation are higher, leading to a lower CUE [1].

CUE is sensitive to environmental conditions and climate change [40]. Previous studies found that
net productivity would increase linearly with higher average annual precipitation and temperature in
cold and dry ecosystem [1]. As a function of GPP, NPP and respiration, CUE of vegetation (for instance,
forest) may be affected by temperature and precipitation [41]. One reported study suggested that
CUE exhibited a decreasing trend with the increase of precipitation when precipitation was less than
2300 mm year–1. CUE showed an increasing trend along temperature when it was between −10 ◦C
and 20 ◦C, as well as an increasing trend with rising temperature [1]. In this study, CUE showed an
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increasing trend from May to July and from August to October, respectively, possibly because the
hydrothermal condition was more suitable during those two time periods. Increased precipitation may
lead to a higher NPP/GPP ratio [6]. The variations of temperature affect both the photosynthesis and
Ra rates, resulting in the changes of vegetation CUE [42]. The ratio of NPP to GPP might increase as
the annual temperature increased between −10 and 20 ◦C [1], which was partially explained by the
findings of this study.

In addition, in recent decades, to improve the local ecological environment and enhance the
ecological protection barrier function, the Chinese government and local citizens have taken multiple
measures and implemented actions for ecological and environmental protection [2]. Ecological and
environmental restoration projects such as the “Three-North Shelterbelt Project” and the “Grain for
Green Project” have achieved some positive effects [43,44]. We used the same method to calculate the
CUE of farmland. By comparison, we found that the average CUE of the natural ecosystem in SNP
showed a similar variation as that of the internal farmland from 2001 to 2015 (Figure 15). The CUE of
farmland and natural ecosystem increased simultaneously. The respiration consumption of vegetation
decreased. This also showed that the ecological protection function of natural ecosystem may have
been strengthened during the past 15 years.

Figure 15. Average CUE variations of natural ecosystems and farmland in the SNP from 2001 to 2015.

5. Conclusions

Quantifying the variations of interannual CUE among ecosystems has proved to be a useful tool
when calculating interannual carbon budgets. However, the intraannual change of CUE may present
different characteristics. The assessment of temporal and spatial variations of CUE at shorter time
scales and the impact on them of phenological and climatic factors are still poorly understood. This
study attempted to reveal spatial patterns of CUE of natural ecosystems at different temporal scales
in the SNP, China. The differences of CUE between months and seasons were significant. Monthly
average CUE showed the highest in October and lowest in May. Average CUE was the highest in
autumn, followed by summer. The variability of NPP accumulation in different seasons was significant.
The highest CUE values were observed in MF in the growing season, indicating better ecological
protection effects. The spatial variations of CUE were different. The pixels with rising CUE were
mainly concentrated in southwest GRA and eastern DBF. The SOS was generally observed in March
and April, while EOS dates were found in October and November. The earlier SOS and later EOS
exerted a positive influence on CUE in the SNP, especially in 80% of the areas covered by broad-leaved
forest. Longer LOS might cause the increase in CUE. In addition, CUE was positively correlated with
precipitation and temperature in most areas of the SNP. Increasing trend of CUE in the SNP suggested
a protective barrier function of natural ecosystems in the protected farmland region.
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Abstract: Forest condition is the baseline information for ecological evaluation and management.
The National Forest Inventory of China contains structural parameters, such as canopy closure,
stand density and forest age, and functional parameters, such as stand volume and soil fertility.
Conventionally forest conditions are assessed through parameters collected from field observations,
which could be costly and spatially limited. It is crucial to develop modeling approaches in mapping
forest assessment parameters from satellite remote sensing. This study mapped structure and function
parameters for forest condition assessment in the Changbai Mountain National Nature Reserve
(CMNNR). The mapping algorithms, including statistical regression, random forests, and random
forest kriging, were employed with predictors from Advanced Land Observing Satellite (ALOS)-2,
Sentinel-1, Sentinel-2 satellite sensors, digital surface model of ALOS, and 1803 field sampled forest
plots. Combined predicted parameters and weights from principal component analysis, forest
conditions were assessed. The models explained spatial dynamics and characteristics of forest
parameters based on an independent validation with all r values above 0.75. The root mean square
error (RMSE) values of canopy closure, stand density, stand volume, forest age and soil fertility were
4.6%, 33.8%, 29.4%, 20.5%, and 14.3%, respectively. The mean assessment score suggested that forest
conditions in the CMNNR are mainly resulted from spatial variations of function parameters such as
stand volume and soil fertility. This study provides a methodology on forest condition assessment at
regional scales, as well as the up-to-date information for the forest ecosystem in the CMNNR.

Keywords: forest parameter mapping; forest condition assessment; sentinel series; ALOS series;
changbai mountain national nature reserve

1. Introduction

Forests occupy almost one third of the Earth’s land area [1], playing a major role in sustaining
global material and energy cycles [2]. Forests provide a variety of ecosystem services, which are
important for human well-being and the overall health of the planet Earth [3,4]. Forest condition is an
essential component of both forest management and ecological evaluations. It reflects the stability,
resilience, and capability of carbon sequestration, timber production, as well as other services [5,6].
Current forest condition assessments are mainly based on the structure and function investigated in
the field, which is costly and spatially limited [7]. It is essential to assess forest condition based on
modeling structural and functional parameters. The condition assessment based on remote sensing
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usually contains indicators of community structure and productivity [6–8]. The sub-compartment
measurements of the National Forest Inventory in China contain the information about structure,
including canopy closure, stand density and forest age, and function, including stand volume and soil
condition [9,10].

The explicit mapping of spatial variations of forest structure and function parameters has been an
essential effort in ecological analysis [11–14]. Remote sensing modeling combined sample plot data
has become a well adopted method to generate spatially explicit estimates of forest parameters [15,16].
The selection of predictor variables from various sensors and algorithms can affect the results
considerably [17,18]. Variables from optical sensors are commonly applied to predict horizontal forest
structure such as canopy closure and density [19,20]. This is due to the close relationship between
horizontal forest structure and aggregate spectral signatures, i.e., reflectance or vegetation indices, with
global coverage, repetitiveness, and cost-effectiveness [21,22]. However, synthetic aperture radar (SAR)
and light detection and ranging (LiDAR) sensors are capable of penetrating cloud and canopies and are
suitable for mapping vertical forest parameters such as tree height and stand volume [23–25]. Whereas,
complex forest parameters such as biomass, soil fertility, and forest age are generally estimated by
multi-sensor data [26–29].

Modeling vegetation parameters based on remote sensing can be divided into physically based
models and empirical regression algorithms [18,21,30]. Physically based models depend on numerous
factors to simulate canopy reflectance, such as leaf geometry, chlorophyll concentration, water and
matter contents, soil reflectance, and bidirectional reflectance distribution function, which may not
be readily available [31,32]. Those are built conventionally as semi-physical models by simplifying
factors based on prerequisite assumptions and using machine learning or regression methods trained
with radiative transfer, which achieve robust performance [33,34]. The biophysical products, such
as leaf area index (LAI) and fraction of vegetation cover (FVC) from Sentinel-2, are generated by a
physically based model, which has been implemented to Moderate Resolution Imaging Spectrometer
(MODIS) and Landsat sensors [35,36]. Empirical regressions require support from abundant ground
measurements, and depend on the modeling relationship between remote sensing-derived predictors
and field-measured samples, including parametric and non-parametric algorithms [37,38]. The former
refers to statistical regression methods, by which the expression relating to the dependent variable,
i.e., forest parameters, and the independent variables are estimated [39,40]. These regressions are
suitable to model explicit relationships and are easily applied to a large scale [12,41,42]. As for the
complex forest parameters such as stand volume, forest age, and soil fertility, it is a challenge to
formulate their relationships with remote sensing data because of many affecting factors [43–45] which
require non-parametric algorithms. Among the various non-parametric techniques, random forests
(RF) has been recognized to be efficient and accurate in modeling complex relationships between
remote sensing data and forest parameters [7,17,46,47].

Forest parameter modeling based on satellite data has advantages such as repetition rate enabling
long-term monitoring [48,49]. Sentinel-1 C band SAR and Sentinel-2 multispectral instrument (MSI)
have the global coverage [50]. Those publicly accessible data have been applied in vegetation studies
and provided capabilities for forest parameter modeling using both active and passive remote sensing
techniques [51,52]. The Advanced Land Observing Satellite (ALOS/ALOS-2) Phased Array type L
band SAR (PALSAR/PALSAR-2) images from L band SAR contain comprehensive information on
the orientation and structure of tree canopy and stems within the pixel [53–55]. It makes the yearly
mosaic ALOS/ALOS-2 images with global and free-access observations particularly useful for forest
parameter mapping [56,57]. The digital surface model (DSM) from ALOS L band interferometric
SAR (InSAR) had greater accuracy and can provide useful topographic indices to estimate forest
parameters [58,59]. Although estimates of forest parameters from moderate resolution satellite images
and abovementioned algorithms have achieved varying success [12,13,49], inventory and application of
efficient algorithms and predictors from open-access remote sensing data on forest structure, function,
and condition assessment continuously deserve exploration.
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The Changbai Mountain National Nature Reserve (CMNNR) in Northeast China is covered with
large areas of old-growth forests, which are under strict protection [60,61]. It has been regarded as the
most typical natural composite body on the Eurasia Continent with a complex biota composition and
abundant flora and fauna [62,63]. Due to its ecological importance, substantial researches on landscape
structure, function, and productivity in the Changbai Mountain region have been reported since the
early 1980s [64–69]. However, there is a lack of systematic maps of forest parameters and conditions in
this vital ecosystem site.

In this study, we developed an effective methodology for evaluating forest conditions by mapping
canopy closure, stand density, volume, age, and soil fertility in the CMNNR. The specific objectives
were to: (1) model forest structure and function parameters by determining their relationships with
predictors from satellite data, including L and C band SAR, topographical indices from L band InSAR,
and Sentinel-2 MSI variables; (2) map five parameters using efficient algorithms with remote sensing
data; and (3) assess forest conditions based on structural and functional parameters, which can provide
baseline information for forest management.

2. Materials and Methods

2.1. Study Area

The CMNNR (41◦42′–42◦25′N, 127◦42′–128◦17′E) was established in 1961. It is located in Jilin
Province of northeastern China (Figure 1). The top of the reserve is a volcanic summit cupping a
crater lake named Tianchi at 2693 m above sea level on the China-North Korea border. The reserve
occupies an area of 195,852 ha in the Chinese side. It has the largest protected temperate forests
which supports a significant species gene base and biodiversity in Northeast Asia. The CMNNR was
admitted into the United Nations Educational, Scientific, and Cultural Organization’s (UNESCO’s)
Man and Biosphere Program in 1979 [70]. This site has a continental temperate climate characterized
by a long cold winter and short cool summers with recognizable vertical climate and vegetation zones.
The annual average precipitation and temperature range from 700 to 1400 mm and −7 ◦C to 3 ◦C,
respectively. This area has dense forests covered 177,082 ha (90.4%). The forests in the reserve are
divided into three functional management zones including the core, buffer, and transition areas [71].
Harvesting and poaching are prohibited in the core area. The human disturbances are prevented from
the core area by the buffer zone. The endemic species, ecotourism, and bases for reproduction of
natural resources are established in the transition area. From the foot of the mountain to the peak,
vegetation changes in distinguishable vertical zones with elevation. The distributions include mixed
coniferous and broad-leaved forest (<1100 m), dark-coniferous spruce-fir forest (1100–1700 m), Ermans
birch forest (1700–2000 m), and alpine tundra (>2000 m) [72]. Soils also differ in each vertical zone,
typically marked by dark-brown and brown earths, meadow, volcanic, bog, and bleached baijiang soil.

2.2. Data

2.2.1. Field Data

The field campaign was carried out from the end of August to the beginning of October in 2017.
The stratified sampling design was adopted. Non-forest areas were masked out and the distribution of
sampling plots was randomly generated in forest areas, while the plot sites which were impossible
to access were replaced by the nearest sites. Following the national guidelines for forest resource
survey [73], ten teams took part in the field campaign and collected measured data under the same
protocol. A total of 1803 30 m by 30 m plots were located and sampled (Figure 1). At each sample
site, tree species, diameter at breast height (DBH, the diameter at 1.3 m from the ground), tree height,
soil depth and types, as well as the number of trees, were measured and recorded. Overhead photos of
the canopy by fisheye lens were taken at the center of each sample site. The measured parameters were
acquired based on field sample sites and processes shown in Table 1. Stand volume of each sample
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was estimated by DBH and tree height according to the National Standard of China: Tree volume
tables (LY/T 1353–1999) [74]. Canopy closure was estimated from fisheye photos after processing of
circle clipping, binary conversion, and raster calculation [75]. Soil fertility was assessed by the depth
weighted according to soil types as shown in Table 1. The six types of soils in the study area were
assigned three different weights based on previous studies of their organic carbon density [76,77].
The descriptive statistics of field-based forest parameters were shown in Table 2. The 1803 sample sites
were randomly split into training (n = 1202) and validation (n = 601) sets (Figure 1) for modeling and
validating the spatial variation of forest parameters, respectively.

 

Figure 1. The figure illustrates the shape of the Changbai Mountain National Nature Reserve (CMNNR),
and locations of field sample sites, and employed satellite remote sensing data derived from Advanced
Land Observing Satellite (ALOS), ALOS-2, Sentinel-1, and Sentinel-2 series.
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Table 1. Field measurements and processing to acquire measured forest parameters.

Measurements Parameters Processing

Diameter at breast height (Dt, cm)
Stand volume (m3/ha)

a·Dt
b·Ht

c, a–c are the species specific constants, as
provided by Tree volume tables (LY/T 1353-1999)Tree height (Ht, m)

Fisheye photos Canopy closure (%) Canopy area/total area times 100

Soil types
Soil fertility (no unit)

Dark-brown earths or Bog soil:1 × Ds, Meadow soil or
Volcanic soil: 0.8 × Ds, Brown earths or Bleached baijiang
soil: 0.6 × DsSoil depth (Ds, cm)

Forest age Forest age (no unit)
Classes from one to five meaning young to over-mature
forests were acquired from the forest manager’s archives at
the local forestry bureau

Tree number Stand density (tree/ha) Number/area = number/(0.09 ha)

Table 2. Descriptive statistics of field-measured forest parameters.

Parameters Minimum Maximum Mean Median
Standard
Deviation

Coefficient of
Variation (%)

Canopy closure (%) 20 90 78.89 80 9.02 11.43
Stand density (tree/ha) 100 8000 619 500 602.26 97.30
Stand volume (m3/ha) 5 553 227 240 99.70 43.92

Forest age 1 5 3.32 4 1.02 30.72
Soil fertility 15 70 38.68 32 15.70 40.59

2.2.2. Remote Sensing Data

In this study, 18 predictor variables related to forest parameters were selected and extracted from
multi-sensors imagery (Tables 3 and 4) [12,78–80]. ALOS-2 PALSAR-2 yearly mosaic image of 2017
was masked and converted to gamma naught values in decibel unit (dB) from 16-bit digital number
(DN) (Table 4) using the following equation [81]:

γ0 = 10 log10

(
DN2

)
− 83 (1)

where γ0 is gamma naught backscatter coefficient of horizontal transmit-horizontal channel (HH) or
horizontal transmit-vertical channel (HV); DN is the polarization data in HH or HV.

Monthly mosaic predictors from C band SAR were generated from seven Sentinel-1 Ground
Range Detected images by masking and mosaic using Google Earth Engine (GEE). Those data were
pre-processed by thermal noise removal, radiometric calibration, and terrain correction stored in dB
via log scaling [82]. The cloud-free Sentinel-2B Level-1C images acquired on 25 September 2017 were
downloaded from the Copernicus Sentinel Scientific Data Hub (https://scihub.copernicus.eu/) to extract
vegetation and soil indices, as well as biophysical variables. Previous studies explored numerous
Sentinel-2 spectral indices. They found that four vegetation indices and two soil indicators were useful
in modelling forest age and soil fertility, respectively [78,80,83–85]. The MSI data had 13 spectral
bands with 10 m (bands 2–4, 8), 20 m (band 5–7, 8a, 11–12), and 60 m (band 1, 9–10) spatial resolutions.
Bottom-of-atmosphere-corrected reflectance (Level-2A) images were atmospherically corrected from
the Level-1C data by SEN2COR atmospheric correction processor based on the radiative transfer
model (version 2.5.5, European Space Agency, Paris, France). Then, eight predictors were acquired
by resampling, band math, biophysical processor, and mosaic from Level-2A images based on SNAP
software (version 6.0, European Space Agency).

The DSM data from ALOS as AW3D30 were download from Japan Aerospace Exploration
Agency (https:ww.eroc.jaxa.jp/ALOS/en/aw3d30/data/index/htm) to extract topographic indices based
on Spatial Analyst of ArcGIS software (version 10.0, ESRI, RedLands, CA, USA). All predictor data
were re-projected into UTM Zone 52 WGS84, and then resampled to the 30 m pixel size by ArcGIS.
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Table 3. The ALOS-2, Sentinel-1, Sentinel-2, and digital surface model (DSM) data used in this study.

Sensors Elements Time Spatial Resolution (m) Source

ALOS-2 1 2017 25 A2 mosaic

Sentinel-1
Two of Sentinel-1A 20170906/0918 10 S1 mosaic
five of Sentinel-1B 20170903/0910/0915/0922/0927

Sentinel-2 Two of Sentinel-2B,
T52TDM/T52TCM 20170925 10 S2

ALOS N041E127/N041E128/
N042E127/N042E128

Derived from PALSAR
data during 2006 to 2011 30 AW3D30

Table 4. Predictors from remote sensing data for spatial modeling of forest parameters.

Sources Predictors Description Parameters Processing

A2
mosaic

HH
Gamma naught backscatter coefficient of
horizontal transmit-horizontal channel in
dB

Stand volume, soil
fertility, forest age

Masking, conversion to
gamma naught values based
on Google Earth Engine (GEE)

HV Gamma naught backscatter coefficient of
horizontal transmit-vertical channel in dB

S1
mosaic

VV Gamma naught backscatter coefficient of
vertical transmit-vertical channel in dB

Soil fertility, forest
age

Masking and mosaic based on
GEE

VH Gamma naught backscatter coefficient of
vertical transmit-horizontal channel in dB

S2

LAI Leaf area index Canopy closure,
stand density

Atmosphere correction based
on Sen2Cor, then resampling,
biophysical processor, and
mosaic based on SNAP

FVC Fraction of vegetation cover

NDVI Normalized difference vegetation index,
(B8 − B4)/(B8 + B4)

Forest age

Atmosphere correction based
on Sen2Cor, then resampling,
vegetation radiometric indices
processing, and mosaic based
on SNAPGEMI

Global environmental monitoring index,
eta × (1 − 0.25 × eta) − (B4 − 0.125)/(1 −
B4),where eta = [2 × (B8A − B4) + 1.5 × B8A
+ 0.5 × B4]/(B8A + B4 + 0.5)

GNDVI Green normalized difference vegetation
index, (B7 − B3)/(B7 + B3)

S2REP Sentinel-2 red-edge position index, 705 + 35
× [(B4 + B7)/2 − B5] × (B6 − B5)

BI2 The second brightness index, sqrt ((B4 × B4
+ B3 × B3 + B8 × B8)/3) Soil fertility

Atmosphere correction based
on Sen2Cor, then resampling,
soil radiometric indices
processing, and mosaic based
on SNAP

CI The color index, (B4 − B3)/(B4 + B3)

AW3D30

H Surface elevation

Soil fertility, forest
age

Spatial analysis based on
ArcGIS

Slope Slope

Aspect Aspect

Cv Profile curvature

Ch Plan curvature

TWI
Topographic wetness index, Ln[Ac/tanβ],
Ac is the catchment area directed to the
vertical flow

2.3. Assessment of Forest Conditions

2.3.1. Spatial Modeling of Canopy Closure and Stand Density by Statistical Regressions

Stand density is a prominent component of forest structure, which governs elemental processing
and retention, competition, and habitat suitability [86,87]. Canopy closure is the proportion of the sky
hemisphere occupied by tree crowns when viewed from a single ground point [88,89]. It is closely
associated with understory light and has wide-reaching effects for ecological processes in forests [90].
Whereas FVC is defined as the percentage of the forest area covered by the vertical projection of
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trees [91,92]. LAI is one half of the total green leaf area per unit ground surface area [93]. FVC and
LAI are critical biodiversity variables as recognized by international organizations such as Global
Climate Observation System and Global Terrestrial Observation System [35]. The generalized linear
correlations were discovered between stand density and LAI, canopy closure and FVC, and LAI and
FVC in previous studies [42,94,95]. Thus, it was assumed in this study that canopy closure and stand
density could be modeled by generalized linear regressions based on FVC and LAI from Sentinel-2
images. In this study, five types of regression models (linear, quadratic polynomial, power, exponential,
and logarithmic) were built. LAI or FVC, and canopy closure or stand density, were used as the input
variables to derive the empirical parameters for the models. This study selected the model with the
largest value of coefficient of determination (R2) to map the canopy closure and stand density.

2.3.2. Spatial Modeling of Stand Volume and Forest Age by Random Forests

Firstly, a semi-physical simple water cloud model (WCM) was used for the investigation of
the relationship between stand volume and backscatters (HH and HV) derived from ALOS-2 data.
The prerequisite assumption of WCM was that the dielectric constant of dry vegetation matter was
much smaller than that of the water content of vegetation, and almost all volume backscatters were
composed of air in the vegetation canopy [96]. Therefore, WCM was developed assuming that the
canopy “cloud”, called the water cloud, contained identical water droplets showed the random
distribution within the canopy [55]. In this study, the WCM was adopted for the initial exploration [97],
which was written as Equation (2):

γ0
f = γ

0
ge−δSV + γ0

v(1 − e−δSV
)

(2)

where γ0
f is the backscatter from the forest, as the gamma naught value of HH or HV (dB); γ0

g is the direct

backscatter from the forest floor through gaps in the canopy (dB); γ0
v is the volume backscatter from an

opaque canopy without gaps (dB); SV is stand volume (m3/ha); and δ is the extinction coefficient.

 

Figure 2. Steps of spatial modeling on stand volume and forest age by random forests and that on soil
fertility by random forest kriging.

Then, RF was used to model the spatial distribution of stand volume with predictors of HH and
HV. The RF was an ensemble of decision trees, which was created by a subset of training sample
through replacement as a bagging approach [98]. Each decision tree was independently developed
without any pruning and each node was divided using a user-defined number of features selected at
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random [99]. By producing the forest up to a user-defined number of trees, RF creates trees with large
variance and small bias [98,99]. The abovementioned two user-defined parameters, i.e., numFeatures
and numIterations, were selected by the smallest root mean square error (RMSE) in WEKA software
(version 3.8, The University of Waikato, Hamilton, New Zealand), and the attribute importance was also
estimated [100]. The new unlabeled data were input to evaluate and vote, and the finial prediction was
the average of the membership (Figure 2a). Additionally, forest age, as indirect and complex retrieved
parameters for remote sensing techniques, was also modeled by RF with multi-sensor predictors
(Table 4 and Figure 3).

 

Figure 3. The flowchart for spatial modeling of parameters and application on forest condition assessment.

2.3.3. Spatial Modeling of Soil Fertility by Random Forest Kriging

Random forest kriging (RFK) was the extension of RF, which integrated RF prediction values and
estimation of the residuals by ordinary kriging (OK) using Equation (3) [101]. It considered spatial
parametric non-stationarity with the effects of environmental variables derived from the benefits of
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RF [102,103]. RFK also added the spatial dependence of the residuals interpolated through OK to the
estimated trend, as part of the spatial autocorrelation. RFK has been conducted in soil attribute mapping
and had a greater accuracy than RF [104,105]. Its implementation included two steps (Figure 2). First,
RF was used to model the relationship between soil fertility and multi-sensor predictors. Second,
the result of RFK was predicted as the sum of the RF result and its residuals interpolated by the OK
approach using Equation (4).

SFRFK = SFRF + ROK (3){
ROK =

∑ n
i=1ωiRi∑ n

i=1ωi = 1
(4)

where SFRFK, SFRF are predication of soil fertility based on RFK and RF, respectively; ROK is the
estimated residuals of soil fertility from RF models; Ri is the residuals of soil fertility from RF models
at a measured sample i; wi is the weight estimated by the stationary OK system as an error variance
model to minimize the error from the semivariogram modeling [106]; and n is the number of measured
values within a neighborhood.

2.3.4. Model Evaluation and Forest Condition Assessment

The validation set (Figure 1) was used to test performances of spatial modeling of forest parameters
based on the root mean squared error (Equation (5)), mean absolute error (MAE, Equation (6)), mean
error (ME, Equation (7)), and correlation coefficient between the measured and predicted parameters
(r, Equation (8)). In order to better estimate accuracy, the mean measured value of the parameter (y)
was applied to divide the RMSE, MAE, and ME (Equations (5)–(7)).

RMSE =
1
y

√√
n∑
1

(yi − ŷi)
2

n
× 100% (5)

MAE =
1
y

n∑
1

∣∣∣yi − ŷi
∣∣∣

n
× 100% (6)

ME =
1
y

n∑
1

yi − ŷi

n
× 100% (7)

r =

∑n
1(yi − y)

(
ŷi − ŷ

)
√∑n

1(yi− − y)
√∑n

1

(
ŷi − ŷ

) (8)

where yi is the measured parameter value; ŷi is the predicted parameter value; y and ŷ are the average
of measured and predicted values of the parameter, respectively; and n is 601 in this study. The RMSE
and MAE should be as small as possible. The ME should be close to zero, while r should be larger.

After that, each map of forest parameters was transformed into the spatial distribution of the
parameter score as Equation (9). All parameters were positive indicators for forest condition, except
that stand density was considered as a complex indicator. Indeed, excessive or insufficient stand
density was harmful to forest conditions [107]. In this study, optimum stand density for forest condition
was assigned as the median of measured values (500 tree/ha in Table 2). In other words, stand density
below 500 tree/ha was regarded as a positive parameter along with canopy closure, stand volume, forest
age, and soil fertility. While stand density above 500 tree/ha was regarded as a negative parameter.

Scorej =

⎧⎪⎪⎨⎪⎪⎩
Pi−−Pmin

Pmax−Pmin
× 100, P is, CC, SV, FA, SF or SD ≤ 500

Pmax−Pi
Pmax−Pmin

× 100, P is SD > 500
(9)
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where Scorej is the score of parameter j; Pi, Pmin, and Pmax are raw data, minimum, and maximum
values of spatial modeled parameters, respectively; CC, SV, FA, SF, and SD are canopy closure, stand
volume, forest age, soil fertility, and stand density, respectively.

To estimate quantitatively the weight of each parameters, the principal component analysis
(PCA) is a common method to use [108,109]. PCA was performed under the factor analysis in SPSS
(version 21.0, IBM, Armonk, NY, USA) using Equation (10) by three elements, i.e., coefficients of
parameters in linear combinations of different principal components, variance contribution rate of
principal components, and normalization of weights. Finally, the forest condition assessment map was
generated by the score and weight of each parameter according to Equation (11).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wj =

∑q
k=1

Cjk√
Ek

Vk∑q
k=1

Vk

∑5
j=1

∑q
k=1

Cjk√
Ek

Vk∑q
k=1

Vk∑ 5
j=1 wj = 1∑ 5
j=1 Vk ≥ 8

(10)

where wj is the weight of parameter j; Cjk is the component matrix value of parameter j in component
k; Ek is eigenvalue of component k; Vk is variation contribution rate of component k; and q is principal
component number.

Conditionscore =
∑

5
j=1Scorej×wj (11)

where Conditionscore is the score of forest condition s; Scorej is the score of parameter j; and wj is the
weight of parameter j.

3. Results

3.1. Canopy Closure and Stand Density

The five types of statistical regression models were built as illustrated in Figure 4. Among five
models, logarithmic, and quadratic power regressions with the largest values of R2 were the best at
explaining relationship of canopy closure with LAI and FVC, respectively. Considered the much larger
R2 value of a LAI-based model, LAI derived from Sentinel-2 was selected to map canopy closure
based on the logarithmic regression model. Likewise, the exponential regression model with FVC was
selected to map stand density. For comparison with field measured values, the modeled output of
canopy closure and stand density were divided into several levels for displaying (Figure 5). Specifically,
each level had an equal number of measured sample sites. The better performance of spatial modeling
of canopy closure and stand density can be indicated by the agreement pattern at each level. Generally,
predicted canopy closure and stand density were close to field measured values (Table 2). The large
values of canopy closure and stand density were distributed in lower altitude regions. There is no
forest in the high elevation alpine tundra and the volcanic summit of the study site. The southern slope
of the Changbai Mountain showed less canopy closure and stand density than the north, as affected by
historical volcanic damages (Figure 5).
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Figure 4. Statistical regressions of canopy closure and stand density based on Sentinel-2 leaf area index
(LAI) and fraction of vegetation cover (FVC). Regressions of canopy closure by LAI and FVC were
illustrated as (a,b), respectively. Models of stand density by LAI and FVC were shown in (c,d).
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Figure 5. Canopy closure (a) and stand density (b) in the CMNNR.

3.2. Stand Volume and Forest Age

The fitting line of HV showed a much flatter range than that of HH (Figure 6), indicating that
HV was much more sensitive to stand volume than HH. It was also shown that the L band ALOS-2
backscatters reached saturation at around 400 m3/ha, which was greater than 97.4% of measured stand
volume (Table 2). Thus, ALOS-2 data were considered suitable for spatial modeling of stand volume in
the study area. Based on 1000 decision trees and one feature, the RF model was built to predict stand
volume with more contribution from HV than HH. The result was depicted in Figure 7a and different
levels were divided against measured values. It was delineated that the northeastern part of the study
area was a large valued region.

The RF model with 1000 decision trees and six features was trained to predict forest age.
The attribute importance ranking in decreasing order was H, Slope, Global environmental monitoring
index (GEMI), Aspect, normalized difference vegetation index (NDVI), green normalized difference
vegetation index (GNDVI), topographic wetness index (TWI), Sentinel-2 red-edge position index
(S2REP), HV, Cv, Ch, VV, HH, and VH. It was indicated that topographic and vegetation indices
contributed more than SAR backscatters. According to measured age, the majority of forests were
mature or over-mature with a median value of four (Table 2). The predicted forest age, as Figure 7b,
was consistent with the measured values. Greater values of forest age were found in the western part
of the study area. It was also shown that small values of forest age and stand density in higher altitude
regions where forest distribution was limited.
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Figure 6. Relationships between backscatters and stand volume using the simple water cloud model.
(a) horizontal transmit-horizontal channel (HH) backscatters from pure forest canopy is −5.82 dB, from
bare soil is −6.58 dB, and the extinction coefficient is 0.012. (b) horizontal transmit-vertical channel
(HV) backscatters from pure forest canopy is −11.03 dB, from bare soil is −12.04, and the extinction
coefficient is 0.014.

 
Figure 7. Stand volume (a) and forest age (b) in the CMNNR.

3.3. Soil Fertility

The RF model with 1000 decision trees and seven features was trained to predict soil fertility at the
first step. The ranking of attribute importance in decreasing order was H, Slope, Aspect, Cv, Ch, TWI,
second brightness index (BI2), color index (CI), HV, HH, VV, and VH. It was revealed that topographic
and soil indices contributed more than SAR backscatters. By dividing into three levels against measured
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values, the RF-based soil fertility displayed zonal distribution (Figure 8a). The small and large values
were mixed in distribution. The RF model overestimated small values while underestimating large
values in comparison to measured soil fertility (Table 2). With range, nugget, and sill values of 14.5 km,
48.6, and 230.5, respectively, semivariogram in OK interpolation was modeled as an exponential type
and used to predict soil fertility residuals from RF at the second step. The small value of basal effect
(nugget/sill = 0.21) showed a strong autocorrelation of residuals. It was suggested that soil fertility
prediction be overestimated by RF in the high-altitude area (Figure 8b). Final predicted soil fertility
by RFK with more equal area of each level than RF prediction, which means closer to the measured
soil fertility, was shown in Figure 8c. Soil fertility decreased as altitude increased, which agreed with
vertical zonal patterns affected by the volcanic eruption hundreds of years ago.

 

Figure 8. Soil fertility in the CMNNR. Soil fertility predicted by random forest was shown in (a), and
its residuals interpolated by ordinary kriging was (b). Final map of soil fertility was (c).

3.4. Assessment of Modeling Accuracy and Forest Condition

The spatial modeling accuracy of five forest parameters was estimated by independent data
(n = 601). Canopy closure was modeled with the greatest accuracy among the five parameters, while
modeling stand density performed the worst with the least accuracy (Table 5). With large values
of r and R2 (r ≥ 0.75 and R2 ≥ 0.6), it was revealed that all models explained spatial dynamics and
characteristics of parameters to a good extent (Figure 9). The modeled parameters were credible
(r ≥ 0.75) for application in forest condition assessment.

Table 5. Accuracy assessment of forest parameter modeling based on independent validation data.

Parameters ME (%) MAE (%) RMSE (%) r

Canopy closure −0.15 3.65 4.62 0.91
Stand density −3.27 17.29 33.80 0.96
Stand volume −0.60 17.42 29.41 0.75

Forest age 0.51 11.77 20.50 0.76
Soil fertility 0.13 9.45 14.31 0.94
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Figure 9. Scatter plots of predicted versus ground measured parameters from validation data including
canopy closure (a), stand density (b), stand volume (c), forest age (d), and soil fertility (e). As for forest
age, one to five represented young to over-mature.

According to PCA of measured parameters, two components were acquired and shown as
Table 6. Forest age contributed the most among the five parameters with a weight of 0.23, followed
by stand volume and canopy closure. Stand density had the weakest influence with a weight of 0.12.
The normalized parameters scores were shown in Figure 10a–e. The largest score in canopy closure
was distributed homogeneously, with almost all above 60. However, the score of soil fertility showed
the strongest spatial variations, followed by that of stand density. Weighted by five parameters, forest
condition score was mapped as Figure 10f. The forest of the study area in 2017 had major scores were
between 50 to 70 and coefficient of variation (CV) as 14.79% (Figure 10g).
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Table 6. Component matrix and weights of five parameters.

Parameters
Component 1 with Contribution Rate

of 44.73% and Eigenvalue of 2.69
Component 2 with Contribution Rate

of 36.19% and Eigenvalue of 1.31
Weight

Canopy closure 0.89 −0.05 0.21
Stand density 0.80 −0.29 0.12
Stand volume 0.07 0.75 0.23

Forest age 0.14 0.79 0.26
Soil fertility 0.47 0.23 0.18

 
Figure 10. Forest parameters and condition in the CMNNR. Forest parameters included canopy closure
(a), stand density (b), stand volume (c), forest age (d) and soil fertility (e). Distribution of condition
was in (f). Forest condition of different areas was summarized in (g).
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4. Discussion

4.1. Understanding Forest Parameters with Remote Sensing Predictors

Close relationships were found for canopy closure and stand density with LAI and FVC from
Sentinel-2 (Figure 4). LAI explained more canopy closure (R2 = 0.81) than FVC (R2 = 0.52). However,
the performances of LAI (R2 = 0.87) and FVC (R2 = 0.89) on modeling stand density were similar.
The assessment by independent sample sites (Table 5 and Figure 9) showed that LAI and FVC revealed
spatial variations of canopy closure and stand density (r ≥ 0.9 and R2 ≥ 0.8). While RMSE values
showed that stand density was estimated with the largest error among the five parameters (Table 5).
This may have resulted from the saturation problems from Sentinel-2. It was indicated that biophysical
products of Sentinel-2, especially LAI, had good abilities to delineate the spatial variation of simple
horizontal structure, such as canopy closure and stand density, in the study area.

The backscatter from HV was more sensitive to stand volume than HH based on the WCM
models (Figure 6) and the attribute importance in the RF model. This revealed that HV backscatter
was more helpful than HH to model forest productivity, which was consistent with previous findings
of aboveground biomass [110,111]. The extinction coefficients modeled by WCM models in this
study were much larger than previous studies in modeling aboveground biomass with backscatters
and without mosaic [55,97]. This resulted in a relatively less accuracy of stand volume among five
forest parameters.

The attribute importance in RF models demonstrated that topographic and spectral indices from
L band InSAR and MSI contributed more than backscatters from L and C band SAR in modeling
forest age and soil fertility. Additionally, backscatters from HV and VV had influenced more on forest
parameter modeling than HH and VH, respectively. However, the ranking of predictor importance
was different between forest age and soil fertility. The L band InSAR predictors showed the absolute
dominance in soil fertility modeling, followed by variables from MSI, L band SAR, and C band SAR.
This was on account of the good penetrability of L band and sensitivity to vegetation (CI) and soil
humidity (BI2) of indices from MSI. As for forest age modeling, HV backscatter was much more
important than second-derivative topographic micro indices (Cv and Ch). Additionally, vegetation
indices from near-infrared (Band 8 and 8A), red (Band 4), vegetation red edge (Band 7), and green band
(Band 3) had a greater effect than the complex macro topographic index (TWI) on forest age modeling.
Also, the backscatter from VV was much more significant than that from HH. It was denoted that
forest age had a more complex relationship than soil fertility with SAR and MSI data, which contained
multisource influences form basic vertical and horizontal forest parameters. Moreover, the multi-sensor
modeling of soil fertility based on RF algorithms showed certain limits in predicting minimum and
maximum values (Figure 8a) with strongly auto-correlated residuals (nugget/sill = 0.21). It was also
revealed that soil fertility had the heterogeneity conveyed by backscatters and reflectance, and the
spatial autocorrelation dependence on own attributes.

4.2. Uncertainty of Spatial Modeling

The uncertainty analysis is crucial for understanding the quality of remote sensing-based forest
parameters. RMSE used in this study is the common statistic to characterize the uncertainty [112,113].
Overall, the uncertainty of forest parameter modeling was acceptable with all r values above 0.75 and
RMSE below 35% based on the independent validation data (Table 5). The uncertainties were from
three aspects in this study as field-measurements, predictor variables and modeling. In order to get
representative sample sites, a total of 1803 plots covering forests in the study area were measured
(Figure 1). To match the remote sensing data, the plot size was set as 30 m by 30 m. Then, open-access
remote sensing data from four different sources were selected to match the field campaign time.
Predictor variables were derived from the monthly mosaic of filtered Sentinel-1 images. Limited by
the cloud cover, only one cloud-free image from Sentinel-2 acquired on 25 September 2017 was used.
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The forest parameters in this study were modeled with efficient predictor variables from minimum
data sources based on previous findings. Specifically, canopy closure, and stand density were modeled
by Sentinel-2 and stand volume was modeled by L band SAR. It was accorded from previous studies
that SAR data were sensitive to vertical structure and function while MSI were primary in horizontal
canopy modeling [18,21]. L band SAR penetrated into the canopy and scatters back from leaves,
branches, and stems [114]. Hence, L band SAR was used to model stand volume, and DSM from L
band InSAR was chosen to extract topographic indices in this study, rather than SRTM DEM from C
band as most researches used. Nevertheless, as complex parameters, forest age and soil fertility were
modeled by multi-sensor data to reflect the information on basic structure and function.

The uncertainty of modeling was reduced by using efficient algorithms combined with remote
sensing predictors based on existing researches. First, the physically based models were considered
to acquire the basic variables which were directly related to remote sensing data, such as LAI and
FVC. Then, basic structure parameters such as canopy closure and stand density were modeled by
parametric algorithms to show the explicit relationships with biophysical variables. The physically
based model was also used to test the suitability of L band SAR for stand volume modeling. However,
the function and comprehensive parameters had complex relationships with remote sensing-derived
variables. Therefore, recognized nonparametric algorithms with great accuracy, such as RF and RFK,
were selected to model stand volume, forest age, and soil fertility.

4.3. Forest Condition from Structure and Function

Forest parameters and condition showed variations along the elevation gradient (Figure 10).
Among four vertical vegetation zones, the mixed coniferous and broad-leaved forest had the highest
scores, followed by dark-coniferous spruce-fir and Ermans birch forest. While the northern slope area
within dark-coniferous spruce-fir forest had large values of stand volume (Figure 7a). This was mainly
due to taller and matured trees are distributed in this region [115]. The intensity of soil fauna activities,
moisture, temperature, and plant diversity in lower altitudes were more favorable than those at higher
elevations in the Changbai Mountain [72,116–119], so that forest parameters and conditions generally
decreased with increasing altitude.

Forest conditions in the CMNNR showed spatial variations, which were assessed by the weighted
structural and functional parameters (Figure 10). The forests with higher condition scores were located
in the area with lager values of soil fertility. While low values of forest condition were mainly consistent
with smaller scores of stand volume. It was demonstrated that function parameters were primary in
assessment of forest conditions in the CMNNR. Among three functional zones, forests in the core area
showed the largest variation and were vital for improving forest conditions.

5. Conclusions

Most of current forest condition assessments are mainly based on structural and functional
parameters investigated in the field. To evaluate forest conditions in a comprehensive and comparable
manner, this study developed a methodology on forest condition assessment based on explicit modeling
and mapping of forest parameters from satellite images. Efficient predictors and algorithms were
implemented to map structure and function parameters in the CMNNR of 2017 based on ALOS-2,
Sentinel-1, Sentinel-2, and DSM from ALOS. With parameter modeling, this study assessed forest
conditions to provide a foundation of methodology and up-to-date information of the CMNNR.

The results included performances of predictor variables and models on spatial modeling of the
structure and function, maps of forest parameters, and conditions. First, explicit relationships between
Sentinl-2-derived biophysical variables and simple forest structure parameters such as canopy closure
and stand density were discovered. Topographic and spectral indices from L band InSAR and MSI
contributed more than L and C band SAR in RF modeling of complex forest parameters such as forest
age and soil fertility. While backscatters of HV were more important in the RF modeling of stand
volume, forest age, and soil fertility than those of HH. Meanwhile, backscatters of VV were more
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sensitive to forest age and soil fertility than those of VH. Models explained spatial dynamics and
characteristics of forest parameters to a good extent based on the independent validation set (r ≥ 0.75).
Second, all maps of forest parameters showed that the lower altitude northern slope had larger values
than the south. Third, the mean score of forest conditions in the CMNNR was 58.51, with the smallest
in the core zone (56.96) and the largest in the transition area (63.23). The assessment illustrated that the
distribution of forest conditions in the CMNNR mainly resulted from spatial variations of function
parameters including stand volume and soil fertility.
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Abstract: Various drought indices have been developed to monitor drought conditions. Each index
has typical characteristics that make it applicable to a specific environment. In this study, six popular
drought indices, namely, precipitation condition index (PCI), temperature condition index (TCI),
vegetation condition index (VCI), vegetation health index (VHI), scaled drought condition index
(SDCI), and temperature–vegetation dryness index (TVDI), have been used to monitor droughts
in the Greater Changbai Mountains(GCM) in recent years. The spatial pattern and temporal trend
of droughts in this area in the period 2001–2018 were explored by calculating these indices from
multi-source remote sensing data. Significant spatial–temporal variations were identified. The results
of a slope analysis along with the F-statistic test showed that up to 20% of the study area showed
a significant increasing or decreasing trend in drought. It was found that some drought indices
cannot be explained by meteorological observations because of the time lag between meteorological
drought and vegetation response. The drought condition and its changing pattern differ from various
land cover types and indices, but the relative drought situation of different landforms is consistent
among all indices. This work provides a basic reference for reasonably choosing drought indices
for monitoring drought in the GCM to gain a better understanding of the ecosystem conditions
and environment.

Keywords: multi-source remote sensing data; drought index; trend analysis; MODIS; TMPA

1. Introduction

Drought is considered an environmental disaster, and many researchers, including
environmentalists, ecologists, hydrologists, meteorologists, geologists, and agricultural scientists
have investigated droughts [1]. Drought causes soil degradation, desertification, water deficit,
plant death, sandstorm, fire disaster, and other disaster phenomena [2]. Moreover, drought also
affects crop growth, influences global food prices, and contributes to political unrest [3–6]. Therefore,
monitoring drought and studying its spatiotemporal dynamics are important for improving agricultural
production, protecting the environment, and promoting sustainable social economic development [7].

Traditional drought-monitoring methods are based on ground- or station-based meteorological
and hydrological observations, such as precipitation, air temperature, soil moisture, evapotranspiration,
and surface runoff. A series of meteorological drought indices, including the Standardized Precipitation
Index (SPI) and Palmer Drought Severity Index (PDSI), were developed based on these observation
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data. However, it is difficult to ensure the reliability of such interpolation because of the limited spatial
density and uneven distribution of the observation stations [7,8]. Therefore, there is increased focus on
remote sensing for drought monitoring because of its comprehensive, fast, and dynamic features that
can rapidly and accurately yield multiscale and multitemporal information [9–13].

Many remote sensing-based drought indices have been established to reflect drought conditions.
One of the most extensively used one is the normalized difference vegetation index (NDVI). However,
when conducting drought monitoring over nonhomogeneous areas, NDVI is less reliable because of
the effects of geographical location, ecological systems, and soil conditions [9,10]. To overcome these
problems, Kogan proposed the vegetation condition index (VCI) by normalizing NDVI values to the
maximum range of a specific area [9]. The weather-related NDVI component is smaller than the one
related to the ecosystem; therefore, normalization successfully minimizes the ecosystem component.
The VCI has been widely applied to drought monitoring and analysis, and its reliability has been verified
by many studies [14–21]. VCI can individually monitor the effect of drought on vegetation health but
is insufficient because it indicates only one moisture condition [14]. Considering that temperature may
also reflect drought conditions to some extent, Kogan further developed the temperature condition
index (TCI) by normalizing land surface temperature (LST) values to the maximum range of a specific
area as an indicator of drought [10]. The vegetation health index (VHI), which averages the sum of VCI
and TCI, too was introduced by Kogan [22]. The VHI has also been frequently used for agricultural
purposes, such as crop yield estimation [18,19,23]. The principle of using VHI for drought monitoring is
that an assessment of temperature conditions helps identify subtle changes in vegetation health because
the effect of drought is more drastic if shortage of moisture is accompanied by excessive temperatures.
The feasibility of using VHI has been validated in all major agricultural countries [22]. Precipitation
deficit is an important condition for drought formation; therefore, the precipitation condition index
(PCI) can reflect drought conditions [24]. Since drought usually is induced by precipitation deficit
and rise in temperature and poses a threat to vegetation health, the scaled drought condition index
(SDCI), which combines the PCI, TCI, and VCI, was proposed [25]. The abovementioned indices can
be calculated from easily available satellite remote sensing data. Other researchers proposed the
temperature–vegetation dryness index (TVDI) using the spatial relationship between the LST and
NDVI based on the spectral reflectance of near-infrared (NIR) and red channels to indicate drought [26]
and soil moisture conditions [27]. These indices take advantage of one or more aspects of droughts
to reflect drought conditions; as a result, these indices have distinct characteristics that makes them
suitable for different scenarios.

Remote sensing can provide long-term series data with broad spatial coverage; hence, these data
are a perfect source for Earth observation and land surface monitoring. Drought-monitoring research
also benefits greatly from remote sensing techniques, which help track the long-term trend of drought
condition easily. Liang et al. used the VCI to evaluate the spatiotemporal variations of drought in
different regions in China based on a trend analysis of tendency rate (slope) [7]. The occurrence of
drought events in Northeast China from 2001 to 2014 was also investigated using slope analysis [6].
Spatial and temporal variations of drought in Nepal were examined by trend analysis based on
satellite-derived VCI [28]. The Greater Changbai Mountains (GCM) is extremely important from the
ecological viewpoint for the entire Northeast Asia as well as the world owing to the well preserved
and most abundant forests of different types. Therefore, understanding the drought conditions of the
GCM is critical for understanding the ecosystem conditions and environment of this region.

The main objectives of this study are (1) to evaluate the six widely used drought indices (PCI, VCI,
TCI, VHI, SDCI, and TVDI) for drought monitoring in the GCM, considering that they reflect three
different aspects of drought, namely precipitation, temperature, and vegetation conditions, and also
that their data are easily available; (2) to explore the spatiotemporal patterns and the changing trend of
drought in the GCM during the period 2001–2018; and (3) to analyze the correlations of the drought
indices with meteorological factors and land cover types.
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2. Study Area and Data

2.1. Study Area

The GCM include a part of the northeast provinces of Heilongjiang, Jilin, and Liaoning in China and
have the largest protected temperate forest in Northeast Asia with many rare animal and plant resources.
This area has been a focal point of ecosystem and biodiversity research based on remote sensing
applications [27]. The Greater Changbai Mountains (GCM) has a northeast–southwest orientation
and extends in the region 38◦46′–47◦30′ N latitude and 121◦08′–134◦ E longitude (Figure 1). It mainly
includes parallel fault block mountain areas, such as Changbai, Laoyeling, Zhangguangcailing, and
Hadaling. It extends 1300 km from the north to the south and stretches 400 km from the east to the west.
The Changbai Mountain is somewhat spindle shaped, and it has a large elevation difference. Its highest
peak is located in Jilin Province and is 2670 m high. The total area of the mountains is approximately
2.8 × 105 km2. The Changbai Mountain is a treasure trove of world resources as it contains all types of
vegetation from temperate to polar types. It covers climatic zones ranging from warm temperate to
mid-temperate and from humid to semi humid zones. The mountain also has diverse soil types and
complex landform types. The Changbai Mountain has diverse variety and is rich in species. The area
mainly has coniferous and broad-leaved mixed forests dominated by Korean pine; coniferous forests
dominated by fir, spruce, and larch; and broad-leaved forests in the temperate zone. The Changbai
Mountain has a temperate humid monsoon climate and is located on the northeastern edge of the
global monsoon climate regions. The region is also affected by the continental climate. Its climate is
mainly characterized by long and cold winters and cool and short summers. The climate difference
between the north and south is large as the region is spread across nearly 10◦ latitude, and the climate
types vary greatly with the terrain because of the influence of altitude.

Figure 1. Location map of the Greater Changbai Mountains (GCM).

2.2. Data

Satellite remote sensing data from the Moderate Resolution Imaging Spectroradiometer (MODIS)
and Tropical Rainfall Measurement Missions (TRMM) multi-satellite precipitation analyses (TMPA)

177



Remote Sens. 2020, 12, 530

were used as the inputs to generate different drought index images. Four products including the NDVI,
LST, Land cover and precipitation were employed as listed in Table 1. All data have a monthly or yearly
temporal resolution. The monthly data were then aggregated to yearly data by averaging. For Land
cover product (MCD12Q1), Land Cover Type 3 layer with annual Leaf Area Index classification scheme,
which has 10 land cover classes, was used here. All these products have enough time scale to cover the
whole of 2001–2018.

Table 1. Satellite remote sensing products used in this study

Satellite
Mission

Product Data Type
Spatial

Resolution (m)
Temporal

Resolution
Source

MODIS
MOD13A3.006 NDVI 1,000 monthly [29]
MYD11C3.006 LST 500 monthly [30]
MCD12Q1.006 Land cover 500 yearly [31]

TMPA TRMM 3B43 Precipitation ~25,000 monthly [32]

The annual average temperature and total precipitation data for 14 prefecture-level cities in
the GCM area from 2001 to 2017 (data of 2018 were missing) were collected from local statistical
yearbooks. They were used to explore the correlation between remotely sensed drought indices and
meteorological observations.

3. Methodology

3.1. Drought Indices

These six widely used drought indices (PCI, VCI, TCI, VHI, SDCI, and TVDI) can be categorized
into three types. One type comprises a single-factor index, including PCI, TCI, and VCI, calculated
only from one of the three—precipitation, LST, and NDVI (Table 2). The second type is an index
comprising a combination of factors; examples of this type are the VHI and SDCI, which are calculated
from weighted combinations of multiple single-factor indices (Table 3). The other one is TVDI, which
employs the spatial relationship between LST and NDVI to reflect drought information (Equation (1)).

TVDI =
LST − LSTmin

LSTmax − LSTmin
(1)

LSTmin = a + b×NDVI (2)

LSTmax = c + d×NDVI (3)

Table 2. Single-factor drought indices*.

Drought Index Data Source Formula Reference

PCI TRMM PCI = TRMMi−TRMMmin
TRMMmax−TRMMmin

[33]
TCI MODIS TCI = LSTmax−LSTi

LSTmax−LSTmin
[10]

VCI MODIS VCI = NDVIi−NDVImin
NDVImax−NDVImin

[9]

* The minimum and maximum values in these formulas were selected for the whole 2001–2018 period over the
whole study area

Table 3. Drought indices based on a combination of factors.

Drought
Index

Formula Weights
Weight Determination

Method
Reference

VHI VHI = αTCI + βVCI α = 0.5, β = 0.5 Empirical weights [11]
SDCI SDCI = αTCI + βVCI + γPCI α = 0.25, β = 0.25, γ = 0.5 Empirical weights [25]
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In Equation (1), LST is the observed surface temperature at a given pixel; LSTmin, the minimum
surface temperature in the triangle for a given NDVI defining the wet edge (Equation (2)); and
LSTmax, the maximum surface temperature in the triangle for a given NDVI defining the dry edge
(Equation (3)) [27]. Their coefficients (a, b, c, and d) can be estimated by fitting the dry and wet edges
of the triangle (Figure 2).

Figure 2. Simplified land surface temperature (LST)- normalized difference vegetation index (NDVI)
triangle (Adopted from [27]).

MODIS and TRMM datasets were acquired and processed as the inputs to generate six drought
indices. The values of each of these indices range from 0 to 1, with a higher value indicating less
drought for most indices. However, for TVDI, a higher value indicates a more severe drought. Table 4
lists the classification scheme of these indices for drought levels according to [34].

Table 4. Classification scheme of the drought indices employed in this study [34].

Name of Class PCI TCI VCI SDCI VHI TVDI

Extreme drought 0–0.1 0–0.1 0–0.1 0–0.2 0–0.1
Severe drought 0.1–0.2 0.1–0.2 0.1–0.2 0.2–0.3 0.1–0.2 0.8–1

Moderate drought 0.2–0.3 0.2–0.3 0.2–0.3 0.3–0.4 0.2–0.3 0.6–0.8
Mild drought 0.3–0.4 0.3–0.4 0.3–0.4 0.4–0.5 0.3–0.4 0.4–0.6

Abnormal drought 0.4–0.5 0.4–0.5 0.4–0.5
No drought 0.5–1 0.5–1 0.5–1 0.5–1 0.4–1 0–0.4

3.2. Trend Analysis

To reveal the trend of the drought condition from 2001 to 2018, a temporal trend analysis based on
the ordinary least squares (OLS) regression was conducted for each drought index (DI) pixel. Then,
a linear equation of a DI was fit as a function of the variable “YEAR” to calculate the slope (Equation
(4)). An image of the changing slope over the period 2001–2018 was thus obtained.

SLOPE =

n× n∑
i=1

i×DIi −
n∑

i=1
i

n∑
i=1

DIi

n× n∑
i=1

i2 −
(

n∑
i=1

i
)2 (4)

In Equation (4), n represents the total number of observation years (n = 18). DIi represents the
mean value of drought index for the ith year. SLOPE > 0 represents an increasing trend of DI from
2001 to 2018. Conversely, SLOPE < 0 represents a decreasing trend. F-statistics were conducted to
determine the significance of the fitted linear regression model.
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4. Results

4.1. Spatial Pattern

Figure 3 shows six DI maps that were averaged based on the annual draught indices from 2001 to
2018. Figure 3a–e presents those drought indices whose lower values indicate severe drought, while
Figure 3f shows the TVDI map for which a higher value indicates severe drought.

Figure 3. Six drought indices averaged over 18 years for the Greater Changbai Mountains
(GCM). (a) Precipitation condition index (PCI), (b) temperature condition index (TCI), (c) vegetation
condition index (VCI), (d) vegetation health index (VHI), (e) scaled drought condition index (SDCI),
and (f) temperature–vegetation dryness index (TVDI).

According to the PCI shown in Figure 3a and the classification scheme presented in Table 4,
the southeast area of the GCM region where Baishan, Tonghua, and Dandong Cities are located, exhibits
no drought conditions, whereas the northeast area (ShuangyaShan) has a low PCI value, indicating
obvious drought conditions. Most of the remaining areas had slight or no drought. The TCI and VCI
maps show slightly different drought patterns. According to the TCI map, most of the GCM area
experienced drought conditions, except for the mountains in the central region. The VCI map indicates
that most of the area experienced slight or no drought, except for the low-lying areas in the southwest
and northeast. Since the TCI is related to LST, and the VCI is related to NDVI, the conflict between the
TCI and VCI suggests that vegetation flourished in the mountains despite the high LST, indicating
that the vegetation in the GCM area has high drought endurance. The VHI is high (no drought/wet
conditions) in the southeast area with high elevation, while low (drought conditions) in the low-lying
southwest and northeast areas. The other area has moderate VHI values, indicating mild drought
conditions according to the classification in Table 4. The SDCI map shows a pattern similar to that of
the PCI map, largely because the PCI is an important factor in the SDCI. According to the TVDI map,
no drought conditions occurred in the southeast area with high elevation. The remaining parts of the
region exhibited slight to moderate drought conditions. The spatial pattern of the TVDI was similar to
that of the VHI. Thus, these six indices exhibit different drought information for the GCM area. This is
mainly because they are calculated from different combinations of precipitation, LST, and vegetation
status. Thus far, we cannot conclude which index is more reliable because they all try to reflect one
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or more aspects of drought conditions. The differences among the index maps also suggests that the
method for drought monitoring should be selected carefully.

4.2. Temporal Trend

Trend analyses were conducted for the annual index images using the aforementioned OLS
regression and F-statistics. On the basis of the calculated slopes and significant levels, the trends of
changes in the drought indices were classified into seven categories: (1) highly significant decrease
(SLOPE < 0, p ≤ 0.01), (2) significant decrease (SLOPE < 0, 0.01 < p ≤ 0.05), (3) moderately significant
decrease (SLOPE < 0, 0.05 < p ≤ 0.1), (4) no significant change (p > 0.1), (5) moderately significant
increase (SLOPE < 0, 0.05 < p ≤ 0.1), (6) significant increase (SLOPE > 0, 0.01 < p ≤ 0.05), and (7) highly
significant increase (SLOPE > 0, p ≤ 0.01) [35], as shown in Figure 4. Figure 4 shows a significant PCI
decrease for 8.8% of the study area and a significant increase for 13.6% of the area. The remaining
area exhibited no significant change during the last 18 years. The area with a significant increase
in the PCI is mainly located near Mudanjiang, Jilin, and Yanji City, while the area with significantly
decreasing PCI is mainly distributed near Liaoyang, Anshan, and Dandong City. For TCI, 3.3% of the
area experienced a significant increase and 3.3% of the area witnessed a significant decrease. The area
with a significant decrease was distributed near the north of Shuangyashan and Qitaihe City and south
of Anshan City, suggesting that these areas experienced very severe droughts in the recent 18 years.
The positive trend was mainly observed in Mudanjiang and Tonghua City. With regard to the VCI,
a significant increase was seen for 5.3% of the study area, whereas a significant decrease was seen
for 21.3%, indicating that a larger area tended to experience very severe droughts recently. The areas
with a significant decrease in the VCI are mostly located in the southern coastal region, Yanji in Jilin,
and the northern part of Shuangyashan. The rest of Shuangyashan and Baishan exhibited an increase
in the VCI. VHI trend analysis showed that 4.9% of the GCM area experienced a significant drought
alleviation, whereas 14.1% experienced a significant drought aggravation. The spatial pattern of the
VHI trend is similar to that of the VCI trend. SDCI trend analysis revealed that about 11% of the central
area of the GCM experienced a significant increase (i.e., drought condition is relieving); meanwhile,
almost an identical extent in the southwest experienced drought aggravation. TVDI trend analysis
showed that a sparse area of 9.0% of the GCM experienced a significant increase, whereas 3.5% of the
area experienced a significant decrease. The region with the decreasing TVDI was mostly distributed
near Mudanjiang, Liaoyuan, and Tonghua.

Thus, the trend analyses indicate different drought trends for different indices. For the GCM,
both PCI and SDCI show similar patterns that the central area is getting wetter and the southwest area
is getting drier. VCI and VHI exhibit similar patterns showing sparse areas with decrease (drying) and
overwhelming increase (wetting).
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Figure 4. Slopes of drought indices during 2001–2018. (a) PCI, (b) TCI, (c) VCI, (d) VHI, (e) SDCI, and
(f) TVDI.

4.3. Correlations between Drought Indices and Meterological Factors

The annual average precipitation and temperature were collected from 14 prefecture-level cities
in the GCM. Six annual drought indices were plotted for these cities, as shown in Figures 5 and 6.
As shown in Figure 5, PCI and SDCI both show similar annual patterns with precipitation. This is
because precipitation is an important input for both these indices. The other four indices (VCI, TCI,
TVDI, and VHI) do not show any clear relation with annual precipitation. TCI mainly reflects the
surface temperature variation, while for the other three indices, NDVI is an important input.
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Figure 5. Relationship between annual drought indices and precipitation in the GCM. (a–n) are the
14 prefecture-level cities. (a) Anshan; (b) Baishan; (c) Benxi; (d) Dandong; (e) Fushun; (f) Jilin; (g) Jixi;
(h) Liaoyang; (i) Liaoyuan; (j) Mudanjiang; (k) Qitaihe; (l) Shuangyashan; (m) Tonghua; (n) Yanji.
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Figure 6. Relationship between annual drought indices and temperature in the GCM. (a–n) are the
14 prefecture-level cities. (a) Anshan; (b) Baishan; (c) Benxi; (d) Dandong; (e) Fushun; (f) Jilin; (g) Jixi;
(h) Liaoyang; (i) Liaoyuan; (j) Mudanjiang; (k) Qitaihe; (l) Shuangyashan; (m) Tonghua; (n) Yanji.
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Dandong has a relatively larger precipitation volume with high variations from 2001 to 2018
because of its special geolocation. Its forest coverage is as high as 65%, endowing the region with
high water-holding capacity. Precipitation-based drought indices in this area indicate clearly humid
characteristics. For example, the precipitation was very high in 2012 and 2013, and the average annual
temperature was lower (Figure 6d). Therefore, most of the indices identified the lack of a drought
condition in these 2 years. Benxi, which is a city neighboring Dandong, had slightly lower annual
average temperature and precipitation. Its drought condition was similar to Dandong according to
different indices. Anshan and Liaoyang are located inland and receive less precipitation than Dandong
and Benxi. In particular, in 2014, the precipitation of Liaoyang was only 300 mm, and the average
temperature was higher than 10 ◦C, which was significantly higher than that in the other years. PCI
and SDCI clearly indicate the drought situation in Liaoyang. Anshan received precipitation as low as
approximately 400 mm in 2014, and the average annual temperature was higher than 11 ◦C. PCI and
SDCI also reflected the drought situation of Anshan correctly. Fushun received an annual precipitation
exceeding 1,000 mm in 2010 and 2013, and its average annual temperature was between 5.5 ◦C and 6
◦C; meanwhile, in 2011 and 2014, it received a very low precipitation of 500 mm, and the PCI and SDCI
values clearly reflect these changes. Baishan and Tonghua are located close to the Changbai Mountain
Nature Reserve. The annual precipitation and temperature were relatively stable from 2001 to 2018.
The drought indices also tended to vary smoothly. Jilin and Liaoyuan experienced similar annual
precipitation variations in the recent years. In 2011, their annual precipitation was the lowest, only about
500 mm, which was captured by PCI and SDCI. Yanji, Jixi, Mudanjiang, Qitaihe, and Shuangyashan are
located inland north of the Changbai Mountain Nature Reserve and have high latitudes, low annual
average temperatures, and annual precipitations less than 800 mm. Their PCI, TCI, VCI, VHI, and
SDCI values are lower than those in other regions. In the GCM, the TVDI, VCI, TCI, and VHI values
also exhibit distinct annual patterns that do not appear to be related to the annual precipitation and
temperature. This may because these indices do not consider precipitation, and indicate droughts
based on the LST anomalies and vegetation health. The annual average temperature is usually not
sensitive enough to reflect LST anomalies; hence, LST-based indices fail to show consistency with
annual average temperature variations. Further, vegetation health may be sometimes affected by
factors besides drought, and there is usually a time lag before drought can cause deterioration of
vegetation health. This may be the reason why vegetation-based indices also fail to show consistency
with the precipitation and temperature patterns.

4.4. Correlations between Drought Indices and Land Cover Types

An examination of the annual land cover data from 2001 to 2018 revealed very little land cover
change over these years. Therefore, in this study, we assumed that there was no land cover change,
and we used the land cover map of 2018 as the current condition of land cover to investigate the
correlations between drought indices and land cover types. According to the 2018 land cover map,
in the GCM, deciduous broadleaf forests, grasslands, and savannas accounted for 46.8%, 30.4%,
and 18.1%, respectively. The other seven land cover types account for less than 5%.

The distribution of vegetation types has a strong relationship with regional climatic factors,
and surface temperature is an important climatic factor that affects the zonal distribution of vegetation
types. Temperature is an important limiting factor for plant growth in the GCM; forest vegetation
types, in particular, have distinct vertical zonal distribution characteristics. NDVI represents vegetation
characteristics, and there exists a clear relationship between NDVI and LST. Le Page et al. [36] found that
the negative correlation between NDVI and LST in agricultural area is due to drastic evaporation that
decreases LST. However, there exists a positive correlation between NDVI and LST in the northeastern
part of the study area, and this correlation is explained by the simultaneous forest leaf loss and fall
in surface temperature (the coldest months). Figure 7a,b present the mean values of the six drought
indices for different land cover types in 2018 and 2001. For the NDVI-based index (i.e., VCI) and the
LST-based index (TCI), when the land cover changes from deciduous needleleaf forests to unvegetated
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lands, VCI decreases, while TCI increases. These two indices exhibit distinct patterns in different land
cover types. The variability in the slope of the inverse LST–NDVI relationship in association with local
topographic and environmental conditions has been assessed in previous studies [37]. The validity of
VHI as a drought detection tool relies on the assumption that the NDVI and LST at a given pixel vary
inversely over time with variations in VCI and TCI driven by local moisture conditions. However, over
vast areas and long periods, the LST–NDVI relationship is nonunique and often nonnegative [37–39].
According to [37–39], NDVI and LST are positively related usually in energy-limited ecosystems, which
implies that high temperature promotes the growth of vegetation. In this case, VHI and TVDI may not
be appropriate for indicating drought conditions. However, for water-limited ecosystems, where high
temperature may inhibit vegetation growth, NDVI has a negative relation with LST, conforming with
the assumption of TVDI. In this case, TVDI and VHI are applicable for indicating drought conditions.
Since the water-holding capacity of deciduous broadleaf forests is stronger than that of grasslands,
deciduous broadleaf forests generally are more humid than grasslands. This is reflected by almost all
the drought indices. Savannas comprise a mixed forest–grassland type of vegetation and have drought
indices intermediate between those of the deciduous forests and grasslands.

Figure 7. Drought indices and their changing slopes for different land cover types: (a) Drought indices
in 2018; (b) drought indices in 2001; and (c) slopes (×100) of drought indices from 2001 to 2018.

We examined the zonal statistic to the slope value based on land cover types. Figure 7c shows
the mean SLOPE values (scaled by 100) of drought indices from 2001 to 2018 for different land cover
types. The TVDI SLOPE values of evergreen needleleaf forests is the highest among all land cover
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types; the SLOPE values of the other five indices are low and negative. This suggests that evergreen
needleleaf forests in the GCM clearly have experienced severe drought conditions. Savannas and
deciduous needleleaf forests also have similar but weaker changing patterns with positive slope for
TVDI but negative slope for the other indices, which is similar to Zribi et al. [40], who analyzed drought
affection on vegetation coverage based on time series Vegetation Anomaly Index (VAI). Our analysis
of slope and land cover types showed that VCI and VHI have negative values with similar variation
patterns across different land cover types. This means that the VCI and VHI decreased from 2001 to
2018, indicating an overall drying trend. The sharpest trend occurs in the case of unvegetated Lands.
Since PCI is a precipitation-based index, when the precipitation increases, the slope of PCI is positive,
indicating a wetting situation. Broadleaf croplands and deciduous broadleaf forests, which together
account for a large proportion of the GCM, have high water-holding capacity. Figure 7c shows that the
slope values for these types is positive, indicating a wetting situation.

5. Discussion

Spatiotemporal analyses of DI values showed that approximately 80% of the GCM experienced
stable drought conditions without significant changes over the last 18 years. In general,
precipitation-based indices (PCI and SDCI) showed similar spatiotemporal patterns, while two
vegetation-based indices (VCI and VHI) exhibited similar patterns. The other two indices based on LST
revealed vague changing patterns of drought, with pixels indicating significant changes distributed
sparsely across the whole study area. This may be because the LST is extremely sensitive to location
and land cover type and varies with time. By comparing the annual pattern of change of drought
indices with the meteorological factors such as precipitation and temperature, we found that the
LST-based indices (TCI and TVDI) were not closely related to either annual average precipitation
or temperature. Analysis of the relationship of the land cover type with drought indices as well as
their slope showed that grasslands are more easily affected by droughts than are deciduous broadleaf
forests. The changing rates of the drought situation of three forests (i.e., evergreen needleleaf forests,
deciduous broadleaf forests, and deciduous needleleaf forests) are clearly greater than those of the
other land cover types.

As the GCM is a mountainous area, the terrain too may affect the drought situation. We extracted
landforms of the GCM based on the terrain information extracted from Shuttle Radar Topography
Mission digital elevation model according to [41]. Eight geomorphic units with different combinations
of altitude and relief were determined. Relief is the difference between the maximum and minimum
altitude in a landform unit. It is usually calculated in square or circular sampling units. These units
include the low-altitude plain (LAP), low-altitude hill (LAH), low-relief and low-altitude mountain
(LR-LAM), middle-relief and low-altitude mountain (MR-LAM), middle-altitude plain, middle-altitude
hill (MAH), low-relief and middle-altitude mountain (LR-MAM), and middle-relief and middle-altitude
mountain (MR-MAM) (Figure 8a). Zonal statistics of the six DI maps of 2018, shown in Figure 8,
were obtained based on the geomorphic unit map in order to calculate the mean DI values in different
units. The relative drought situation was consistent regardless of the index used. Overall, the MR-MAM
and MAH have smaller TVDI values and higher values for the other five indices, indicating a mild
drought condition; this may be a result of the higher altitude of the MR-MAM and MAH along with the
lower temperature and the generally greater precipitation and better forest coverage in these regions.
Drier areas generally correspond to the geomorphic units of LAP and LAH, which have low altitude
and poorer vegetation coverage compared to high-altitude areas.
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Figure 8. (a) Landforms of the GCM; (b–g) Mean values of drought indices in different geomorphic
units (b: PCI; c: TCI; d: VCI; e: VHI; f: SDCI; and g: TVDI).

6. Conclusions

In this study, six widely used drought indices (PCI, VCI, TCI, VHI, SDCI, and TVDI) were used
for monitoring drought in the GCM from the viewpoints of temperature, precipitation, and vegetation
condition. Unlike the remote sensing products such as LST, precipitation, and vegetation indices,
which provide absolute information, the aforementioned indices are computed for a certain area based
on one or more of the remote sensing products, to reflect drought conditions. The spatiotemporal
variations of drought were examined using the annual series of these indices from 2001 to 2018.
The drought trends may be different for different indices. This indicates that the applicability of
different indices differs with the location within the study area itself. Both PCI and SDCI show similar
patterns, indicating that the central region of the GCM is getting wetter and the southwestern area is
getting drier. VCI and VHI exhibit similar patterns with more drying trends. The correlations between
these drought indices and meteorological factors were discussed to reveal that different indices are
affected differently by precipitation and temperature variations. This is because these indices focus on
different aspects of drought causes and symptoms, namely, precipitation, LST, and vegetation health.
A comparison of the time series of the indices with precipitation and temperature showed that some
drought indices cannot be explained by meteorological observations probably because of the time lag
between meteorological drought and vegetation response. In particular, VHI and SDCI were generally
employed for agricultural drought monitoring based on empirical weights. Note that the weights of
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these indices are adjustable. They may help us gain a better judgment about the drought conditions in
different study areas. For this purpose, in situ observations can be employed in the future.

An examination of the slope of changes in drought for the different land cover types showed
that the evergreen needleleaf forests in the GCM experienced increasingly severe drought conditions
in recent years. Similar patterns with weaker changes were obtained for savannas and deciduous
needleleaf forests. VCI and VHI exhibited similar variation patterns across different land cover types.
The slopes of VCI and VHI for all land cover types are negative, indicating an overall drying trend.
Note that the trend of vegetation-based indices may be affected by the long-term physical changes
in vegetation.

The terrain is regarded an important factor for drought conditions. Based on the statistical
analysis of drought patterns in different landforms, it was found that although different indices
indicate distinct drought conditions, the relative drought situation of different landforms is consistent
regardless of the index. This implies that the landform type may be important ancillary information
for drought monitoring.

Note that many drought indices and drought-monitoring methods were not considered in this
study. From the perspective of drought consequences, soil moisture is a direct indicator for drought
and has been adopted in several drought indices. Our future work is to adopt the indices related
to soil moisture for a more comprehensive study in order to propose the most appropriate method
for monitoring drought in the GCM. Nevertheless, the results of this study so far have preliminarily
demonstrated the convenience of using remote sensing product-based indices for drought monitoring
in the GCM as well as the differences between these indices. The results are expected to provide
guidance for drought monitoring to help understand and monitor the ecosystem conditions and the
environment in this region.
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Abstract: Poyang Lake is the largest freshwater lake in China. Its ecosystem services and functions,
such as water conservation and the sustaining of biodiversity, have significant impacts on the
security and sustainability of the regional ecology. The lake and wetlands of the Poyang Lake are
among protected aquatic ecosystems with global significance. The Poyang Lake region has recently
experienced increased urbanization and anthropogenic disturbances, which has greatly impacted the
lake environment. The concentrations of chlorophyll-a (Chl-a) and total suspended matter (TSM)
are important indicators for assessing the water quality of lakes. In this study, we used data from
the Gaofen-1 (GF-1) satellite, in situ measurements of the reflectance of the lake water, and the
analysis of the Chl-a and TSM concentrations of lake water samples to investigate the spatial and
temporal variation and distribution patterns of the concentrations of Chl-a and TSM. We analyzed
the measured reflectance spectra and conducted correlation analysis to identify the spectral bands
that are sensitive to the concentration of Chl-a and TSM, respectively. The study suggested that
the wavelengths corresponding to bands 1, 3, and 4 of the GF-1 images were the most sensitive to
changes in the concentration of Chl-a. The results showed that the correlation between the reflectance
and TSM concentration was the highest for wavelengths that corresponded to band 3 of the GF-1
satellite images. Based on the analysis, bands 1, 3, and 4 of GF-1 were selected while using the
APPEL (APProach by ELimination) model and were used to establish a model for the retrieval of
Chl-a concentrations. A single-band model that was based on band 3 of GF-1 was established for the
retrieval of TSM concentrations. The modeling results revealed the spatial and temporal variations of
water quality in Poyang Lake between 2015 and 2016 and demonstrated the capacities of GF-1 in the
monitoring of lake environment.

Keywords: chlorophyll-a concentration; total suspended matter concentration; retrieval methods;
GF-1 satellite data; field-measured water spectra; Poyang Lake

1. Introduction

Lakes are valuable freshwater resources, and they are used for drinking water, fishing, agriculture,
industry, and tourism [1]. Lakes also record regional environmental changes, and play important roles
in regulating the regional climate and maintaining ecological balance [2]. However, the water quality
of many lakes is being threatened by environmental problems that are caused by various natural and
anthropogenic factors, such as eutrophication and organic and inorganic pollution [3]. Therefore,
effective approaches are needed to monitor the water quality in lakes.
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Laboratory analysis of lake water samples is among the main conventional methods that have
been used to monitor water quality of lakes. However, this approach is time-consuming and expensive.
When compared with conventional methods, satellite remote sensing technology has the advantages
of providing multi-temporal and multi-spectral data with high spatial and temporal resolution [4].
Dynamic monitoring and analysis of aquatic environments while using satellite remote sensing
technology have been applied in monitoring lake and wetland environments and provide warnings of
aquatic environmental emergencies [5].

The monitoring of water quality while using remote sensing technology is of great importance for
guiding lake management. The concentrations of chlorophyll-a (Chl-a) and total suspended matter
(TSM) are important indicators for assessing the water quality of lakes [6,7]. The concentration of
Chl-a can be used to estimate the degree of eutrophication and as a proxy of primary productivity in
mesotrophic and eutrophic water environments. TSM directly affects the transmission of light in water
and it is closely related to the optical properties of water transparency and turbidity. In the past 30 years,
many studies have been reported to monitor concentrations of Chl-a and TSM in lakes while using
satellite data [8–11]. Data from the Moderate Resolution Imaging Spectroradiometer (MODIS) were
used to observe algal blooms and monitor seasonal variations of Chl-a concentration in Lake Taihu,
China [12,13]. Medium Resolution Imaging Spectrometer (MERIS) data were used to obtain time-series
of Chl-a concentration for the 50 largest standing-water bodies in South Africa [14], and long-term
patterns in Poyang Lake, China [15]. Another study determined the spatial and temporal changes in
the concentration of TSM in Poyang Lake while using MODIS data from 2000–2010 [16]. Shi et al. [17]
integrated MODIS data from 2003–2013 and in situ observations from a number of boat-based surveys
to estimate the concentrations of TSM in Lake Taihu. Semi-analytical and empirical algorithms provide
indices that are sensitive with Chl-a and TSM [13–19]. The retrieval of Chl-a and TSM concentration
are mainly achieved through regression relationships between the measured parameter and sensitive
indices while using linear [20,21], quadratic polynomial [22], exponential [16,17], and power-law [23]
regression approaches. In recent years, the emergence and application of new satellite sensors, such as
Landsat-8 and Sentinel-2, have further promoted the development of the assessment of inland water
quality while using remote sensing data [23–25].

Poyang Lake is the largest freshwater lake in China. Its ecosystem services and functions,
such as water and biodiversity conservations, have significant impacts on ecological security
and sustainability of regional ecology. Poyang Lake has experienced increased urbanization and
anthropogenic disturbances, which has greatly impacted the aquatic environment of the lake and
wetland system [26,27]. The eutrophication condition in Poyang Lake has been observed to increase
over the past decades [28]. High spatial and temporal heterogeneity characterize the water quality of
the lake [29]. Determining the dynamic changes of water quality in Poyang Lake requires satellite
data with a high spatial resolution and frequency of monitoring in repeated cycle. Data from China’s
Gaofen-1 (GF-1) satellite possess high-resolution resolution capacity and they have the aforementioned
characteristics. However, while GF-1 data have been used for the analysis of terrestrial land features, a
lack of study has been implemented for water quality analysis.

This study aimed to assess the applicability of GF-1 satellite data in retrieve information about the
concentrations of Chl-a and TSM of Poyang Lake. This study consisted of three steps: (1) characterize
and analyze in situ water reflectance spectra and concentrations of Chl-a and TSM to determine the
spectral bands or band combinations that are sensitive to retrieve Chl-a and TSM; (2) establish and
evaluate algorithms while using data from the GF-1 satellite to estimate the concentrations of Chl-a
and TSM; and, (3) determine the spatial and seasonal variation of water quality in the highest and
lowest annual water levels between 2015 and 2016.

194



Remote Sens. 2020, 12, 622

2. Materials and Methods

2.1. Study Area

Poyang Lake (115◦49.7′~116◦46.7′ E, 28◦24′~29◦46.7′ N) is located in the lower Yangtze River
Basin. Tributaries of five rivers, namely the Ganjiang, Fuhe, Xinjiang, Raohe, and Xiushui rivers,
feed the lake (Figure 1). Seasonal variation of precipitation leads to significant changes in the lake’s
surface area throughout the year [30]. The water surface area exceeds 3,000 km2 during the wet season
(April–September) and then drops below 1,000 km2 during the dry season (October–March). Poyang
Lake is also one of the world’s most ecologically important wetlands, with millions of migratory birds,
including about 98% of the world’s population of Siberian cranes, inhabiting the lake area for wintering.

Figure 1. Map of Poyang Lake, China.
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2.2. Field Sampling and Measurement

Field data were obtained from Poyang Lake in August 2015 (August 1, 3, and 5, 2015), October
2015 (October 23 and 24, 2015), and January 2016 (January 24 and 25, 2016), from 43, 33, and 26 sampling
sites, respectively. Figure 2 shows the locations of the sampling sites. For each sampling exercise,
water was collected from a water depth of between 0 and 50 cm. All of the samples were held on ice
and stored for subsequent measurements of the concentrations of Chl-a and TSM in the laboratory.
Two 500ml portions of each sample were used to filter for collecting Chl-a and TSM, respectively.
Chl-a was collected while using Whatman GF/F filters (0.7 μm pore size) and extracted with hot
ethanol [31]. The concentrations of Chl-a were determined by spectrophotometry using a UV-2600PC
UV–vis spectrophotometer (Shimadzu, Inc., Koyto, Japan). Water samples for TSM measurement were
filtered while using Whatman GF/C filters (1.2 μm pore size) under vacuum. Subsequently, the filters
were weighed gravimetrically to determine the concentration of TSM. Water temperature and turbidity
were measured at the sampling sites using a YSI6600 portable multi-parameter water meter (Yellow
Springs Instruments, Inc., Yellow Springs, Ohio, USA).

Figure 2. Pseudocolor renderings of images from the Gaofen-1 (GF-1) satellite (a: 770–890 nm, b:
630-690 nm, c: 520–590 nm) showing the landscape of the study area at approximately the time that the
field samplings were performed.

Remote-sensing-reflectance spectra were measured above the water surface at wavelengths
between 350 and 2500 nm (1 nm interval) while using a Fieldspec 4 spectroradiometer (Analytical
Spectral Devices, Inc., Boulder, Colorado, USA), following standard protocols [32]. Measurements were
performed between 10:00 and 14:00 on sunny windless days. A total of 66 sampling sites (35 for August
2015, 17 for October 2015, and 14 for January 2016) were measured for remote-sensing-reflectance
spectra due to the limitation of measurement time. The radiances from water, sky, and a reference
panel were measured at each water sampling site.

Remote sensing reflectance (Rrs) was determined as the ratio of water-leaving radiance (Lw) to the
total downwelling irradiance [Ed(0+)].

Rrs =
Lw

Ed(0+)
=

LSW − δLsky

Lp∗π/ρp
(1)

where LSW is the total upwelling radiance from water, Lsky is the skylight radiance, δ is a proportionality
coefficient that relates Lsky to the reflected sky radiance determined when the detector viewed the
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water surface [33], Lp is the radiance from the reference panel, and ρp is the irradiance reflectance of
the reference panel.

2.3. Model Development and Assessment

In this study, semi-analytical and empirical approaches were used for estimating the concentrations
of Chl-a and TSM by sensitive indices. The retrieval algorithms were established through regression
processes while using linear, quadratic polynomial, exponential, logarithmic, and power-law regression
approaches. The goodness of fit was judged by the value of the coefficient of determination (R2). The
water samples were measured for remote-sensing-reflectance spectra and concentrations of Chl-a and
TSM and then numbered from 1 to n, with 1 representing the samples with the highest concentration
of Chl-a/TSM and n representing the samples with the lowest concentration. Subsequently, one sample
was selected every three sample numbers—i.e., samples 1, 4, 7, 10, . . . , were selected; the selected
samples were then used for model validation, while the remaining samples were used for model
calibration. The coefficient of determination (R2), root-mean-square error (RMSE), and mean relative
percentage error (MRPE) between the measured and predicted values of Chl-a or TSM concentration
were calculated to assess the fitting and validation accuracy. The RMSE and MRPE were determined
while using equations (2) and (3), respectively:

RMSE =

√√
1
n
∗

n∑
i=1

[
ximea − xipre

]2
(2)

MRPE =

∑n
i=1

∣∣∣∣ ximea−xipre
ximea

∣∣∣∣
n

∗ 100% (3)

where n is the number of samples.

2.4. Image Data and Preprocessing

The GF-1 satellite images were downloaded through the Remote Sensing Market Service Platform
of the Chinese Academy of Sciences (http://www.rscloudmart.com). The GF-1 satellite was launched
on 26 April 2013. The satellite has a sun-synchronous orbit with an altitude of 645 km, crossing
the equator at 10:30 local time in a descending mode. The satellite carries panchromatic (2 m
resolution) and multi-spectral (8 m resolution) sensor systems for high-resolution observation and
four wide-field-of-view (WFV) sensors for large-scale observation. The four WFV sensors acquire
multi-spectral data with a spatial resolution of 16 m, a revisit cycle of four days, and wide coverage (4
× 200 km). Table 1 shows the spectral bands of GF-1. The predicted service life of this satellite is five to
eight years. The images that were employed in this study were acquired August 3 and October 24,
2015 and January 30, 2016, respectively. The images captured the lake wetland transition between the
highest and lowest water levels in summer 2015 and the follow up winter. The water level change
reflected the variation of aquatic environment, in particular for concentrations of Chl-a and TSM.

Table 1. Spectral bands of GF-1.

Tag Band Order Wavelength (nm) Description

Panchromatic system Pan 450–900 Panchromatic
Multi-spectral system Band 1 450–520 Blue
Multi-spectral system Band 2 520–590 Green
Multi-spectral system Band 3 630–690 Red
Multi-spectral system Band 4 770–890 Near infrared

The preprocessing of GF-1 images includes geometric correction, radiometric calibration,
atmospheric correction, and water body range extraction. In this paper, image data were processed while
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using the ENVI 5.3 software (Exelis Visual Information Solutions, Inc., Broomfield, Colorado, USA).
Geometric correction was processed using the RPC (Rational Polynomial Coefficients) Orthorectification
module in ENVI 5.3. The Landsat8 OLI panchromatic image covering the Poyang Lake area was used
as a reference. The GF-1 images were then radiometrically calibrated to covert DN value to radiance.
Atmospheric correction was performed while using the FLAASH (Fast Line-of-Sight Atmospheric
Analysis of Spectral Hypercubes) module in ENVI 5.3. FLAASH integrates MODTRAN 5 radiative
transfer model with all MODTRAN atmosphere and aerosol styles to provide a unique solution for
each image [34]. In this study, the mid-latitude atmosphere and rural aerosol were selected in FLAASH
to correct the GF-1 images. The results of atmospheric correction were the remote sensing reflectance
above the water surface. Figure 3a–c show the comparison of GF-1 bands before and after atmospheric
correction, along with in situ reflectance resampled according to GF-1 band configuration. Figure 3d
presents the validation result between the Band-3 reflectance of GF-1 imagery and in situ measured
reflectance from August 2015. The results showed that the atmospheric interference to sensor had been
effectively removed through FLAASH implementation.

Figure 3. Comparison of GF-1 reflectance before and after atmospheric correction with in situ measured
spectra, (a): mean value of data from August 2015; (b): mean value of data from October 2015; and, (c):
mean value of data from January 2016. (d) Validation between the Band-3 reflectance of GF-1 imagery
and in situ measured reflectance (August 2015).
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3. Results

3.1. In-Situ Data

Table 2 presents descriptive statistics for the measured concentrations of Chl-a and TSM in the
water samples obtained from the three samplings on Poyang Lake.

Table 2. Descriptive statistics for the measured concentrations of chlorophyll-a (Chl-a) and total
suspended matter (TSM) in Poyang Lake.

Sampling Date
Number of

Samples
Statistics

Chl-a
Concentration

(mg/m3)

TSM
Concentration

(mg/L)

August 2015
(Summer) 43

Max 20.54 98.40
Min 0.48 5.20

Mean 5.16 28.23
SD 3.88 22.49

C.V. 75.17% 79.67%

October 2015
(Autumn) 33

Max 11.43 114.00
Min 0.37 1.60

Mean 3.10 52.20
SD 2.43 35.79

C.V. 78.64% 68.56%

January 2016
(Winter) 26

Max 5.02 66.25
Min 0.80 2.40

Mean 2.32 29.94
SD 1.12 14.03

C.V. 48.33% 46.86%

Note: SD is the standard deviation; C.V. is the coefficient of variation.

The water reflectance spectra were obtained by calculating the radiance that was collected at
the Poyang Lake sampling sites. After removing two abnormal spectral data (with extremely low
reflectance) in August 2015 sampling, a total of 33 valid spectra were obtained for the August 2015
sampling, 17 valid spectra for the October 2015 sampling, and 14 valid spectra for the January 2016
sampling (Figure 4). The reflectance spectra show a reflectance peak between 550 and 600 nm, which is
related to the weak absorption of chlorophyll and carotene. The absorption of cyanophycin leads to an
absorption valley between 600 and 650 nm; however, this valley was not observed in the reflectance
spectra in this study due to the low concentration of chlorophyll in Poyang Lake. However, we
observed an obvious absorption between 660 and 680 nm, which is caused by chlorophyll in the
red-light band. The absorption becomes more obvious as the concentration of chlorophyll increases.
We also observed a reflection peak near 700 nm. This reflection peak is an important feature of
algae-containing water, and its position and amplitude indicate the concentration of Chl-a, with the
peak moving towards longer wavelengths as the concentration of Chl-a increases. The reflectance of
the spectra is low after about 730 nm, which is due to the strong absorption of Chl-a in the near-infrared
band. A small reflection peak appears near 820 nm, which may be due to the scattering of suspended
matter. For some sampling sites, the peaks and valleys in the reflectance spectra are not strongly
pronounced, which is mainly due to the low concentration of Chl-a and the high concentration of TSM.
The measured reflectance spectra vary for different seasons due to the change in the lake’s water area
throughout the year and the consequent change in the concentrations of Chl-a and TSM.
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Figure 4. Measured water reflectance spectra for (a) August 2015, (b) October 2015, and (c) January 2016.

Of all the sampling sites that were used in this study, two sets of sampling sites were selected to
determine the characteristic reflectance bands of Chl-a and TSM. Figure 5a shows reflectance spectra
from three sampling sites with approximately the same Chl-a concentration (~4 mg/m3) and different
TSM concentrations (18.6 mg/L, 55.8 mg/L, and 98.4 mg/L). Meanwhile, Figure 5b shows reflectance
spectra from three sampling sites with similar TSM concentrations (~6 mg/L) and different Chl-a
concentrations (3.91 mg/m3, 6.36 mg/m3, and 9.70 mg/m3).

Figure 5. (a) The measured remote-sensing-reflectance spectra of the surface of Poyang Lake for
sites with similar concentrations of Chl-a and different concentrations of TSM. (b) The measured
remote-sensing-reflectance spectra of the surface of Poyang Lake for sites with similar concentrations
of TSM and different concentrations of Chl-a.

From the spectra shown in Figure 5b, it can be concluded that the reflectance between 500 and
700 nm is inversely proportional to the concentration of Chl-a, and the reflectance beyond 700 nm is
basically insensitive to the concentration of Chl-a. From the spectra that are shown in Figure 5a, it can
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be concluded that the reflectance is proportional to the TSM concentration. The wavelength positions
of the absorption valley at the wavelength of 660 ~ 680nm and the reflection peak near 700nm are
very stable, and they do not change with the change of TSM concentration. Therefore, the absorption
valley at 660–680 nm and the reflection peak around 700 nm can be used as characteristic bands for the
inversion of Chl-a concentration.

From the reflectance spectra that are shown in Figure 5a, it can be concluded that almost the whole
reflectance of the spectra are significantly and positively correlated with TSM concentration between
350 and 900 nm. From the reflectance spectra that are shown in Figure 5b, it can be concluded that the
reflectances below 700 nm are highly sensitive to Chl-a concentration. The reflectances beyond 700 nm
are almost completely insensitive to Chl-a concentration, and the reflectance after 830 nm is weak and
noisy. Therefore, it can be concluded that the reflectance between 700 and 830 nm can be used for the
inversion of TSM concentration.

3.2. Inversion Model for Chlorophyll-a Concentration and Its Results

Figure 6 shows the Pearson correlation between normalized remote sensing reflectance and Chl-a
concentration. The correlation varied significantly for different wavelengths.

Figure 6. Pearson correlation coefficient (R) between normalized reflectance and Chl-a concentration.

Subsequently, we constructed isopotential maps of the linear correlation coefficients of
determination between the spectral indices and Chl-a concentration in the spectral interval 350–900 nm
based on the original reflectance spectrum by establishing the spectral indices of reflectance difference
and reflectance ratio and using the least squares method to iteratively regress the spectral indices and
Chl-a concentrations of Poyang Lake.

3.2.1. Analytical Results for Spectral Data from August 2015

The coefficients of determination between the ratio index and Chl-a concentration in Poyang
Lake are generally low, as shown in Figure 7a. The coefficients of determination for combination
of wavelengths of 700–715 nm and 690–700 nm are relatively high, but they are still at a low level
(highest R2=0.35). The coefficients of determination of the difference index for Chl-a concentration in
Poyang Lake are higher than those of ratio index, as shown in Figure 7b. The combinations of spectral
wavelengths that are sensitive to Chl-a concentration consist of the band near 650 nm and the band
between 700 and 710 nm.
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(a) Aug 2015 (reflectance ratio) (b) Aug 2015 (reflectance difference)

( ) Oct 2015 (reflectance ratio) ( ) Oct 2015 (reflectance difference)

(e) Jan 2016 (reflectance ratio) (f) Jan 2016 (reflectance difference)

Figure 7. Linear correlation coefficients between the spectral index and Chl-a concentration. (a) August
2015 data (reflectance ratio). (b) August 2015 data (reflectance difference). (c) October 2015 data
(reflectance ratio). (d) October 2015 data (reflectance difference). (e) January 2016 data (reflectance
ratio). (f) January 2016 data (reflectance difference).

3.2.2. Analytical Results for Spectral Data from October 2015

As shown in the isopotential map that was based on the original spectral data from October 2015
shown in Figure 7c, the coefficients of determination between the Chl-a concentration and ratio index
in Poyang Lake are low. High coefficients of determination are observed for spectral combination
of wavelengths of 680–690 and 690–700 nm, however the maximum value (R2=0.4) is still at a low
level. The coefficients of determination between difference index and Chl-a concentration in Poyang
Lake are higher than those between ratio index and Chl-a concentration, as shown in Figure 7d. The
combinations of spectral wavelengths those are sensitive to Chl-a are 660–680 vs 720–730nm and
390–420 vs 870–900 nm.
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3.2.3. Analytical Results for Spectral Data from January 2016

The coefficients of determination for the original spectral data from January 2016, which reached a
maximum value of 0.5, were higher than the coefficients of determination for the original spectral data
from August and October 2015, as shown in Figure 7e. The spectral combinations with the highest
coefficients of determination are 440–470 nm vs 630–700 nm. The coefficients of determination between
difference index and Chl-a concentration in Poyang Lake are higher than those of the ratio index, as
shown in Figure 7f. The combinations of spectral wavelengths that are sensitive to Chl-a concentration
are (1) 450–500 vs 500–540 nm, (2) 450–500 vs 650–700 nm, and (3) 360–420 nm and 760 nm. Table 3
summarizes the combinations of spectral wavelengths with the highest spectral index fit in Figure 7.

Table 3. Spectral response characteristics of Chl-a in Poyang Lake.

Data Collection Date Spectral Index w1 (nm) w2 (nm) R2

August 2015 Reflectance Ratio (Rw1/Rw2) 691 683 0.35
Reflectance Difference (Rw1-Rw2) 693 695 0.50

October 2015
Reflectance Ratio (Rw1/Rw2) 689 671 0.39

Reflectance Difference (Rw1-Rw2) 770 737 0.49

January 2016 Reflectance Ratio (Rw1/Rw2) 651 430 0.48
Reflectance Difference (Rw1-Rw2) 762 403 0.58

Note: R2 is coefficient of determination between spectral index and Chl-a concentration.

Overall, the results of the analysis show that the coefficients of determination of the linear
correlation between the ratio index and the Chl-a concentration were lower than the coefficient of
determination of the linear correlation between the difference index and the Chl-a concentration. The
difference index corresponds to a wider range of sensitive bands than the ratio index. The spectral
wavelengths that were sensitive to Chl-a concentration mainly corresponded to bands 1, 3, and 4 of the
GF-1 image, and the bands of the GF-1 images have good overlap with the MODIS image. El-Alem et
al. [35] have found that an APPEL (APProach by ELimination) model while using the combination of
MODIS bands 1, 2, and 3 can be used to determine the Chl-a concentration in water. The maximum
reflectance of Chl-a is in the near-infrared region. Furthermore, colored dissolved organic matter
(CDOM), TSM, and backscattering also affect reflectance in the near-infrared band. CDOM has the
maximal reflection in the blue band, so the influence of CDOM can be eliminated in the blue band.
TSM is highly sensitive in the red band. Therefore, the red band can eliminate the influence of TSM
on the reflectance spectrum of Chl-a. Pure water has strong absorption characteristics in the red and
near-infrared bands, so the influence of backscattering can be eliminated.

The APPEL model was established based on the spectral characteristics of Chl-a, pure water, TSM,
and CDOM, as follows [35]:

APPEL = R(bNIR) − [(R(bBLUE) −R(bNIR))∗R(bNIR) + (R(bRED) −R(bNIR))] (4)

The combination of GF-1 bands 1, 3, and 4 was used to establish the APPEL model. Table 4 shows
the details of the models for the inversion of Chl-a concentration in different seasons.

Table 4. Details of the inversion models for the concentration of Chl-a.

Date Model Expression
Goodness of Fit (Coefficient of

Determination, R2)

August 2015 (Summer) Y = 3171.2X2 – 105.01X + 4.217 0.6936
October 2015 (Autumn) Y = 2150.8X2 – 38.504X + 2.0464 0.6954
January 2016 (Winter) Y = 18594X2 – 88.453X + 1.84 0.6413

Note: X is calculated by the APPEL (APProach by ELimination) model: X = R(B4) - [(R(B1) - R(B4)) * R(B4) + (R(B3) -
R(B4))], R(Bn) represents the reflectance of band n of the GF-1 image.
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A summer inversion model for Chl-a concentration was established while using 33 sets of data
that were measured in August 2015 (Figure 8a). Of the various models that were assessed, the inversion
model that used quadratic polynomials had the highest fitting degree (R2=0.6936); this model was
subsequently validated while using 10 sets of measured data (Figure 8b). The results showed that the
RMSE of the model was 1.158 mg/m3 and the MRPE was 3.99%. Additionally, an autumn inversion
model for Chl-a concentration (Figure 8c) was established based on 25 sets of data measured in October
2015. Again, the model that used quadratic polynomials had the highest fitting degree (R2=0.6954).
This model was validated with eight sets of measured data (Figure 8d). The results showed that the
RMSE of the model was 0.90 mg/m3 and the MRPE was 2.72%. Finally, a winter inversion model for
Chl-a concentration was established while using 20 sets of data measured in January 2016 (Figure 8e).
The model that used quadratic polynomials had the highest fitting degree (R2=0.6413). This model
was validated using six sets of measured data (Figure 8f). The results showed that the RMSE was 0.44
mg/m3 and the MRPE was 9.44%.

Figure 8. Test results for inversion models for Chl-a concentration for different periods: (a,b) calibration
and validation results for August 2015; (c,d) calibration and validation results for October 2015; (e,f)
calibration and validation results for January 2016. RMSE: root-mean-square error. MRPE: mean
relative percentage error. R2: coefficient of determination.
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The Chl-a concentration in the entire coverage of Poyang Lake was obtained while using the
ENVI 5.3 software based on the results of the summer, autumn, and winter inversion models for Chl-a
concentration (Table 3). Figure 9 shows the corresponding estimates of the spatial distribution of the
Chl-a concentration in Poyang Lake for each of these three seasons.

Figure 9. The estimated Chl-a concentration in Poyang Lake during (a) August 2015, (b) October 2015,
and (c) January 2016, obtained from GF-1 satellite images using polynomial inversion models.

Figure 9a shows the results of the Chl-a concentration inversion while using the GF-1 satellite
image from August 2015. In the study area, August is a summer month and is also the flooding (wet)
season with the highest water level. During this month, the water temperature of Poyang Lake rises,
the water velocity is the slowest, and algal growth is rapid, which causes the Chl-a concentrations to
be the highest of the year, i.e., 5–30 mg/m3. The highest concentrations of Chl-a are distributed in the
waters near the shore of Poyang Lake and in the Nanji wetland national nature reserve in the south
central of the lake.

Figure 9b shows the results of the Chl-a concentration inversion while using the GF-1 satellite
image from October 2015. In October, which is an autumn month in the study area, the water level
of Poyang Lake begins to decline and the water temperature to decrease. At this time, the estimated
concentration of Chl-a in the lake decreased to between 2 and 15 mg/m3. The highest concentrations of
Chl-a are distributed around the channel in the north of Poyang Lake mouth, which connects it to the
Yangtze River, and in the main channel near the center of the lake.

Figure 9c shows the results of the Chl-a concentration inversion while using the GF-1 satellite
image from January 2016. In the study area, January is a winter month and is also in dry season.
During this month, algae grow slowly in Poyang Lake. The estimated concentration of Chl-a was
generally low, ranging from 0–11 mg/m3, and the estimated distribution was more uniform than for
August or October. The highest concentrations of Chl-a are distributed near the channel in the northern
part of Poyang Lake, which connects it to the Yangtze River, and in the places where the Ganjiang,
Fuhe, Xinjiang, Raohe, and Xiushui rivers flow into the lake.

3.3. Retrieval Models and Results for Total Suspended Matter Concentration

Figure 10 illustrates the Pearson correlations between normalized remote sensing reflectance and
TSM concentration. The correlation coefficient shows obvious variation for different wavelengths.
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Figure 10. The Pearson correlation (R) between normalized remote sensing reflectance and
TSM concentration.

Two peaks and valleys were observed in the correlation curve for August 2015 (summer), as shown
in Figure 10. The two peaks are located at wavelengths of 660~730 nm and 760~820 nm, respectively,
and the maximum values of the correlation coefficients for the peaks are 0.85 and 0.75, respectively.
The two valleys are located at wavelengths of 350~400 nm and 500~550 nm, respectively, and the
maximum values of the correlation coefficients for the valleys are –0.76 and –0.72, respectively. For the
August 2015 correlation curve, the maximum correlation coefficient (0.85) appears at a wavelength
of 710 nm, and the minimum correlation coefficient (–0.76) appears at a wavelength of 371 nm. The
correlation curve for October 2015 (autumn) shows different trends at wavelengths below and above
650 nm, respectively. Below 650 nm, the correlation coefficient is negative, reaching its minimum value
of –0.96 at a wavelength of 590 nm; above 650 nm, the correlation coefficient is positive, reaching a
maximum value of 0.98 at a wavelength of 756 nm. In January 2016, the water reflectance spectra
that was most sensitive to TSM concentration, was observed at a wavelength of 723 nm, with the
maximum correlation coefficient of 0.95. These sensitive wavelengths most corresponded to band 3 of
the GF-1 image. Therefore, band 3 of the GF-1 image was used in the model for the retrieval of TSM
concentration. We assessed the performance of five mathematical models for retrieval, which used
linear, quadratic polynomial, exponential, logarithmic, and power-law equations, respectively, and
selected the best-fitting model (i.e., the one with the highest coefficient of determination, R2) as the
retrieval model. Table 5 describes the selected models for different seasons.

Table 5. Selected models for the retrieval of TSM concentration.

Date Model Expression
Goodness of Fit (Coefficient of

Determination, R2)

August 2015 (summer) Y = 9972.1X2 + 469.6X + 3.358 0.9003
October 2015 (autumn) Y = 367347X2.7656 0.8614
January 2016 (winter) Y = 566102X2.5327 0.6504

Note: Y represents the TSM concentration; X represents the reflectance of band 3 of the GF-1 image.

The field data that were measured in August 2015 were used to establish the summer retrieval
model (Figure 11a). The retrieval model using a quadratic polynomial was found to have the best fit
(R2=0.9003). This model was subsequently validated on 18 sets of measured data (Figure 11b). The
results showed that the RMSE of the model was 6.96 mg/L and the MRPE was 27.52%. From the test
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results, it can be seen that the quadratic model in the single-band model predicted the summer TSM
concentration of Poyang Lake well and the model had good stability.

Figure 11. Test results for the models for the retrieval of TSM concentration for three seasons: (a,b)
calibration and validation results for August 2015; (c,d) calibration and validation results for October
2015; (e,f) calibration and validation results for January 2016.

The 17 sets of data that were measured in October 2015 were used to establish the autumn retrieval
model (Figure 11c). The retrieval model using a power-law equation was found to have the best fit
(R2=0.8614). The retrieval model was validated while using 16 sets of measured data (Figure 11d). The
results showed that the RMSE of the model was 12.59 mg/L and the MRPE was 30.05%. It can be seen
from the test results that the power-law model in the single-band model predicted the autumn TSM
concentration of Poyang Lake well and the model had good stability.

The 14 sets of data that were measured in January 2016 were used to establish the winter retrieval
model (Figure 11e). The retrieval model using the power-law equation was found to have the best fit
(R2=0.6504). This retrieval model was validated while using 12 sets of measured data (Figure 11f). The
results showed that the RMSE of the model was 5.37 mg/L and the MRPE was 20.83%. It can be seen
from the test results that the power-law model in the single-band model predicted the winter TSM
concentration of Poyang Lake well and the model had good stability.
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The TSM concentrations for the whole of the Poyang Lake area were calculated while using the
ENVI 5.3 software based on the results of the retrieval models for TSM concentration in summer
(August 2015), autumn (October 2015), and winter (January 2016) (Table 4). Figure 12 shows a map
showing the spatial distribution of TSM concentration in Poyang Lake.

Figure 12. The estimated spatial distribution of TSM concentration in Poyang Lake for three periods:
(a) August 2015; (b) October 2015; and, (c) January 2016.

Figure 12a shows the result of the retrieval of TSM concentration that is based on GF-1 image from
August 2015. The overall level of TSM concentration in Poyang Lake was relatively low in August 2015,
and the lowest TSM concentrations occurred in the eastern, western, and southern parts of Poyang
Lake. The concentration of TSM in the eastern part of the lake was generally below 100 mg/L, the
concentration at the junction of the Xiu River and the Ganjiang River ranged from 0~68 mg/L, and the
concentration in Junshan Lake (which lies to the south of Poyang Lake) ranged from 0~46 mg/L. The
concentration of TSM was relatively high in the channel, which connects the north of the lake to the
Yangtze River, and in the main channel in the center of the lake, due to the influence of sand mining in
Poyang Lake [36]. In the northern part of the lake, the TSM concentration ranged from about 59–80
mg/L. The highest TSM concentration that was observed in the central channel was 103 mg/L.

Figure 12b illustrated that the overall TSM concentration in Poyang Lake in October was
significantly higher than that in August. The highest concentration of TSM (254.43 mg/L) was observed
in the channel connecting the northern part of the lake to the Yangtze River. This can be attributed to
the fact that, in August and September, increased rainfall in the Yangtze River causes the water level of
the Yangtze River near Poyang Lake to increase, which suppresses water outflow from Poyang Lake
and causes the water from the Yangtze River to flow back into the lake. This flow causes the TSM
concentration of Poyang Lake to reach its highest levels in the channel connecting it with the Yangtze
River due to the high concentration of TSM in the Yangtze River. The increases in TSM concentration
that were observed in other parts of Poyang Lake can be attributed to the continuous sand mining
activity in the lake area.

Figure 12c illustrated that the TSM concentration of Poyang Lake varied between 0 and 201 mg/L
in January, i.e., the maximum TSM concentration higher than that in August 2015. The highest TSM
concentrations were observed in the channel that connects the north of the lake with the Yangtze River,
and in the main channel in the center of the lake.
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4. Discussion

4.1. Spatial and Seasonal Variation of Chl-a

Figure 13 illustrates the water temperature data from the sampling sites in order to investigate the
seasonal variation of the concentration of Chl-a in detail; the results of the inversion of the concentration
of Chl-a; and the water level measured at the Xingzi hydrological station.

Figure 13. Relationship between Chl-a concentration, water temperature, and water level in
Poyang Lake.

The comparison in Figure 13 suggested that, regarding the spatial distribution of Chl-a, the highest
concentrations of Chl-a in Poyang Lake are mainly distributed near the channel in the north of the lake,
which connects it to the Yangtze River, in the places where the Ganjiang, Fuhe, Xinjiang, Raohe, and
Xiushui rivers flow into the lake, and in the waters near to the shore of the lake. These observations
can be attributed to the transport of various pollutants into the lake by the Ganjiang, Fuhe, Xinjiang,
Raohe, and Xiushui rivers, and to human activities in waters near to the lake shore [37]. Sand mining
occurs during the whole year in the northern channel that connects the lake with the Yangtze River [16].
Consequently, a large amount of sewage is discharged from sand dredgers, and sand mining activities
disturb the lake bottom, releasing large amounts of nutrients; both of these result in a high level of
nutrients in the lake water, which in turn leads to an increase in the concentration of Chl-a [38]. The
relatively high Chl-a concentration observed in the waters near the inlets of the five aforementioned
rivers is mainly due to the large amount of pollutants carried by these rivers [39]. Large amounts of
domestic and industrial wastewater are discharged into the lake due to the large numbers of people
who live near the shores of Poyang Lake and the acceleration of industrialization and urbanization
that has taken place in recent years; this discharge is also an important factor behind the increase of
Chl-a concentration in the lake.

The temporal variation of Chl-a concentration in Poyang Lake is related to the lake’s unique
hydrological characteristics. From Figure 13, the Chl-a concentration of Poyang Lake is positively
correlated with water temperature and water level. This finding is similar to the analysis of Zheng et
al [37]. In the study area, summer is part of the wet season and, accordingly, the water level reached
its yearly maximum in August 2015. In the wet season, the increase in water level causes Poyang
Lake to enter a relatively stable state, with the water flow speed reducing and the water temperature
increasing. These two factors are highly conducive to the growth of algae in the water body, which
causes the concentration of Chl-a in the lake to increase. This can explain our observation that summer
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is the season with the highest concentration of Chl-a. On the other hand, the water level of Poyang
Lake begins to decline in autumn, the water flow speed increases, and the Yangtze River begins to
flow into the lake, due to the fact that the level of the river is higher than that of Poyang Lake [40];
consequently, the water temperature begins to decline in autumn, which, in turn, causes the Chl-a
concentration to reduce to levels that are significantly lower than those in summer. Winter is the season
with the lowest water level and the lowest water temperature in Poyang Lake. The combination of
these two factors inhibits the growth of algae in the lake, which in turn causes the concentration of
Chl-a to reach its lowest yearly value during this season.

4.2. Spatial and Seasonal Variation of TSM

We compared the concentration of TSM calculated while using the retrieval model, the water
temperature measured at the sampling sites, and the water level measured at the Xingzi hydrological
station in order to investigate the seasonal variation of the TSM concentration in Poyang Lake
(Figure 14).

Figure 14. Plot showing the TSM concentration, water temperature, and water level of Poyang Lake.

Figure 12 concluded that the concentration of TSM was high in the channel that connects the
north of Poyang Lake to the Yangtze River, and in the main central channel of the lake. This can be
attributed to human activities, such as shipping and sand mining [16]. The TSM concentration in the
Junshan Lake area (the south part of Poyang Lake) was at a low level throughout the year and changed
little throughout the year. The concentration of TSM near the inlets of the Ganjiang, Fuhe, Xinjiang,
Raohe, and Xiushui rivers changed greatly throughout the year. This can be attributed to the difference
in the flow speed of these five rivers throughout the year [41].

Regarding the temporal variation of the concentration of TSM, the mean concentration was the
lowest in summer (August 2015) [42]. At that time, water temperature and water level of Poyang Lake
both reached their highest yearly levels. At this time, the flow speed of the lake was relatively low [41].
Although the concentration of TSM was high in the lake’s main central channel, which can be attributed
to the impact of sand mining activities, the TSM concentration in most of the other areas of the lake was
low and relatively homogenous. The highest TSM concentration that was observed in Poyang Lake in
this study was 254.43 mg/L, and it was observed in autumn (October 2015). At this time, the water
level of Poyang Lake began to retreat, and the water level of the Yangtze River was higher than that
of Poyang Lake. The backflow of water from the Yangtze River into Poyang Lake and the influence
of sand mining activities increased the concentration of TSM in Poyang Lake [27]. The highest TSM
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concentrations were mainly observed in the channel that connects the north of the lake to the Yangtze
River, and in the central part of the lake. In winter month (January 2016), the water temperature and
the water level reached their lowest yearly levels. At this time, the TSM concentration ranged from 0 to
201 mg/L. This can be attributed to human activities, such as shipping and sand mining, which disturb
the sediment at the lake bottom and thereby lead to an increase in TSM concentration [27]. In January
2016, the highest concentrations of TSM were observed in the lake’s main central channel and in the
channel that connects the north of the lake to the Yangtze River.

5. Conclusions

Images from the GF-1 satellite helped to establish retrieval models for concentrations of Chl-a and
TSM in Poyang Lake in different seasons. The retrieval model that obtained the best fit for each season,
respectively, was used to analyze the spatial and temporal variations of the concentrations of Chl-a
and TSM for that season.

For Chl-a, the results showed that the wavelengths corresponding to bands 1, 3, and 4 of the GF-1
images were the most sensitive to changes in the concentration of Chl-a. Moreover, the APPEL model
was used to establish the band combination, thus obtaining the retrieval models of Chl-a concentration
for different seasons. The highest concentrations of Chl-a in Poyang Lake were mainly observed near
the channel that connects the north of the lake to the Yangtze River, the places where the Ganjiang, Fuhe,
Xinjiang, Raohe, and Xiushui rivers enter the lake, and near to the lake shore. In the central area of the
lake, the concentration of Chl-a was relatively low and uniform. Regarding the temporal variation of
Chl-a in Poyang Lake, the concentration was the highest in summer (August 2015), second-highest in
autumn (October 2015), and lowest in winter (January 2016).

For TSM, the results showed that the correlation between the reflectance and TSM concentration
was the highest for wavelengths corresponding to band 3 of the GF-1 satellite images. The highest TSM
concentrations in Poyang Lake were mainly observed in the channel that connects the north of the lake
to the Yangtze River, and in the lake’s main central channel. The TSM concentration in Junshan Lake
was relatively low and it changed little between seasons. The TSM concentrations near the inlets of
the Ganjiang, Fuhe, Xinjiang, Raohe, and Xiushui rivers to Poyang Lake were lower than that in the
channel that connects the north of the lake to the Yangtze River. Regarding the temporal variation of
TSM concentration in Poyang Lake, the concentration was highest in autumn (October 2015), second
highest in winter (January 2016), and lowest in summer (August 2015).
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Abstract: Climate change and human actions condition the spatial distribution and structure of
vegetation, especially in drylands. In this context, object-based image analysis (OBIA) has been used
to monitor changes in vegetation, but only a few studies have related them to anthropic pressure.
In this study, we assessed changes in cover, number, and shape of Ziziphus lotus shrub individuals
in a coastal groundwater-dependent ecosystem in SE Spain over a period of 60 years and related
them to human actions in the area. In particular, we evaluated how sand mining, groundwater
extraction, and the protection of the area affect shrubs. To do this, we developed an object-based
methodology that allowed us to create accurate maps (overall accuracy up to 98%) of the vegetation
patches and compare the cover changes in the individuals identified in them. These changes in shrub
size and shape were related to soil loss, seawater intrusion, and legal protection of the area measured
by average minimum distance (AMD) and average random distance (ARD) analysis. It was found
that both sand mining and seawater intrusion had a negative effect on individuals; on the contrary,
the protection of the area had a positive effect on the size of the individuals’ coverage. Our findings
support the use of OBIA as a successful methodology for monitoring scattered vegetation patches in
drylands, key to any monitoring program aimed at vegetation preservation.

Keywords: arid zones; drylands; object-based; seawater intrusion; soil loss; time series classification;
very high-resolution images; Ziziphus lotus; Cabo de Gata-Níjar Natural Park; Southeast Spain

1. Introduction

A fundamental fact of ecological observation is that most living organisms do not show random
distributions. In fact, environmental controls and anthropogenic impacts are determinants of the
spatial patterns of these organisms. This implies that it is possible to know the performance of
ecosystems through the study of the spatial distribution patterns of the organisms that live in them [1,2].
This is particularly important in drylands where, as a result of water scarcity and edaphic limitations,
vegetation appears to form isolated patches of one or more plant individuals [3,4]. In these ecosystems,
it has been observed that the spatial pattern of these patches determines key aspects of ecosystem
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functioning such as primary production [5], water and nutrient cycles [6], and biotic interactions [7,8].
Tools to produce accurate vegetation maps at the appropriate spatial scale over time could be very
useful for gaining knowledge about the health and dynamics of dryland ecosystems.

Remote sensing has proven to be the most useful tool for monitoring changes in vegetation,
as it is cost-effective, allows repeated mapping, and produces information on a large scale [9–11].
Within this technique, pixel-based methods are the most commonly used. However, these methods
show several limitations for producing accurate maps of vegetation patches or plant individuals in
drylands. First, pixel-based methods do not consider the spatial context in which the pixels are framed,
making it difficult to identify isolated image elements. Second, they often result in a final overlap of
such elements from automatic classifications, when the analysis is based on high spatial resolution
images [12]. In drylands, the land surface is characterized by scattered vegetation in a matrix of bare
soil and scattered shrubs, so contextual information is very useful for image classification [13]. Both
characteristics limit the possibility of identifying and classifying patches of vegetation and individual
plant elements.

Several methods have emerged as an alternative to pixel-based methods for mapping individuals
or vegetation patches. For example, in the case of forests, light detection and ranging (LiDAR)
and very high frequency (VHF) synthetic aperture radar (SAR) images allow the characterization of
various attributes of individual trees from their three-dimensional structure (e.g., [14–16]). However,
this method is difficult to use when vegetation shows reduced aerial volume such as in drylands.
In these cases, object-based image analysis (OBIA) can be a good solution for mapping patches
of vegetation and individual plants [17], particularly because there is currently a wide variety of
freely available high spatial resolution orthoimages. OBIA can provide a more accurate and realistic
identification of scattered vegetation in drylands because of the combined spectral information of each
pixel with the spatial context [18,19]. This method has yielded good results in the monitoring of spatial
patterns, functioning, and structure of vegetation in these environments [20,21].

OBIA may be particularly useful for assessing the dynamics of populations of long-lived plants
of conservation concern. In this case, it is difficult and costly to assess the environmental controls of
population dynamics due to their high persistence and sometimes low rate of regeneration, which
requires very long-term studies [22,23]. It has been proposed that the maintenance of long-lived plant
populations is the result of a balance between regeneration (replacement of individuals by recruiting
new recruits) and persistence (maintenance of individuals in space, physically and temporarily),
or a combination of both strategies [24,25], depending on abiotic stress and biotic competition [26].
Monitoring populations of persistent individuals over time is complicated, as there are continuous
disturbances in the environment that can alter their performance [24]. However, the availability
of the analysis of historical aerial orthophotographs and high spatial resolution satellite images
with OBIA provides a good opportunity to reconstruct the interannual dynamics of long-lived plant
populations over long periods of time, thus enabling the evaluation of changes experienced by these
shrub populations.

Ziziphus lotus (L.) Lam, a long-lived shrub from Mediterranean drylands [27], shows characteristics
for a multi-temporal analysis of the spatial distribution in its populations with OBIA. This shrub species
depends on groundwater [28], forms fertility islands, and is considered an engineering species [29]
of an ecosystem of interest for conservation at the European level (Directive 92/43/CEE). The main
European population of the shrub species is located in a flat coastal area surrounded by greenhouses
in the Cabo de Gata-Níjar Natural Park, Spain. This population has been affected by several threats
for many decades, including sand mining [30,31], reducing the amount of sand available to develop
the Z. lotus fertility islands; urban pressure [32], which has reduced the potential distribution of
Z. lotus; and the expansion of intensive agriculture [33,34], responsible for the decline in the level of the
aquifer’s water table, which may have caused the seawater intrusion [35,36]. Since 1944, several studies
have evaluated this community of Z. lotus. Shrub patterns to identify groundwater dependence [28],
the formations of shrubs in dunes [37], shrub spatial aggregation and consequences for reproductive
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success [29], and mutual positive effects between shrubs [38] have been researched. Yet, the monitoring
of the shrub population dynamics has never been studied.

Despite most of the shrub population being located within the protected area, its temporal
dynamics could be affected by several human-induced disturbances. However, due to the slow growth
of shrubs and the inertia in the extinction of individuals, it is difficult to assess such dynamics without
considering the population structure of the shrub species over the last several decades. This work
proposes the use of remote sensing methods to map the spatial distributions of shrubs and to analyze
their size and shape as a means of identifying anthropic disturbances. Our guiding hypothesis was
that Z. lotus, phreatophytic shrubs, were affected by soil loss and seawater intrusion that decreased
their cover area. On the contrary, after the legal protection of the area in 1987, the shrubs increased
their cover area. Within this framework, the objectives of this work were as follows: (i) to make
precision maps of scattered shrubs from historical remotely sensed images using OBIA and (ii) to
extract information on changes in the shape, size, and spatial distribution of shrubs, and thus infer
their relationships with human disturbances over a period of 60 years (1956–2016).

2. Materials and Methods

2.1. Study Case

We used a reliable and reproducible methodology to monitor structural changes in scattered
vegetation of a dryland coastal zone using very high spatial resolution images and OBIA. The temporal
dynamics of the Ziziphus lotus (L.) Lam population in a semi-arid coastal zone was evaluated to infer
the effects of human disturbances on the shape and size of individuals over a period of 60 years.
Two human disturbances were evaluated: (i) the extraction of coastal sands in the 1970s [30], which
eliminated the aeolian sands found in the upper layer of the soil using heavy equipment and created
roads and dirt tracks in the area, and (ii) the seawater intrusion in the mid-1980s caused by groundwater
withdrawals for greenhouse irrigation. The withdrawals resulted in the water table of the main aquifer
dropping by 30 m [35]. In addition, we evaluated the impacts of the protection of the area in 1987 in
the shrub species.

The study area is located on a coastal aeolian plain in the Cabo de Gata-Níjar Natural Park, Spain
(36◦49′46.3”N, 2◦17′37.1”W; Figure 1). This area is one of the driest in Europe, with a mean annual
precipitation, temperature, and potential evapotranspiration (PET) of 200 mm, 19 °C, and 1390 mm,
respectively [39]. The area is a hydrogeological complex located between two wadis with numerous
fractures [40,41] and shows the typical landscape of arid areas with bare soil and patches of shrubs
dominated by Z. lotus shrubs [29,37]. This vegetation is supported by a shallow, unconfined coastal
aquifer composed of gravel and sand deposits located in the discharge zone at the end of the two
wadis. A major fault hydrologically separates this aquifer from the main regional one (Hornillo-Cabo
de Gata, [32]). Consequently, inflows to the aquifer come mainly from scarce local rainfall.
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Figure 1. Upper images: the distribution of Ziziphus lotus priority habitat 5220* in the Mediterranean
area. Lower image: Dashed line shows the study area under urban and intensive agricultural pressure
in 2016. UTM projection Zone 30N; WGS 1984 Datum. Map data: Google, Maxar.

The scattered shrubs of Ziziphus lotus in SE Spain form the largest population of this shrub species
in Europe. This population is protected by the Habitat Directive (5220* habitat, 92/43/CEE) and the
Water Framework Directive (WFD) in Europe [31]. In this area, Z. lotus forms intricate structures
of 1–3 m tall, accumulating sand under its cover called nebkas. This forms favorable microclimatic
conditions under its cover with respect to the outside and increases the water availability due to
hydraulic lift [38], carbon exchanges, and energy cycles [29], creating islands of fertility [42], which
increases the diversity of animal and plant species. For this reason, Z. lotus is considered an ecosystem
engineering species in this environment [31,33].

2.2. Datasets and Ground Truth

Eight orthoimages from two sources were used, namely, six orthoimages from the Andalusian
Environmental Information Network (REDIAM) with a spatial resolution of 1 m/pixel from 1956 and
1977 (panchromatic images) and 0.5 m/pixel from 1984, 1997, 2004, and 2008 (multispectral images),
and two Google Earth orthoimages from 2013 and 2016, with a resolution of 0.5 m/pixel (multispectral
images). To work with the same spatial and spectral resolution, we homogenized the images to the
lowest spatial resolution (i.e., 1 m/pixel) and transformed them into panchromatic images (1 band)
from the three spectral band images with QGIS software v. 3.8 (manufacturer, city, state abbreviation,
country). For sand mining mapping, we used airborne LiDAR data with 1 m point spacing obtained in
2011. A summary of the dataset is shown in Table 1.
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Table 1. Data sources, spatial resolution, band numbers and year of the data used in the object-based
shrub mapping and sand extraction estimation from airborne laser scanning (light detection and
ranging (LiDAR)).

Data Source Spatial Resolution Band Number Year

Andalusian Environmental Information Network (REDIAM) 1 m/pixel 1 1956
1 m/pixel 1 1977

0.5 m/pixel 3 1984
0.5 m/pixel 3 1997
0.5 m/pixel 3 2004
0.5 m/pixel 3 2008

Google EarthTM 0.5 m/pixel 3 2013
0.5 m/pixel 3 2016

Airborne laser scanning 1 m point spacing - 2011

Two hundred perimeters of Z. lotus and 200 points of bare soil with scarce vegetation were
randomly taken as the ground truth. A submeter precision GPS (Leica GS20 Professional Data Mapper;
Leica, Wetzlar, Germany) was used. To do this, 12 longitudinal transects along the coast with a
separation of 150 m between them were followed. The perimeter was taken with a distance of 1 m
between nodes and the bare soil points were taken with a separation of at least 2 m from the nearest
shrub. In addition, 200 shrub perimeters were digitized in each historical image with a distance of 1 m
between nodes coinciding with the pixel size of the orthoimages in QGIS software v. 3.8.

2.3. Object-Based Image Analysis

OBIA consists of two phases, namely, the segmentation of the image into almost homogeneous
objects and its subsequent classification based on similarities of shape, spectral information,
and contextual information [17]. In the segmentation phase, it is necessary to establish an appropriate
scale level depending on the size of the object studied in the image [43]; for example, low values for small
vegetation and high values for large constructions [44,45]. During the classification, the segmented
objects are classified to obtain cartographies of the classes of interest using algorithms such as
nearest neighbor [46]. The success of the classification depends on the accuracy of the previous
segmentation [47].

2.3.1. Image Segmentation

To segment the images, we used the multiresolution segmentation algorithm implemented in
eCognition v. 8.9 software (Definiens, Munich, Germany). This algorithm depends on three parameters:
(i) Scale, which controls the amount of spatial variation within objects and therefore their output size;
(ii) Shape, which considers the form and color of objects; if it is set to high values, the form will be
considered and if it is close to 0, the color will be considered instead; (iii) Compactness, a weighting to
represent the smoothness of objects formed during the segmentation; if it is set to high values, the
compactness will be considered complex and if it is set to values close to 0, the smoothness will be
considered as simple [48]. To obtain the optimal value for each segmentation parameter, we used a
ruleset in eCognition v8.9 that segmented the image by systematically increasing the Scale parameter
in steps of 5 and the Shape and Compactness parameters in steps of 0.1 [49]. The Scale ranged from
5 to 50, and the Shape and the Compactness ranged from 0.1 to 0.9. A total of 6480 shapefiles were
generated with possible segmentations of Z. lotus shrubs in a computer with a Core i7-4790K, 4 GHz
and 32G of RAM memory (Intel, Santa Clara, CA, USA).

To evaluate the accuracy of all segmentations, we developed an R script to calculate the Euclidean
Distance v.2 (ED2; [50]; Equation (1)), measuring the arithmetic and geometric discrepancies between
the 200 reference polygons of Z. lotus and the corresponding segmented objects:

ED2 =

√
(PSE)2 + (NSR)2. (1)
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ED2 optimizes geometric and the arithmetic discrepancies with the “Potential Segmentation Error”
(PSE; Equation (2)) and the “Number-of-Segments Ratio” (NSR; Equation (3)), respectively. According
to [50], values of ED2 close to 0 indicate good arithmetic and geometric coincidence, whereas high
values indicate a mismatch between them:

PSE =

∑|si − rk|
|rk| , (2)

where rk is the area of the reference polygon and si is the overestimated area of the segment obtained
during the segmentation;

NSR =
abs(m− v)

m
, (3)

where NSR is the arithmetic discrepancy between the polygons of the resulting segmentation and the
reference polygons and abs is the absolute value of the difference of the number of reference polygons,
m, and the number of segments obtained, v.

2.3.2. Classification and Validation of Segments

We used the k-nearest neighbors algorithm to classify the best segmentations (lowest ED2 values)
in two classes, that is, (i) Ziziphus lotus shrub (Z) and (ii) Bare soil with sparse vegetation patches (S).
In order to train the classification algorithm, 70% of the ground-truth samples (140 Z and 140 S) and
the features of greatest separability (J) between them, obtained using the separability and threshold
(SEaTH) algorithm, were used [51,52]. The remaining 30% of the ground-truth samples (60 Z and
60 S) were used as the validation set [53,54], and the accuracy of the classifications was evaluated
using error and confusion matrices, extracting Cohen’s kappa index of accuracy (KIA) [55] and the
overall accuracy (OA) of them. Finally, errors in shrub segmentation were evaluated by estimation of
the root-mean-square Error (RMSE) and the mean bias error (MBE) between reference polygons and
segments classified as Z. lotus shrubs.

2.4. Sand Extraction Curvature Analysis

The evaluation of areas affected by sand extraction within the study area in the 1970s was
performed using a geomorphometric analysis of the land surface [56]. The analyses were based
on a LiDAR-derived digital elevation model (DEM) dataset, generated using an ArcGIS toolbox
for multiscale DEM geomorphometric analysis. This toolbox allows the generation of a number
of curvature-related land surface variables [57], including plane, profile, mean, minimum profile,
maximum profile, tangential, non-sphericity, and total Gaussian curvature; positive and negative
openness; and signed average relief. Several maps were derived for each curvature variable at different
spatial scales. The sizes of the analysis window ranged from 3 × 3 m to 101 × 101 m with a 14 m
interval. Univariate and bivariate statistics were calculated for variables related to curvature [56,58].

A window size of 61 m was selected for the geomorphometric analysis of the curvature of the
surface, which provided a good compromise between the size of land surface depressions resulting
from sand mining operations and spatial generalization. The sand extraction areas were located and
digitized on a final map and validated with a field survey. In addition, an estimation of the volume of
soil loss resulting from sand extractions was performed. To calculate the volume of soil loss, a new
digital surface model was generated without the soil loss zones extracted with the previous curvature
analysis. Then, the difference was applied to the initial surface model with the areas identified as
soil loss and to the digital surface model without soil loss, obtaining the volume of the previously
identified soil loss areas.
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2.5. Shrub Area and Shape Dynamics

Variations in the size and number of shrubs were determined by calculating the number of shrubs
lost and differences in shrub cover area between consecutive image pairs. To calculate losses and gains
in the coverage of the individuals, we assumed that a resulting negative area meant a loss of surface
coverage, whereas a positive area meant a gain of coverage. To determine the edge effect and the health
indicator on shrubs [59], the round shape index was calculated as the ratio between the cover area
and the perimeter of each shrub in different years [60]. In order to evaluate whether the shrub cover
reduction that occurred between 1956 and 1977 was related to sand extraction, the average minimum
distance (AMD) and average random distance (ARD) between shrubs and sand extraction areas were
calculated using PASSaGE v.2 software (The Biodesign Institute, Arizona State University, Tempe, AZ,
USA) [61] with 999 permutations. We assumed that the shrubs in the 1956 image rather than the 1977
image were removed during sand mining, and those that reduced their cover were affected during this
process. To evaluate whether the shrub population was affected by seawater intrusion between 1977
and 1984, the AMD and the ARD between the shrubs and the coastline were calculated as previously.
Shrubs affected by sand extractions (those appearing in the 1956 image but not in the 1977 one) were
not included in this analysis. When calculating the AMD, the shrubs that showed a reduction in cover
over the corresponding period were used, whereas for the calculation of the ARD simulated shrubs
were used. In order to evaluate the effects of protecting the shrubs within the Natural Park in 1987,
reduction in shrub cover and number of shrubs in the 1984–2016 period was determined.

3. Results

3.1. Segmentation Accuracy

The average values of the Scale and the ED2 were 25 and 0.45, respectively (Table 2). The most
precise segmentations were from 1977 and 2016, with a Scale of 20 and an ED2 of 0.35 in both. The least
accurate segmentations were the ones of 1956 and 2004, with ED2 values of 0.59 and 0.51, respectively.
The lowest RMSE was obtained in the image of 2016, with a value of 46.38 m2 and an MBE of −6.36 m2,
overestimating the cover area of the shrubs. The highest RMSE was up to 120.64 m2, and in 5 of the
8 years (1956, 1977, 1997, 2004, and 2008) the area of the shrubs was underestimated as indicated by the
MBE. With a computation time of 20 s per segmentation, we spent 36 h for a total of 6480 segmentations.

Table 2. Parameters used for the segmentation and their accuracies. RMSE, root-mean-square error;
MBE, mean bias error; ED2, Euclidean Distance v.2. Lower (better) values of RMSE and ED2 are
highlighted in bold type.

Year 1956 1977 1984 1997 2004 2008 2013 2016

Scale parameter 30 20 35 30 15 20 20 20
RMSE (m2) 112.91 69.96 110.04 120.64 80.57 84.26 97.02 46.38

MBE (m2) 14.07 15.07 −6.59 0.78 32.78 15.74 −9.96 −6.37
ED2 0.59 0.35 0.43 0.49 0.51 0.47 0.42 0.35

3.2. Classification and Characteristics of Ziziphus lotus Shrubs

The analysis of class separability and threshold with the SEaTH algorithm showed that the best
features for discriminating between classes (i.e., those with the highest separability) were mainly
related to texture (i.e., the family of features related to the Gray-Level Co-Occurrence Matrix (GLCM))
and brightness of objects (Table 3).
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Table 3. Features used in the classifications and separability between them using the separability and
threshold (SEaTH) algorithm. In bold, the two features for each year with the highest separability used
to classify the images.

Year 1956 1977 1984 1997 2004 2008 2013 2016

Separability (J)

Brightness 0.92 1.24 0.88 0.97 1.04 1.13 0.53 0.86
GLCM
Homogeneity

0.03 0.87 0.47 0.29 0.34 0.56 0.45 0.8

GLCM
Contrast

0.25 0.77 0.14 0.29 0.94 0.26 1.01 0.79

GLCM
Entropy

0.06 0.38 0.38 0.24 0 0.41 1.24 0.56

GLCM Mean 0.91 1.32 0.89 1 1.03 1.14 0.57 0.86
GLCM SD 0.06 0.35 0.2 0.3 0.06 0.45 0.84 0.26
GLCM
Correlation

0.01 0.06 0.06 0.2 0.35 1.93 0.94 0.59

Area 0.55 0.15 0.92 0.04 0.38 0.7 1.08 0.19
Border
Length

0.7 0.54 0.27 0.35 0.06 1.37 0.79 0.07

Border Index 0.79 0.69 0.51 0.5 0.17 1.7 0.28 0.32
Compactness 0.73 0.63 0.46 0.51 0.5 1.38 0.29 0.46
Density 0.32 1.11 0.52 0.82 0.86 0.64 1.42 0.85
Roundness 0.63 0.35 0.25 0.36 0.22 1.44 0.29 0.2
Shape Index 0.82 0.7 0.52 0.57 0.25 1.74 0.22 0.4

All the classifications were highly accurate, with values of OA and KIA close to 1 (Table 4).
The most accurately segmented image (OA = 0.98; KIA = 0.97) was the image of 2004, whereas the
worst one was the image of 1956 (OA = 0.89; KIA = 0.79).

Table 4. Error matrix of all the classified images in the study. Z, Ziziphus lotus; S, Bare soil with
sparse vegetation patches; Uncl., Unclassified; Prod., Producer’s accuracy; User, User’s accuracy; Held,
Helden; KIA-c, KIA per class; AO, Overall accuracy; KIA, Kappa index of agreement. Highest (best)
KIA values for Z (Z. lotus) and S (Bare soil) classes are highlighted in bold type.

Year 1956 1977 1984 1997

Class Z S sum Z S sum Z S sum Z S sum
Z 52 5 57 47 0 47 59 2 61 57 1 58
S 7 55 62 13 60 73 0 58 58 3 59 62
Uncl. 1 0 1 0 0 0 1 0 1 0 0 0
Sum 60 60 60 60 60 60 60 60

Prod. 0.86 0.92 0.78 1 0.98 0.97 0.95 0.98
User 0.92 0.88 1 0.82 0.97 1 0.98 0.95

Total
KIA-c 0.74 0.84 0.64 1 0.95 0.94 0.9 0.96
OA 0.89 0.89 0.89 0.89 0.97 0.97 0.97 0.97
KIA 0.79 0.79 0.78 0.78 0.95 0.95 0.93 0.93

Year 2004 2008 2013 2016

Class Z S sum Z S sum Z S sum Z S sum
Z 59 1 60 55 0 55 57 1 58 58 1 59
S 1 59 60 5 60 65 3 59 62 2 59 61
Uncl. 0 0 0 0 0 0 0 0 0 0 0 0
Sum 60 60 60 60 60 60 60 60
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Table 4. Cont.

Prod. 0.98 0.99 0.92 1 0.95 0.99 0.96 0.99
User 0.99 0.98 0.99 0.92 0.99 0.95 0.99 0.96

Total
KIA-c 0.95 0.98 0.84 0.99 0.9 0.98 0.92 0.99
OA 0.98 0.98 0.96 0.96 0.97 0.97 0.98 0.96
KIA 0.97 0.97 0.91 0.91 0.94 0.94 0.96 0.99

3.3. Shrub Number, Area, and Shape Dynamics

During the 60-year period evaluated, the number of shrubs decreased by 742. The moment of
highest shrub population was 1977, with 2625 shrubs. Conversely, the lowest number of shrubs was
detected in 2016, with 1883 shrubs (Table 5). However, the total shrub area between 1956 and 2016
increased by 3692 m2. In addition, we observed an increase in the maximum cover area value of shrubs
after 1997. Finally, the most circular shrubs appeared in 1956 (i.e., the lowest values of the round shape
index) and the high values of the round shape index increased over the years (Table 5).

Table 5. The number of shrubs detected each year and their cover-related average statistics. The highest
number of bushes, the maximum area, the total cover area, and the lowest (best) round shape index are
highlighted in bold type.

Year 1956 1977 1984 1997 2004 2008 2013 2016

Number of shrubs 2055 2625 2434 2345 2071 2078 1999 1883
Average area (m2) 82.62 78.32 87.98 76.51 93.78 100.57 99.5 111.31
SD area (m2) 67.65 67.23 79.45 66.91 76.77 82.28 77.84 83.22
Minimum area (m2) 8 5 7 4 6 7 8 6
Maximum area (m2) 525 570 643 701 586 742 678 658
Total cover area (m2) 152,932 208,702 209,763 177,706 223,322 208,889 198,708 212,394
Round shape index 1.32 1.52 1.47 1.53 1.71 1.76 2.04 1.94
SD round shape index 0.16 0.26 0.26 0.27 0.36 0.38 0.47 0.46

In general, the cover area of shrubs between pairs of years showed an increase, with a trend of
smaller individuals to lose more cover area than larger shrubs. In the period 1984–1997, 1423 shrubs
reduced their cover area. In the period 1977–1984 (Table 6), 1650 shrubs increased their cover area.

Table 6. Change of cover and frequency of the difference in Ziziphus lotus area in the studied years
(1956–2016). The negative and positive areas are the result of the subtraction between the year and
its predecessor. The highest lost area, the largest positive area, the balance between greater areas,
the positive frequency and the negative frequency of shrubs are highlighted in bold type.

Difference
of Area

Between
1956–1977

Difference
of area

Between
1977–1984

Difference
of Area

Between
1984–1997

Difference
of area

Between
1997–2004

Difference
of area

Between
2004–2008

Difference
of area

Between
2008–2013

Difference
of area

Between
2013–2016

Negative area (m2) −27,797 −18,917 −56,838 −25,968 −32,426 −34,902 −29,684
Positive area (m2) 42,753 69,207 31,594 84,898 60,870 44,147 45,101
Balance of areas (m2) 14,956 50,290 −25,244 58,930 28,444 9245 15,417
Negative frequency (n) 752 903 1423 824 726 861 893
Positive frequency (n) 1158 1650 871 1405 1319 1150 978

3.4. Sand Extraction Mapping and Curvature Analysis

The results of the analyses indicated that more than 187 m3 of sand were extracted in the study area
(4.2 km2). According to [30], a visual analysis of resulting maps also suggested that sand extractions
were distributed spatially following a connected network and following existing roads in the area
(Figure 2).
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Figure 2. Sand extraction areas and differences of cover areas of Ziziphus lotus shrubs in the 1956–1977
period, when massive sand extractions took place in the study area. In red are shown negative areas, in
green, positive areas, and in black, shrub loss. Spatial coordinate system, WGS84/UTM Zone 30 N.

3.5. Spatial Relationships of Shrubs with Sand Extractions, Coastline (Seawater Intrusion), and Protected Area

Between 1956–1977, 752 shrubs reduced their cover area in the sand mining event. The AMD
between the shrubs and the zones of sand extractions presented an average minimum distance of
25.57 ± 37.49 m. The ARD analysis showed an average minimum distance of 127.48 m ± 23.68 m
between the random simulated shrubs and the zones of the sand extractions (Figure 2).

Seawater intrusion (1977–1984) reduced the cover area by 903 shrubs. The AMD analysis showed
an average minimum distance of 681.32 m ± 50.15 m to the coastline. The ARD analysis showed an
average minimum distance of 882.67 m ± 57.66 m between the random simulated shrubs and the
coastline (Figure 3).

Figure 3. Differences of cover areas of Ziziphus lotus shrubs in the 1977–1984 period, when massive
groundwater withdrawals took place in the study area. In red are shown negative areas and in green,
positive areas. Spatial coordinate system, WGS84/UTM Zone 30 N.
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In the period 1984–2016, 551 individuals were lost (Figure 4), but in the area there was a total
gain of more than 23 m2 (Table 5), coinciding with the protection of the study zone under the Cabo de
Gata-Níjar Natural Park.

Figure 4. Differences of cover areas of Ziziphus lotus shrubs in the 1984–2016 period, when the area
was protected under the Cabo de Gata-Níjar Natural Park. In red are shown negative areas, in green,
positive areas, and in black, shrub loss. Spatial coordinate system, WGS84/UTM Zone 30 N.

4. Discussion

The first step in inferring human disturbances in vegetation was to generate an accurate
object-based map of the study area. The high accuracies obtained in the segmentations, evaluated with
the ED2 index, facilitated the classifications of the shrubs, obtaining similar accuracies to previous
studies in which other species of shrubs with OBIA were detected [21,62]. In the classification step,
the segments of Z. lotus and bare soil with sparse vegetation showed high separability, using features
related to their brightness and texture as a consequence of clear spectral differences between vegetation
and bare soil [63]. According to [64] and [52], the best spectral-related features for discriminating
between vegetation and bare soil with sparse vegetation were Brightness, and the GLCM family of
features, which present high separability values in well-differentiated classes, such as vegetation and
soil [52,65,66]. The worst features to discriminate (i.e., lowest separability) were the geometry-related
ones (e.g., Roundness, Area). This is contrary to previous studies, in which Roundness has been
suggested as a potential feature to discriminate between rounded shrubs and bare soil [21,66,67]. This
discrepancy with previous studies could be explained by the high heterogeneity in the vegetation form
that can present after disturbance [5]. However, care must be taken interpreting these results, since
shadows generated by large individuals may result in an overestimation of shrub cover area [68,69],
and individuals growing together may be underestimated as a result of appearing in the images as
one [62].

The spatial distribution of sand extraction areas was unrelated to the topography of the area
but was related to the location of older roads and tracks. This suggests that sand extractions were
preferentially located to previous sand extractions in an effort to minimize labor costs. This observation
is consistent with a previous study on sand extraction in the region (e.g., [30]). According to [70],
the negative effect on shrubs by sand mining was shown in the low values of AMD calculated in the
period 1956–1977. This reduction in population cover area could be related to sand mining during the
1960s and 1970s [30], which might confirm the positive effect that sands have on the health of Z. lotus
shrubs in the study area [31] and in other areas of North Africa [71,72].
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The lower value of the AMD between shrubs with reduced cover in the period 1977–1984 to the
coastline suggested by the ARD that this reduction could be related to a decrease in the freshwater
table and the intrusion of seawater into the aquifer [35,73]. The smallest shrubs were the most affected,
which can be related to difficulties of access to groundwater due to their smaller roots compared to
larger and more developed individuals [28,74]. These results agree with previous studies evaluating
the negative effect that seawater intrusion has on vegetated communities and groundwater-dependent
ecosystems (e.g., [75,76]).

In addition, the results of this work could be affected by other natural conditions or affections,
for example, shrubs could be affected by herbivory [5,77], climate change [78], or uncontrolled use
of pesticides [79]. We argue that in order to better understand the results obtained in this work, it is
necessary to complement remote sensing techniques with in situ works. For example, complementing
the results obtained with the presence–absence of isotopes and relating them with the seawater
intrusion [80,81] could provide a better understanding of how this phreatophytic community responds
to anthropic perturbations over time.

Although 742 Z. lotus individuals were lost during the study period, their average size and the
round shape of the shrubs were higher and bigger at the end than at the beginning of the period.
However, the variability of these characteristics also increased over time, which means that a greater
variety of shapes and sizes was observed in the population. This could be explained by the 1987
declaration regarding the Cabo de Gata-Níjar Natural Park, where the study area is located. This
protection, in addition to a slow recovery of the aquifer after undergoing seawater intrusion between
1977 and 1984, could have contributed to a slow but continued development in time by adults, which
might have better access to fresh water from the aquifer due to a more developed root system [82] up
to a length of 60 m [83]. Furthermore, the fact that the largest shrubs were the most developed in time
supports the longevity character of this species through longevity [27], which is an important strategy
for its survival in the Mediterranean region [26]. This, together with the anthropic pressure on the
system, may explain the development of adult individuals, but the lack of recruitment of juveniles,
as observed by [27] not only in this area but also in other regions in SE Spain.

5. Conclusions

The combination of very high-resolution historical images and OBIA is a powerful tool for
identifying and monitoring communities of sparse vegetation in drylands [62]. Our results suggest
that monitoring changes in the number and the cover of a shrub community in a semi-arid ecosystem
could help to infer anthropogenic disturbances that affect its health. The vegetation conditions
showed that the loss of sandy substrate affected Z. lotus negatively, either by reducing its cover
or by eliminating individuals by direct sand extraction processes. In addition, seawater intrusion
into the aquifer influenced the cover and structure of the shrubs close to the coastline in a period
of massive groundwater extraction [35], negatively affecting the smallest shrubs for the most part.
However, the legal protection of the area had a positive effect on the health of the remaining individuals,
which increased their coverage. The implementation of semi-automatic methods to infer the effects of
human activities on shrub populations, such as the one evaluated in this study, could help improve the
monitoring programs of existing protected areas. This could reduce the cost of these activities, not only
in economic terms but also from a human perspective, which is key to the long-term preservation of
any protected area.
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Abstract: Salt marshes are changing due to natural and anthropogenic stressors such as sea level
rise, nutrient enrichment, herbivory, storm surge, and coastal development. This study analyzes salt
marsh change at Fire Island National Seashore (FIIS), a nationally protected area, using object-based
image analysis (OBIA) to classify a combination of data from Worldview-2 and Worldview-3 satellites,
topobathymetric Light Detection and Ranging (LiDAR), and National Agricultural Imagery Program
(NAIP) aerial imageries acquired from 1994 to 2017. The salt marsh classification was trained and
tested with vegetation plot data. In October 2012, Hurricane Sandy caused extensive overwash and
breached a section of the island. This study quantified the continuing effects of the breach on the
surrounding salt marsh. The tidal inundation at the time of image acquisition was analyzed using a
topobathymetric LiDAR-derived Digital Elevation Model (DEM) to create a bathtub model at the
target tidal stage. The study revealed geospatial distribution and rates of change within the salt
marsh interior and the salt marsh edge. The Worldview-2/Worldview-3 imagery classification was
able to classify the salt marsh environments accurately and achieved an overall accuracy of 92.75%.
Following the breach caused by Hurricane Sandy, bayside salt marsh edge was found to be eroding
more rapidly (F1, 1597 = 206.06, p < 0.001). However, the interior panne/pool expansion rates were
not affected by the breach. The salt marsh pannes and pools were more likely to revegetate if they
had a hydrological connection to a mosquito ditch (χ2 = 28.049, p < 0.001). The study confirmed that
the NAIP data were adequate for determining rates of salt marsh change with high accuracy. The
cost and revisit time of NAIP imagery creates an ideal open data source for high spatial resolution
monitoring and change analysis of salt marsh environments.

Keywords: Salt marsh; change analysis; Worldview-2; Worldview-3; NAIP aerial data;
Topobathymetric LiDAR; Fire Island National Seashore

1. Introduction

Salt marshes are defined by daily tidal inundation and dominated by halophytic vegetation.
These ecosystems are the boundary between terrestrial and nearshore aquatic environments their
unique location on the landscape and vegetation composition provides ecosystem services such as
denitrification, filtration of pollutants, nursey habitat, coastal resilience, and carbon storage and
sequestration [1,2]. Historically, salt marshes have displayed high rates of loss due to land reclamation
and disturbances such as mosquito ditching [3,4]. Currently, salt marshes along the mid-Atlantic
coastal region of the United States are at risk of loss due to sea level rise (SLR), eutrophication, nutrient
enrichment, sediment availability, tidal range, and herbivory and human disturbances [5–12]. Recent
studies have demonstrated regional and site-specific salt marsh changes including degradation in
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the Mid-Atlantic [13], proliferation of salt marsh pools in Maryland [14], loss coupled with increased
Phragmites on Long Island [15], and loss driven by SLR in New England [16]. However, salt marsh
change is a complex combination of persistence, migration, and loss. In the Chesapeake Bay, conversion
of uplands to wetlands has mitigated past salt marsh losses [17]. Future salt marsh change is uncertain
with some models predicting that salt marsh migration in response to SLR will result in increased
salt marsh area [18]. Salt marsh monitoring is necessary for improved understanding of how these
ecosystems are changing which in turn can inform their management.

Salt marshes are changing in a variety of ways necessitating a shared nomenclature to discuss
these changes. In New England, four types of salt marsh losses have been identified channel widening,
interior die-off, shoreline erosion, and loss in the bay head region [16]. These distinctions are dependent
on the location of the change. In remote sensing and this study, two major categories were evident
change along the edge and change in the interior of the salt marsh. Two types of interior salt marsh
loss have been identified: sudden vegetation dieback and drowning. Sudden vegetation dieback
in salt marshes is a rapid onset event that persists for a brief period (≈2 years) [19]. These die-offs
are predominately located in the mid-marsh and have been documented across the eastern Atlantic
coast [20]. In contrast, interior drowning driven by sea level rise is outside the scope of these rapid
die-off events and represents a fundamental shift in the ecosystem [20]. Monitoring salt marsh change
is further complicated by drowning appearing similar to ponding in microtidal salt marshes [21] and
pools changing shape dynamically, draining, and revegetating [22]. Monitoring and differentiating
between sudden vegetation dieback, drowning, and ponding necessitates high spatial resolution
monitoring to assess expansion and recovery dynamics of interior salt marsh areas.

In this study, we focused on estuarine persistent emergent vegetation, i.e. intertidal areas with
perennial salt marsh vegetation [23]. We are interested in identifying pools and pannes and how
they changed. Pannes are recessed areas of the salt marsh which drain at mean lowest low water
(MLLW) and can be vegetated or nonvegetated, in this study we are referring to nonvegetated pannes
unless otherwise stated. In comparison pools are those areas of persistent water. Ponding, pools, and
pannes are natural elements of the salt marsh landscape, however long-term and widespread loss
of vegetation is not. An in situ study of Plum Island estuary, Massachusetts, found pools were in
equilibrium with vegetation regrowth occurring after a few years or at most a decade [24]. However,
vegetation regrowth is not guaranteed with site-specific characteristics, such as low sediment input,
small tidal range, and high regional SLR, contributing to lack of vegetation growth in pannes and slow
filling of pools [25]. Identifying these changes in situ is time consuming and non-tenable for large
geographic areas. This study presents a method for using satellite and aerial imagery to differentiate
between drowning and ponding by monitoring for decades, a temporal period beyond the expected
recovery time.

This study is focused on Fire Island, NY, a barrier island, salt marshes on barrier islands have
limited land for salt marsh migration. As a result, salt marsh persistence in place is of particular
concern, and is a key component of understanding the long-term stability of barrier island systems.
Storm events are critical for shaping the geomorphology of barrier islands, e.g., Hurricane Sandy
caused overwash on 41 percent of Fire Island depositing an estimated 508,354 m3 of sediment [26]
and breached the barrier island. Both overwash and inlet creation are essential sources of sediment
accretion in bayside salt marsh environments [27,28]. Even thick overwash deposits (>50 cm) result in
quick recovery of the salt marsh vegetation [29]. Mapping salt marsh change following a storm event
and breach is critical for our understanding of salt marsh persistence on barrier islands. A previous
breach on Fire Island was documented with radiometric dating of salt marsh cores, finding a connection
between back-barrier salt marsh formation and inlet creation and the resulting processes [30]. Recent
research on anthropogenic alterations of an inlet, i.e., jetty creation, demonstrated changes in local mean
sea level (LMSL) and tidal range, which resulted in stabilization of salt marsh directly surrounding the
inlet [31]. Similar changes to LMSL and tidal range could be affecting the salt marshes of Fire Island.
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The decision to allow the Fire Island breach to evolve naturally facilitates monitoring to understand
the effect of this process on the surrounding salt marshes.

Remote sensing monitoring can quantify essential attributes of the salt marsh landscape. Remote
sensing has been used to understand differences in salt marsh pond density and the total surface area
between ditched and unditched marshes [32]. Imagery and Light Detection and Ranging (LiDAR)
have been used to quantify pools and pannes and their landscape location [33]. Salt marsh change
analysis has been used to identify complex patterns of spatial and temporal variation [14], dramatic
conversions from high to low marsh [34], impacts of salt marsh restoration and Hurricane Sandy [35],
and identify the effect of SLR on salt marsh communities [36]. The combination of very high resolution
(VHR) satellite imagery and aerial imagery provided the necessary spatial and temporal resolution to
understand the dynamic coastal environment.

This study mapped salt marsh habitat on Fire Island National Seashore (FIIS) utilizing object-based
image analysis (OBIA) with VHR satellite imagery. Multitemporal OBIA was utilized to analyze the
development and geospatial dynamics of pool and pannes with high spatial resolution aerial imagery
from 1994, 2011, 2013, 2015, and 2017. Change to pannes and pools and edge erosion were analyzed to
determine if they were significant components of salt marsh loss at FIIS. The use of remote sensing to
determine how protected areas are changing with high accuracy is vital to better manage these areas.
The objectives of this study are to (1) classify FIIS salt marsh with OBIA and VHR remote sensing
imagery data; (2) determine change rates for interior salt marsh pannes and pools and edge erosion
from 1994-2017; (3) determine the relationship between hydrological connectivity and panne expansion;
and (4) determine if edge erosion or panne/pool expansion increased surrounding the Hurricane Sandy
breach between 2011–2017.

2. Materials and Methods

2.1. Study Area

Fire Island is a barrier island along the southern coast of Long Island, New York, of which 7924
hectares are managed and protected by the National Park Service (NPS) (Figure 1). Salt marsh is the
dominant land cover on the island comprising 26% of the protected area [37]. The bayside environment
is polyhaline [38]. The island’s geomorphology has been altered by urbanization, beach replenishment,
and inlet stabilization [39]. More frequent medium intensity storms have been linked with salt marsh
edge erosion [40]. Hurricane Sandy was a 1-in-500-year storm surge event that impacted the northeast
Atlantic coastal region on 24 Oct 2012 [41]. In 2003, Quickbird-2 satellite images were used to map
the study area with a focus on terrestrial and submerged aquatic vegetation [42]. Due to the limited
bayside tidal exchange, Fire Island’s salt marshes have a small tidal range of approximately 45.5 cm
between MLLW and MHHW [43]. SLR is outpacing accretion on the salt marshes of Fire Island as
determined by Surface Elevation Tables (SET) [5].

Recent estimates of salt marsh change using aerial imagery from 1974 to 2005/2008 found a 14.1%
loss of salt marsh vegetation in a region including Fire Island [15]. The protected areas of FIIS include
the William Floyd Estate on the mainland and large bayside islands of Sexton, West Fire and East Fire
Island (Figure 1).
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Figure 1. (a) A mosaic of Worldview-2 and Worldview 3 imagery of Fire Island and Sentinel-2 satellite
image of the surrounding area (NIR, G, B displayed as R, G, B). (b) A post-Hurricane Sandy oblique
aerial view acquired by U.S. Geological Survey (USGS) showing the bayside salt marshes surrounding
the breach [44]. (c) A field photo of the Fire Island National Seashore (FIIS) salt marsh landscape.

2.2. Data

Satellite imageries were collected on 4/15/2015 and 5/25/2015 with Worldview-3 and Worldview-2
sensors, respectively. Four-band National Agriculture Imagery Program (NAIP) data acquired between
2011 and 2017 and the true color National Aerial Photography Program (NAPP) data acquired in 1994
were used to classify the salt marshes (Table 1). The aerial imageries were collected at a range of tidal
stages (Table 1). Change analysis was also conducted with a 1997 classification of FIIS performed with
true color aerial photos for the island and verified with in situ field assessment with a highest achieved
overall accuracy of 87.5% [45,46].
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Table 1. The description of data used by acquisition date, spectral resolution (band wavelength when
available), sensor or program, and spatial resolution. R = red, G = green, B = blue, NIR = near infrared,
CB = coastal blue, Y = yellow, RE = Red edge.

Date Spectral Resolution (nm) Type
Spatial Resolution

(m)
Tidal Stage

(NAVD 1988) *

8 April 1994 R, G, B NAPP 1 NA

7 May 2011 R, G, B, NIR LEICA ADS-52
(NAIP) 1 0.02 m

21 June 2013–22
June 2013

R, G, B, NIR ADS40-SH51
(NAIP) 1 −0.21 m

7 May 2015
R (619–651), G (525–585), B
(435–495), NIR (808–882)

Leica ADS-100
(NAIP) 0.5 −0.29 m

9 August 2017 &
27 August 2017

R (619–651), G (525–585), B
(435–495), NIR (808–882)

Leica ADS-100
(NAIP) 1 0.09 m

25 May 2015 & 15
April 2015

CB (400–450), B (450–510), G
(510–580), Y (585–625), R

(630–690), RE (705–745), NIR1
(770–895), NIR2 (860–1040)

Worldview-2/3 0.5 −0.29 m

8 January 2014–22
May 2014

Green and NIR

Leica ALS 50-II
&

Riegl sensor
9999609

0.5 Digital
Elevation Model NA

* Average tidal stage across the acquisition as derived from USGS tidal gauge 01309225 [47].

2.3. Tidal Stage Effects

The effects of the tidal stage at the time of imagery acquisition on mapped salt marsh extent has long
been recognized e.g., [48,49]. In this study, the tidal stage could impact the edge erosion calculations
and the panne analysis. Therefore, the highest tidal stage out of all the imageries was analyzed using
topobathymetric LiDAR, bathtub models, and the 2015 FIIS classification [50]. The method utilized the
topobathymetric LIDAR-derived Digital Elevation Model (DEM) to create a bathtub model, i.e., a binary
raster of inundated and non-inundated pixels, at the target tidal stage. The highest tidal stage of our
images was 35.66 cm MLLW or 14.3 cm above the North American Vertical Datum 1988 (NAVD 88)
occurring in 2017. The bathtub model was then used to determine areas mapped as vegetated in 2015
that were likely inundated at the 2017 image’s tidal stage. The method has been applied in Jamaica
Bay, New York, and was utilized in this study to understand the potential impact tidal stage had on the
aerial image classifications. These data provide an understanding of the uncertainty derived from
inundation that could occur in this analysis.

2.4. Object-Based Image Analysis

OBIA begins with an unsupervised classification or segmentation dividing the image into
areas with similar spectral characteristics and spatial proximity [51]. This method used mean shift
segmentation: a hierarchical segmentation with demonstrated success in remote sensing and other
disciplines [52,53]. OBIA allows for the combination of spectral, spatial, and ancillary data and has
been shown to increase classification accuracy compared to pixel methodologies when using VHR
satellite imagery [54–56]. In this study, a multiscale segmentation approach was used, selecting
under segmented areas and resegmenting them at a finer segmentation scale [57,58] (Figure 2). This
study’s final segmentation was dual scale with 80% of objects segmented at a spectral radius of 13 and
minimum size of five pixels. The other 20% were segmented at a spectral radius of 8 and minimum
size of five pixels. Data processing and segmentation were conducted with Python 2.7 [59] and Orfeo
Toolbox 5.2 [60].
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Figure 2. The data processing and classification workflow for classification of the Worldview-2 and
Worldview-3 imagery.

The classification was composed of 10 categories including S. alterniflora, patchy S. alterniflora,
high marsh, upland, dune vegetation, sand, mudflat, water, Phragmites, and wrack. A
one-thousand-nine-hundred-and-thirteen 1-m2 vegetation plot data were adapted to create training
data. The training data were composed of plots with a Braun–Blanquet percent cover greater than
≥50%. Objects that intersected training points were selected, resulting in a total of 1964 training
samples. The species included in the high marsh category were S. patens, D. spicata, I. frutescens, and
J. gerardii. Percent cover differentiated the two S. alterniflora classes with the patchy S. alterniflora class
being between 49 and 10% cover, and the S. alterniflora class being ≥ 50% cover. The vegetation plots
were predominantly within the salt marsh environment leading to water, sand and upland classes
being trained from samples gathered by visual interpretation and field knowledge. The Random
Forest (RF) classifier was used to classify the 2015 Worldview-2/Worldview-3 image data for vegetation
mapping and the panne and edge classifications.

Accuracy assessment was conducted for the 2015 Worldview-2/Worldview-3 image classification
using a subset of the total training data. The data were randomly split 60% training and 40% for testing.
The training data were used to train the RF model. An error matrix including kappa, producers, users,
and overall accuracies was computed using the testing data.

The 2015 image classification was compared with a 1997 classification based on aerial imagery [45].
The 1997 classes of Reed grass marsh, high marsh, low marsh, and mosquito ditches were compared
with the 2015 classes of Phragmites, high marsh, and S. alterniflora classes accordingly. Mosquito
ditches in 1997 were included as vegetated area due to their small average width reported from 25.4 to
50.8 cm [61]. This width is below the minimum mapping unit of 0.25 ha for the 1997 classification [45]
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and the three-pixel width of the VHR classification. Change rate was calculated between 2015 and the
1997 salt marsh.

2.5. Change Analysis (1994–2017)

The panne and pool analysis, subsequently referred to as panne analysis, was conducted on
imageries from 1994 to 2017. The edge erosion change analysis was conducted for 1994 to 2011 and
2011 to 2017. Each image collection was segmented at a spectral radius of 10 and shape radius of 5 with
mean shift segmentation. This segmentation scale was adequate given the lower spectral resolution of
the aerial images. ArcMap 10.5 [62] was used to select segments which intersected the interior mud
or water areas of 2015 Worldview-2/Worldview-3 classifications, these segments comprised the 2015
pannes. The segments were then merged, creating a multitemporal segmentation. The classification
parameters included mean, median, standard deviation, simple indices (i.e., red band/blue band),
normalized difference vegetation index (NDVI) for those years with NIR, and the difference of each
band for the year of interest and subsequent year. The panne and edge classifications were trained with
objects that were either vegetated or non-vegetated. Their accuracies were verified with 522 randomly
selected points, which were assessed as vegetated or non-vegetated for each time period.

2.6. Statistical Analysis

Edge erosion was calculated for two periods from 1994 to 2011 and 2011 to 2017. The salt marsh
edge erosion was calculated based on starting edge length and the total area lost for each edge erosion
object. Welch ANOVAs were used to compare rates of change from 1994 to 2011 and 2011 to 2017
for both pannes and edge erosion. Least-squares means was used to compare the two edge erosion
rates and to see if edge erosion had increased following the hurricane breach and how this varied
between barrier island, bayside islands, and the mainland. A two-way ANOVA was used to compare
panne yearly change rates before and after the breach and between barrier island, bayside islands,
and the mainland. Annual salt marsh change rates were compared with a Kruskal–Wallis rank sum
test, a nonparametric statistical test, followed by a Wilcoxon rank sum test. Linear regression models
were used to test the relationship between edge erosion and distance from the breach for the period
2011 to 2017 for 2000 m in both directions. A beta regression ANOVA-like table was produced testing
the relationship between the percent change from 2015 to 2017 of interior areas with and without
mosquito ditch hydrological connections. All statistical analysis was done within the R 3.5.1 statistical
environment [63].

3. Results

3.1. OBIA Classification

The 2015 Worldview-2/Worldview-3 image classification achieved an overall accuracy of 92.75%
(Table 2). Visual inspections revealed an appealing result with an appropriate gradient from S. alterniflora,
high marsh, Phragmites, and upland vegetation (Figure 3). Errors were mostly between the two types
of S. alterniflora due to their spectral similarities and early seasonal acquisition date of the imagery.
There was no confusion between mudflat/water and other classes making this classification an ideal
baseline for change analysis.

The 2015 Worldview-2/Worldview-3 imagery classification was compared with a 1997 classification
conducted with aerial imagery. When comparing salt marsh vegetation between the two periods a
reduction from 531.27 ha to 505.95 ha was observed or 1.41 ha y−1.
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Table 2. An error matrix for the 2015 Worldview-2/Worldview-3 classification of Fire Island National Seashore.

Reference Data

Class
Dune

Vegetation
High

Marsh
Mudflat Phragmites Sand

Patchy S.
alterniflora

S.
alterniflora Upland Water Wrack

User’s
Accuracy

C
la

ss
ifi

e
d

d
a

ta

Dune Veg. 36 0 0 0 0 0 0 0 0 0 100

High marsh 0 61 0 1 0 0 6 2 0 0 87.1

Mudflat 0 0 30 0 0 0 0 0 0 0 100

Phragmites 0 0 0 15 0 0 0 0 0 0 100

Sand 0 0 0 0 26 0 0 0 0 0 100

Patchy S.
alterniflora 0 0 0 0 0 34 14 0 0 0 70.8

S. alterniflora 0 3 0 0 0 0 79 0 0 0 96.3

Upland 0 0 0 0 0 0 0 40 0 0 100

Water 0 0 0 0 0 0 0 0 40 0 100

Wrack 0 1 0 0 1 0 0 0 0 10 83.3

Producer’s
Accuracy 100 93.8 100 93.8 96.3 100 79.8 95.2 100 100 OA:

92.75

 
Figure 3. (a) The 2015 Worldview-2/Worldview-3 image classification of salt marshes in FIISs. (b) A
section of FIIS directly to the west of the old inlet breach. (c) The Floyd Bennet estate, a section of FIIS
on the mainland.

3.2. Tidal Stage Effect

The 2017 NAIP imageries were acquired at an approximate tidal stage of 35.66 cm above
MLLW at U.S. Geological Survey (USGS) 01305575 at Watch Hill [43]. The 2014 DEM derived from
topobathymetric LiDAR was used to determine how much inundation of S. alternilflora would be
expected at this elevation. The analysis found 7.39% of the 2015 classification’s S. alterniflora classes
were inundated. The indundation could be subcanopy and have little impact on the 2017 classification.
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The areas of modeled inundation were most prevalent in mosquito ditches, sandbars, and interior
mudflats (Figure 4).

 
Figure 4. (a) The 2015 Worldview-2 and Worldview-3 Classification for a section of Fire Island east of
the breach. (b) The modeled tidal inundation of the 2015 classification at a tidal stage of 14.3 cm above
NAVD 88, which corresponded to the highest tidal stage of the imagery used in the study.

3.3. Change Analysis (1994–2017)

The panne change analysis achieved overall accuracy > 85% for all years (Table 3). However
since these classifications were being used in tandem it is important to note that propogated percent
error calculated by the square root of the sum of squares was 16.7, 10.2, 11.8, and 13.1 for 1994–2011,
2011–2013, 2013–2015, and 2015–2017, respectively. Models with low overall accuracies were evaluated
and manually digitized when necessary. The analysis included 475 pannes mapped in 2015 that were
> 10 square meters. In 2015, the mean panne size was 441.6 m compared to the 1994 mean size of
121.4 m. In 1994, 257 of the 475 pannes were vegetated. The mean yearly rates of panne change for
each of the periods were 25.00, 5.34, 27.98, and 15.91 m2 y−1 for 2015–2017, 2013–2015, 2011–2013,
and 1994–2011, respectively (Figure 5). There were statistical differences between the yearly change
rates (H (3) = 30.097, p < 0.001) were compared with the Wilcoxon rank sum test (Table 4). There were
significant differences between edge erosion rates between 1994 and 2011 and 2011 and 2017 (F1, 1597

= 206.06, p <0.001). There were no significant differences between panne change in 1994–2011 and
2011–2017 (F 1,948 = 0.13, p = 0.72). The edge erosion rates for the mainland, bayside islands, and barrier
island locations were compared before and after the Hurricane Sandy breach with least-square means
(Figure 6). Pannes, in general, became larger from 1994 to 2017, the temporal resolution from 2011–2017
shows fluctuation in these increases (Figure 7). In 2015–2017, pannes were more likely to revegetate if
they had a hydrological connection to a mosquito ditch (χ2=28.049, p < 0.001). Edge erosion to the east
of the breach from 2011 to 2017 had a significant linear trend (F1, 27 = 28.2, p < 0.001) and an R2 of 0.51.
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Edge erosion to the west of the breach from 2011–2017 had no trend (F1,94 = 1.5, p = 0.22) and an R2

of 0.02.

Table 3. Panne and edge overall classification accuracies, 1994–2015.

Year Overall Accuracy (%) Image Source Spatial Resolution (m)

2017 92.4 NAIP 1

2015 89.3 NAIP 0.5

2013 95.0 NAIP 1

2011 91.1 NAIP 1

1994 85.88 NAPP 1

Figure 5. Interior pannes total area and change rates from (1994–2017) both the average yearly change
rates of a time period and total area of pannes and pools.
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Table 4. Wilcoxon rank sum test between annual panne change rates.

Years 2017–2015 2015–2013 2013–2011

2015–2013 p < 0.05

2013–2011 p = 0.72 p < 0.72

2011–1994 p < 0.001 p < 0.72 p < 0.001

 

Figure 6. Edge erosion rates compared by time period (1994–2011, 2011–2017) and location (barrier
island, mainland, or back bay island) with least square means with Bonferroni p-value adjustment.
Location/dates that share letters did not demonstrate significant differences (p > 0.05).
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Figure 7. Panne classification from 1994 to 2017 for an area to the west of the old inlet breach. Each inset
has the corresponding years NIR in panchromatic or red band in 1994. The locus map is a Sentinel-2
image from 5/21/2016.

4. Discussion

The change analysis between the 1997 classification and the 2015 classification revealed salt marsh
loss (Figure 8). High marsh area fell from 199.6 ha to 109.8 ha. Previous studies mapping salt marsh
change from 1974 to 2005/2008 for the entirety of Long Island, NY found similar change, including a
35.5% reduction in the high marsh for a region from Fire Island inlet to Smith Point, and a decrease in
Phragmites on the south shore [15]. The conversion of upland and Phragmites to low and high marsh
categories suggests salt marsh migration in response to SLR. The utility of the comparison between
1997 and 2015 was limited due to the different classification schemes.

In general, pannes/pools demonstrated several periods of statistically significant expansion. Of
the 475 pannes, 46% were present in 1994. Meaning there was a doubling of pools and pannes from
1994 to 2015. Two hundred and twelve of the 475 pannes were in areas classified as high marsh in 1997.
These pannes accounted for 12.51 ha out of a total of 21.81 ha, i.e., the largest area of pannes occurred
in the high marsh. These non-vegetated pannes/pools are essentially tidal mudflats which provide
some essential ecosystems services. However, ecosystem service valuations suggest salt marsh to be
over five times more valuable than mudflats [64].

The expected evolution of an interior salt marsh pool is expansion until hydrological connectivity
is established leading to drainage and possible vegetation regrowth [22]. In our analysis, pannes/pools
connected to mosquito ditches in 2015 had a mean change rate of−3.52 m2 y−1 compared to 30.87 m2 y−1
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for non-hydrologically connected pannes/pools. This is encouraging for the possibility of vegetation
regrowth. However, natural creeks are infrequent landscape features having remained relatively
stable from 1930 to 2007 [61]. In contrast mosquito ditches are common across Fire Island, leading
to hydrological connectivity with mosquito ditches being common. However, besides providing a
hydrological connection, mosquito ditches likely drive drowning by altering marsh hydrology, and
plugged mosquito ditches cause subsidence and loss of salt marsh function [65]. Additionally, the
berms surrounding ditches can lead to poor drainage [66]. Highly variable accumulation of sediment
in Fire Island’s mosquito ditches has led to the infill of some ditches and little to no accumulation in
others [61] (Figure 8). The varied rate of infilling could be influencing observed rates of panne/pool
expansion. The landscape legacy of the mosquito ditches is a site-specific factor that is critical for
understanding salt marsh change on Fire Island.

 
Figure 8. Land cover of the area surrounding the 2012 Fire Island breach for 1997 and 2015. Land
cover change both due to the breach and overwash are evident in the 2015 classification. Spartina
alterniflora classes are shown as a single class due to the 1997 class no differentiating between percent
cover. Upland and dune vegetation classes are also shown as a single class.

Whether vegetation regrowth occurred within the pannes/pools is a critical question. Vegetation
regrowth is limited by the growth range of S. alterniflora at the site. The lowest elevation of living
S. alterniflora at the site was 25.7 cm below NAVD 1988 [67]. The minimum growing elevation of
S. alterniflora for FIIS was determined using the tidal range of 45.5 cm and the methods of [10]. Finding
a minimum growth elevation of 12.7 cm below NAVD 1988, which is a more conservative estimate than
the observed minimum growth elevation. Six of the 475 pannes analyzed were below the vegetation
range of S. alterniflora at the site, meaning vegetation could grow on nearly all of the observed pannes.
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However, only 30 of the 475 2015 pannes/pools were entirely vegetated in 2017. Complete vegetation
regrowth was rare but did occur in the pannes and pools analyzed.

Significant increases in edge erosion were observed following the breach. These areas likely
experienced changes in currents, wave energy, or LMSL. For example, the William Floyd estate site
saw no significant difference in edge erosion before and after the breach. This site is approximately
8 km away from the breach and approximately 5 km from the stabilized Moriches Inlet. In contrast,
the area immediately surrounding the breach to the east experienced significant loss from increased
edge erosion. An increase in edge erosion as you neared the breach was evident towards the east.
However, there was no such trend to the west of the breach. The high variability of the bayside salt
marsh erosion demonstrates the importance of geospatial monitoring to understand how these systems
are changing spatially. As previous studies reported, Surface Elevation Table (SET)-derived accretion
estimates at the site are below the rates of SLR [5]. FIIS’ wilderness areas have little infrastructure
limiting the migration of salt marsh. However, the islands width and interconnectedness of the barrier
island systems means salt marsh migration alone will not maintain the barrier island.

The bayside of barrier islands have low energy and small tidal range (Watch Hill, NY on Fire
Island’s tidal range is 45.5 cm between MLLW and MHHW [43]), which can result in slower expansion
of pools due to edge erosion [25]. The establishment of an inlet can cause an increase in tidal
range; however, there were no statistical differences between panne/pool expansion rates between the
examined time periods (1994–2011 and 2011–2017). Possibly due to the scarcity of pools in our analysis
which would be expected to expand more rapidly with increased tidal range. The breach caused by
Hurricane Sandy did not appear to accelerate or slow the interior salt marsh change. However, edge
erosion significantly increased following the breach. Continued monitoring is necessary to determine
if the observed trend continues.

5. Conclusions

This study evaluated panne/pool development and fluctuations with remote sensing, identifying
spatial and temporal patterns of coastal marsh habitat change in a protected National Seashore. Remote
sensing methods were essential for understanding how these protected salt marshes changed from
1994 to 2017. This analysis was contingent on the proliferation of remote sensing data which allowed
for the synthesis of multiple data types to better understand salt marsh trends and dynamics. Change
analysis demonstrated that panne/pool expansion and edge erosion accounted for the majority of
salt marsh loss. The losses were partly driven by an increase in edge erosion observed following the
breach. Vegetation regrowth occurred with pannes/pools demonstrating increased regrowth when
hydrologically connected to a mosquito ditch or channel. The pannes/pools analyzed were not in
equilibrium in the two decades analyzed instead demonstrating a long-term trend of expansion.

There is a need for increased salt marsh monitoring for determining where, when, and how salt
marshes are changing. This study presents a methodology for salt marsh classification and change
analysis of pannes and edge erosion. The aerial imagery classifications achieved satisfactory overall
accuracies (> 85%) as suggested by Thomlison et al. [68], however, propagated error when conducting
the change analyses was a concern. NAIP imagery is an ideal data source in regards to spatial, temporal
and spectral resolution with several caveats. The lack of a NIR band led to a decrease in accuracy
due to vegetated and non-vegetated pannes appearing spectrally similar. Additionally, aerial image
acquisitions had variable quality and tidal stages at time of acquisition which limited the accuracy
of particular years. Finally, the data are only available for the USA. The workflow used in this study
allowed for rapid classification and change analysis of salt marsh environments. The biennial collection
of NAIP imagery makes it uniquely suited for the low-cost continuation of high-resolution salt marsh
monitoring into the future.
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Abstract: The development of remote sensing platforms and sensors and improvement in science
and technology provide crucial support for the monitoring and management of protected areas. This
paper presents an analysis of research publications, from a bibliometric perspective, on the remote
sensing of protected areas. This analysis is focused on the period from 1991 to 2018. For data, a total
of 4546 academic publications were retrieved from the Web of Science database. The VOSviewer
software was adopted to evaluate the co-authorships among countries and institutions, as well as the
co-occurrences of author keywords. The results indicate an increasing trend of annual publications
in the remote sensing of protected areas. This analysis reveals the major topical subjects, leading
countries, and most influential institutions around the world that have conducted relevant research in
scientific publications; this study also reveals the journals that include the most publications, and the
collaborative patterns related to the remote sensing of protected areas. Landsat, MODIS, and LiDAR
are among the most commonly used satellites and sensors. Research topics related to protected area
monitoring are mainly concentrated on change detection, biodiversity conservation, and climate
change impact. This analysis can help researchers and scholars better understand the intellectual
structure of the field and identify the future research directions.

Keywords: remote sensing; protected areas; bibliometric analysis; VOSviewer

1. Introduction

In accordance with the International Union for Conversation of Nature (IUCN) [1,2], a protected
area (PA) is defined as “a clearly defined geographical space, recognized, dedicated, and managed,
through legal or other effective means, to achieve the long-term conservation of nature with associated
ecosystem services and cultural values”. In general, PAs are considered to be areas of land or sea,
including national parks, national forests, natural reserves, conservation areas, wilderness areas,
marine protected areas (MPAs), and wildlife refuges and sanctuaries, that are designated for the
conservation of native biological diversity and natural and cultural heritage and significance [3].
Over the past century, the amount and coverage of both terrestrial and marine PAs have markedly
increased [4]. As reported by the World Database on Protected Areas [5], as of July 2018, there were
238,563 designated PAs, covering about 14.9% and 7.3% of the Earth’s land and ocean surface areas,
respectively. PAs are central to nature conservation efforts with key environmental, social, cultural and
economic functions throughout the world [3,6]. In addition, PAs play an important role in biodiversity
conservation and ecosystem integrity [7–10].

Remote sensing refers to the art, science, and technology used for Earth system data acquisition
through nonphysical contact sensors or sensor systems mounted on space-borne, airborne, and other
types of platforms, data processing and interpretation from automated and visual analysis, information
generation using computerized and conventional mapping facilities, and applications of the generated
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data and information to benefit society and meet its needs. Remote sensing can provide comprehensive
geospatial information to map and study PAs at different spatial scales, e.g., high spatial resolution
and large area coverage, different temporal frequencies (e.g., daily, weekly, monthly, or annual
observations), different spectral properties (e.g., visible, near infrared, or microwave), and spatial
contexts (e.g., the immediately adjacent areas of PAs vs. a broader background of land and water
bases). Remote sensing is considered to be a cost-effective method to support the monitoring efforts of
PAs and has played a vital role in protecting natural resources, ecosystems, and biodiversity [11,12].

In terms of the large-scale observation ability of remote sensing, the technology is becoming a common
practice for monitoring the characteristics and change of land surface properties of PAs [13]. For example,
remote sensing has been applied to the assessment of night-time lighting within and surrounding
global terrestrial PAs and wilderness areas [14], continuous monitoring of the landscape dynamics of
national parks by Landsat-based approaches [15–19], the evaluation of forest dynamics within and
around the Olympic National Park using time-series Landsat observations [20], and monitoring the
wildlife habitat changes in Kejimkujik National Park and the National Historic Site in southern Nova
Scotia of the Canadian Atlantic Coastal Uplands Natural Region [21]. One particular advantage that
remote sensing can provide for the inventory and monitoring of protected areas is information to
better understand the past and current status, the changes that occurred under different impacting
factors and management practices, the trends of changes in comparison with those in the adjacent
areas, and the implications of changes on ecosystem functions [22–24]. Remote sensing has unique
advantages in monitoring frontier lands, which are always in remote and difficult-to-reach locations
and huge in their area coverage. Different types of remote sensing data have been applied in the
study of frontier lands—for example, using hyperspectral and radar data to monitor forests in the
Amazon [25–30], in Africa [31], and in Siberia [32–35], and for hydrologic change detection in the
lake-rich Arctic region [36,37], along the coastal zones [38–41], and in MPAs [42].

There have also been several reviews on PA monitoring using remote sensing. For example,
Nagendra et al. [43] provided a review of remote sensing for conservation monitoring by assessing
PAs, habitat extent, habitat condition, species diversity, and threats. Kachelriess et al. [44] reviewed
the application of remote sensing for MPAs management. Gillespie et al. [45] reviewed advances in
the spaceborne remote sensing of terrestrial PAs. Willis [11] provided a review of the remote sensing
change detection methods employed for the ecological monitoring of United States PAs. The existing
reviews have mainly been focused on a certain type of PAs or the monitoring method. There have
been no bibliometric analyses of remote sensing applications in the monitoring of PAs.

Bibliometric analysis, introduced by Pritchard (1969), is a mathematical and statistical approach
to analyze pertinent literature and understand the global research trends in a specific area [46,47].
Bibliometric analysis methods are frequently used to provide quantitative analyses of academic
literature [48], and have been applied to environmental engineering and science, soil science, ecology,
food safety, new energy utilization, and other areas. A bibliometric analysis helps identify research
gaps and directions in one certain area [49]. In recent years, studies have applied this method to
evaluate the research trends of remote sensing and its application in different scientific fields [50–52].
For instance, Zhang et al. [53] combined the new index (geographical impact factor) and traditional
bibliometric methods to study the global research trends in remote sensing studies. Viana et al. [54]
performed a bibliometric analysis to appraise the publication, research trends, and characteristics
regarding the application of remote sensing data in human health. Wang et al. used the bibliometric
method to study the research status and trends in the remote sensing of crop growth monitoring in
China [55]. However, no attempt has been made to evaluate the inventory and monitoring of PAs in
the literature using bibliometric analysis methods. In recent years, the number of publications on the
remote sensing monitoring of PAs has been increasing. Hence, it is necessary to summarize the current
status and development trend in this field. With the help of bibliometric methods, researchers can
better understand the current number of publications, what journals these documents are published
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in, what the influential countries and institutions in this field are, how the research direction of this
discipline is developing, etc.

Using a bibliometric approach, this article analyzes the relevant literature specialized in remote
sensing applications in PAs. The aims of this work are to (1) summarize the variation in the
characteristics of document types, total publication output, subject categories, and source journals;
(2) analyze the publication output and international collaboration by countries, institutions, and authors;
and (3) reveal the common research topics of PA monitoring research based on a keyword analysis.
This research can help us understand the progress in this field and identify the relevant research and
application directions.

2. Methodology and Data Collection

The bibliometric indicators analyzed in this research include a number of publications, subject
categories, source journals, countries, and institutions, which were all obtained directly from the Web
of Science. The Web of Science database can offer various statistics on retrieved papers, including the
author, series name, conference name, country/region, document type, editor, fund funding institution,
authorization number, group author, language, institution, publication year, research direction, source
publication name, and the Web of Science category. Another function of web of science is to “Create a
Citation Report”, which can directly generate the total quoted frequency of the retrieved documents,
the total quoted frequency of the removed self-cited documents, the quoted documents, the quoted
documents of the removed self-cited documents, the average times a document has been cited, and the
H-index of each item.

Co-authorship among countries and institutions was also analyzed in this research. Co-authorship
mainly analyzes the co-signature of authors in the published paper. If the authors sign their names
together in the paper, they are considered to have a cooperative relationship. At present, co-authorship
analysis not only focuses on an analysis of researchers, but also includes an analysis of the cooperation
between countries and institutions. In the case of the co-authorship analysis, the link strength
between countries and institutions indicates the number of publications that two affiliated countries
and institutions have co-authored, whereas the total link strength indicates the total strength of the
co-authorship links of a given country or institution with other countries and institutions. Similarly,
in the case of the co-occurrence analysis, the link strength between the author keywords indicates the
number of publications in which two keywords occur together. In order to investigate the development
of remote sensing in the field of protection area monitoring, we determined the keywords related to
satellite, sensor and remote sensing monitoring method from the results of the co-occurrence keywords.

In this study, the VOSviewer software was utilized to visualize the co-authorship collaboration
networks of countries and institutions and produce a keywords co-occurrence analysis. Invented by
Van Eck and Waltman (Leiden University) in the Netherlands, VOSviewer is freely available -text
mining software for generating bibliometric maps and analyzing trends in the scientific literature [56].
The outstanding feature of VOSviewer is its strong graphic display ability, which is especially suitable
for analyzing large-scale sample data. This visualization effect is better than that of other similar
analysis software, and the analysis function is more comprehensive. VOSviewer is a robust tool that
uses clustering algorithms and functionalities based on the strength of the connections among items to
facilitate the analyses of the network. [57]. The VOSviewer software uses a circle and label to represent
an element, in which the circle size represents the importance, and circles with the same color belong
to the same cluster.

Bibliometric maps are created by VOSviewer. These maps include items such as countries,
institutions, and author keywords in the present study. The connection or relation between two
items is named a link. The strength of a link indicates the number of publications that two countries
or institutions have co-authored in the case of co-authorship links, or the number of publications
in which two author keywords occur together in the case of co-occurrence links [46,58]. In the
VOSviewer, there are two methods used to calculate link strength: full counting and fractional counting.
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Full counting means that a co-authored publication is counted with a full weight of one for each
co-author, which implies that the overall weight of a publication is equal to the number of authors
of the publication. Fractional counting means that a co-authored publication is assigned fractionally
to each of the coauthors, with the overall weight of the publication being equal to one. As analyzed
by Perianes-Rodriguez et al. (2016), a fractional counting approach is preferable to full counting [59].
Therefore, we chose fractional counting to calculate the link strength.

VOSviewer uses a clustering algorithm to cluster the literature network, which is similar to the
network clustering method of Modularity, specifically the maximization formula:

V(c1, . . . cn) =
1

2m

∑
i< j
δ
(
ci, cj

)
wij

(
cij − γ

cicj

2m

)
(1)

wij =
2m
ci

cj (2)

where ci is the cluster of element I, and γ is the resolution of clustering. By adjusting its size, different
resolution clustering can be obtained. The larger γ is, the more clustering will be obtained, and the
finer the classification will be.

In VOSviewer, the number of clusters is determined by the option “choose threshold”. In the case
of a co-authorship analysis, the threshold is the minimum number of documents of a country or an
institution. In the case of co-occurrence analysis, the threshold is the minimum number of occurrences
of a keyword. We can choose the threshold according to our own needs.

The VOSviewer software has been widely used in bibliometric analyses in many fields. For example,
Santos et al. used VOSviewer to map knowledge networks on female entrepreneurship [60]. Sainaghi
et al. mapped the co-citation network of journals and authors on the foundations of hospitality
performance measurement research using VOSviewer [61]. Sweileh et al. used VOSviewer to visualize
map-based bibliometric indicators for the global research output on antimicrobial resistance among
uropathogens [62].

The relevant documents were retrieved from the Science Citation Index Expanded (SCI-Expanded)
and Social Science Citation Index (SSCI) of the Web of Science database, which is a multidisciplinary
database of Thomson Reuters [63]. The following keywords were used to search all archived documents:
TS (Topic) = “protected area*” or “natural reserve*” or “conservation area*” or “national park*” or
“national forest*” or “marine protected area*” or “wilderness area*” or “frontier land*” or “natural
monument*” or “biodiversity conservation” and “remote sensing”. The publications that contained
any of those keywords or variants (with*) in their titles, abstracts, and keyword lists were included [48].
The information on title, authors, institution, abstract, keywords, and cited references was downloaded.
We set the starting time of this study as 1991, considering that the number of publications under the
subject of remote sensing applications in PAs and relevant studies increased significantly after 1991
in professional journals and publications. This is illustrated in Figure 1. The data collection was
conducted on 16 November 2019. Until 2018, a total of 4546 records were retrieved as the data for
this analysis. Among these records, 3994 papers were focused on the remote sensing monitoring of
terrestrial PAs, while the other 552 papers were on MPAs.
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Figure 1. Annual publication and cumulative number, 1991–2018.

3. Results

3.1. General Characteristics and Trends of Publication Outputs

The trend for publications from 1991 to 2018 is illustrated in Figure 1. In general, the number of
publications has shown an increasing trend over the years, with small fluctuations between individual
years. According to the dates, the evolution of the published article output can be divided into three
stages. The first stage extends from 1991 to 2003, with a relatively slow growth period. The second
stage features a steady growth period from 2004 to 2011. The third stage is a fast growth period from
2012 to 2018.

The sample documents covered a total of 108 subject categories. The research domain covered a
wide variety of themes and disciplines. The top 10 subject categories with more than 200 documents
are displayed in Figure 2. The results indicate that environmental sciences ranked first with
1524 publications, followed by remote sensing with 1062 publications, ecology with 946 publications,
and imaging science and photographic technology with 652 publications. Multidisciplinary geosciences,
physical geography, forestry, biodiversity conservation, water resources, and meteorological and
atmospheric sciences were also relevant subject categories.

 

Figure 2. Top 10 subject categories in the field of the remote sensing monitoring of protected areas (PAs).
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For the source journals, 739 different journals published papers related to remote sensing for PA
monitoring. Table 1 shows the top 20 journals in terms of total relevant publications. Remote Sensing
of Environment ranked first, with 256 articles covering 5.63% of the total publications. Remote Sensing
ranked second, with 174 articles accounting for 3.83%, while the International Journal of Remote
Sensing ranked third, with 153 articles accounting for 3.37%. The ISPRS Journal of Photogrammetry
and Remote Sensing, Forest Ecology and Management, and the International Journal of Applied
Earth Observation and Geoinformation (ranked 4th, 5th, and 6th places) accounted for 2.38%, 2.11%,
and 2.02%, respectively.

Table 1. Top 20 main source journals in the research field.

Rank Name Country Number Percentage%

1 Remote Sensing of Environment USA 256 5.63
2 Remote Sensing Switzerland 174 3.83
3 International Journal of Remote Sensing UK 153 3.37
4 ISPRS Journal of Photogrammetry and Remote Sensing Netherlands 108 2.38
5 Forest Ecology and Management Netherlands 96 2.11

6 International Journal of Applied Earth Observation
and Geoinformation Netherlands 92 2.02

7 Ecological Indicators Netherlands 78 1.72
8 Environmental Monitoring and Assessment Netherlands 70 1.54
9 Biological Conservation UK 69 1.52
10 Applied Geography UK 62 1.36
11 PLOS One USA 58 1.28
12 Ecological Applications USA 53 1.17
13 Journal of the Indian Society of Remote Sensing USA 47 1.03
14 International Journal of Wildland Fire Australia 44 0.97
15 Current Science India 43 0.95
16 Environmental Management USA 43 0.95
17 Environmental Research Letters UK 43 0.95
18 Journal of Environmental Management UK 42 0.92
19 Landscape Ecology Netherlands 42 0.92
20 Biodiversity and Conservation Netherlands 39 0.86

3.2. Countries, Institutions, and International Collaboration

According to the retrieved results, the papers covered a total of 153 different countries (or territories,
hereafter referred to as “countries” for simplification). The geographical distribution of the top
20 productive countries for the overall study period is shown in Figure 3. The USA ranked first with a
dominant output of 1655 papers or a share of 36.41%. China had 619 papers (13.62%) and UK had 479
(10.54%), ranking second and third, respectively. Other top ranked countries are Germany (7.92%),
India (7.90%), Australia (7.11%), Canada (6.64%), and Italy (5.65%).

The co-authorship analysis studied a network of the main countries, which is plotted in Figure 4.
These countries published more than 60 papers. There were four main clusters formed in the network
(Table 2). The USA showed 62,644 citations and a link strength of 634, the UK showed 14,335 citations
with a link strength of 241, and China showed 12,906 citations with a link strength of 265, which
surpassed all the other clusters. The strongest link strength was evidenced by the USA and China, with
a 151.93 link strength, followed by the USA and Canada with a 64.89 link strength, the USA and the
UK with a 58.69 link strength, the USA and Germany with a 49.93 link strength, the USA and Australia
with a 46.48 link strength, and the USA and Brazil with a 43.59 link strength.

According to the results, 4451 institutions contributed to the analyzed publications. The top 15 research
institutions with the largest number of documents are listed in Table 3. By far the most productive
institution was the Chinese Academy of Sciences in China, with 296 publications. The University of
Maryland was in second place with 118 publications. The Chinese Academy of Sciences also ranked
first in number of citations, followed by NASA, University of Maryland, and the U.S. Forest Service.
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Figure 3. The geographic distribution of the top 20 productive countries.

 
Figure 4. Co-authorship cooperation between productive countries. Each node represents a country.
The size of the nodes reveals the citations of the countries, while the thickness of the lines between
them shows the strength of collaboration.
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Table 2. 5 main clusters for country collaboration.

Cluster Country Citations Link Strength

1

UK 14,335 241
Italy 8924 133

Netherlands 7298 128
France 6838 124
Spain 4732 96

Switzerland 4361 70
South Africa 2715 59

Finland 2596 40
Belgium 1980 50
Portugal 1288 54

2

USA 62,644 634
Canada 11,665 140
Brazil 4926 94

Mexico 2026 58

3

China 12,906 265
Germany 11,147 200

Japan 2562 45
Turkey 513 8

4
Australia 10031 164

India 6772 73

Table 3. Top 15 institutions based on total publications.

Rank Organization Country Number Percentage % Citations

1 Chinese Academy of Sciences China 296 6.51 7279
2 University of Maryland USA 118 2.60 5683
3 U.S. Forest Service USA 110 2.42 5376
4 NASA USA 108 2.38 6668
5 U.S. Geological Survey USA 84 1.85 2842
6 University of Chinese Academy of Sciences China 63 1.39 1222
7 Beijing Normal University China 61 1.34 1703
8 University of Queensland Australia 59 1.30 2347
9 University of Wisconsin USA 56 1.23 3535
10 Oregon State University USA 54 1.19 2367
11 University of Florida USA 53 1.17 1529
12 Caltech USA 51 1.12 2086
13 University of British Columbia Canada 51 1.12 2765
14 University of Oxford UK 48 1.06 1381
15 Natural Resources Canada Canada 47 1.03 1636

An institutional cooperation network based on the VOSviewer software for the construction
of scientific maps is presented in Figure 5. This figure presents the four clusters of collaboration
among the prolific institutions with 35 or more publications. The largest cluster (red) contains nine
institutions. All the institutions in the red cluster belong to the USA. The green and blue clusters both
contain five institutions. Two of the institutions in the green cluster belong to the Netherlands, and the
remaining three are from Australia, the UK and the USA. The blue cluster is composed of three Chinese
institutions and two American institutions. The fourth cluster (yellow) includes three institutions from
Canada. It can be seen that the cooperation between institutions is mainly focused within the same
country or neighboring countries.

258



Remote Sens. 2019, 12, 772

Figure 5. Co-authorship cooperation between productive institutions. The colors represent clusters of
institutions, the size of frames represents the number of articles published by these institutions, and the
lines represent the strength of cooperation among institutions.

3.3. Common Interests in Research Topics

Keywords, a core element of papers, offer a highly summarized form of a paper’s contents. In order
to understand the focus areas and development trends of one field, it is necessary to systematically
analyze the selection of keywords in relevant studies [64]. Table 4 shows the 20 most frequently used
author keywords from 1991 to 2018, including “remote sensing”, “GIS”, “Landsat”, “deforestation”,
“LiDAR”, “conservation”, and “biodiversity”, for research on PA monitoring that is concentrated on
deforestation and biodiversity conservation.

A statistical analysis of the changes in the author keywords between different stages is beneficial
for a comparative analysis of the changes in common research subjects and the development process of
PA monitoring studies [19,65,66]. Table 4 separates the development of PA monitoring research into
three stages, namely 1991–2003, 2004–2011, and 2012–2018. “Remote sensing“ and “Landsat“ were the
most frequently used author keywords and appeared in the top 20 in all three periods. The “MODIS”
and “LiDAR” keywords increased in frequency of appearance from 1991 to 2011 and increased further
in 2012–2018, which indicates that the platform played a significant important role in PA monitoring.
Comparing the three different stages, the keywords rankings changed considerably. The keyword
“climate change” began to appear in the top 10 during 2012–2018, which suggests that more attention
was being given to climate change on PA research. The research focus of each stage is as follows.
The early stage of research focuses on landscape ecological change and human disturbance. The middle
stage focuses on the change detection of land cover and land use caused by deforestation. The late
stage focuses on the impact of climate change on PAs.

In order to trace the trend of the remote sensing data used in PAs research, the most frequently
selected keywords related to satellites and sensors were counted. The top ten are Landsat, MODIS,
LiDAR, SPOT, AVHRR, ASTER, IKONOS, PALSAR, Sentinel (Sentinel-1 and Sentinel-2), and WorldView,
with low, moderate, or high-resolution sensors. The annual publications of the top ten satellites and
sensors are shown in Figure 6. In terms of quantity, Landsat was the most frequently used satellites
and sensors type, with 1078 papers, followed by MODIS with 439 papers and LiDAR, with 370 papers.
In addition, with the continuous development of remote sensing technology, some new platforms and
satellites have emerged and have been applied to monitor PAs in recent years. For example, there were
35 papers on the UAV monitoring of PA, and 26 papers on small satellites from 2001 to 2008.
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Figure 6. Annual publications of the main satellites and sensors in the research field.

Based on the co-occurrence analysis, the remote sensing monitoring methods are also counted
in Table 5. The remote sensing monitoring methods mainly include classification, time-series analysis,
model methods, object-oriented method, visual analysis, direct comparisons, and hybrid methods [67,68].
The classification method holds the first position with 526 papers and 11.57% of the total publications,
followed by time-series analysis (288, 6.34%) and model method (159, 3.50%).

Table 5. The main remote sensing monitoring methods used for protected areas (PAs).

Rank Methods Number Percentage %

1 classification 526 11.57
2 time-series analysis 288 6.34
3 model method 159 3.50
4 object-oriented method 131 2.88
5 visual analysis 95 2.09
6 direct comparison 72 1.58
7 hybrid methods 57 1.25

Figure 7 shows a co-occurrence network analysis of the keywords, which can be used to identify
the research front in terms of topical trends for PA monitoring. In this analysis, the minimum number
of occurrences of a keyword is 30 times for titles and abstracts in all publications. The research theme
of PA monitoring has been categorized into six colored clusters, which were analyzed as follows.
The red cluster with the highest number of keywords (12) is led by “land cover”; In addition, “land
use”, “monitoring”, “mapping”, “hyperspectral”, and “classification” are also the main keywords of
this cluster. Most keywords in this cluster are associated with studies on land use and land cover
classification using hyperspectral remote sensing data. The blue cluster, with 11 keywords, has
“Landsat”, “MODIS”, “NDVI”, “climate change”, “change detection”, and “wetland” as its main
related keywords, which appear in the relevant research on the habitat mapping and change detection
of PAs, as well as the impact of climate change. The green cluster (11 keywords) focuses on the
keywords: “deforestation”, “LiDAR”, “REDD”, “biomass”, “forest inventory”, “tropical forest”, “forest
management”, and “carbon”. The keywords of this cluster are closely related to estimating forest
biomass and carbon storage in PAs using LiDAR data. The yellow cluster has 10 keywords; the most
frequently used is “remote sensing” followed by “conservation”, while “biodiversity”, “protected
areas”, and “fragmentation” are ranked 3rd–5th, respectively. Most keywords in this cluster relate to
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the use of remote sensing to support biodiversity conservation in PAs. The number of keywords in
the purple cluster is four, including “land-use change”, “land-cover change”, “ecosystem service”,
and “landscape metrics”. This cluster is related to the analysis of land-use/land-cover change and
ecosystem service evaluation by remote sensing and landscape metrics. The orange cluster includes
only three keywords. The keyword “GIS” appears most frequently, with a total of 387 occurrences.
The other two keywords are “soil erosion” and “RUSLE (The Revised Soil Loss Equation)”. This cluster
has connections with keywords related to the study of soil erosion and its spatial distribution in PAs
using the GIS analysis method.

 

Figure 7. Keywords co-occurrence network. Each node represents a keyword, the size of the node
indicates the number of occurrences of the keyword, and the line thickness of the two nodes represents
the degree of connection.

4. Discussion

In this paper, by retrieving the relevant literature on remote sensing monitoring protected areas, we
revealed hidden knowledge underlying this significant body of research. The number of publications
shows a trend of continuous growth, demonstrating that more and more scholars have paid attention
to this research field. From the perspective of subject categories, environmental sciences ranked
first, followed by remote sensing and ecology, which shows that the remote sensing monitoring
of PAs is a field closely related to environmental science, remote sensing, and ecology. The top
three journals are all well-known journals in the field of remote sensing, include Remote Sensing of
Environment, the International Journal of Remote Sensing, and the ISPRS Journal of Photogrammetry
and Remote Sensing.

For country of origin, the USA is in the leading position. Moreover, the top 20 countries are mostly
European countries. When considering institutions, the Chinese Academy of Sciences published
the largest number of papers. The United States has the largest number of research institutions in
the top 15, accounting for more than half of them. Through the co-authorship analysis of countries
and institutions, this study determined that the USA was at the center of international cooperation,
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and the cooperation among national research institutions was relatively close, while its international
cooperation was relatively less prevalent, which is not conducive to the long-term development of
remote sensing monitoring for PAs. Countries and institutions should strengthen their knowledge
exchanges and cooperation to more effectively discuss research trends and research status in the
research field by holding relevant academic forums and conferences.

The analysis results showed that studies have mainly concentrated on terrestrial PAs, while
literature on MPA monitoring is relatively less common. Future research should make full use of new
monitoring technology and methods to establish a long-term, scientific, and systematic monitoring
system and thereby provide a data-based foundation for evaluating the effectiveness of MPAs. Based
on the changes in keywords, it can be seen that remote sensing monitoring of PAs mainly focused on
vegetation classification, landscape pattern analysis, biodiversity protection, and the monitoring of
changes in PAs. Future research trends will focus on the impact of climate change on PAs.

Considering temporal variation, the use of Landsat, MODIS, and LiDAR show a clear fluctuating
and increasing trend. LiDAR and SAR have been increasingly used to monitor and evaluate the
landscape in recent years. Different satellites and sensors are now applied in different fields and at
different scales of PAs. For example, Landsat products include the Thematic Mapper (TM), Enhanced
Thematic Mapper Plus (ETM+), and Operational Land Imager (OLI), which can be used to monitor
vegetation dynamics and assess land-cover/land-use change. However, MODIS sensors are more
appropriate for vegetation phenology and forest fire monitoring and can provide high temporal
resolution time series data at the landscape, regional, and global spatial scales. LiDAR makes it possible
to estimate tree height, biomass, and leaf area index in large areas of the world [69,70]. SAR facilitates
the estimation of forest biomass and tree height at small and medium scale [71]. Furthermore, SPOT or
QuickBird may be used for species or specific vegetation change monitoring [72–74]. AVHRR sensors
are mainly used to analyze the impact of climate change on vegetation coverage in PAs. The high
spatial resolution of ASTER can also be used to study land- cover/land-use change in PAs [75]. Other
high-resolution satellites, such as IKONOS and WorldView, focus on mapping vegetation types or
habitat associated with endangered fauna [76,77].

In recent years, with the rapid development of satellites, sensors, and techniques, the applications
of remote sensing have been broadly employed in the monitoring and management of PAs. The relevant
research results for improving the level of monitoring in PAs, formulating differentiated regional
protection policies, and guiding sustainable development play an important role. According to this
bibliometric analysis, research on the remote sensing monitoring of PAs has mainly focused on the
inventory and classification of vegetation, change detection, habitat degradation, the impact of climate
change, and biodiversity conservation. Among the various methods, classification, time series analysis,
and model methods were the most frequently used types for PA monitoring. In the foreseeable future,
there will be more new methods to monitor PAs. For example, big data approaches are being adopted
to process large amounts of remote sensing data [78–80].

There are still some limitations to this study. Firstly, the single database that we used does not index
all scientific journals and theme books, which could exclude some relevant articles. For example, some
gray literature on this topic from government agencies, nature conservancies and other non-profits
might have been excluded. Expanding the search across multiple databases, such as Scopus and
Google Scholar, will help reduce omissions in the analysis. Secondly, setting 1991 as the starting time
may omit some earlier studies. However, most articles relevant to remote sensing applications in PAs
were published in professional journals from 1991 onwards. Therefore, we believe that using 1991 as
the starting point is still representative and appropriate. Thirdly, the VOSviewer software has some
functional restrictions. Another consideration is that other bibliometric analysis tools, such as Citespace,
could be applied in combination with VOSviewer in the future to more extensively cover the published
research on the remote sensing of PAs. In the meantime, we acknowledge that it is almost impossible
to include all remote sensing applications for PAs by limiting the search to include “remote sensing”
alone. Other terms and descriptions, such as “land-cover monitoring”, “landscape configuration and
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composition”, “habitat analysis”, “biodiversity conservation”, and “bathymetry assessment”, among
other examples, could be very relevant to studies in protected areas with remote sensing applications,
but could be missed in the analysis. This is particularly true for monitoring changing terrestrial and
marine environments under impacts from the natural and anthropogenic disturbances of protected
areas. This challenge might be resolved when searches for bibliometric analysis are able to include into
the full contents of published articles through the use of improved technologies, such as big data and
artificial intelligence, instead of using limited and selected combination of keywords.

5. Conclusions

This paper evaluated the global research and publication trends in the remote sensing of PAs
monitoring from 1991 to 2018. This analysis comprised eight main aspects: document types, publication
output, subject categories, source journals, countries, organizations, and keywords. The results showed
that since 2004, the number of publications increased rapidly and steadily. Environmental Sciences
was the largest subject category. The highest number of papers was published in the two journals on
Remote Sensing of Environment and Remote Sensing. The USA published the most in application of
remote sensing technology in PA monitoring. Institutions affiliated to the USA have a massive number
of publications and strong international collaboration in such type of explorations. Landsat, MODIS,
and LiDAR are the most commonly used satellites and sensors. Most of the research was focused on
classification, time-series analysis, and model methods. Keywords selections indicate that “Landsat”,
“deforestation”, “LiDAR”, “conservation”, and “biodiversity” are among the most common subjects in
the remote sensing of PAs. Studies on PA monitoring using remote sensing are mainly focused on
change detection, biodiversity conservation, and the impact of climate change. In the future, we should
continue to pay attention to the development trends and hot spots for the remote sensing monitoring
of PAs. Researchers from all countries should strengthen the international exchanges of ideas and
actively promote international research cooperation.
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