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Preface to ”Spatial Big Data, BIM and advanced GIS

for Smart Transformation: City, Infrastructure and

Construction”

Shirowzhan et al. [1] discuss the value of digital twin and cybergis in improving connectivity and

measuring the impact of infrastructure construction planning in smart cities. This chapter discusses

selective technologies that can potentially contribute to developing an intelligent environment and

smarter cities. Although the connectivity and efficiency of smart cities is important, the analysis

of the impact of construction development and large projects in the city is crucial to decision

and policy makers before the project is approved. This chapter refers to the need for advanced

tools such as mobile scanners, geospatial artificial intelligence, unmanned aerial vehicles, geospatial

augmented reality apps, light detection, and ranging in smart cities. In line with smart city technology

development, this book includes 10 chapters covering trending topics, which are briefly mentioned

in this preface.

Mendoza-Silva et al. [2] present a simulator for improving smart parking practices by modelling

drivers with activity plans. This experimental study offers a parking occupancy simulator to support

a smart system for managing parking. This paper is critical for use in extending smart city practices,

as it shows how the process of developing a simulator assists in smart parking development from

design to implementation.

Gu et al. [3] propose a bike optimization algorithm to increase the efficiency of bike stations and

the sharing system in Shenzhen, China. Station-free bike sharing systems were recently introduced in

China in line with smart city practices. They propose an optimization algorithm to match bike offers

and rides.

Wu et al. [4] used an agent-based model simulation of human mobility with the use of mobile

phone datasets and spatial big data analysis. They identified individual travel in urban areas and

simulated commuting behaviors of residents using an agent-based model.

Rupi et al. [5] describe the use of numerical methods to match the network demand and supply

of bicycles. This is a useful study for the improvement of city infrastructure using spatial data sets.

Li et al. [6] investigated the distribution of railways in China using indicators such as

network density, proximity, travel time, train frequency, population, and gross domestic product

(GDP). They then evaluated China’s railway network distribution using geographic information

system (GIS).

Dong et al. [7] present a novel algorithm of direction-aware continuous moving K-nearest

neighbor queries in road networks. They show how object azimuth information can be used to

determine the moving direction toward the query object.

Wang et al. [8] propose a hybrid framework for the high-performance modelling of 3D pipe

networks. Three-dimensional modelling is a trending topic in smart city literature [9]. They explain

how instantiation technology significantly improves the rendering performance of the 3D pipe

networks.

Han et al. [9] present an efficient staged evacuation planning algorithm for multi-exit buildings.

This algorithm can be tested using advanced big data simulations and virtual reality technologies.
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Abstract: Smart technologies are advancing, and smart cities can be made smarter by increasing the
connectivity and interactions of humans, the environment, and smart devices. This paper discusses
selective technologies that can potentially contribute to developing an intelligent environment and
smarter cities. While the connectivity and efficiency of smart cities is important, the analysis of the
impact of construction development and large projects in the city is crucial to decision and policy
makers, before the project is approved. This raises the question of assessing the impact of a new
infrastructure project on the community prior to its commencement—what type of technologies can
potentially be used for creating a virtual representation of the city? How can a smart city be improved
by utilizing these technologies? There are a wide range of technologies and applications available but
understanding their function, interoperability, and compatibility with the community requires more
discussion around system designs and architecture. These questions can be the basis of developing
an agenda for further investigations. In particular, the need for advanced tools such as mobile
scanners, Geospatial Artificial Intelligence, Unmanned Aerial Vehicles, Geospatial Augmented Reality
apps, Light Detection, and Ranging in smart cities is discussed. In line with smart city technology
development, this Special Issue includes eight accepted articles covering trending topics, which are
briefly reviewed.

Keywords: digital twin; smart city; smart parking; GIS; lidar; point cloud; machine learning;
point-based algorithms; mobile laser scanner; infrastructure construction; urban computing; CyberGIS;
big data; artificial intelligence

1. Introduction

From the practical perspective, a smart city has the capability to capture real-time data that are
communicated among stakeholders for optimizing decision-making by deploying artificial intelligence.
This is achievable by making activities, services, and businesses smart, e.g., smart real estate, smart
transportation, smart construction, smart healthcare system, smart building, smart home, smart
transportation, and smart parking. For example, Virtual Singapore [1] is a dynamic 3D city model with
a collaborative platform and data sharing system. This virtual city was initiated and funded by the
National Research Foundation (NRF) with a $73 million investment.

Over the past year, the number of mobile users has increased by over two percent, up to 5.11 billion
globally [2]. The number of internet users is also increasing. Due to the current Covid-19 outbreak,
many people are working from home (WfH) and shop using online platforms. Geographic Information
Science and System (GIS—Geographic Information Systems) technologies and IT services are used to

ISPRS Int. J. Geo-Inf. 2020, 9, 240; doi:10.3390/ijgi9040240 www.mdpi.com/journal/ijgi1
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analyse spatial and temporal data collected from various organisations to get better insights regarding
current trends and model future trends and their impacts on communities and well-being. This big
shift from traditional workplaces and shopping towards WfH and online shopping underscores the
importance of further developing smart city infrastructures and deploying geospatial technologies
to address future needs. This paper identifies selected trends in geospatial science, particularly the
applications of GIS. In addition, this paper observes newly developed online apps such as ArcGIS Urban,
used for predicting future impacts of developing urban areas in three dimensions. These technologies
provide useful tools for smart city stakeholders and users to predict future implications of the proposed
plans and collaborate with the organisations to achieve more appropriate outcomes, considering
various criteria including sustainable development goals (SDGs) at various scales.

Digital twins of cities have recently attracted much attention as a useful virtual platform that
captures changes to the physical environment in the city and all associated activities and movements [3].
Figure 1a–d schematically illustrate a digital–physical twin of a smart city, including the data
management process and dashboard development. Figure 1e,f shows some examples developed by the
first author. Using sensors, Unmanned Aerial Vehicles (UAVs), satellites, and different technologies,
the physical entities, activities, behaviours, and interactions are required to be connected to a digital
model [3] for a more realistic data platform. Integration of the digital twin as a 3D representation
of the city and associated information can be used for the assessment of the performance of the city
and selected construction projects using a data management system. Apps such as ArcGIS urban
can also help us to evaluate the impact of a new project before it is implemented. Such digital
twins, in conjunction with sensors and other advanced data collection technologies, can help in better
modelling the strategic behaviours of agents [4].

This editorial is divided into two sections: (i) the development of advanced tools such as
miniaturization of sensors and mobile scanners, geospatial AI, Unmanned Aerial Vehicles (UAVs),
geospatial AR apps, and Light Detection and Ranging (Lidar); as well as (ii) applications of the tools in
cities and products such as Self-Driving Vehicles and Smart Cities. Finally, the papers included in this
Special Issue are reviewed.
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Aircraft Trajectory

Unmanned Aerial Vehicles Remote Sensing

A ‘digital representation’ of a proposed building, located at Craik Avenue, Australia, Sydney.
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A dashboard designed 
for 3D change detection 
at UNSW Sydney, based 
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spatial data 
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Urban services

Cloud

Digital Twin
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Figure 1. Demonstrating digital–physical twin at the city scale, (a) city physical twin; (b) city digital
twin; (c) data management and interactions; (d) dashboard development based on computation;
(e) integration of Building Information Modelling (BIM) and Geographic Information Systems (GIS) for
a digital model of a proposed building; (f) dashboard developed by the first author used for making
better insights from data.
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2. Advanced Technologies

This section introduces the different tools and technologies that are critical to create a digital twin
for a smart city. These critical technologies include network technology, sensors, artificial intelligence,
big data, and Lidar technologies [5]. The integration of sensors with GIS in city analytics is a new
geospatial trend that can significantly improve smart city technology. While the cost of utilizing such
sensors is high, another emerging trend is to miniaturize sensors and data acquisition tools such as
innovative bee-sized drones and mini satellites to generate useful data in an efficient and cost-effective
manner. Selected technologies useful to improve the connectivity in smart cities which can be used for
digital-physical twin are discussed as follows but can be further investigated in the future (See Figure 1).

2.1. CyberGIS

The combination of cyber infrastructure and GIS offers new capacity for online spatial analysis as a
new generation of GIS. In practice, CyberGIS refers to the deployment of GIS on a web platform instead
of running from a single desktop. CyberGIS Gateway, Toolkit, and Middleware can enable CyberGIS
to offer open source, open access, and the possibility of integration [6–8]. CyberGIS analytics deal with
interoperability of geospatial big data [9] and processing software programs [7]. The implementation
of CyberGIS involves in many issues such as cloud base working, hardware/software challenges,
internet speed, and the availability of skilled people to prepare, process, and use it. Advances in
cloud computing, web mapping, and new algorithms for spatial data analysis in a quicker manner
and including more dimensions of data (such as voxels instead of pixels) are required. CyberGIS also
offers real-time accessibility to the outcome of computations, and dashboards to monitor changes and
trends as well as gain insights from the available data connected to the dashboards. High-performance
computing and networking (HPCN) (including CyberGIS) enables parallel processing used for running
big GIS data and CyberGIS applications quickly and efficiently. Since big data is generated in different
businesses, applying HPCN in GIS can be further investigated in different contexts.

2.2. Integration of GIS and BIM

While GIS is becoming more intelligent using cyberinfrastructure, its indoor applications also
will be further developed. In this situation, Building Information Modelling (BIM), as a rich dataset
for buildings including detailed information of the indoor built environment, will be helpful if fully
available [10]. In this case, the integration of GIS and BIM will bring more advantages to the data sets
including the combination of large- and small-scale built environments, looking at BIM models in a
broader context of 3D geographic location, producing a more realistic model of built environments
including buildings, vegetation, terrain, road network, and agents. For such integration, there are
interoperability issues and factors, as Shirowzhan, Sepasgozar [11] discussed recently.

For real-time visualization and near real-time analysis of streaming data within GIS environments,
technologies such as the Internet of Things are required to be interoperable with CyberGIS. The real-time
output also depends on reliable “geospatial big data” computation algorithms to deal with volume,
variety, and velocity of data [12–15]. There remains geospatial big data challenges that should be
investigated in terms of availability of data on multi-cloud models, data integrity, data standards,
and heterogeneity.

2.3. Laser Scanning Technologies

In recent years, laser scanning technology has been increasingly used for different purposes,
including construction projects [16,17], for the provision of high-resolution point clouds of complex
objects [18,19]. Another important application of point clouds is to track the physical progress of
buildings and urban developments [20]. Progress tracking is the process of identifying differences
and/or geometrical changes in an object over a specified period [21,22]. Monitoring physical progress
in construction projects is crucial for measuring efficiency and productivity, but the current practice is
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cumbersome and complicated. In addition to these applications, laser scanners can be used to collect
high point density data with a high level of accuracy, fine spatial resolution and in a shorter time
for deformation detection [23,24]. For these applications, a wide range of algorithms and methods
are utilized to optimize point cloud processing including filtering, simplification, feature recognition,
segmentation, and registration [25]. Despite all these applications of point clouds, the use of laser
scanning for deformation monitoring, 3D change detection, and volume estimation using bi-temporal
datasets is still in infancy [20,26,27]. One of the challenges of deformation or change detection over
time, on a regular basis, is related to handling the extremely large volume of point cloud data. Figure 2
illustrates a field point cloud data set for a light rail infrastructure. One can envision how big the data
set will be if a practitioner continues the data collection task every day for a year or two. A handheld
mobile scanner, Zeb Revo, was used to collect point cloud data on different occasions. As Sepasgozar,
Forsythe [22] mentioned, the advantage of this type of mobile scanners is to collect data from surface
objects easily and quickly.

Figure 2. Infrastructure construction survey using a Geo SLAM (Simultaneous Localisation And
Mapping) hand-held scanner: (a) data acquisition from a light rail project in Randwick, Sydney;
(b) illustration of tracing route in red.

2.4. Machine/Deep Learning Algorithms

Machine/deep learning algorithms are in use for processing various types of data, including images
and point clouds. These algorithms are used for the detection of objects and changes. These algorithms
have also been used for Artificial Intelligence and the detection of moving objects such as the
identification of hats on/offworkers in a construction site for monitoring safety in a workplace.

There are several algorithms including machine/deep learning methods available for processing
Lidar point clouds and spatial data sets to achieve a reliable result for change detection of moving
objects [25,28,29]. For example, Shirowzhan, Sepasgozar [25] applied machine learning and point-based
algorithms to show 3D changes of urban environment over time using bi-temporal point clouds.
Many algorithms have been proposed, such as the Iterative Closest Point (ICP) [30], Cloud to
Cloud (C2C) method [31], and Multiscale Model to Model Cloud Comparison (M3C2) Lagüela,
Díaz-Vilariño [32]. In M3C2, specifications of the point cloud, such as density, affect the choice of the
main normal direction. If the changes are mainly in vertical dimension, such as in airborne point
clouds, then the vertical normal should be chosen for the normal direction. However, the current
algorithms need to be further extended and modified to be able to deal with spatiotemporal big data
enabling three-dimensional modelling and visualization.
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2.5. High Performance Computing

Recent publications tend to use spatiotemporal computing or different approaches of
high-performance computing on modelling vector-borne disease transmission [33] and crime
analysis [34]. Other studies also used digital twin applications to improve disaster management.
Fan, Zhang [4] utilized a digital twin for use in disaster management using crisis informatics and
information in a cyber infrastructure. They suggested a dynamic network analysis and a gaming
approach for modelling behaviours of multi-actors and evaluating the performance of resilience and
relief efforts.

3. Smart Cities Including Smart Elements

The technological part of a smart city refers to the use of information systems for planning,
controlling, and managing critical infrastructure [35,36]. Recently, a wide range of tools and applications
have been introduced to facilitate implementing smart cities and capturing user behaviour from different
social and managerial perspectives [37]. A wider range of geo-spatial technologies are required for
smart cities in order to generate data and monitor changes over time in the city. For example, hand-held
mobile scanners can collect data on a daily basis and help practitioners to process changes over
time (see Figure 2). The point clouds generated on a daily task can be communicated with other
stakeholders and experts using cloud base platforms. However, challenges of big data analysis,
interoperability, and implementations need to be investigated and resolved first. For digital twin
applications in smart cities, agent’s behaviour also need to be reflected and modelled within the
geospatial platforms. There are still gaps in this domain, including modelling the dynamic behaviour
of interacting subsystems suggested by Lom and Pribyl [38]. They also recommend investigating the
behaviour of smart city agents and the identification of the details of subsystem behaviour as well
as efficient ways of information exchange. In addition, for such applications, the interoperability of
systems such as GIS with BIM and virtual/augmented reality applications is still challenging [11].

One challenge on the path towards smarter cities is to develop multi-criteria decision-making
models and simulation scenarios. One of the recently developed applications by ESRI, i.e., ArcGIS
Urban, is a type of appropriate application suitable for multi-criteria decision making in 3D urban
environments. Nowadays, dashboards are being increasingly used for the provision of better insights
for informed decision making in smart cities. These dashboards are connected to the sensors that
provide data and using these dashboards experts can monitor current situations, changes and make
smarter data driven decisions. Of course, these sensors produce big data sets that need to be stored
and analyzed and cloud-based GIS platforms (refer to CyberGIS here) are most appropriate for dealing
with such huge data sets.

Relevant and insightful case studies on CyberGIS implementation requires the identification of
the challenges in a cloud-based working environment, hardware/software interoperability, speed of
internet, ease-of-use application developments, and accessibility of the application to users.

There is also an urgent need to connect the online GIS tools to the supercomputing environment
gateways for the projects with very big data sets. Advances in cloud computing, web mapping,
and new algorithms for spatial 3D data processing and analysis using voxels are also required for
acceleration of smart city developments considering more dimensions of urban developments.

An agenda for further investigation for smart cities and CyberGIS is to identify factors influencing
the technology adoption process. There are several concepts which should be examined separately such
as business readiness in utilizing new technologies, technology adoption [39], diffusion [40], technology
dissemination [41], and implementation process [42,43]. This requires the development a taxonomy of
technologies for the better understanding of different available technologies in smart cities. This practice
has started in the construction field, where Sepasgozar and Davis [44] categorized technologies based
on their adoption issues. Adopting this categorization, the useful technologies for smart cities are
(i) network and office work technologies as highly penetrated information technologies (IT) and
information and communication technologies (ICT) influencing human productivity, e-commerce,
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urban services [37], e-government [45], agriculture, and e-banking in smart cities. Recently, many
communication technologies have arisen, such as social media [46], Skype, Teams, and Zooms which
are known to be useful for working from home or working remotely which are critical for smarter
cities; (ii) design technologies such as Building Information Modelling (BIM) [11,47], Geographic
Information Systems (GIS), and CyberGIS [18,48]; (iii) sensing technologies such as wearable sensors [49],
RFID [50,51], IoT sensors, real time locating systems (RTLS) [52], laser scanners [22], GPS, Radar,
cameras for smart transportation, smart parking, and smart construction (job-site management, tracking
materials, site management, physical progress monitoring, and productivity, safety, emission [53,54],
security, and remote controlling devices and diagnostic systems attached or imbedded in heavy
equipment such as Grader or Crane); (iv) production technologies such as 3D Printing [55,56];
and (v) virtual technologies such as mixed reality and digital twin.

4. Topics Covered in This Issue

While selected topics of trending technologies and emerging issues were briefly discussed in the
previous sections, this section reviews some of related topics addressed in the Special Issue.

Mendoza-Silva, Gould [57] offer a simulator for improving the smart parking practices by
modelling drivers with activity plans. This experimental study offers a parking occupancy simulator
to support a smart system for managing parking. This paper is critical for use in extending smart city
practices, as it shows how the process of developing a simulator assists in smart parking development
from design to implementation.

Gu, Zhu [58] propose a bike optimization algorithm to increase the efficiency of bike stations and
the sharing system in the case of Shenzhen in China. Station-free bike sharing systems were recently
introduced in China in line with smart city practices. They propose an optimization algorithm to match
bike offers and rides.

Wu, Liu [59] use an agent-based model simulation of human mobility with the use of mobile
phone datasets and spatial big data analysis. They identify individual travels in urban areas and
simulate commuting behaviours of residents using an agent-based model.

Rupi, Poliziani [60] describe the use of numerical methods to match the network demand and
supply of bicycles. This is a useful study in the improvement of the city infrastructure using spatial
data sets.

Li, Guo [61] investigate the distribution of railways in China using indicators such as network
density, proximity, travel time, train frequency, population, and Gross Domestic Product (GDP).
They then evaluated China’s railway network distribution using GIS.

Dong, Yuan [62] present a novel algorithm of direction-aware continuous moving K-nearest
neighbor queries in road networks. They showed how object azimuth information can be used to
determine the moving direction towards the query object.

Wang, Sun [63] propose a hybrid framework for the high-performance modelling of 3D pipe
networks. Three-dimensional modeling is a trending topic in smart city literature [25,64]. They explain
how instantiation technology significantly improves the rendering performance of the 3D pipe networks.

Han et al. [65] present an efficient staged evacuation planning algorithm for multi-exit buildings.
This algorithm can be tested using advanced big data simulations and virtual reality technologies.
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Abstract: When the occupant density of buildings is large enough, evacuees are prone to congestion
during emergency evacuation, which leads to the extension of the overall escape time. Especially for
multi-exit buildings, it’s a challenging problem to afford an effective evacuation plan. In this paper,
a novel evacuation planning algorithm applied to multi-exit buildings is proposed, which is based on
an indoor route network model. Firstly, evacuees are grouped by their location proximity, then all
groups are approximately equally classified into several evacuation zones, each of which has only one
safe exit. After that, all evacuation groups in the same zone are sorted by their shortest path length,
then the time window of each evacuation group occupying the safe exit is calculated in turn. In the
case of congestion at the safe exit, the departure time of each evacuation group is delayed in its arrival
order. The objectives of the proposed algorithm include minimizing the total evacuation time of all
evacuees, the travel time of each evacuee, avoiding traffic congestion, balancing traffic loads among
different exits, and achieving high computational efficiency. Case studies are conducted to examine
the performance of our algorithm. The influences of group number, group size, evacuation speed on
the total evacuation time are discussed on a single-exit network, and that of partitioning methods
and evacuation density on the performance and applicability in different congestion levels are also
discussed on a multi-exit network. Results demonstrate that our algorithm has a higher efficiency
and performs better for evacuations with a large occupant density.

Keywords: emergency evacuation; indoor route network; multi-exit buildings; staged
evacuation; congestion

1. Introduction

With the rapid development of urban construction and building technology, more and more
large buildings have been built in cities, and their internal structures are increasingly complex. When
an emergency or disaster occurs inside the buildings, their complex internal structure makes it difficult
for indoor occupants to evacuate as quickly as a disaster occurs outside, which leads to frequent
tragedies. It is critical for emergency rescuers and evacuees to plan an effective emergency evacuation
plan [1]. The reason for this is that the plan can not only provide a reasonable escape path for evacuees
in the event of a disaster, but also provide a basis for rescuers to make a rescue plan. Additionally, it
can also provide reasonable suggestions for the layout of fire control facilities and the design of escape
routes inside the buildings [2,3].
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Due to the rapid occurrence and spread of disasters, it is necessary to make the best emergency
evacuation plan in the shortest time. Therefore, two key objectives of a practical evacuation plan are to
ensure the shortest overall escape time and to design the plan as quickly as possible. So far evacuation
plans can be roughly classified as optimization-oriented and simulation-oriented [2]. Our research
belongs to the former category and aims at developing an optimal method to design evacuation plans.
In this paper, we deeply analyze the staged-evacuation process in crowded indoor environments and
present a simple and efficient algorithm for staged-evacuation path planning that is able to cope with
multi-exit networks. Generally, indoor evacuation is a multi-exit evacuation problem. The algorithm
first transforms the multi-exit evacuation problem into a single-exit problem by balancing the loads of
evacuees at all emergency exits, then performs the single-exit evacuation. Our contribution includes:
1) for multi-exit indoor evacuation, a partitioned and staged evacuation planning approach is proposed,
which effectively realizes the transform above and simplifies the planning of multi-exit evacuation;
2) for single-exit indoor evacuation, a new idea of determining the escape sequence of evacuees
according to their shortest path length is proposed and verified, which improves the efficiency of
developing evacuation plan. Furthermore, the efficient single-exit evacuation will effectively improve
the efficiency of the multi-exit evacuation, because the multi-exit evacuation is composed of multiple
single-exit evacuations in this paper.

The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3
describes the problem. Section 4 gives related definitions and theorems and presents our method.
Section 5 illustrates the results of the algorithm, evaluates its performance and effectiveness by a series
of tests, and gives a testing simulation. Section 6 concludes the paper.

2. Related Work

From the perspective of implementation, Li et al. classify evacuation plans into two major types:
spontaneous evacuation plans and organized evacuation plans [2]. The former is carried out by
controlling the evacuation infrastructure (e.g., fire emergency lighting and dispersal indicator) while
evacuees move spontaneously but are guided by the infrastructure. The latter is realized by controlling
evacuees including their departure time, routes to safe exits, and so on. Each type of evacuation plans
is applicable to a particular scenario.

Regarding spontaneous evacuation plans, many simulation models have been put forward to
analyze the significant factors or parameters that influence the evacuation process or can be used
in evaluating the evacuation performance under different scenarios and strategies. Existing typical
models include network flow based models [4], cellular-automata (CA) models [5,6], agent-based
models [7–9], social-force models [10,11], lattice gas (LG) models [12,13], and so on. These models
have been successfully applied to study crowd evacuation under various situations because of their
great ability in representing some key elements influencing human behaviors during evacuation
process, such as the impact of the occupant density around exits [14,15] and spatial distance on human
behaviors. Flow based models are easy to construct while they lack social interaction between evacuees,
human behavior in emergency conditions and hazards representation [4]. CA models are very flexible
and effective in simulating evacuation process under complex environment while in contrast with
multi-agent system, they have more primitive agents that are arranged on a rigid grid and interacting
with each other by very simple rules. LG models present a special case of cellular automata modes that
utilize biased random rules to simulate counter flow in channels, or to evaluate the impact of building
parameters to the evacuation efficiency. Agent-based or multi-agent-based models can represent
various types of agents with different attributes and their interactions are more complex [8], and the
disadvantages of them are generally more computationally expensive than cellular automata. Social
force models are a kind of continuous model applying Newton’s second law to simulate pedestrian
evacuation and are good at modeling interactions among pedestrians, but have low computational
efficiency in simulating evacuation in complex buildings [6].
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This paper focuses on organized evacuation planning requiring a comprehensive and effective
escape plan for particular evacuation objectives according to different escape environments. Generally,
these objectives include reducing traffic conflicts and minimizing the whole clearance time of all
evacuees or the evacuation time of each evacuee. Network flow models, such as maximum-flow
models and minimum-cost flow models [3,16–18], are the most widely used in optimizing the flow
of evacuees, but they target the whole network and attempt to organize the origin, destination, and
routes of evacuation flow at a mesoscopic level. The integer programming or linear programming
method [16,19], as an exact algorithm, is applicable to small-scale problems and usually requires
additional parameters (e.g., lower or upper bounds, etc.) that are generally difficult to estimate in
advance. For large-scale evacuations, heuristic methods and scheduling algorithms are often adopted.
The former, such as evolutionary algorithms [20] and ant colony optimization [21–23], are limited in
terms of the quality of solutions and computing time. The latter are generally exact methods and are
used to integrate the objectives and the constraints into the design of algorithms [2,24–26].

In the process of evacuation, if there is congestion, it will inevitably lead to the decrease of
escape efficiency and even trample accident. In order to avoid congestion, waiting is necessary [27].
There are two ways of waiting in the strategies of scheduling algorithms. One is waiting at the
starting point and the other is waiting on the way. Li et al. proposed an innovative method to make
a staged-evacuation plan for emergency situations, but it is only applied to the network with a single
safe exit and it is assumed that the speed of evacuees is constant and equal [25]. Later, they extended
the staged-evacuation plan method from two aspects. One is to make it apply to multi-exit evacuation
based on the time-extended network model by balancing traffic loads to different exits [26]. The other
is to make it fit multi-speed evacuations with a single exit [2]. Although these algorithms get excellent
results, iterative computation of the time-extended network results in their low efficiency.

It should be noted that another research direction closely related to indoor emergency evacuation
is to dynamically plan an indoor evacuation path based on the real-time perceived situation information
about the spread of a disaster [28–31]. However, so far, the research results in this direction are more
applicable to the situation without indoor congestion. Additionally, the acquisition technology of
real-time disaster environmental information in the case of fire has made great progress, but remains
a challenging work. Encouragingly, the arrival of smart city offers real-time access to indoor evacuation
information such as the distribution of evacuees and the development of an indoor disaster, which
provides a data base for the real-time design of an evacuation scheme. This is one of the reasons why
we pay attention to the efficiency of the algorithm.

3. Problem Description

Once an emergency occurs in a building with multiple exits, evacuees would choose the nearest
exit to escape if there are a few occupants in the building. However, if there are more occupants, due
to the limitation of the capacity of the escape path, it is prone for evacuees to congest at the corners
or intersections of the path or safety exits, which reduces their escape speed, prolongs the overall
evacuation time, and increases the probability of risk for them [25]. Therefore, the problem of indoor
emergency evacuation studied in this paper is how to let all evacuees escape from the dangerous
buildings with multiple safe exits in the shortest time when the capacity of indoor route is limited and
congestion may occur during evacuation. Figure 1 shows the abstract representation of the studied
evacuation problem. There are three safety exits namely E1, E2 and E3 in the indoor route network
whose edges contain both path cost and capacity. Ai represents the room node. In this paper, it is
assumed that the capacities of all locations in the route network are equal.
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Figure 1. The indoor network with multiple exits.

4. Methodology

The purpose of emergency evacuation planning is to allocate a departure time and an escape
path for each evacuee to ensure that all indoor occupants can safely and orderly escape to the safe
area in the shortest time. When the number of evacuees is large, it is usually more effective to group
them by the spatial proximity of their positions and then evacuate them in groups. A key issue
during this procedure is congestion. To avoid the problem, two strategies are often adopted in case of
emergency [25]. One such strategy is staged evacuation, and the other is simultaneous evacuation.
However, in the second case, it is hard for subsequent groups to wait to escape until all prior groups
have fully passed. Someone would likely abandon waiting at the congestion and escape blindly, which
increases the degree of congestion and the total escape time. Therefore, we choose the former for
emergency escape planning.

For an uncrowded multi-exit building, each safety exit has its corresponding service zone
where evacuees can flee to the safety exit by their shortest paths [32]. When an emergency occurs,
indoor occupants can escape from the exit of the evacuation zone where they are located. Therefore,
the emergency evacuation planning for a multi-exit indoor emergency can be easily transformed into
that for a single-exit indoor emergency according to the service zones of building exits (Figure 2).
However, it must be noted that the goal of evacuation planning is to ensure the shortest overall
evacuation time for all evacuees, rather than the shortest escape time for a single person. When the
density of indoor occupants is very large or the distribution of them is non-uniform, the two factors
should be taken into account when zoning. Only in this way can the number of evacuees in each
evacuation zone be approximately equal, thereby making full use of all safety exits and getting the
minimum of the total evacuation time.

Our proposed approach is mainly inspired by that in [25] which is only suitable for the single-exit
problem. But our approach can solve the multi-exit problem well, especially with crowded evacuees.
Its key issues include how to transform the multi-exit problem into the single-exit problem to make
the total evacuation time minimum and how to improve the approach in [25] to get higher efficiency.
Firstly, evacuees are grouped by their location proximity, then all groups are approximately equally
classified into several evacuation zones by the improved Dijkstra algorithm according to the load of
each exit. Secondly, all evacuation groups in the same zone are sorted by their shortest path length,
then the time window of each evacuation group occupying the safe exit is calculated in turn. In the case
of congestion at the safe exit, the departure time of each evacuation group is delayed in its arrival order.
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(a)                                         (b)  

Figure 2. Transformation from the multi-exit route network to several single-exit route networks.
(a) The multi-exit route network; (b) The partitioned multi-exit route network.

4.1. Staged Evacuation for Single-Exit Network

In the case of congestion, the evacuation process involves many factors, such as the weight and
capacity of route network, the total number and total evacuation time of evacuees, the time when
an evacuation order is issued, the waiting time, departure time and escape speed of each evacuee, etc.
To describe and analyze the evacuation conveniently in theory, related variables are defined below.

n: the number of evacuation groups.
t0: the earliest departure instant, that is, the time when an evacuation order is issued.
ti
p: the time consumed by the escape group i from the origin to the safety exit E along the

escape path.
ti
e: the time consumed by the queue of group i to completely pass through a point such as E on the

route network.
ti
d: the delay of the departure time of the escape group i.

ti
l: the time interval between the group i and its prior group along the route.

V: the escape speed of escape groups.
T: the total evacuation time of all escape groups that is the time from t0 to the instant when the

last evacuation group has passed through the emergency exit.
It is assumed that the escape speed V of each group is the same and the evacuation network has

only one safety exit. At the same time, the staged evacuation process has four assumptions:

1. Each edge of the evacuation network has the same capacity, and when a node of the network is
occupied by a group, other escape groups cannot pass through the node.

2. The delay time between two adjacent groups is to ensure that their time windows don’t overlap
or separate.

3. During the staged escape procedure, each group escapes along the shortest path to the exit.
4. The evacuation network is an undirected graph in which it will take the same cost to go or come

along the same edge.

In the process of staged evacuation, each group arrives at the safety exit along their shortest
path without any congestion. Then each group successively passes through the exit to complete the
evacuation [25]. Accordingly, the total evacuation time of each group may be divided into three parts
that include ti

e, ti
l and ti

p. The total evacuation time T is equal to the time when the safety exit is occupied
in the whole evacuation process, therefore T can be expressed as follows:

T = t1
p +

n∑
1

(ti
l + ti

e) (1)
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In the staged evacuation planning, the first key work is to determine the evacuation order of each
evacuation group. We deeply analyzed the operation of the staged evacuation process and obtained
Theorem 1. It is the basis of our proposed approach.

Theorem 1. In order to obtain the shortest total evacuation time, all escape groups should escape in stages
according to their distance from the emergency exit. The group near the exit has priority to depart and that far
from the exit will be delayed if there are conflicts between their time windows.

Proof of Theorem 1. Assuming that group Gi and group Gi + 1 need to be evacuated and only one of
them is allowed to pass in the process of evacuation for the limits of path and node capacity. That is,
when one group is passing through exit E, other groups can’t pass through it. Then, several situations
may occur at exit E (or path intersection) when the two groups are evacuated.

Situation 1. The two groups depart at the same time and arrive at the emergency exit successively
without congestion.

As shown in Figure 3, assuming that Gi arrives at the emergency exit E before Gi + 1, the condition
for no congestion at the exit is as follows:

ti
p + ti

e < ti+1
p (2)

At this time, Gi + 1 need not delay its departure time, ti+1
d = 0. Their total evacuation time passing

through the exit E successively can be expressed as follows:

T = ti
p + ti

e + ti+1
l + ti+1

e (3)

Figure 3. Two groups arrive at the exit successively without congestion.

Situation 2. Two groups depart at the same time and arrive at the exit at the same time,
causing congestion

Group Gi and group Gi + 1 reach the emergency exit at the same time, namely ti
p = ti+1

p , as shown
in Figure 4. In order to avoid the congestion of Gi and Gi + 1 at the emergency exit, one of them can
start to escape immediately while the other must delay its departure time and wait at origin. To find
the shortest total evacuation time, the delay time should ensure that the two groups pass through the
emergency exit successively, and at the same time there is no time interval when they pass through the
exit. There are two evacuation solutions to be discussed:

1. In case of emergency, Gi departs immediately and Gi + 1 delays its departure time. For ti+1
l = 0,

their total evacuation time is as follows

T = ti
p + ti

e + ti+1
e (4)

2. In case of emergency, Gi + 1 departs immediately and Gi delays its departure time. For ti
l = 0,

their total evacuation time is as follows:

T = ti+1
p + ti+1

e + ti
e (5)

because ti
p = ti+1

p , any of them can be delayed reasonably to avoid congestion when they arrive at
the exit at the same time.

17



ISPRS Int. J. Geo-Inf. 2020, 9, 46

Figure 4. Two groups arrive at the emergency exit at the same time.

Situation 3. Two groups set out at the same time and arrive at the exit successively,
causing congestion.

Assuming that Gi reaches E before Gi + 1, and Gi + 1 reaches E when Gi does not pass through the
exit completely, as shown in Figure 5, the conditions for congestion of the two groups are ti

p < ti+1
p and

ti
p + ti

e > ti+1
p . To find the shortest total evacuation time, the delay time should ensure that the two

groups pass through the emergency exit successively, and at the same time there is no time interval
when they pass through the exit. There are two evacuation solutions to be discussed:

1. In case of emergency, Gi departs immediately and Gi + 1 delays its departure time. For ti+1
l = 0,

their total evacuation time is as follows

Ta = ti
p + ti

e + ti+1
e (6)

2. In case of emergency, Gi + 1 departs immediately and Gi delays its departure time. For ti+1
l = 0,

their total evacuation time is as follows:

Tb = ti+1
p + ti+1

e + ti
e (7)

because ti
p < ti+1

p , Ta < Tb. Therefore, when two evacuation groups are congested, the group
close to the emergency exit E should first start to escape.

Figure 5. The two groups arrived at the intersection successively, causing congestion.

In conclusion, in order to minimize the total evacuation time, that is, to ensure the full use of the
emergency exit, the group close to the emergency exit should give priority to escape. �

In the staged evacuation planning, the second key work is to calculate the delayed departure time
of each evacuation group. Li et al. used the time extended network to calculate the delay time of each
group [25]. The method first calculates the time window of each node on the evacuation path occupied
by each escape group, and then calculates the latency of each group’s departure time by the arrival
sequence and the overlay of these time windows. The iterative process leads to redundant calculations
in the algorithm, which results in its low efficiency. To avoid the problem, we comprehensively
analyzed the operation of the staged evacuation process, and found Theorem 2 that simplifies the
calculation process of the staged evacuation planning.

Theorem 2. When evacuation groups are congested, the result of calculating their delayed departure times at
the congested node is the same as that at the emergency exit.

Proof of Theorem 2. According to Assumptions 3 and 4, in the evacuation network, the shortest paths
from the exit to other nodes are equivalent to the shortest paths from other nodes to the exit. Therefore,
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the shortest paths of all groups can be obtained through Dijkstra algorithm to calculate the shortest
paths from the exit to the nodes where each group is located. According to the operation principle of
Dijkstra algorithm, the shortest path from the exit to each node will be obtained in the order of the
shortest path length from small to large, so as to form the shortest path tree. Figure 6a is an indoor
evacuation network. Ri represents a room and E0 represents an exit. When Dijkstra algorithm is called,
it will find in turn the shortest paths (P1(E0-R6), P2(E0-R8), P3(E0-R6-R5), P4(E0-R6-R2), P5(E0-R3),
P6(E0-R6-R5-R1), P7(E0-R8-R7), P8(E0-R6-R5-R1-R4)) from E0 to R6, R8, R5, R2, R3, R1, R7 and R4
respectively. The route length of these paths will increase in turn, which are 6, 9, 13, 14, 15, 16, 21, 26.
These paths compose a shortest path tree with E0 as the root node. The tree is shown in Figure 6b, where
the number marked on each node represents the order of obtaining its shortest path when running
Dijkstra algorithm. When the shortest path from E0 to each room node is calculated, the shortest path
from each room to E0 can be obtained by flipping the path direction. Figure 6c illustrates the two
shortest paths. One is the path from R1 to the emergency exit E0 and the other is that from R2 to E0.
They meet each other at node R6 and overlap from R6 to E0. �
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Figure 6. Illustration of generation of the shortest path tree and convergence of two escape groups.
(a) Indoor evacuation network; (b) Shortest path tree; (c) Two shortest paths with intersection.

We can see from the execution process of Dijkstra algorithm that the shortest path of any node
whose shortest path isn’t determined will be obtained by the determined shortest paths. Therefore,
once the evacuation paths of any two evacuation groups has an intersection, the two paths will
be completely overlapped from the intersection to the exit, as shown in Figure 6c. In the process
of evacuation, because the two groups have the same escape speed, their travel time after passing
the intersection (that is, from the intersection to the emergency exit) is also equal. As a result, it is
equivalent to calculate the delay time at the exit or intersection when the two groups are congested at
the intersection. Assume that the evacuation speed V = 1, G1 represents the evacuation group starting
from R1, t1

e = 3; G2 represents the evacuation group starting from R2, t2
e = 5; t1

pi is the evacuation time

of G1 from R1 to R6; t2
pi is the evacuation time of G2 from R2 to R6; t1

pe is the evacuation time of G1 from

R1 to E0; t2
pe is the evacuation time of G2 from R2 to E0. Then, the delay time of G1 at the intersection

ti = t2
pi + t2

e − t1
pi, and the delay time of G1 at the exit te = t2

pe + t2
e − t1

pe. t1
pe − t1

pi = t2
pe − t2

pi, so ti = te.

4.2. Proposed Algorithm for Multi-Exit Network

Based on the discussion above, we propose a partitioned and staged evacuation planning (PSEP)
algorithm applied to multi-exit buildings. It should be noted about the algorithm that: a) evacuation
planning is processed in groups to reduce the complexity of processing; b) for all groups in each
evacuation zone, the staged evacuation is implemented; c) in order to minimize the total evacuation
time, any two congested groups must successively pass through the emergency exit when delaying
their departure time in each zone.
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4.2.1. Algorithm Description

The whole algorithm is divided into two procedures. The first procedure will allocate an optimal
exit to each evacuation group (all evacuation groups passing through the same exit belong to the same
evacuation zone), and the second will compute the departure time of each evacuation group in the
same zone. Their pseudo code is as follows.

Input: indoor road network model, exits, escape speed (V), group size (uniform or random) and
the number of groups (n).

Output: Total evacuation time (T), the departure time (ti
d) and the evacuation path for each group.

Notes about Procedure 1: Line 5 adds all evacuation groups in the network into an array N. Line 6
adds all exits in the network into an array E. Line 7 initializes the number of evacuees evacuated by
each exit to 0. While N is not empty, namely there are any evacuation groups in N that aren’t allocated
to any exits, Lines 9 to14 compare the number of evacuees passing through each exit to find the exit
minE with the fewest evacuees. Lines 15 to 16 take minE as the starting point, run Dijkstra algorithm to
expand a new shortest path. The group located at the end node of the new path is minG. Then let minG
evacuate through minE. Next, update the number of evacuees passing through minE (Line 19) and
remove minG from N (Line 20). Thus, an evacuation group is allocated to one exit by one loop. When
all evacuation groups are allocated to an exit (that is, until N is empty), the loop ends.

Procedure 1 (Allocate an optimal exit to each evacuation group):
1 Integer ne //ne represents the number of exits in the network.
2 Array N[n] //N is used to store all evacuation groups.
3 Array E[ne] //E is used to store all safety exits.
4 Array G[ne] //G is used to store the current number of evacuees at each exit.
5 Add all evacuation groups into N
6 Add all evacuation exits into E
7 Initialize all elements of G to 0
8 While N is not empty do

9 Let minE = 1 //minE is a variable used to record the index of the exit with the minimum evacuees.
10 For e = 2 to ne //e is a local loop variable
11 If G[e] < G[minE], then

12 Let minE = e
13 End if

14 End for

15 Take minE as the starting point
16 Run Dijkstra algorithm to expand a new shortest path//referring to Figure 6a
17 Let minG = N[i] //N[i] is the group located at the end node of the new path
18 Let minG evacuate passing through minE
19 Update the number of evacuees passing through minE
20 Remove minG from N
21 End while

In brief, during the implementation of Procedure 1, there is a Dijkstra algorithm at each exit, but
only the Dijkstra algorithm on the exit with the least number of evacuees runs at each time, and the
Dijkstra algorithm only expands one shortest path at a time (that is, to find an evacuation group). Then
the number of evacuees allocated to each evacuation exit is compared with each other to determine
which exit to run Dijkstra algorithm until all evacuation groups are allocated.

Notes about Procedure 2: Lines 3 adds all evacuation groups in the network into an array N with
the array length of n. Line 4 sorts all evacuation groups in N according to their shortest route length.
Then an outer loop (Line 5) is used to process each zone, namely, each exit. There are two inner loops in
the outer loop. The first inner loop (Lines 6 to 10) is used to extract all each evacuation groups passing
through the same exit from N, then adds them into M by order. Line 11 makes group 1 in M depart
immediately once an emergency occurs, and a = 1, where a is the evacuation sequence number of the
first group in each evacuation combination that successively passes through the emergency exit. Then
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the second inner loop (Lines 12 to 17) is executed to compute the departure time of Gi in M, where i is
from 2 to m that is the number of groups in the same zone. The departure time of Gi is calculated as
follows: ti

d = ta
p +
(
ta
e + . . .+ ti−1

e

)
− ti

p. If ti
d > 0, the delayed time of Gi is ti

d. Otherwise, Gi evacuates
immediately without any delay once an emergency occurs, and let a = i. Execute the inner loop until
all evacuation groups in M get their departure time, then return to Line 5. When the outer loop finishes
and the procedure ends.

Procedure 2 (Calculate the departure time of each group in each zone):
1 Array N[n] //N is used to store all evacuation groups
2 Array M[n] //M is used to record the groups assigned to the same exit
3 Add all evacuation groups into N
4 Sort N By their route length
5 For e = 1 to ne //to process each zone by the loop
6 For j = 1 to n //find all groups that passes through Exit E[e] by the loop
7 If N[j] passes through E[e] then

8 Add N[j] into M
9 End if

10 End for

11 Let t1
d = 0, a = 1

12 For i = 2 to m //to compute the departure time of all groups passing through Exit E[e] by the loop
13 ti

d = ta
p +
(
ta
e + +ti−1

e

)
− ti

p
14 If ti

d < 0, then

15 ti
d = 0, a = i

16 End if

17 End for

18 End for

4.2.2. Time Complexity Analysis

In Procedure 1, the while loop runs n times, and the for loop runs ne times. In addition, when
running Dijkstra algorithm to expand each node, the path length of all nodes in the network needs to
compare n times. So, the time complexity of Procedure 1 is O(n(n + ne)). For ne� n, the final time
complexity is O

(
n2
)
.

In Procedure 2, the outer for loop runs ne times, the first inner for loop runs n times, the second for
loop runs m times. So, the time complexity of Procedure 2 is O(ne(n + m)). For m ≤ n, the final time
complexity is O(n ∗ ne). Of course, this process also includes a sorting process with the time complexity
O
(
n2
)

or O
(
n log2 n

)
.

Once the PSEP algorithm completes partition, each zone is equivalent to a single-exit evacuation
network. For a zone, the time complexity of calculating the departure time of each evacuation group
is O(m), while the time complexity of completing the calculation by the algorithm in [25] is O

(
m2k
)
,

where m is the number of groups in the zone, k is the number of arcs of all evacuation path and k is the
arithmetic mean of k.

5. Case Study

To verify the validity and efficiency of the PSEP algorithm, we conducted two tests. One was used
to verify the correctness and efficiency of the algorithm for the single-exit evacuation; the other to discuss
the rationality of the partition method of the PSEP algorithm and to compare its performance with
an existing algorithm. Since the PSEP algorithm is based on the single-exit evacuation algorithm, both
tests are valuable to illustrate the advantages of the PSEP algorithm. Test data is the three-dimensional
path network of the teaching building J6 of Shandong University of Science and Technology (SDUST),
as shown in Figure 7, where each vertex (i.e., node) in the network represents an escape group and
each edge (i.e., arc) represents a segment of indoor path. The network model consists of five layers,
818 nodes and 853 edges. On the first floor, there are three safety exits: E1, E2 and E3). During the
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tests, nodes in the route network are randomly selected as the starting nodes in order to simulate the
evacuation environment in reality.

Figure 7. The indoor network model of the teaching building J6 of SDUST.

All involved algorithms were developed in C-Sharp and run on the portable notebook whose
configuration were as follows: CPU i7-6500u, main frequency 2.5 GHz, running memory 12 G and the
solid-state disk with capacity of 256 G.

5.1. Tests Based on Single-Exit Network

The PSEP algorithm is mainly inspired by the algorithm of [25]. We firstly compare and discuss
their efficiency and results. Additionally, the algorithm of [25] is only suitable for the single-exit
network, so we choose a part of the teaching building J6 (i.e., an evacuation zone with one safety exit)
as the test zone to test the influence of the number of escape groups, the size of groups, the escape
speed and other factors on the total evacuation time, as well as the efficiency of the two algorithms.
The test network includes only one exit E1, 210 edges and 210 vertices. When the PSEP algorithm is
applied to the single-exit network, the first procedure of the algorithm is omitted for the network has
only one exit.

5.1.1. Influence of the Number of Groups on Total Evacuation Time

The size of all groups is 15 m, the escape speed is fixed as 3 m/s, and the number of evacuation
groups is set to 90, 130, 170, 210 respectively. The test results are shown in Figure 8.

Figure 8. Comparison of their total evacuation time varying with the number of evacuation groups.
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Figure 8 shows that when the group size and the escape speed of each evacuation group are fixed,
their total evacuation times increase linearly with the number of evacuation groups for both algorithms.
At the same time, the total evacuation times of the two algorithms are equal.

5.1.2. Influence of Evacuation Speed on Total Evacuation Time

The number of evacuation groups is 210, the group size is 15 m, and the escape speed is set to 2, 3,
4, and 5 m/s respectively. The test results are shown in Figure 9.

Figure 9. Comparison of their total evacuation time varying with the escape speed.

Figure 9 illustrates that when the number of evacuation groups and the group size are fixed, the
total evacuation times of the two algorithms decrease with the increase of the escape speed.

5.1.3. Influence of Group Size on Total Evacuation Time

The number of evacuation groups is 210, the escape speed is 3 m/s, and the group size is set to 6,
15, 24, and 33 m. The test results are shown in Figure 10.

Figure 10. Comparison of their total escape time varying with the group size.

Figure 10 illustrates that when the number of evacuation groups and the escape speed are fixed,
their total evacuation times increase linearly with the increase of the group size for both algorithms.
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5.1.4. Comparison of Operating Efficiency

The group size is 15 m, the escape speed is 3 m/s, and the number of evacuation groups is set to
120, 280, 440, 600, 760, 920 and 1080 respectively. The test statistics are shown in Table 1. Td represents
the time consumed by the algorithm of [25] and Tp represents that by the PSEP algorithm. Figure 11a
shows the curves of the time consumed by the two algorithms, from which we can see that their
time consumption is increasing with the increase of the number of evacuation groups, but the time
consumed by the PSEP algorithm is significantly less than that by the algorithm of [25]. Figure 11b
indicates the ratio curve of the time consumed by the two algorithms, from which we can see that the
more evacuation groups there are, the more obvious the efficiency advantage of the PSEP algorithm
over the algorithm of [25] is. When the number of groups is 1080, Td/Tp reaches 41465.

Table 1. Statistical results of time consumed by the two algorithms.

Group Number 120 280 440 600 760 920 1080
Tp (ms): 1 2 7 12 18 27 36
Td (ms): 329 7711 42,366 142,399 363,591 773,820 1,492,754
Td/Tp: 329 3856 6052 11,867 20,200 28,660 41,465

 
(a) (b) 

Figure 11. Comparison of the efficiency of the two algorithms. (a) The curves of the consumed time by
the two algorithms; (b) The efficiency ratio of the two algorithms

It can be seen from the first three tests that the total evacuation time of the two algorithms is the
same regardless of the evacuation condition, which proves the correctness of the proposed algorithm.
Test 4 illustrates that the PSEP algorithm is much more efficient than the algorithm of [25]. The reason
is that there are a lot of repeated calculations in the algorithm of [25]. Every time the departure time of
an evacuation group is determined, it is necessary for each evacuation group whose departure time
has not been determined to recalculate its time windows at all nodes on its evacuation path, while the
PSEP algorithm only needs to calculate the time window of each group occupying the exit to determine
the departure time of all escape groups. In addition, the tests above also prove the correctness of
Theorems 1 and 2.

5.2. Tests Based on Multi-Exit Network

According to the principle of the PSEP algorithm, the partition method and the density of indoor
evacuees are two important factors that affect the overall evacuation time. Therefore, we tested their
influence on evacuation efficiency. Furthermore, the relation between the evacuation path length and
delayed time of each evacuation group is tested. Its performance is also compared with that of an
existing algorithm.
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5.2.1. Influence of Partitioning Methods on Evacuation Efficiency

In theory, the partition method based on the principle of “nearest evacuation” will increase the
overall evacuation time when the density of indoor evacuees is larger. In order to verify the theory,
we apply the principles of “nearest evacuation” and “balanced evacuation” to the PSEP algorithm
respectively to test their influence on evacuation. Figure 12a shows the partitioned indoor network
only based on “nearest evacuation” that will find the nearest exit for each group, and Figure 12b
shows that based on “balanced evacuation” that makes every exit have the approximately equal
number of evacuees by considering both the number of evacuees and their path length. It can be
seen from Figure 12 that the partition of some nodes in the route network has changed. Many nodes
originally belonging to the zone E3 are assigned to E1, while the zone E1 also occupies part of the
nodes in the original zone E2, and the zone E2 regains part of the nodes from the original zone E3.
Furthermore, these adjusted nodes are mainly distributed in the adjacent area of the original zones.

 
(a) (b) 

Figure 12. Comparison of results partitioned by two different partitioning methods. (a) The partitioned
network based on nearest evacuation; (b) The partitioned network based on balanced evacuation

Table 2 shows the number of evacuation groups, the number of evacuees of each evacuation
zone and their total evacuation time when the PSEP algorithm adopts the two partitioning methods
respectively. It can be seen from the table that the number of evacuation groups of each exit when using
the principle of “nearest evacuation” is not balanced while that are balanced when using the principle
of “balanced evacuation”. The nearest evacuation makes exits E1 and E2 are not fully utilized, which
increases the overall evacuation time by 265 seconds compared with that of the balanced evacuation.
Therefore, we can conclude that the partition strategy of evacuation zones will greatly affect the
evacuation efficiency of the evacuation scheme.

Table 2. The number of evacuees, the number of evacuation groups in different zones and their total
evacuation time based on balanced evacuation and nearest evacuation

ID of Exits E1 E2 E3

Balanced
evacuation

The number of groups 264 277 277
The number of evacuees 2352 2345 2393

Evacuation time (s) 785.13 786.18 798.57

Nearest
evacuation

The number of groups 210 236 372
The number of evacuees 1845 2057 3188

Evacuation time (s) 616.13 690.18 1063.57

5.2.2. Influence of Evacuation Density on Total Evacuation Time

Let the evacuation density ER= EL/NL, where EL is the total length of all evacuation groups and NL
is the total length of all edges of the evacuation network. To test the influence of the evacuation density
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on the total evacuation time of different evacuation plans, we implemented the nearest evacuation
and the balanced evacuation respectively with different evacuation densities. The total length of the
evacuation route network is 5443.3 m, and the number of evacuation groups is 818. The length of all
evacuation groups is set as 0.5, 1, 2, 3, 4 and 5 m respectively. The test results are shown in Table 3,
where Tn represents the total evacuation time of nearest evacuation and Tb represents that of balanced
evacuation. We can see that balanced evacuation has obvious advantages over nearest evacuation
when the density of evacuees is large but nearest evacuation has a shorter overall evacuation time when
the density of evacuees is small. Figure 13 shows that the greater the density of evacuees, the more
advantageous balanced evacuation will be.

Table 3. Comparison of the total evacuation time of two strategies under different evacuation density

Group Length (m) ER Tn (s) Tb (s) Tn-Tb (s)

0.5 7.5% 70.703 85.101 −14.398
1 15% 128.64 102 26.64
2 30% 250.35 188.35 62
3 45% 373.49 280.49 93
4 60% 496.91 372.91 124
5 75% 620.91 465.91 155

 
(a) (b) 

Figure 13. Comparison of the total evacuation time of two strategies under different evacuation density.
(a) The change of their total evacuation time with the increase of evacuation density; (b) The change of
the total evacuation time difference with the increase of evacuation density

5.2.3. Evacuation Process Simulation

In order to visually verify the effectiveness of our algorithm, we took the whole teaching building
J6 of SDUST as the test scene to simulate the emergency evacuation process using our evacuation
simulation software. In the simulation scene, color is used to identify different evacuation groups,
and the length of line segment represents group size. Assuming that the start time of evacuation is
t0, escape speed is 3 m/s, group size is random and the sum of evacuation groups is 818. In case of
emergency, the visual simulation results of evacuation process of all groups starting to escape at the
same time are shown in Figure 14, where (a)–(d) are the distribution of all escape groups at t0 + 8 s,
t0 + 16 s, t0 + 24 s, and t0 + 32 s, respectively. From Figure 14, we can see that many colorful line
segments are mixed together, which indicates that there is a large area of congestion. Obviously, serious
congestion will reduce the escape speed of evacuees and ultimately lead to the extension of the total
evacuation time.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 14. The simulation of simultaneous evacuation for the multi-exit network. Four screenshots are
given at different times as follows: (a) t0 + 8 s; (b) t0 + 16 s; (c) t0 + 24 s; (d) t0 + 32 s.

Figure 15 shows the visual simulation results of the PSEP algorithm, where (a)–(f) are the
distribution of all escape groups at t0 + 32 s, t0 + 64 s, t0 + 112 s, t0 + 144 s, t0 + 232 s, t0 + 272 s,
respectively. The simulation process shows that all groups escape orderly according to the assigned
departure time without any congestion on the way and all groups pass through the emergency exit
successively. All of these ensure the efficient operation of the whole evacuation process and reduce the
overall evacuation time.

 
(a) (b) 

Figure 15. Cont.
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(c) 

 
(d) 

 
(e) (f) 

Figure 15. The simulation of partitioned and staged evacuation for the multi-exit network. Six
screenshots are given at different times as follows: (a) t0 + 32 s; (b) t0 + 64 s; (c) t0 + 112 s; (d) t0 + 144 s;
(e) t0 + 232 s; (f) t0 + 272 s.

The PSEP algorithm adopts the partitioned and staged evacuation strategy. Once evacuation
partition is completed, the evacuation process in each zone is independent of each other. The total
evacuation time of all escape groups is the maximum evacuation time of each zone. Table 4 shows the
relationship between the evacuation path length and the delayed departure time of some evacuation
groups in the zone E1, and Figure 16 shows that of all evacuation groups in zones E1, E2, and E3
respectively. We can see that the delayed departure time of all groups in each zone increases with the
increase of the evacuation path length.

Table 4. The relationship of the evacuation path length and the delayed departure time of some groups
planned by the PSEP algorithm when evacuation density is large.

Group ID Group Size (m) Escape Speed(m/s) Path Length (m) Delayed Time (s)

1 11 3 3.40 0.00
2 8 3 5.80 2.87
3 8 3 7.61 4.93
4 5 3 13.05 5.78
5 11 3 14.46 6.98
6 5 3 14.57 10.61
7 7 3 19.27 10.71
8 13 3 19.33 13.02
9 4 3 19.80 17.20
10 12 3 22.07 17.78
11 7 3 26.02 20.46
12 9 3 26.04 22.79
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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(a) 

 
(b) (c) 

Figure 16. The relationship of the evacuation path length and the delayed departure time of all groups
in each zone when evacuation density is large. (a) Zone E1; (b) Zone E2; (c) Zone E3.

5.2.4. Relation between Evacuation Path Length and Delayed Time

Table 4 shows the relationship between the length of the evacuation path and the delayed time
in the case of a large density of evacuees. To get a more comprehensive picture of their relationship,
we conducted the other test in the case of a low density of evacuees. Let all evacuation groups be
2 m in size and the other test conditions will remain the same. Table 5 shows the evacuation path
length and the delayed departure time of the partial evacuation groups in zone E1. Figure 17 shows
the relationship between the evacuation path length and the delayed departure time for all evacuation
groups in zones E1, E2, and E3, respectively.

Table 5. The relationship of the evacuation path length and the delayed departure time of some groups
planned by the PSEP algorithm when evacuation density is low

Group ID Group Size (m) Escape Speed (m/s) Path Length (m) Delayed Time (s)

1 2 3 3.40 0.00
2 2 3 5.80 0.00
3 2 3 7.61 0.06
4 2 3 13.05 0.00
5 2 3 14.46 0.20
6 2 3 14.57 0.83
7 2 3 19.27 0.00
8 2 3 19.33 0.65
9 2 3 19.80 1.16

10 2 3 22.07 1.07
11 2 3 26.02 0.42
12 2 3 26.04 1.08
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

 
(a) 

 
(b) (c) 

Figure 17. The relationship of the evacuation path length and the delayed departure time of all groups
in each zone when evacuation density is low. (a) Zone E1; (b) Zone E2; (c) Zone E3.

Table 5 shows that the delayed time of the evacuation groups will not increase completely with the
increase of their evacuation path length, and some of them will be exceptional. This exception occurs
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because of the time interval between some of the adjacent evacuation groups (Figure 3), which will
reduce the delayed departure time of the group that arrives later. For example, if the time windows of
two groups A and B occupying the same exit are [23.0, 25.0] and [29.0, 32.0] respectively when they
start to escape at the same time, they will not congest with each other. But, if the groups ahead of
A makes it have to delay 5 s to depart in order to avoid congestion at the exit, the time window of the
group A occupying the exit becomes [28.0, 30.0]. To avoid congestion with the group A, and the group
B should be delayed by 1 second that is less than the delayed time of the group A.

5.2.5. Performance Comparison

Li et al. extended their approach suitable for the single-exit evacuation to the multi-exit evacuation
in [26]. Here, our algorithm is compared with that in [26] based on a testing network model consisting
of 923 nodes and 1779 edges. Three of these nodes are exits. When the group size is uniform, the test
results are shown in Table 6, where Ng and Ne are the number of groups and the number of evacuees
passing through each exit and Te is the evacuation time at each exit. Figure 18 shows the change of the
total evacuation time and the operation time of each algorithm when the group size increases gradually.

Table 6. The test results when the group size is uniform.

ER Group Size Algorithm Parameters E1 E2 E3
Clearing
Time (s)

32.6% 6

PSEP
Ng 305 307 308

620.88Ne 1830 1842 1848
Te (s) 613.20 619.06 620.88

Algorithm
of [26]

Ng 307 306 307
618.88Ne 1842 1836 1842

Te (s) 617.20 618.77 618.88

48.9% 9

PSEP
Ng 305 307 308

927.88Ne 2745 2763 2772
Te (s) 917.97 925.06 927.88

Algorithm
of [26]

Ng 304 305 311
936.88Ne 2736 2745 2799

Te (s) 922.05 919.06 936.88

65.2% 12

PSEP
Ng 305 307 308

1235.60Ne 3660 3684 3696
Te (s) 1222.97 1231.98 1235.60

Algorithm
of [26]

Ng 309 307 304
1238.97Ne 3708 3684 3648

Te (s) 1238.97 1233.15 1227.59

81.5% 15

PSEP
Ng 305 307 308

1543.60Ne 4575 4605 4620
Te (s) 1527.97 1538.98 1543.60

Algorithm
of [26]

Ng 307 306 307
1538.60Ne 4605 4590 4605

Te (s) 1537.97 1533.97 1538.60

97.8% 18

PSEP
Ng 305 307 308

1851.60Ne 5490 5526 5544
Te (s) 1832.97 1845.98 1851.60

Algorithm
of [26]

Ng 307 306 307
1850.28Ne 5526 5508 5526

Te (s) 1844.97 1850.28 1845.60
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(a) (b) 

Figure 18. The comparative results when the group size is uniform. (a) The change of the total
evacuation time with the increasement of the number of groups; (b) The change of the operation time
with the increasement of the number of groups.

To make the test more realistic, we let the group size go to random numbers. When the group
size is random, the test results are shown in Table 7, where the value of the group size is a range,
which means that the group size can take any value within this range randomly. Figure 19 shows
the change of total evacuation time and the operation time of each algorithm when the group size
increases gradually.

 

(a) (b) 

Figure 19. The comparative results when the group size is random. (a) The change of the total
evacuation time with the increasement of the number of groups; (b) The change of the operation time
with the increasement of the number of groups.

As shown in Tables 6 and 7 and Figures 18 and 19, our algorithm and that of [26] are very close
in the overall evacuation time, but the planning efficiency of our algorithm is much higher than
that of [26]. For applications that require rapid or real-time evacuation planning, our algorithm has
obvious advantages.
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Table 7. The test results when the group size is random.

ER Group Size Algorithm Parameters E1 E2 E3
Clearing
Time (s)

21.5% 3–6

PSEP
Ng 313 306 301

411.89Ne 1211 1218 1219
Te (s) 408.20 411.89 411.89

Algorithm
of [26]

Ng 311 299 310
420.55Ne 1214 1189 1245

Te (s) 411.28 406.19 420.55

38.2% 6–9

PSEP
Ng 304 309 307

725.73Ne 2151 2162 2157
Te (s) 719.97 725.73 723.55

Algorithm
of [26]

Ng 304 304 312
729.88Ne 2137 2157 2176

Te (s) 715.30 728.88 729.88

54.3% 9–12

PSEP
Ng 305 309 306

1031.55Ne 3036 3074 3083
Te (s) 1014.97 1028.64 1031.55

Algorithm
of [26]

Ng 309 303 308
1029.97Ne 3081 3050 3062

Te (s) 1029.97 1020.64 1024.55

70.8% 12–15

PSEP
Ng 305 306 309

1342.60Ne 3973 3999 4017
Te (s) 1327.30 1336.98 1342.60

Algorithm
of [26]

Ng 308 306 306
1341.97Ne 4017 3996 3976

Te (s) 1341.97 1335.98 1328.94

87.1% 15–18

PSEP
Ng 304 307 309

1648.27Ne 4881 4926 4934
Te (s) 1629.97 1645.98 1648.27

Algorithm
of [26]

Ng 305 304 311
1661.27Ne 4899 4869 4973

Te (s) 1635.97 1640.37 1661.27

6. Conclusions

For indoor emergency evacuation with a large number of evacuees, a partitioned and staged
evacuation planning algorithm considering indoor congestion is proposed. According to the idea of
“balanced evacuation”, the algorithm coordinates the number of evacuees at different exits by the
improved Dijkstra algorithm, which partitions the whole evacuation area and turns the multi-exit
evacuation into the single-exit evacuation, thus simplifying the complexity of problem processing. For
the single-exit evacuation, the proposed algorithm only needs to consider the time conflict between
the time windows of all evacuation groups at exits, then it can calculate the departure time of each
group. Compared with the traditional algorithm that considers the conflict between the time windows
of all evacuation groups at every node of the evacuation paths to calculate the departure time of
each group, it reduces the calculation at redundant path nodes and greatly improves the efficiency of
emergency evacuation planning. In practice, the PSEP algorithm in this paper provides not only the
best evacuation path but also the optimal departure time for each group to ensure that all groups will
not be congested during evacuation, which has a strong operability. The smart city makes it possible
to access indoor evacuation information in real time such as the distribution of evacuees and the
development of an indoor disaster, which provides a data base for the real-time design of an evacuation
scheme. The design requires high efficiency of planning algorithms. Our algorithm is simple and has
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great advantages in operating efficiency, which will meet the development and demand for intelligent
emergency evacuation systems and emergency command.

Although the PSEP algorithm achieves better results in the case of crowded indoor occupants by
transforming the multi-exit indoor evacuation problem into the single-exit indoor evacuation problem
based on the “balanced evacuation” principle, it is still an approximate optimal result due to the lack
of rigorous mathematical reasoning and proofs. Meanwhile, the partition strategy may not obtain the
global optimal solution when the indoor occupants are sparse. Therefore, we will consider the influence
of the density and distribution of evacuees on the total evacuation time and the connection among
all exits in the future to optimize the total evacuation time further. In addition, when an emergency
occurs, let the groups that may be congested wait in the original place, which is not applicable to the
occurrence of local disasters such as indoor fire. It should be considered to set up an indoor disaster
risk area, evacuate the evacuees in the risk area to the safety area first, and then evacuate them to the
safety exit. We will attempt to resolve this in a further study.
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Abstract: Three-dimensional (3D) pipe network modeling plays an essential part in high
performance-based smart city applications. Given that massive 3D pipe networks tend to be difficult to
manage and to visualize, we propose in this study a hybrid framework for high-performance modeling
of a 3D pipe network, including pipe network data model and high-performance modeling. The pipe
network data model is devoted to three-dimensional pipe network construction based on network
topology and building information models (BIMs). According to the topological relationships
of the pipe point pipelines, the pipe network is decomposed into multiple pipe segment units.
The high-performance modeling of 3D pipe network contains a spatial 3D model, the instantiation,
adaptive rendering, and combination parallel computing. Spatial 3D model (S3M) is proposed for
spatial data transmission, exchange, and visualization of massive and multi-source 3D spatial data.
The combination parallel computing framework with GPU and OpenMP was developed to reduce the
processing time for pipe networks. The results of the experiments showed that the hybrid framework
achieves a high efficiency and the hardware resource occupation is reduced.

Keywords: three-dimensional (3D) pipe network; building information models (BIM); spatial 3D
model (S3M); parallel computing; SuperMap GIS

1. Introduction

With the continuous development and advancement of geographic information systems (GIS),
it has become challenging for traditional two-dimensional GIS to meet the needs of geospatial
visualizations and analysis [1,2]. With the widespread application of GIS in society, the application
of three-dimensional (3D) scenes in smart cities is becoming deeper and wider [3–5]. The traditional
two-dimensional management model has been unable to meet the actual needs of the pipe network and
pipe big data information analysis, expression, and application. The three-dimensional pipe network
occupies a large part of the application scenarios. The performance-based city planning includes
data management, data modeling, data analysis and data visualization. Due to the large-scale
data size, wide range and various pipeline networks and pipelines, both on the ground and
underground, and the spatial distribution is complex and varied, high-performance modeling of 3D
pipe networks remains challenging. It is therefore essential to study the 3D pipe network construction
and high-performance rendering.
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Geodesign is proposed in order to visualize models for city planning [6,7]. With the development
of Building Information Modeling (BIM), a three-dimensional model of construction project or facility’s
physical and functional characteristics, and a shared knowledge has gradually become a common data
expression in the field of architecture. Resources provide a decision-making basis for the management
of the life cycle of a project or a facility. At different stages of the life cycle, various stakeholders
modify information through BIM to coordinate operations. BIM data is an important data source for
3D GIS [8,9]; it enables 3D GIS to move from macro to micro, and at the same time to achieve refined
management—especially for pipe networks.

Utility networks are modeled using graph-theory abstractions [10,11], because the structure
properties of graph provide network nodes and links. Most utility networks are based on two
dimensional modeling design [12], but in some cases, applications such utility networks operate in
3D [13–15]. Pipe network is one type of utility network, the construction of a 3D pipe network is
based on network science and GIS. As the BIM-oriented network model can be used in indoor network
applications [16], a 3D pipe network should be used in both outdoor and indoor GIS. It is challenging
to design 3D pipe networks by considering visualization, checking topology, data management, and 3D
network analysis.

The 3D pipe network includes the pipe point portion and the pipeline portion. In the existing
three-dimensional systems, the pipeline portion is normally constructed by vector line lofting, and the
pipe point is generally built by manual modeling and then imported into the scene. The workflow of
these pipe point models requires a lot of manpower and material resources. At the same time, for 3D
pipe network data, the user’s data source is often vector point and line data. If the model’s display
mode is adopted, data redundancy and extra workload are unfortunately inevitable. The maintenance
of vector seed of point, line data and pipe point models is required as well. In addition, in some
enterprise-level scenarios, pipe network data in 3D city models is extremely dense, and thus rendering
these dense pipe networks requires a lot of hardware resources. Therefore, improving the carrying
capacity and rendering performance of massive pipe network data can be the answer to current capacity
and rendering performance limits.

GIS-based methods and modeling are widely used in urban planning [17–21]. GIS and BIM are
located in two different sectors for building a smart city. BIM provides the data foundation, and GIS
provides a spatial reference, spatial analysis and decision making [22–24]. The combination of BIM
and GIS contributes to urban planning, water conservancy projects, railway information modeling,
underground pipe network information modeling, ancient building modeling and other fields [25,26].
The integration of GIS and Computer-aided design (CAD) supplies new data sources for building
a smart city [27,28]. A hybrid system for expanding 2D GIS into the 3D scene is an effective way
to consider the integration of 2D GIS and 3D GIS [29]. There are fewer studies that focus on the
integration of spatial data modeling for GIS, BIM, CAD, and oblique photography. It is critical to study
the integration model for spatial 3D data.

The computing-intensive framework plays an essential part in high-performance based smart city
applications [30]. Parallel computing is an effective way to visualize 3D city models [31,32]. 3D city
modeling requires effective algorithms [33,34]. NVIDIA, inventor of the graphics processing unit
(GPU), proposes a parallel computing framework based on computing unified device architecture
(CUDA), which can be used to speed up the processing efficiency of geospatial applications [35–37].
The multi-threaded parallel processing based on multi-core central processing unit(CPU)s provides
extensive computational capabilities [38,39]. The scientific computing for building city modeling is
shifting from a CPU-centric central processing model to a collaborative processing model in which
CPUs and GPUs work together [40].

In this paper, we propose a hybrid framework for high-performance modeling of 3D pipe networks.
This paper is organized as follows: Section 2 introduces a pipe network data model, Section 3 shows
hybrid high-performance modeling of 3D pipe networks, Section 4 describes the experiments and the
results, and the last section is the conclusion and further work.
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2. Pipe Network Data Model

The network data model is an essential part of high-performance modeling of 3D pipe networks.

2.1. Pipe Network Data Structure

A variety of pipe networks are normally represented hierarchically [41]. A network data set is
used to describe a type of pipe network information. The data volume is less redundant and contains
topology information, which can be used for subsequent spatial network analysis, such as burst
analysis and connectivity analysis. Each pipeline data set consists of two sub-datasets: lines and nodes.
The line sub-dataset represents pipeline objects, and the node sub-dataset represents point objects,
such as elbows, tees, crosses, and valves.

Table 1 shows the main structure of the attribute table of the line sub-dataset, where the ID field
is the ID of the line object itself, the FromNode and ToNode fields record the ID of the node object
connected to both ends of a line object, and the PrevPoint and NextPoint fields recording the geometric
coordinates of the other endpoints of the other line objects connected at both ends can facilitate
the subsequent construction of the visualized point model.(xi, yi, zi) is the i-th point coordinate of
geometry information. In addition, the geometric coordinates of the line object itself and some attribute
information are stored.

Table 1. The pipe line structure in the network data set.

ID Number From Node To Node PrePoint NextPoint Geometry Information

1 3 2 (Yp1 , Yp2 ) (Ypn1 , Ypn2 ) (x1, y1, z1)(x2, y2, z2) . . . (xn, yn, zn)

Table 2 shows the main storage structure of the node sub-dataset, wherein the ID field is the
ID of the pipe point object, the ID also corresponds to the FromNode and ToNode fields in the line
sub-dataset, and a field for storing geometric information and attribute information. In these two
associated data sets, the topology information is stored in the online data set.

Table 2. The node structure in the network data set.

ID Number Geometry Information

1 (x1, y1, z1)
2 (x2, y2, z2)
3 (x3, y3, z3)
. . . . . .
n (xn, yn, zn)

2.2. Construction of Pipeline Model

2.2.1. Coordinate Computation of Pipeline Network Model

After building the acquired pipeline data as a network dataset, it will be necessary to create a 3D
pipeline network model for rendering. We use the pipe segment corresponding to the line segment
between the two coordinates on the line geometry object of the pipeline as a rendering unit, and then
combine these pipe segments to form the entire pipeline.

Each pipe segment consists of two sections, and if the position of the vertices on the two sections
on the pipe section can be determined, an entire pipeline can be determined. We take the center of each
section as the origin, the X-axis along the pipeline, and the Cartesian coordinate system on the Y-axis in
the section (as shown in Figure 1). Since the cross-sectional shape of the pipeline is known, the position
of the point on the pipe cross section in the local coordinate system can be determined. The position Ps

of the center of the section in the world coordinate system is stored in the geometric information of the
online object so that the translation matrix (Mt) of the center of the section can be obtained.
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Figure 1. Local coordinate system of pipe section.

To make the section perpendicular to the pipeline, and to make the upper direction of the pipeline
section coincide with the upper direction in the world space, a rotation is also required. It is known that
the world coordinate pointing to the center point of a given section is W1, and the coordinate pointing
to the center point of the next section along the strike direction is W2, and the direction of the strike

is
→
Vsec = W1 −W2, corresponding to the X-axis in the local coordinate system of the section, and the

upper direction in the world space is
→
Vup = (0, 0, 1), corresponding to the Z axis in the local coordinate

system and the Y axis being
→
Vr =

→
Vsec ×

→
Vup, the rotation matrix Mrot can be obtained. The coordinates

of the final section vertices in the world coordinate system are defined as formulation (1).

Pw = Mrot·Mt·Ps. (1)

It is worth noting that for a longitudinal tube, the up direction is the same or opposite to the
direction. In this case, Vr calculated from the previous section can be used as the Vr of the current
section, or any direction perpendicular to the direction can be specified as Vr.

2.2.2. Smoothing of Pipeline Inflection Points

When the pipeline is an inflection point, it is necessary to process the cross-section rotation matrix
of the connected pipe segments before and after the inflection point so that the front and rear sections
can be connected. The inflection point smoothing effect can be achieved by inserting several sections
with smooth transitions, while the original two sections need to be retracted a distance to meet the
smooth section, as shown in Figure 2.

 
Figure 2. Construction of smooth tube.
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In this study, the following algorithm was used to calculate the cross-sectional matrix smoothed
by the inflection point: Project the two lines that meet the inflection point into the plane where the two
lines are located. Make a circle in the plane tangent to the two lines. As shown in Figure 3, the arc AB
is the position of the center-line of the transition section. The more transition sections you take on this
section, the smoother the inflection point. The length of the point A to the inflection point O is the
length M of the pipeline section that needs to be retracted. By the constraint that the radius of the circle
cannot be greater than the width W of the pipeline, we can get the value of M using formulation (2):

M = tanθ ∗W. (2)

Figure 3. The result of the inflection point projected onto the plane.

The vector OA is defined as
→
L1 and OB is defined as vector

→
L2. Then, the center coordinate

(xc, yc, zc) can be obtained by the following method:

→
Pl =

→
L1 ×

→
L2, (3)

k1 = P̂l·Ô
k2 = L̂1·Â
k3 = L̂2·B̂

, (4)

D = P̂l.x ∗ L̂1.y ∗ L̂2.z + P̂l.y ∗ L̂1.z ∗ L̂2.x + P̂l.z ∗ L̂1.x ∗ L̂2.y
−P̂l.z ∗ L̂1.y ∗ L̂2.x− P̂l.y ∗ L̂1.x ∗ L̂2.z− P̂l.x ∗ L̂1.z ∗ L̂2.y

, (5)

xc = (k1 ∗ L̂1.y ∗ L̂2.z + k3 ∗ P̂l.y ∗ L̂1.z + k2 ∗ P̂l.z ∗ L̂2.y
−k3 ∗ P̂l.z ∗ L̂1.y− k2 ∗ P̂l.y ∗ L̂2.z− k1 ∗ L̂1.z ∗ L̂2.y)/D

, (6)

yc = (k2 ∗ P̂l.x ∗ L̂2.z + k1 ∗ L̂1.z ∗ L̂2.x + k3 ∗ P̂l.z ∗ L̂1.x
−k2 ∗ P̂l.z ∗ L̂2.x− k1 ∗ L̂1.x ∗ L̂2.z− k3 ∗ P̂l.x ∗ L̂1.z)/D

, (7)

zc = (k3 ∗ P̂l.x ∗ L̂1.y + k2 ∗ P̂l.y ∗ L̂1.x + k1 ∗ L̂1.x ∗ L̂2.y
−k1 ∗ L̂1.y ∗ L̂2.x− k3 ∗ P̂l.y ∗ L̂1.x− k2 ∗ P̂l.x ∗ L̂2.y)/D

. (8)

From the coordinates of the center of the circle, the position of the transition section inserted in the
arc can be easily obtained, and then the translation and rotation matrix of the section of the transition
section can be calculated by the previous method.

2.3. Construction of the Pipe Point Model

Pipe points such as elbows, tees, and crosses are essential parts of the pipeline scenario. In the
previous pipeline information management systems, such a pipe point is normally constructed by a
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method manually and created in the modeling software, and then the modeled pipe point is imported
into the scene. There are two main issues in the way of constructing the pipe point. The first is that
the construction of the pipe point model is carried out in its own local coordinate system. Therefore,
after the pipe point is imported into the scene, it is necessary to manually adjust its position direction
so that the pipe points can be matched with the pipeline. The second is that due to the accuracy of the
pipeline data collection, the angle between the pipe and the pipe point is different from the standard
value. Therefore, the standard three-way and four-way models cannot be used to match the pipeline.
It is necessary to construct a pipe point model for each angle, which greatly increases the workload
of modeling.

2.3.1. Constructing the Pipe Point Model

We propose a new method for constructing the pipe point model, which can quickly construct the
elbows, tees, and crosses that match the connected pipelines. Among them, the elbow is a pipe point
connected to two pipes. The following paragraph is an example of the construction of such a pipe
point connected to two or more pipes by taking a multi-pass pipe point as an example.

A multi-pass point can be broken down into a combination of multiple half-pipe segments, as
shown in Figure 4. The shape of each half pipe segment is determined by the center point of the pipe
point and the direction of the pipe connected to it, so that one half-pipe segment becomes HalfPipePair.
Its structure contains three points including first point (FirstPt), center point (CenterPt), and second
point (SecondPt).

 

Figure 4. The division of multi-way pipe.

We define that the half pipe pair is made up of a section on the X > 0 side of the pipeline, and its
direction is FirstPt->CenterPt->SecondPt.

Use the following algorithm to find the half pipe pairs needed to make up the multi-pass point.

(1) Traverse the points A, B on each of the two pipelines, calculate their plane P with the center
point O;

(2) Traverse the other pipeline points C except for A and B, calculate the position it projects onto P,
and record whether the half pipe pairs of A→ O→ B and the half pipe pairs of B→ O→ A are
required as the boolean variables bneedAtoB and bneedBtoA. The initial value is true;

(3) Determine the relationship between Cp and ∠AOB. If Cp falls inside ∠AOB, then bneedAtoB = false;
if Cp falls outside ∠AOB, then bneedBtoA = false;

(4) After traversing the other points except for A and B, if the needAtoB is true, the half pipe pair
A→ O→ B is recorded. If the bneedBtoA is true, the half pipe pair B→ O→ A is recorded;
back to (1).
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2.3.2. Matrix Computation of Half-Pipe

After a set of half-pipe pairs constituting the multi-pass pipe point are obtained, they need to be
decomposed into pipe segment units. As shown in Figure 5, one half pipe pair can be broken down into
two pipe segment units. The calculation of the section matrix that is connected to the pipeline is given
in Section 2.2.1. The matrix calculation of the intersection of two pipe segments is described below.

It is easy to know that the interface is the angle bisector of ∠AOB, and the trend is
→
Vsec =

−→
AO +

−→
OB.

Therefore, its rotation matrix can be calculated by the method in Section 2.2.1.

Figure 5. The plane projection of half tube.

Let ∠AOB be α, the normal vector of AOB plane be
→
P , and the angle between

→
P and upper

direction
→
Vup be β. Then, the scaling ratios ScaleY and ScaleZ of the Y and Z axes in the local coordinate

system and the scaling matrix MScale can be calculated. The vertex position on the half pipe segment is
PW = MScale·Mrot·Mt·Ps.

ScaleY =

√
sin2 β/ sin2(α ∗ 0.5) + cos2 β, (9)

ScaleZ =

√
cos2 β/ sin2(α ∗ 0.5) + sin2 β, (10)

MScale =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0
0 ScaleY 0 0
0 0 ScaleZ 0
0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (11)

2.4. Integration Framework for 2D GIS and 3D GIS

The integration framework for 2D GIS and 3D GIS contains spatial data management integration,
application integration, function module integration, expression symbol system integration, and
analysis function integration. The essential part is that the spatial data model and spatial data structure
of 2D and 3D data objects are kept in the same design. All the two-dimensional data can be directly
used with high-performance modeling in the 3D scene without any spatial data conversion. 2D maps
and 3D scenes can easily be generated based on the integration framework for 2D GIS and 3D GIS
(Figure 6). The 2D and 3D integration of spatial data management solves the problem of spatial data
compatibility of different dimensions and reduces the cost and complexity of the system construction
to meet the needs of various applications. Spatial analysis is supported in both 2D map and 3D
scene. 3D network analysis is widely used in pipeline network management. GPU graphics hardware
acceleration provides a powerful support for 3D analysis functions and brings users a good experience
with high performance.
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Figure 6. Pipe network models in 2D GIS and 3D GIS.

3. High-Performance Modeling for 3D Pipe Networks

The framework for high-performance modeling of 3D pipe network contains a spatial 3D model,
instantiation, adaptive rendering, and combinational parallel computing.

3.1. Spatial 3D Model (S3M)

Spatial 3D model (S3M) is proposed for spatial data transmission, exchange and high-performance
visualization of massive and multi-source 3D spatial data [42]. It meets the requirements of users in
three-dimensional data transmission and analysis between different terminals (mobiles, browsers,
and desktops) through an efficient and scalable data specification. S3M supports multi-source data,
including pipelines, BIM, laser point clouds, vector, terrain, dynamic water surfaces, and 3D grids.
S3M provides the ability to efficiently visualize a large amount of data using the level of details (LOD),
batch rendering, and instantiation to improve the rendering performance.

The S3M includes description files, index tree files, data files, and attribute files. The file
organization of each object storage is shown in Table 3. S3M TileTreeSet object is the basic element
in S3M. TileTreeSetInfo is its description information, which is an overall description of the data.
If the TileTreeSet is constructed based on the point, line, polygon or model dataset, there may be an
AttributeInfos that represents attribute description information for each data set. Space division of
three-dimensional data are in a specified spatial range, each spatial division corresponding to a tree
structure organization tile collection is represented by a TileTree object. IndexTree is index information
of its tree structure. AttributeData representing attribute data are recorded in TileTree attribute data
for each object. Each TileTree is subdivided step by step from top to bottom, and each space partition
corresponds to one tile, represented by a Tile object.

Table 3. The file organization of S3M.

Object Storage Format File Type Description

TileTreeSetInfo .scp description file description of the entire data

AttributeInfos attribute .xml attribute description file description of each data set attribute in
TileTreeSet

TileTree Folder data folder store all data in the tile range
AttributeData .xml attribute data file attribute data of all objects belong to the tile

IndexTree .json index tree file all PagedLOD information belong to the tile

Tile .s3mb data file a S3MB file stores data in a spatial division
of the LOD layer
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The description file (.scp) and data folder are the basic components. The description file contains
the path filename (.json) for each TileTree. The index file is a description of the tree structure of the tile
data and can obtain the bounding box of the tile file of each layer, the switching information of the
LOD and the attached child node file without loading the actual data. The main role is to accelerate the
efficiency of tile file retrieval; the attribute data includes one attribute description file (attribute.xml)
and a .xml file storing each tile attribute data in each TileTree. All tiles in TileTree form a tree-like
logical structure.

To facilitate sharing of multi-source heterogeneous geospatial data, the open geospatial database
connectivity (OGDC) was proposed to connect different types of geospatial data (Figure 7). OGDC
provides a unified entry to geospatial data [43]. The unified data specifications, such as I3S [18] and
S3M, can be used for high-performance, consistent access to data in the system, such as various GIS
terminal applications, and user APPs.

Figure 7. The heterogeneous geospatial data fusion framework.

3.2. Instantiation Rendering of Pipe Networks

Instantiated rendering refers to multiple renderings of a grid using different parameters at different
locations. Instantiation is often applied to the rendering of static mesh objects such as leaves, grass, etc.
in a large number of scenes. All instances share a vertex buffer, which is used to store a single grid
of data that will be instantiated multiple times. The instance buffer is used to store instance data for
each object, including the information such as transformation matrices, color data, and lighting data.
The rendering process is combined with a vertex buffer and an instance buffer for rendering.

The pipeline is in fact composed of pipe sections that are substantially similar and have
slightly different positions and directions. In order to render these slightly different pipe segments,
the traditional method is to store each pipe segment separately, which consumes a lot of memory
resources; or it needs to switch frequently between rendering states, such as rotating and panning
each pipe segment, which significantly affects rendering performance. By instantiating the grid of
reused pipe segments, reducing the number of calls and memory requirements, and giving most of the
rendering work to the GPU, reducing the CPU load is a good way to improve rendering performance.

For the instantiation of the pipe point pipeline, only two sets of grids need to be established.
One set is a complete section pipe section for rendering the elbows in the pipeline and the pipe points,
and the other set is a half-section pipe section for rendering the multi-pass pipe points. As shown
in Figure 8, the different tube segment examples differ in the position of the cross-section at both ends,
in the size of the zoom, and in the direction. These can be represented by two transformation matrices
MBottom and MTop. The matrix stores 18 floating point numbers representing the three rows and three
columns of the two matrices into the instance buffer, and the grid data of the pipe segment is stored
in the vertex buffer. In addition, the vertex needs to be stored in the vertex attribute of the vertex
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buffer, to which the matrix belongs before and after. Finally, the vertex position of the pipeline can be
calculated by multiplying the vertices of the static mesh with the matrix in the vertex shader.

 

Figure 8. The grid of section and half cross section.

3.3. Adaptive Rendering for Pipe Network Data

The BIM data structure includes a spatial data model and attributes data. The spatial data model
includes spatial information and appearance shape. The attribute data includes design parameters,
construction parameters and operation, and maintenance parameters. The 3D GIS covers the data
structure of BIM (spatial data and attribute data), covering the data representation of BIM (3D
model), covering BIM data objects (BIM for architectural objects, and GIS covers a wide range,
including architectural objects), and it overlaps with the BIM function (information management and
spatial analysis). The 3D underground pipeline scene based on BIM-GIS consists of three-dimensional
pipe points and three-dimensional pipelines. The three-dimensional pipeline includes round pipes,
square grooves, pipe blocks, and vertical pipes. Three-dimensional pipe points include three types of
feature points, wells and ancillary facilities: feature points such as elbows, straight throughs, three-way,
cover plugs, and pipe caps. Wells include square wells, round wells, and rain rafts. Ancillary facilities
include valves and water meters. Based on the BIM technology, this study uses linear symbols to
construct three-dimensional pipelines and adaptive pipe point symbols to construct three-dimensional
pipe points. Some special feature points, wells, and ancillary facilities are displayed by model symbols.

BIM model symbols can be used to visualize the pipe points with complex shapes, such as valves.
However, in the three-dimensional scene, the model symbols cannot adaptively adjust the angle
according to the direction of the pipeline in the X, Y, and Z directions. Due to the influence of the
model angle, the pipe point deviates from the scene, for example, the pipe at the bottom of the valve
cannot be connected with the pipeline and the valve switch is covered by a pipe. We can convert the
BIM model to 3D pipe network using S3M (Figure 9).

 
Figure 9. From BIM model to 3D pipe network data model.

An adaptive rendering model is proposed with the combinations of the data structure of the
BIM model and the spatial structure characteristics of 3D GIS. The adaptive rendering model contains
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a pipe layer setting method and a symbol matching method. The pipe point layer was shown in a
custom thematic map, specifying a property field as the symbol style of the thematic map. After setting
the parameters of the symbol model, the symbol matching method adjusts the angle according to the
pipeline orientation, including the pipe at the bottom of the valve in the pipeline direction, and the
valve switch perpendicular to the pipeline direction (Figure 10).

 

Figure 10. The adaptive rendering map in 3D GIS.

3.4. Combination Computing Framework with GPU and OpenMP

Rendering large-scale 3D pipe networks requires intensive computational time. The combinational
parallel computing framework with GPU and OpenMP can greatly improve computing intensive pipe
network-based applications. Considering that the spatial data exchange between the memory and the
memory is time-consuming, and the large pipe network data cannot be copied to video memory at one
time. We used the method of reading the pipe network data into the video memory. At the same time,
we introduce the multi-thread processing strategy based on OpenMP to minimize the time occupation
of GPU computing and data exchange to achieve the purpose of hiding data exchange time as much
as possible.

Each CUDA core is only responsible for calculating the pixel result value of one specific location at
the same time, and the kernel function specifies the specific calculation method. The specific workflow
of a kernel function is to obtain the location of the pixel according to the built-in thread ID, and obtain
the neighboring pixel at the location of the pixel (Figure 11). Then, the cell value is calculated based on
the specific operator. Among them, the temporary variable corresponding to the neighboring pixel
value is stored by using the shared memory inside the CUDA thread block, which can effectively
improve the analysis performance. The computational resources were recycled when the combinational
parallel computing framework was finished.
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Figure 11. The workflow of the combinational parallel computing framework with GPU and OpenMP.

4. Experiments

The 3D pipe network model was implemented and the performance of the visualization is verified.
The open source GIS projects are developed to verify the efficiency for the hybrid method of modeling
the 3D pipe network. 3D pipe network model can be shown in desktop GIS, mobile GIS, and web GIS.
The iDesktop-cross [44] is an open source desktop GIS project [45], which includes 3D pipe network
models. The SuperMap iClient GIS (iClient-JavaScript [46]) is a visual analytics framework for WebGIS
based application [7]. The pipe network data is shown in the outdoor GIS (Figure 12a) and the indoor
GIS (Figure 12b).
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a) Pipe network model in the outdoor GIS. 

 
b) Pipe network model in the indoor GIS. 

Figure 12. Pipeline network model in iDesktop Cross.

Based on the API provided by iClient3D for WebGL [47], the pipe network visualization is shown
in Figure 13 and is developed by SuperMap iEarth for WebGL [48].

To test the performance using the methods above, we use the instantiation and non-instantiation
techniques to test the performance of the applications of 3D pipeline networks. The experimental
environment is in the 64-bit Windows 7 operating system with 4 GB memory, the graphics card uses
GTX650 with 2 G memory, and the CPU is an Intel i5-3340 with 3.1 GHz quad-core processor. The test
scenario is pipeline data of a certain plant area, the area is about 5 km2, and the pipeline is densely
distributed, as shown in Figure 14. We specify the flight route in the scene, then let the camera
automatically move along the flight path, recording the frame rate, CPU usage, and memory usage at
each moment along the way.
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Figure 13. Pipeline network in the SuperMap iEarth.

Figure 14. Pipeline network in the experiment.

The experimental results are shown in Table 4. By using the instantiation method, the frame rate
is increased by about 100%, the CPU usage is reduced to 33%, the memory usage is reduced to 25%,
and the memory usage is slightly reduced. Proving that instantiation technology improves pipeline
rendering performance is significant.

Table 4. The result of benchmark experiment.

Experiment Type
Rendering Frame

Rate
Percentage of CPU

(%)
Physical Memory

(MB)
Video Memory

(MB)

Non-instantiation method 32.44 32.29 580.39 340-550
Instantiation method 61.66 9.34 552.57 310-360

5. Conclusions and Discussion

In summary, we propose a hybrid framework for high-performance modeling of 3D pipe network,
including pipe network data model and high-performance modeling. The pipe network is decomposed
into two sections described in Section 2, and the multi-pass pipe point is decomposed into a set of
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pipe segments described by two half sections, through the topological relationship between the pipe
point and the pipeline. Through this decomposition, complex pipe points can be split into simple
units. In this way, a well-matched pipe point pipeline model can be quickly constructed, saving a lot of
manual operations and improving the efficiency of building pipeline scenarios. In addition, the split
pipe segment unit can be easily combined with the instantiation technique for rendering.

The results of the experiments have shown that the use of instantiation technology significantly
improves the rendering performance of the 3D pipe networks. 3D pipe network design needs more
time. The hybrid method reduces the cost for constructing 3D pipe network scene and improves the
rendering performance of 3D pipelines and 3D pipe points. The geospatial application of 3D pipe
network is complex. Spatial 3D model (S3M) is proposed for spatial data transmission, exchange,
and visualization of massive and multi-source 3D spatial data. Rendering large-scale 3D pipe networks
requires intensive computational resources. The combination parallel computing framework with GPU
and OpenMP significantly reduces the processing time for large-scale 3D pipe networks. The results
of the experiments showed that the hybrid framework achieves a high efficiency and the hardware
resource occupation is reduced.

The hybrid framework for high-performance modeling of 3D pipe network that integrates
geospatial applications makes GIS integrate into the high-performance based smart city with
unprecedented opportunities. There are however some limitations to this study. (1) This study
did not consider spatial cloud computing and edge computing, which is more powerful than hybrid
parallel computing. Spatial cloud computing can address the high-performance based challenges
for large-scale geospatial applications because spatial cloud computing has the ability to process
large-scale 3D GIS models with high performance. Edge computing enables spatial analytics and
geospatial data gathering to process near the source of the spatial data. Edge computing has the
opportunity to perform real-time 3D pipe network modeling. (2) Our models did not consider artificial
intelligence (AI) properties. 3D pipe network data production takes a long time with manual work. It is
essential to extract the pipe network data from LiDAR data and remote sensing images using AI-based
methods. In future work, we will focus on the integration of spatial cloud computing, edge computing,
and machine learning to high-performance based smart city applications.
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Abstract: Continuous K-nearest neighbor (CKNN) queries on moving objects retrieve the K-nearest
neighbors of all points along a query trajectory. They mainly deal with the moving objects that
are nearest to the moving user within a specified period of time. The existing methods of CKNN
queries often recommend K objects to users based on distance, but they do not consider the moving
directions of objects in a road network. Although a few CKNN query methods consider the movement
directions of moving objects in Euclidean space, no efficient direction determination algorithm has
been applied to CKNN queries over data streams in spatial road networks until now. In order to find
the top K-nearest objects move towards the query object within a period of time, this paper presents
a novel algorithm of direction-aware continuous moving K-nearest neighbor (DACKNN) queries
in road networks. In this method, the objects’ azimuth information is adopted to determine the
moving direction, ensuring the moving objects in the result set towards the query object. In addition,
we evaluate the DACKNN query algorithm via comprehensive tests on the Los Angeles network
TIGER/LINE data and compare DACKNN with other existing algorithms. The comparative test
results demonstrate that our algorithm can perform the direction-aware CKNN query accurately
and efficiently.

Keywords: direction-aware; road network; moving objects; continuous K nearest neighbor query

1. Introduction

There are many LBS applications, such as taxi hailing, ride sharing and car navigation, and various
K-nearest-neighbor (KNN) query algorithms have been proposed to solve these problems. With the
development of geographic information systems (GISs), KNN query in road networks has evolved
from static objects to dynamic objects. The moving objects change their locations and directions
frequently over time; therefore, the cost of retrieving the exact results of continuous K-nearest neighbor
(CKNN) for moving objects is expensive, particularly in highly dynamic spatio-temporal applications,
for example, finding the nearest taxi while the user moves in road networks over a period of time.
When the user moves to a new location, the traditional solution is to perform a snapshot KNN query.
Due to the objects’ continuous movement in road networks, a series of frequent snapshot KNN queries
are necessary, which are unrealistic and expensive. The cost includes updating the location of moving
objects when the velocities change over time and processing the CKNN queries that are posed by
the moving object to the server. Therefore, this paper proposes a continuous KNN query method for
predicting the K-nearest moving objects via predictive computation.
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As shown in Figure 1, there are a query object, which is denoted by q, and a moving object set,
which is denoted by P. Each object in the road network moves in the direction of arrow. Taking the
query object q as an example, q(2) indicates that the query object q moves at speed 2 towards starting
point n2 of the edge where q is located in the road network. The moving query object q requests
to retrieve the nearest neighbor object in a specified period. In Figure 1a, the result of the nearest-
neighbor query is p1 at timestamp 0, and the query result is changed to p2 at timestamp 2, as shown in
Figure 1b. The query system must monitor the timestamp when the query result will change in the
time interval [0, 2] and return the updated result. The query result consists of two-tuples, <{p1}, [t0,
t1]>, <{p2}, [t1, t2]> . . . <{pi}, [ti-1, ti]>. {pn}, [tn-1, tn]. The query results in Figure 1 are as follows:
<{p1}, [0, 10/7]> and <{p2}, [10/7, 2]>.

 
(a) (b) 

Figure 1. The local road network information under different timestamp: (a) at timestamp 0; (b) at
timestamp 2.

As in Figure 1, the CKNN query only uses distance as the criterion, namely, the KNN query
recommended objects are the nearest objects to the query object; however, there may be objects that
move away from the query object gradually and the distance to the query object will increase. Moreover,
in one-way roads, these moving objects need to turn around at the next intersection to reach the query
object. For identifying the object that is nearest to the query object in application scenarios, the object
that is queried in Figure 1a is invalid. Therefore, the CKNN query should not only consider the distance
factor but also the direction of moving objects. In this paper, we propose a method of direction-aware
continuous moving K-nearest neighbor (DACKNN) query in road networks. By using the direction
constraint, we can continuously monitor the K-nearest moving objects that are moving towards the
query object.

Many scholars [1–3] have utilized the search-space pruning algorithm, which is based on a road
network, to deal with continuous K-nearest neighbor queries. Most of them only consider the nearest
objects in the dimension of distance. There are some scholars [4–6] that consider the direction-aware
query of moving objects in Euclidean space. However, the problem does not involve road network
constraints; hence, it cannot be applied to continuous nearest-neighbor query in road networks. In this
paper, we consider direction-aware continuous nearest-neighbor queries under the following three
assumptions: (1) all objects (including the query object) are dynamic in the road network. (2) The
distance between two objects is represented by the shortest path between the two objects in the road
network. (3) The result set in each sub-interval of a period is determined. The first problem to
be solved is the calculation of the distances between moving objects and the query object at every
timestamp in the road network. Because of the continuous movement of objects in the road network,
the distance between any two objects is constantly changing. If the Dijkstra algorithm is used for
every movement change, the re-computation of the network distance is highly time-consuming. In this
paper, the distance between moving objects is calculated based on three factors: the moving speed,
the moving direction, and the shortest path between the nodes in the road network. It is a linear
function of time.
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The main contributions of this paper are as follows:

• The directions of the moving objects are considered to guarantee that the objects in the result set
move towards the query object to realize the direction-aware CKNN.

• The concept of monitoring distance is proposed to determine which moving object affects the
CKNN query results.

• This paper evaluates the DACKNN algorithm via comprehensive tests on the Los Angeles network
TIGER/LINE data and the comparative test results demonstrate the efficiency and practicability of
our DACKNN algorithm.

In this paper, Section 2 introduces the related work on the K-nearest-neighbor query in road
networks; Section 3 presents the data structure, problem definition and related concepts; Section 4
describes the direction-aware continuous moving K-nearest-neighbor query algorithm in a road
network environment; Section 5 presents the results and analyses of the relevant comparative tests;
and Section 6 summarizes the paper, identifies the shortcomings and discusses future work.

2. Related Work

Shifting from static objects to dynamic objects, many scholars focused on CKNN queries under
road network constraints. However, the practical requirements of users are not met by only considering
the distance factor. Therefore, the direction-based CKNN query will inevitably become a trend in
spatial database technology.

2.1. K-Nearest-Neighbor Query in Road Networks

The K-nearest-neighbor query in road networks has been widely studied in the field of spatial
databases. Papadias et al. [7] proposed a flexible system for handling KNN queries in spatial
road network databases, which used the Incremental Euclidean Restriction (IER) algorithm and the
Incremental Network Expansion (INE) algorithm to discover KNN objects. These extensions are
inspired by the Dijkstra algorithm [8]. Kolahdouzan et al. [9] introduced the Network Nearest Neighbor
(VN3) algorithm for solving KNN queries by dividing the spatial network into several small voronoi
polygons, and calculated the road network distance based on these voronoi polygons. Hu et al. [10,11]
facilitated the KNN query by establishing an index. The KNN query was performed by retrieving
a set of interconnected trees [10]. These trees come from the road network. Hu et al. [11] used the
distance labeling to maintain approximate road network distances and construct indices to accelerate
KNN search. Lee et al. [12] pruned the KNN search space into a subspace without objects. The above
studies only consider the distances in the road network as the criterion for judging the neighborhoods;
however, in practice, the distance between moving objects cannot be determined only by the physical
distance and the relative direction of motion between the two is also an important factor.

2.2. Continuous K-Nearest-Neighbor Query in Road Networks

With the rapid development of moving devices, the motion states of moving objects in space
can be monitored in real time. We are no longer satisfied with KNN query in static environments.
The KNN query in dynamic environments has attracted more attention and CKNN query has become
a research hotspot. The query results of CKNN query processing are computed continuously in the
specified period by moving users; thus, the process is highly complicated.

Tao et al. [1] designed a CKNN query processing method for a line edge. This query processing
method uses R-tree as the underlying data structure and the KNN query results of a query object on a
line can be obtained via a single calculation; however, this method can only query on a pre-defined
line. The authors in [2,3] solved the CKNN query for a moving query location on the query path.
Cho et al. [2] employed the unique continuous search algorithm which divides the query path into
effective intervals by considering the distance between the object and the query object. Within each
interval, regardless of where the query moves, the KNN object is the same. Kolahdouzan et al. [3]
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introduced the IE/UBA algorithm for identifying CKNN candidates and divided paths into several
sub-paths, each of which has the same KNN result set. The objects that are queried in [2,3] are static on
the road network; only the query object can move on the path. Since the object that is being queried is
moving, Shahabi et al. [13] developed a Road Network Embedding (RNE) technique, which transforms
the road network into a higher-dimensional space, retrieves approximate results, and mainly deals
with CKNN queries of moving objects on the road network. Mouratidis et al. [14] proposed the
incremental monitoring algorithm (IMA) and group monitoring algorithm (GMA) algorithms for
updating the results when updates from objects and edges falling in the expansion tree. Demiryurek
et al. [15] extended the method for solving the same problem in [14]. The proposed ER-CKNN
algorithm avoids blindly expanding the road network when searching for candidate objects and
selects candidate objects based on the Euclidean distance between each object and the query object.
Huang et al. [16] developed a continuous K-nearest-neighbor query algorithm (CKNN) for moving
objects in road networks. This algorithm uses a continuous detection method for moving objects in
road networks, eliminates unqualified moving objects and identifies candidate objects, and evaluates
candidate objects to determine whether they belong to the K-nearest neighbors of the query objects.
Li et al. [17] introduced a continuous KNN (SCKNN) algorithm that is based on a moving state value.
This algorithm considers the continuous K-nearest-neighbor queries of query object and the moving
objects’ moving states, identifies fewer candidate objects, and increases the computational efficiency.
Although the existing continuous K-nearest-neighbor query method considers the distance attributes
and the motion state of the object, it does not consider the moving direction of the moving object
relative to the query object; thus, it cannot accurately realize continuous K-nearest-neighbor query
towards the query object.

2.3. Direction-Based KNN Query

In the spatial database query, researchers have introduced direction attributes and carried out
some researches on direction-based spatial query technology. To improve the efficiency of direction
determination, an open shape-based strategy (OSS) model proposed by Liu et al. [4], which transforms
the direction determination between geometric objects and query objects into a spatial topology analysis
between open-shape and closed-geometric objects and improves the query efficiency. Patroumpas [5]
solved the range query problem of objects that are moving towards query objects in Euclidean space.
To quickly determine whether the moving objects are moving towards the query object, a Polar-Tree is
generated for each query object via polarization mapping with query objects as poles to efficiently
complete the range query and the objects in the result set are moving towards the query object.
However, this method can only be applied to scenarios in which the query object is fixed and known
and cannot handle random query requests. Nutanong et al. [6] studied visible K-nearest neighbor
(VkNN) queries. The main problem is to identify the neighbors that can be seen by the query object;
objects that are blocked by obstacles should be excluded. Gao et al. [18] studied the continuous visible
K-nearest neighbor (CVkNN) queries, in which the query object can move along a straight edge and the
algorithm returns the visible K-nearest object at any point on the edge. The main strategy of CVkNN is
to perform only one single-point query for the whole edge instead of one query for each point of the
edge. At the same time, an efficient heuristic strategy is used to prune the interest point set and the
obstacle set separately, which substantially improves the query efficiency.

Li et al. [19] solved the K-nearest-neighbor query problem in the perspective direction of query
object using direction-aware spatial keyword search. Given the location of the query object and the
viewing angle range, the algorithm returns the K-nearest neighbors within the viewing angle range.
View-field K-nearest-neighbor (VFkNN) query, which was proposed by Yi et al. [20], solves similar
problems to direction-aware spatial keyword search; however, and VFkNN supports query processing
of moving objects. This method uses a grid to index interest points, accesses the grid within the
perspective, and directly excludes the grid outside the perspective, which substantially increases the
query efficiency. Because of the high applicability of the grid index to moving objects, the VFkNN
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algorithm can not only process queries of static interest points but also fully support moving interest
points. At the same time, they also solve the problem of continuous VFkNN query. Continuous
VFkNN query is divided into two stages: an initial stage and an update stage. In the initial stage,
the author implements two query algorithms, namely, naive search and sector search, which are used
to process snapshot VFkNN queries. In the update stage, the sector surveillance algorithm, which is
proposed in this paper, can efficiently handle the updating of moving objects. Lee et al. [21–23] studied
the nearest surrounder (NS) query. No longer is only the interest point that is nearest to the query
object identified; multiple interest points are returned. These interest points are centered on the query
object, distributed in various directions of query object and have a unique interest point in each
direction. These interest points become the surroundings of the query object, that is to say, NS gives
the query object a global perspective, from which the nearest-neighbor object to the query object in any
direction can be identified. Guo [24] and others proposed Direction-Based Surrounder (DBS) queries
for solving NS queries in Euclidean space and road network space and supporting continuous DBS
query processing. Lee et al. [25] solved the K-nearest-neighbor query problem with the same direction
as the query object by using a direction-constrained K-nearest-neighbor (DCkNN) query. Given the
location and direction of query object, DCkNN can identify a point in the direction of the query object
from the set of interest points if the difference value does not exceed a specified threshold, which is
denoted as θ. Chen et al. [26] determined the nearest-neighbor query of the path and retrieved the
nearest-neighbor object along the path of the query object.

Although these KNN query methods consider the direction attribute, the solved problems do
not involve road network constraints or continuous moving K-nearest-neighbor query. Therefore,
we propose a direction-aware continuous moving K-nearest-neighbor query algorithm in road networks
that is based on progressive network expansion. Our previous research has solved the problem of
Direction-aware KNN queries for moving objects in a road network (DAKNN) [27]. In this paper,
we focused on the problem of continuous queries and the efficiency of continuous K-nearest-neighbor
query for moving objects in road networks that are moving towards query objects.

3. Data Structure and Problem Definition

In this section, we present important concepts and data structures that are involved in
directional-aware continuous moving K-nearest neighbor queries and formally define the problem that
we attempt to solve in the paper.

3.1. Data Structure

In our method, it is assumed that the speed of each object that is moving in road networks is
constant. The data structures are designed as follows.

The road network is composed of nodes and edges, which is represented by an undirected
weighted graph, namely, G (N, E, W), where N represents the set of nodes and stores all node
information of the road network; E represents the set of edges and stores the edges of the road network;
W represents the weight of the edge, where the weight that is set by the system is the length of the
edge [27]. In addition, the two endpoints of a specified edge are denoted by ns and ne. ns represents
the starting point and ne represents the ending point of the edge. For simplicity, we do not consider
the direction of each edge; therefore, the starting points and ending points of the edges in the road
network are represented by only two endpoints, which are arbitrarily specified.

The moving objects are a set S(t), where p(t) ∈ S(t) is a moving object p in the road network at
timestamp t. The spatial information for each moving object p(t) in the road network, such as its
location, speed, and movement direction at a timestamp, is available. Especially, when the moving
object reaches a road network node, an adjacent edge of the node is randomly selected as its next
traveling edge, the moving object will travel along the selected edge.
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The query object refers to the spatial object that makes the query request, such as when a pedestrian
makes the following query request: “At a certain period of time, find two taxis coming toward me.”
In this case, the pedestrian is the initiator of the query request, namely, the query object. The query
object typically contains the following information: (1) the query coordinates; (2) the query time
interval; (3) the value of K; and (4) the result set.

Given a range value m, starting from the query object, the node is gradually expanded until the
distance from all adjacent nodes of the current node to query object is greater than the range value m.
Expanded edges constitute the influencing edge, which is composed of triples (ni, nj, dist), where dist
represents the distance between the nj node and ni.

In our algorithm, a data structure of memory is used to store edge, node and moving object
information [27].

• Edge table: the following information is stored: (1) the edge starting and ending nodes; (2) the
lengths of the edges; (3) the sets of objects that are moving on the edges; (4) the directions of the
edges; and (5) the maximum speed.

• Node table: this mainly includes the node identifiers and the location information.
• Moving object table: the following information is stored: (1) the edge of the object; (2) the moving

speed; (3) the distance to the starting node; (4) whether it moves towards the ending point; (5) the
moving direction of the object; and (6) the time when the location of the object is updated.

3.2. Road Network Distance

The distance between two objects on an undirected weighted graph is the length of the shortest
path. If two objects are not reachable, the distance is∞.

In this paper, we must determine the road network distances between moving objects at each
timestamp in the time interval. The distance between the moving object p and the query object q is
denoted as NDq,p(t). When the object arrives at the network node, the network distance NDq,p(t) must
be recalculated. If the query object q and the moving object p are specified, the distance between them
in any time interval can be calculated. According to the edge of the moving object and the location of
the query object, there are two cases.

In the first case, the query object and the moving object move on the same edge, namely e, and the
distance NDq,p is calculated as follows:

NDq,p(t) =
∣∣∣(q.distTos + q.signS ∗ (t− q.tu)) − (p.distTos + p.signS ∗ (t− p.tu))

∣∣∣ (1)

In an undirected weighted graph, the starting and ending nodes are arbitrarily specified on each
edge. If the object moves towards the ending node, signS indicates the positive speed; otherwise,
signS indicates the negative speed. q.signS and q.tu represent the marking speed and the last update
time, respectively, of the query object. Similarly, p.signS and p.tu represent the marking speed and the
last update time, respectively, of the moving object. q.distTos represents the distance between the query
object and the starting point of the edge that is located by the query object. When an object arrives at
the road network node, the distance between the object and the query object must be recalculated.

In the second case, query object q and the moving object p move on different edges, e.g.,
edge ei(nis, nie) and edge ej(njs, nje). For simplicity, in this paper, we pre-calculate the shortest distance
between the nodes in the road network and use SP(ni, nj) to represent the shortest path between
nodes ni and nj. In this case, the distance between objects can be calculated by the shortest path
between nodes. The shortest paths between the starting nodes and the ending nodes of the two moving
objects are denoted as SP(nis, njs), SP(nis, nje), SP(nie, njs), and SP(nie, nje). Therefore, the distance
between the moving object and the query object at timestamp t is composed of the following three
parts: (1) the distance between the query object and node nis or nie; (2) the shortest path between the
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nodes; and (3) the distance between the moving object and node njs or nje. The road network distance
can be expressed as:

NDq.p(t) = min
{
ND1(t), ND2(t), ND3(t), ND4(t)

}
(2)

ND1(t) = q.distTos + q.signS ∗ (t− t.tu) + SP(nis, njs) + p.distTos + p.signS ∗ (t− t.tu)
ND2(t) = q.distTos + q.signS ∗ (t− t.tu) + SP(nis, nje) + p.distToe− p.signS ∗ (t− t.tu)
ND3(t) = q.distToe− q.signS ∗ (t− t.tu) + SP(nie, njs) + p.distTos + p.signS ∗ (t− t.tu)
ND4(t) = q.distToe− q.signS ∗ (t− t.tu) + SP(nis, njs) + p.distToe− p.signS ∗ (t− t.tu)

where p.distTos represents the distance between the object and the starting point of the edge and
q.distToe represents the distance between the object and the ending point of the edge. For example,
in Figure 2, the paths are composed of edges e1(n1, n2) and e3(n2, n3). The moving object, namely,
p3, and the query object, namely, q, are located at e3(n2, n3) and e1(n1, n2), respectively. The object p3
moves towards the starting point, namely, n2; hence, p3.signS is −1. The query object q moves towards
the ending point, namely, n2; hence, q.signS is 1. The distance between them is NDq.p3(t) = 14 − 2t.
We can find that when the moving object arrives at the node, its moving edge will change, and the four
nodes involved in the distance calculation formula also change; thus, once the moving object reaches
the node, its distance formula to the query point needs to be recalculated.

Figure 2. The local road network information.

3.3. Problem Definition

After the above overview and basic definitions, we define the problem that is considered in
this paper.

Question Definition: In this paper, we study direction-aware continuous moving KNN queries in
road networks in dynamic environments.

In a dynamic environment, if there is a group of moving objects P and a query object q in the road
network, the query is to retrieve the K-nearest neighbors from the road network at any timestamp in
[t0, t1] towards the query object, e.g., “A moving passenger inquires about K taxis moving towards
himself during [t0, t1] period”.

For the example in Figure 3, the global problem is clarified. In edge ei(w, s), w represents the
length of the edge and s represents the speed limit of ei indicating the maximum speed of the moving
object on ei. For moving object p(s), s represents the speed of object p. The query point q requests the
two nearest-neighbor objects in the time interval [0, 4].
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Figure 3. Road network at timestamp 0.

4. Direction-Aware Continuous Moving K-Nearest Neighbor Query

When the query object arrives at the road network node, it records the timestamp and divides the
time interval into sub-intervals such that in each sub-interval, the query object moves on the same
edge. First, we must execute the direction-aware KNN query algorithm at the starting timestamp to
identify the K-nearest neighbor objects that are moving towards the query object. Then, the monitoring
range of continuous queries is calculated; the moving objects in the monitoring range may affect the
query results. After that, a local road network is established according to the monitoring range and
then moving candidates are identified. Finally, the timestamp when the candidate objects replace the
query results is determined. If the timestamp is within the specified period, the sub-interval is divided,
and the result set is modified. Figure 4 shows the basic process of the algorithm.

Figure 4. Direction-aware continuous moving K-nearest neighbor (DACKNN) algorithm process diagram.

4.1. Direction-Aware K-Nearest Neighbor Query for Moving Objects

In determining whether the moving object moves towards query object in road networks, two cases
are considered. Case 1: the moving object and the query object are on the same edge. At this time, it is
only necessary to determine whether the moving direction of the moving object points towards the
query object or not. The moving direction of the moving object is determined according to the azimuth
information. Case 2: the moving object and the query object are on the different edge. This paper adopts
the method of Direction-aware K-Nearest Neighbor Query [27], in which road network expansion and
azimuth angle are used to determine k neighbor objects moving toward the query point. The azimuth
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angle is used to determine if the direction of moving object is toward the query point, and the direction
determination rule is the direction of road network expansion is opposite the direction towards the
query object.

As shown in Figure 5, the horizontal angle between the reference point, which is denoted as
n1, and the target directional line, which is denoted as n1n2, is α. In the road network, node ni is
either the starting node or the ending node of edge; hence, the azimuth angle, namely, β, of the road
network expansion is β = α or β = α+ 180mod360. In Figure 6, if the current accessing node is n3,
its extended adjacent edges are e3 and e4, the extended direction has two, when the extended edge
e3(n3, n6), and the extended direction is n3 to n6, then β = β3; when the extended edge e4(n3, n4) and
the extended direction is n3 to n4, β = β2.

Figure 5. Azimuth angle.

Figure 6. Azimuth angle of road network expansion.

Using the direction of road network expansion, the rules for judging whether the moving object
is moving on road network towards query object are as follows: when the road network extends
to the adjacent edge, which is denoted as ei(ni, nj), the direction of moving object is denoted as γ,
the direction of road network expansion is denoted as β. The moving object is moving towards the
query object if it satisfies the inequality ε-180 ≤ γ-β≤ 180-ε (ε is the minimum deviation of the azimuth).

Based on the method for identifying the moving objects of road network that are moving towards
query object, this paper uses R-tree to quickly retrieve the road edges and an INE-based road network
expansion method to query the K-nearest moving objects, which efficiently identifies the K-nearest
objects that are moving towards the query object. The algorithm generates a priority queue according to
the distance from each network node to the query object and the priority queue controls the expansion
order of the network. The closer a node is, the earlier its adjacent edges will be expanded. If an adjacent
edge e of node v is currently expanding and all the moving objects on the adjacent edge have been
retrieved, then use the azimuth angle to judge whether these objects are moving towards the current
road network node v. If p is moving towards v, the road network distance from p to the query object is
calculated, and put p into the result set. Then, the adjacent edge e is marked as “expanded” and this
process will continue until there are K objects in the result set. Only when the distance from the next
road network node to the query object is smaller than the distance from the farthest neighbor of the
result set to the query object; otherwise, the algorithm directly returns the K objects that are moving
towards the query object.

For the problem in Figure 3, since the speed of q is 1, the time to reach road network node
n2 is 8; therefore, in the time interval [0, 4], q always moves on the same road edge. In this stage,
we must identify the K-nearest neighbor object that is moving towards the query object at timestamp 0.
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Combined with the INE road network extension and the direction determination method, the algorithm
process is as follows: first, edge e1 is retrieved, object p1 is acquired, p1 is moved towards the query
object, and the distance between p1 and the query object is inserted into the result set: R = {(p1,6)}.
Node n2 is closest to the query object and adjacent edges e2, e3, and e4 of node n2 are extended, p4
is retrieved on edge e2 and the direction of p4 is opposite the direction of expansion. Thus, R = {(p1,
6), (p4, 16)}. Next, p3 at edge e3 is retrieved, since the distance from the query object is 14, which is
smaller than p4, R = {(p1, 6), (p3, 14)} is inserted; on edge e4, p6 is retrieved and it is determined that p6
is consistent with the expansion direction; the moving direction is far from the query object, and the
condition is not satisfied. Then, the other end node, namely, n1 of e1, is expanded and the moving
object on the adjacent edge of n1 is retrieved. The algorithm terminates when the distance of the next
node of the algorithm is larger than the distance of the second-nearest-neighbor object to the query
object. The final result is R = {(p1, 6), (p3, 14)}.

4.2. Evaluation of Monitoring Range in Continuous Queries

The objective of this stage is to obtain the road network monitoring range of the query request.
For the time sub-interval, namely [ti, t j], of the query, the direction-aware road network moving object
KNN query technology is used to identify the KNN object that is moving towards the query point and
the result set is {p1, p2 . . . , NNk}. In this result set, NNk is the object farthest from the query point.
The monitoring distance (MD) is calculated according to the result set, and it ensures that only an
object that is within the monitoring distance can become the final continuous query result. Knowing
that the objects in the KNN result set are all moving towards the query point and the distance between
NNk and the query point is the largest at timestamp ti. The MD is calculated as follows:

MDq(ti,t j) = NDq,NNk(ti) + q.s ∗ (t j− ti) + AD (3)

There are three parts as follows: (1) NDq,NNk(ti) represents the distance between NNk and the
query point at timestamp ti; (2) q.s ∗ (t j− ti) represents the distance that query point q moves between
[ti, t j]; and (3) AD represents an additional distance to ensure that all potential candidates for the KNN
results are monitored in the query process within the time interval [ti, t j]. AD is calculated as follows:
firstly, the set of edges arrived after extending the distance of NDq,NNk(ti) + q.s ∗ (t j− ti) from the query
point is determined and the additional distances of these edges are calculated as ei.s ∗ (t j− ti). Then,
the maximum additional distance is AD = max

{
ei.s ∗ (t j− ti)

}
.

If the distance from an object on an edge to a query point exceeds NDq,NNk(ti) + q.s ∗ (t j− ti),
but this object moves towards the query point at the maximum speed for this edge, the moving object
may be the result of the continuous KNN query. Therefore, we must add an additional distance to
avoid missing all possible KNN results.

We consider the example in the previous section. After the DAKNN query processing stage,
we obtain K-nearest neighbor object R = {(p1, 6), (p3, 14)}, NDq,p1(0) = 6, NDq,p3(0) = 14. The distance
that q moves in time interval [0, 4] is 4 and the road network monitoring distance is MD = 14 + 4 + AD,
as shown in Figure 7. The objects p1 and p3 in the result set move towards the query point; hence,
the distance between p1 or p3 and query point must be less than 18 in the time interval [0, 4]. That is,
at timestamp 4, the query point arrives at q’ and a distance of 18 is extended from the query point q’
and marked with dotted lines. In Figure 7, the marks fall on edges e1, e2, e3, and e4 and AD =max {2*4,
2*4, 3*4, 1*4} = 12. Therefore, the monitoring range of the road network is 30 and by expanding by a
distance of 30 from query point q’, the monitoring range is obtained and marked with solid lines in
Figure 7.
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Figure 7. An example of monitoring range.

4.3. Identifying Candidate Objects

This stage is a process to prune the search space and gets all moving objects for which the road
network distances are less than MD. The task at this stage is mainly to build a local road network and
to obtain candidate objects.

The first task is to build a local road network; all the edges in the monitoring range are added to
the list of influential edges for constructing a local road network. We use the road network expansion
method to expand the road network from near and far from the road edge where the query point is
located. For one road edge, if the distance from one of the nodes to the query point is less than MD,
add it to influence edges to participate in the construction of the local road network. It is specifically
stated that the Dijkstra algorithm is used to pre-calculate the shortest distance from the nodes in the
local road network to the query point. The purpose of pre-calculation is to avoid inefficiencies caused
by online distance calculation. That is to say, in the subsequent calculation process of the distance
from the moving point to the query point, the pre-calculation improves the efficiency of the algorithm.
The information in the local road network is useful information that may affect the query result and
the moving object in the local road network is also the candidate object of the query result. Our next
task is to obtain the moving object moving towards the query point in the local road network as the
candidate object, then use the proposed method to determine the direction of moving object. As shown
in Figure 8, the final set of candidate objects is {p1, p2, p3, p4}.

Figure 8. The Local Road Network.

4.4. Validating Candidate Objects

After the pruning stage, any object that cannot be the query result is excluded and a candidate
object set, namely, {p1, p2 . . . , pm} (m ≥ k), in the specified interval, namely [t0, tn], is obtained. Since the
object is continuously moving, the query result may change within this time interval; if we cannot
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determine the time point at which the change occurs, queries at multiple timestamps maybe return the
same query result. To reduce the cost of repeated query, we proposed the verification algorithm for
determining the time points at which the time interval is divided into sub-intervals, which ensures
that the query result set remains unchanged over each sub-interval.

In the verification algorithm, we first divided the specified time interval, namely, [t0, tn] into
several sub-intervals, namely, [t0, t1], [t1, t2] . . . [tm− 1, tm], [tm, tn], based on the time points when the
candidates arrive at the nodes of the road network. When the moving objects arrive at the network
nodes, the formula for calculating the distance between them and the query point will change. For each
sub-interval, the distance between the moving object and the query point is determined via a specified
linear function of time.

The objective of the verification algorithm is to identify the time point tc of the KNN result set
change in each sub-interval [tm− 1, tm], so that the result set is the same at any timestamp within two
consecutive tcs. Using the DAKNN method, which was introduced in Section 4.1, to obtain the query
result set Q of initial time tm− 1, the first object to be replaced by other candidate objects in the query
result set Q must be NNk. The distance between the moving object NNk and the query point should be
recorded as NDq,NNK(t). For each of the candidate objects, the time point at which NNk is replaced by
pi can be calculated via equation NDq,NNk(t) = NDq,pi(t)(tm− 1 < t < tm) and the minimum calculated
time point can be selected as the time point of change tc1. There are two cases as follows: (1) if object pi
is in the KNN result set, the query result only changes in order and pi becomes a new NNk; (2) If object
pi is not in the KNN result set, time subinterval [tm− 1, tm] is divided into [tm− 1, tc1] and [tc1, tm].
For partitioned [tm− 1, tc1], the query results at any time in the subinterval are consistent with those at
time tm− 1. For partitioned [tc1, tm], NNk of query result Q is replaced by pi as the query result at time
tc1 and the above calculation process is repeated until the time of change exceeds tm.

We proceed with the example from the previous stage to verify that we have obtained the result
set of candidate objects: {p1, p2, p3, p4}. In Figure 8, we divide the time interval, namely, [0, 4],
into sub-intervals according to the time when the p2 arrives at the road network node: [0, 3] and [3,
4]. First, we verify subinterval [0, 3]. At time 0, KNNs = {p1, p3} and NNk = p3. Using the equation
NDq,NNk(t) = NDq,p(t) to verify each candidate, it is concluded that object p4 replaces p3 at time 2 and
p4 is not in the KNN result set; thus, the result set changes at time tc = 2. Therefore, time sub-interval
[0, 3] is divided into [0, 2] and [2, 3] and the query results are <{p1, p3}, [0, 2]> and <{p1, p4}, [2, 3]>.
For time interval [3, 4], the candidates are validated via the same processes. At time 10/3, p1 replaces
p4 and p1 is in the KNN set; the final result is R= <{p1, p3}, [0, 2]>, <{p1, p4}, [2, 10/3]>, and <{p4, p1},
[10/3, 4]>.

5. Results and Analysis

This section evaluates the DACKNN query algorithm in road networks via detailed comparative
test schemes. The performance of the algorithm is measured in terms of the execution time of the CPU.
The results demonstrate that the proposed DACKNN method can efficiently process direction-aware
continuous K-nearest neighbor queries of moving objects in road networks.

5.1. Parameter Setting

The comparative test is implemented in Java and run on an Intel (R) Core (TM) i5-6200U CPU @
2.30 GHz processor, 4G memory, and 64-bit Windows 10 operating system. The comparative test data
in this paper include road network data and moving object data, as presented in Table 1. The road
network data are based on Los Angeles from TIGER/Line [28] and include 195,888 road nodes and
267,536 edges. At the same time, the Brinkoff Road Network Data Simulator [29] was used to generate
moving object data with moving directions. When the moving object arrives at a road network node,
it randomly selects the next path. These data objects are evenly distributed in the road network,
and there are 10,000–100,000 of them.
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Table 1. Comparative test data.

Parameters Values

Los Angeles Edge 267,536
Los Angeles Node 195,888
Moving object 10K~100K
K 1~100
Time interval t 0~100

The performance of the comparative test algorithm is mainly measured in terms of the CPU
execution time. The effects of the number of moving objects, the number of K-nearest neighbors
and the time interval of continuous query on the query performance are investigated via the control
variable method. Because the location of the query point affects the execution time, we execute 1000
non-concurrent queries at various locations and the average execution time is taken as the comparative
test result for analysis. The default settings of each parameter are adopted by the current mainstream
continuous nearest neighbor queries of moving objects that are based on the road network, as listed in
Table 2.

Table 2. Default parameter settings for comparative tests.

Parameters Default Values

R-tree maximum capacity of nodes 50
R-tree minimum capacity of nodes 20

Moving object p 50k
K 30

Time interval t 30

In addition, we analyzed the performances and accuracies of the CKNN, SCKNN, and DACKNN
algorithms, and demonstrated the advantage of DACKNN.

5.2. Comparative Test Results and Analysis

First, the DACKNN algorithm is analyzed under various parameter settings. Second, the time
efficiency and accuracy are compared with those of the SCKNN and CKNN query algorithms. Finally,
the shortcomings are identified to facilitate improvement in future work. In this comparative test,
default values are used for all variables unless otherwise specified.

5.2.1. Evaluation of the DACKNN Algorithm

We conduct a series of comparative tests in which we vary the number of neighbors: K, the number
of moving objects and the time interval and analyze the performance of DACKNN under the
parameter settings.

(1) The influence of the number of moving objects on the query performance. According to Figure 10,
the value of K is 30. In the comparative tests, we compared the effects of the number of moving
objects on the overall continuous query performance in three-time intervals: [0, 30], [0, 60],
and [0, 90]. As shown in this Figure 10, the overall query time increased with the number of
moving objects and when the number of moving objects is between 10,000 and 20,000, the query
performance among the query intervals tended to be stable. This is because the number of objects
in the local road network that was established by the monitoring range increased and the time cost
of judging whether each moving object was moving towards the query point and executing the
verification algorithm also increased. As shown in Figure 14, according to the number of moving
objects in the global road network, the number of moving objects in the local road network that
was established by the monitoring range of time intervals [0, 30], [0, 60], and [0, 90] is displayed.
The figure shows that as the number of moving objects in the global road network increases
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gradually, the number of objects in the local road network also increases. The more objects there
are, the longer it takes to evaluate the candidate objects. Hence, the complete algorithm becomes
more time-consuming as the number of moving objects increases. From Figure 10, we also can see
the larger the time interval, the higher the time cost of the algorithm. In different time intervals,
when the interval difference is not very large, the calculated monitoring distances are similar and
the numbers of moving objects in the local road networks that were established according to
the monitoring ranges are almost the same. However, the longer the time interval is, the more
time-consuming the whole algorithm will be, because the longer the time interval is, the number
of moving objects that have arrived at the nodes increases, the time interval is divided into several
sub-intervals according to their arrival times, and the road network distances between them and
the query object are recalculated; thus, the time-consuming will increase accordingly.

(2) The influence of the number of neighbors on the performance. Figure 9 shows the query execution
in the Los Angles road network with 50,000 moving objects. The overall query time varies with
the K under the query intervals: [0, 30], [0, 60], and [0, 90]. As shown in Figure 9, when the
numbers of moving objects are the same, as K increases, the overall query running times will
increase. This is because the scale of local road network gradually increases with an increase
of K, thereby resulting in an increasing number of objects to be verified. Figure 13 shows how
the numbers of edges, nodes and moving objects in a local road network vary with the K value.
With the increase of K, the scale of local road network increases gradually and the number of
moving objects in the monitoring range of the local road network also increases gradually. If the
number of neighbors, namely, K, is 10, the number of moving objects in the monitoring range is
823 and the numbers of edges and nodes in the local road network are 438 and 361, respectively.
When the number of neighbors, namely, K, is 30, the number of moving objects in the monitoring
range is 1021 and the numbers of edges and nodes in the local road network are 812 and 641.
The K value of the nearest neighbors of the query requests increases slightly and the number of
local road networks increases gradually. Thus, as the scale of the road network increases steadily,
the amount of data that the query algorithm must process and verify increases and the overall
query time cost also increases. From Figure 9, we can also see that the larger the time interval,
the higher the time cost of the algorithm. Consistent with the analysis in the previous section,
the longer the time interval is, the more sub-intervals must be updated and verified.

(3) The influence of the time interval on the overall performance. For 40,000, 50,000, and 60,000
moving objects and 30 nearest neighbors, comparative tests were carried out in various time
intervals. The results are shown in Figure 11. As the length of the query time interval increases,
the running time increases gradually. The larger the time interval is, the larger the monitoring
range is and the larger the number of moving objects that were in the monitoring range. Moreover,
with a longer time interval, more candidates arrive at the nodes of the road network in the
continuous monitoring range. It is necessary to re-select the moving section, update the calculation
formula for the distance from the query object, and divide the sub-intervals. These factors will
lead to a higher query time cost as the time interval increases. When the moving objects are
distributed in the road network with 265,536 edges, the graph shows that when the number of
moving objects is small, the overall query time consumption is stable and the overall query time
consumption gradually increases with the time interval. The more moving objects there are in
the same time interval, the more moving objects must be retrieved and validated and the longer
it takes.

(4) The time-consuming situation of each stage in the algorithm. First, the comparative test makes
the following comparisons according to the number of neighbors in the query: when the number
of moving objects is 30,000 and the query time interval is [0, 30], the query time distribution for
the K-nearest neighbors is adopted. In Figure 12, the histogram represents the time distribution
of each stage of the algorithm. The first stage of the algorithm identifies the K-nearest neighbor
objects that are moving towards the query point. This stage consumes a small proportion
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of the total time consumption of the algorithm. In the process of continuous monitoring of
nearest-neighbor queries, the monitoring range is calculated by traversing the KNN result set,
which costs little time. The time consumption of the stage of identifying candidate objects via
road network expansion accounts for the majority of the total time consumption of the process.
In this stage, the local road network is constructed according to the monitoring range and the
moving objects in the local road network are evaluated. In the process of identifying the moving
objects, according to the diagram, the time-consumption occupancy ratio is the highest out of the
whole process when the number of K-nearest neighbors is small. In the process of validating the
candidate objects, the time interval is divided into several sub-intervals according to the arrival
timestamps of the candidate objects at the node of the road network and a result set is obtained
in each sub-interval. When dividing the time interval, it is necessary to update each object that
arrives at the node and to recalculate the road network distance to the query point. The more
candidate objects and K-nearest neighbors, the higher the time consumption of the validation
process; the time consumption of the verification stage will also increase.

 

Figure 9. Effect of K value on Performance.

 

Figure 10. Comparisons of time consumed with the number of moving objects in different time intervals.

 

Figure 11. Effect of different time intervals on performance.
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Figure 12. Time-consuming for each stage of continuous query for different K values.

 

Figure 13. The number of nodes, edges, and moving objects in local road network with different
K values.

 

Figure 14. The number of objects in local road networks varies with the number of moving objects in
different time intervals.

Then, the comparative test makes the following comparisons according to the various query time
intervals. When the number of moving objects is 30,000 and the number of neighbors, namely, K, is 10,
the time distribution of each stage of the algorithm is observed for various query time intervals: [0, 20],
[0, 40], [0, 60], [0, 80], and [0, 100]. In Figure 15, the histogram shows the time distribution of each stage
of the algorithm and the time-consumption trend is stable for acquiring direction-aware neighbors and
monitoring ranges. When the number of K-nearest neighbors is constant, the time-consumptions of
the K-nearest neighbor queries that are acquired at the starting time are stable when the starting times
are the same. In the whole process, it is time-consuming to obtain and verify candidate objects. In the
stage of obtaining candidate objects, the influential edges are identified according to the monitoring
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range, a local road network is created, and the moving objects in the local road network are retrieved as
candidate objects. With the increase of the time interval, the monitoring range becomes larger and the
amount of data that must be processed increases. The time-consumption of the candidate validation
stage increases with the time interval. The longer the time interval is, the larger the monitoring range is,
the more edges that must be retrieved, and the larger the number of candidates that must be evaluated.
Moreover, the longer the time interval is, the larger the number sub-intervals into which it must be
divided. For each sub-interval, the candidates must be evaluated; thus, the time-consumption increases
with the number of sub-intervals.

 

Figure 15. Time-consuming for each stage of continuous query in different time intervals.

To deal with the continuous K-nearest-neighbor query and improve the query efficiency, we must
transform the global network into a small-scale local network to facilitate the retrieval of objects.
We analyze the time-consumption of the whole process of constructing the local network. As shown in
Figure 16, in the process of local road network construction, the time consumption of determining the
monitoring range is very small. According to the size of the monitoring range, the query point-centered
edge is acquired and the local road network is constructed on the edge of the monitoring range;
this process is time-consuming. As the time interval increases, the monitoring range increases and
the acquisition influence edge becomes larger, thereby increasing the processing time. The time
consumption for calculating the shortest path of a single source on a local road network is negligible.

 
Figure 16. Time-consuming of local road network construction stage under different time interval.

5.2.2. Comparison with Other Algorithms

First, we evaluate the effects of the CKNN, SCKNN, and DACKNN algorithms on the time
consumption as the time interval increases and their accuracies. Here, accuracy refers to the accuracy
with which moving objects that are moving towards the query point are identified, which is expressed
as a percentage. According to Figure 17, the time costs of these three algorithms increase with the time
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interval because more moving objects will arrive at the network nodes over a larger time interval;
thus, the time interval is divided into more sub-time intervals for verification. However, the time
costs of CKNN and SKNN increase faster as the time interval increases because these two algorithms
do not screen out objects that are moving towards the query object, but consider all objects in the
monitoring range as candidates; thus, the more objects they deal with, the more time they consume.
The DACKNN algorithm can filter out objects that are moving away from the query point in the
monitoring range. Thus, the number of candidate objects is smaller; therefore, DACKNN outperforms
SCKNN and CKNN in terms of time consumption. Figure 18 shows the accuracies of these three
algorithms. The moving objects that are moving towards the query object can be obtained with 100%
accuracy by the DACKNN algorithm as the time interval increases, while the accuracy of SCKNN
reaches more than 70%, and the accuracy of CKNN is approximately 50%.

 
Figure 17. Time consumption of algorithms under different time intervals.

 
Figure 18. Accuracy of algorithms under different time intervals.

Figure 19 shows that the time costs of CKNN, SCKNN and DACKNN will increase as the value of
K increases. This is because with the increase of K, a larger monitoring range is needed to ensure that
there are K objects in this range, and more candidate objects are needed to verify. The overall time
consumption of the proposed DACKNN algorithm is lower than those of other two query algorithms,
and its overall performance is higher than CKNN and SKNN. Figure 20 shows the accuracy of three
algorithms with the increase of K. It can be seen that the moving objects towards query object can
always be obtained 100% by DACKNN algorithm as K increases, while the accuracy of moving objects
obtained by SCKNN algorithm is between 60% and 80%, and the accuracy of CKNN algorithm is
nearly 50%.
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Figure 19. Time consumption of Algorithms for different K values.

 
Figure 20. Accuracy of Algorithms for different K values.

The results show that the proposed DACKNN algorithm is superior to SCKNN and CKNN.
By utilizing the directional characteristics of moving objects, the DACKNN determine moving objects
moving towards query point, and filters out some objects far from the query point in the monitoring
range, thus improving the overall performance and effectiveness of the query algorithm.

6. Conclusions

This paper presents a direction-aware continuous moving K-nearest-neighbor query algorithm in
road networks. In this algorithm, we adopt an efficient direction determination method that is based
on road network expansion to quickly judge whether moving objects are moving towards the query
point. This method can filter out moving objects that are far away from the query point and reduce the
number of candidate objects for continuous K-nearest-neighbor query, thereby improving algorithm
efficiency. In this paper, we define the road network distance of a moving object from the query object
as a function of time, so we can determines when candidate objects replace the objects in the result
set. The algorithm guarantees the consistency of the query results within each sub-interval; hence,
it does not make continuous query requests on continuous K-nearest neighbor queries, avoids repeated
queries and reduces computational costs.

This paper initially solves the problem of direction-aware continuous moving K-nearest neighbor
query in road networks. However, there are still some limitations in our method. On the one hand,
due to the simulated moving objects information, the more moving objects there are, the more points
will move outside the edge, and the information of each moving point that arrives at the specified node
will be recorded in memory, which may lead to memory overflow of computers and cause substantial
difficulties in the process of comparative tests. On the other hand, when the moving object reaches
a road network node, an adjacent edge of the node is randomly selected as its next traveling edge;
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the moving object will travel along the selected edge. This randomness does not match the reality.
In future research, we will study the processing of the node and the variable motion speed of moving
objects to be more realistic.
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Abstract: Evaluation of the railway network distribution and its impacts on social and economic
development has great significance for building an efficient and comprehensive railway system.
To address the lack of evaluation indicators to assess the railway network distribution pattern at the
macro scale, this study selects eight indicators—railway network density, railway network proximity,
the shortest travel time, train frequency, population, Gross Domestic Product (GDP), the gross
industrial value above designated size, and fixed asset investment—as the basis of an integrated
railway network distribution index which is used to characterize China’s railway network distribution
using geographical information system (GIS) technology. The research shows that, in 2015, the railway
network distribution was low in almost half of China’s counties and that there were obvious differences
in distribution between counties in the east and west. In addition, multiple dense areas of railway
network distribution were identified. The results suggest that it might be advisable to strengthen
the connections between large and small cities in the eastern region and that the major urban
agglomerations in the midwest could focus on strengthening the construction of railway facilities to
increase the urban vitality of the western region. This study can be used to guide the optimization of
railway network structures and provide a macro decision-making reference for the planning and
evaluation of major railway projects in China.

Keywords: railway network; railway network density; proximity; the shortest travel time; railway
network distribution index

1. Introduction

Railways are a basic element of transportation systems and have played a key role in social and
economic development in many countries since the 19th century. With the recent rapid development of
urbanization in China, by the end of 2016, the length of the railway network had reached 1.24 × 105 km,
and the length of China’s high-speed rail (HSR) network was nearly 66 times that of the United States
(United States: 362 km) [1]. China’s first HSR route (Shenyang–Qinhuangdao), on which trains operate
at a speed of 200 km/h, opened in 2003, almost 50 years after the world’s first HSR route in Japan in
1964. By July 2013, however, China had the largest HSR network in the world (at 9760 km), accounting
for 46% of the world’s total [2]. At the same time, China’s GDP (USD 11.20 trillion) is only three-fifths
that of the United States (USD 18.62 trillion) [1], which implies a potential mismatch between railway
investment and economic development and highlights the significance of having an efficient and
comprehensive railway system. Evaluating the railway network distribution and its impact on social
and economic development is an important area of research in economic geography and regional
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economics [3,4]. Accessibility has long been a central issue in transport geography and is a commonly
used indicator in the field of transportation network analysis, transport planning, and land use [5,6].

Accessibility is a popular measure for assessing the overall spatial structure of a transportation
network [7]. In 1959, Hansen was the first to define accessibility as the size of the interactions between
nodes in a transportation network, and he suggested a method to measure it in metropolitan areas [8].
In 1979, Morris stated that accessibility is the means to reach a given activity site from a certain place
by a specific transportation system [9]. Since the formation of these definitions, accessibility has been
a central theme in transportation studies, and its measurement can be divided into three groups based
on function: spatial separation, cumulative opportunity, and spatial interaction measures [10]. The first
group involves calculating the topological length, the shortest distance, time, or cost between two
nodes [11,12], and only measures the connectivity of the transportation network. The second group
focuses on the proximity of cities to development opportunities and involves estimating the size of the
population or the scale of the economic activities that can be reached from a node within a certain
period of time [13,14]. The third group comprises what are called potential values [15,16].

The advantages and disadvantages of the three groups are as follows. The methods of the first
group take the cost of the individual flows in the transportation network into account, it do not consider
the distance attenuation and the magnitude of the force at each point. The methods of the second
group essentially measure accessibility by evaluating the convenience of a certain point of travel,
without considering the interaction between the measurement point and the attraction point and the
attenuation of its spatial effect with distance. The methods of the third group combine the spatial effect,
distance, and gravitational scale of each attraction point in space to measure the accessibility—the
larger the force between an attraction point and the measurement point, the smaller the distance
between them and the higher the accessibility level.

In summary, scholars have developed research methods and applications for railway accessibility,
laying a methodological foundation for the study of railway network distribution. The above methods
are used to analyze the spatial effects of transportation accessibility or transportation conditions
from different perspectives. However, although many scholars have macroscopically analyzed
railway distribution, a method that systematically and comprehensively evaluates the railway network
distribution combined with the social economy is still lacking. This is need to further refine the system
mechanism of the railway network and shape the regional spatial structure.

Therefore, based on the passenger railway networks, this study constructs a railway network
distribution index including assessment of the railway network density, railway network proximity,
the shortest travel time, train frequency, and social-economic indicators, to explore the characteristics of
China’s railway network distribution in 2015. This method could be used to optimize railway network
structure and as a macro-level decision-making reference for evaluating major railway projects.

2. Materials and Methods

2.1. Research Area and Data Sources

In China, the administrative divisions are divided into provincial administrative districts,
prefecture-level administrative districts, county-level administrative districts, and the town-level
administrative districts. The county-level administrative districts include city-governed districts,
county-level cities, counties, autonomous counties, flags, autonomous flags, special zones, and forest
areas [17]. In this study, county-level administrative districts are used as the basic statistical unit,
and city-governed districts are merged into one.

There are many distribution structures of urban agglomerations according to different criteria and
principles. In China, the main urban agglomerations structures are Shimou Yao’s “6 + 7” plan [18],
Chaolin Gu’s “3 + 3 + 7 + 17” plan [19], and Chuanglin Fang’s “5 + 9 + 6” plan [20]. In this paper,
Chuanglin Fang’s “5 + 9 + 6” plan is used to discuss the railway network distribution with regard
to urban agglomeration, because this plan takes China’s major function-oriented zoning [21] and
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national urban system planning for 2006–2020 into account [22] and can describe urban agglomeration
comprehensively. Focused on the new urbanization policy, this plan scientifically cultivates large,
medium and small scale and gradient urban agglomerations, building five national-level urban
agglomerations (Yangtze River Delta, Pearl River Delta, Beijing-Tianjin-Hebei, Triangle of Central
China, and Chengyu), nine regional-level urban agglomerations (Harbin-Changchun, Shandong
Peninsula, Liaozhongnan, West side of the Straits, Central Plains, Guanzhong Plain, Jianghuai, Beibu
Gulf, and Tianshan North Slop), and six local-level urban agglomerations (Hubaoeyu, Jinzhong,
Ningxia along the Yellow River, Lanxi, Dianzhong, and Qianzhong), promotes the coordinated
development of urban agglomerations at different levels, and forms a new system of “5 + 9 + 6”
spatial structure of China’s urban agglomerations. This plan provides a scientific prescription for
rational construction of urban agglomerations, plays the high-end think tank of the development
of the national urban agglomerations, promotes the urban agglomerations as the main body for the
new urbanization, and also makes an important decision-making support for the construction of the
urban agglomerations.

Due to China’s accelerated economic and social development, the country is divided into
four major economic regions: the eastern region, which includes Beijing City, Tianjin City, Hebei
Province, Shanghai City, Jiangsu Province, Zhejiang Province, Fujian Province, Shandong Province,
Guangdong Province, and Hainan Province; the northeast region, which includes Liaoning Province,
Jilin Province, and Heilongjiang Province; the central region, which includes Shanxi Province, Anhui
Province, Jiangxi Province, Henan Province, Hubei Province, and Hunan Province; and the western
region, which includes Inner Mongolia, Guangxi, Chongqing City, Sichuan Province, Guizhou Province,
Yunnan Province, Tibet, Shanxi Province, Gansu Province, Qinghai Province, Ningxia, and Xinjiang [23].
The main features of economic and social development in the various regions are the development of
the western region, the revitalization of the northeast region, the rise of the central region, and the
leading development in the eastern region.

The specific data sources, shown in Table 1, included (1) land area, population, GDP, gross
industrial value above designated size, and fixed asset investment by county-level administrative
districts of China for 2015, obtained from the China County Statistical Yearbook and the China City
Statistical Yearbook [24,25]; and (2) 2015 vector data of the railway line network, railway stations,
and train frequency, acquired from the website of https://www.amap.com/ and the Railway Customer
Service Center of China using web crawler technology. Specifically, land area, population, GDP, gross
industrial value above designated size, fixed asset investment, and train frequency data are spatialized
and divided into each county-level administrative districts of China; the railway line network and
railway station data have gone through error analysis and correction, format conversion, projection
conversion, scale consistency and other processing, being prepared for the subsequent county-level
data overlay analysis.

Table 1. Data sources for the railway network distribution of China in 2015.

Name Source Time Method

Land area, population, GDP,
gross industrial value above
designated size, fixed asset

investment

China County Statistical
Yearbook, China City Statistical

Yearbook
2015 Spatial visualization

Railway line network, Railway
stations, train frequency

AMAP, Railway Customer
Service Center of China 2015 Web crawler technology

2.2. Methods

Based on the above data, the aim of this study was to examine the distribution pattern of the
railway network at the county level using a new railway network distribution index. In this study,
the distribution pattern of the railway network was assessed by the railway network density; railway
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network proximity; the shortest travel time; train frequency, which reflect the railway frequency
of each county; the population; GDP; the gross industrial value above designated size; and fixed
asset investments, which provide an indication of the social economic index. These indicators
comprehensively reflect the characteristics of railway network distribution from the aspects of regional
support ability, external convenience degree, external accessibility, service ability, and coordination
with the population and economy [20,26,27].

Based on these indicators, the railway network distribution index reflects the characteristics of
railway network distribution. We have selected the analytic hierarchy process (AHP) method to assign
the weight of each indicator. The main steps of the method procedure are: (1) the qualitative method is
used firstly to select the indicators related to the railway network distribution, then the correlations
between these indicators are analyzed, and finally eight indicators with less correlations are selected;
(2) we construct the judgment matrix by Delphi expert investigation method, then solve for the weight
of each indicator and judge the rationality of the weight vector. AHP provides a new, concise and
practical decision-making method for the study of complex system which is composed of interrelated
and mutually constrained factors [28].

This study mainly referred to the method proposed by Jin [4] with adaptations to local conditions.
In his study, the concept of transportation superiority is presented from three aspects—quality, quantity,
and field—to reflect the scale, technical level, and relative advantage of transport infrastructure in China.
Then, the transport network density, degree of influence of the transport trunk line, and transport
superiority degree of locations are used as basic indicators to express transport superiority by utilizing
Geographical Information System (GIS) technology. Based on the concept of transportation superiority,
we used eight indicators to indicate the railway network density, railway network proximity, the shortest
travel time, train frequency, and also social-economic indicators, which are better able to describe the
characteristics of railway network distribution.

The specific technical process is shown in Figure 1. The main research steps are as follows:
(1) based on railway vector data, the railway network density was used to evaluate the supporting
capacity of railway network facilities, and it is mainly applicable to linear transportation facilities [29,30];
(2) based on the location of the county center and railway station, the railway network proximity was
used to reflect the convenience of the county with respect to other counties, the higher the proximity,
the better the traffic conditions, the higher the support for regional development, and the greater the
potential for external connection [31,32]; (3) based on the train frequency data, the shortest travel
time was used to reflect the accessibility of the railway network, and the train frequency data also
reflected the external service capacity of each railway station. In China, the railway is the main mode of
transportation for medium—and long-distance passenger transportation, and the shortest travel time
directly reflects the importance and connectivity of the county in the national railway network [33,34];
(4) the above indicators combine social and economic factors, such as population, GDP, gross industrial
value above designated size, and fixed asset investment, to depict the pattern of the overall railway
network distribution.

The specific methods for determining the distribution pattern of the railway network in China at
the county level were as follows:

(1) Railway network density, C1i

The railway network density can be used to evaluate the supporting ability of railway infrastructure
to regional development. Railway network density is a positive indicator: the larger its value, the denser
the railway network and the better the regional railway conditions. Let the railway network density
of county i be C1i, the length of the railway network of county i be Li, and the area of county i be Ai;
then the county railway network density can be calculated as follows:

C1i =
Li
Ai

i = (1, 2, 3, . . . , n). (1)
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Figure 1. Technical flow for describing the distribution pattern of the railway network.

(2) Railway network proximity, C2i

This reflects the ease of traveling from a county to other counties via the proximity of its railway
network. In general, proximity is used to describe the reachability of two features in geographical space.
In this study, proximity was used to characterize the impact of railways on regional transportation
advantages. Based on the distance from the nearest railway station to the county center, qualitative
indicators were quantified using expert scoring, and then a proximity value was assigned and classified.
Table 2 presents the proximity of the railway network infrastructure in county i, and the distance
from the nearest railway station to the center of county i is used to determine the weight; i represents
a county in China. The expression of the proximity is as follows:

C2i =
∑

Pi i = (1, 2, 3, . . . , n). (2)

Table 2. Proximity of a railway network.

Type Standard Pi

Railway

Own railway station 1.5
L ≤ 30 km 1.0

30 km < L ≤ 60 km 0.5
L > 60 km 0.0

L is the distance from the nearest railway station to the county center. The weighted value refers to the provincial-level
functional area division [35].

(3) The shortest travel time, C3i

The shortest travel time reflects the accessibility of the railway network in a region and is
an important indicator to measure the external connections of a railway network. The shortest travel
time is an hour, and the higher this value is, the worse the accessibility is.
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This study used the train frequency data to calculate the overall shortest time in each county.
Tij is the shortest railway time in county i and county j, and when there was no railway connection
between the two counties, it was assumed that the shortest travel time was the maximum time for
the railway service that can connect county i and county j. N is the number of counties in the region.
The expression of the shortest travel time is as follows:

C3i =
∑n

j = 1
Tij/n i = (1, 2, 3, . . . , n). (3)

(4) Train frequency, C4i

Train frequency data can reflect the railway’s service to the county area. i represents the county of
China, while mi is the number of train frequency through county i:

C4i = mi i = (1, 2, 3, . . . , n). (4)

(5) Railway network distribution index, C

We integrated the railway network density C1i, railway network proximity C2i, the shortest
travel time C3i, the train frequency C4i, socioeconomic indicators of the population C5i, the GDP C6i,
the gross industrial value above designated size C7i, and fixed asset investment C8i, through the
analytic hierarchy process (AHP) method and, combined with the existing research results [4], a railway
network distribution index model was constructed. First, as an intermediate step, the eight indicators
were standardized; as shown in Equation (5). Cji is the normalized value of index j in county i, Eji is the
original value of index j in county i, Max(Eji) is the maximum value of index j in county i, and Min(Eji)

is the minimum value of index j in county i (j = 1, 2, 3, 4, 5, 6, 7, 8, i ∈ (1, 2, 3, . . . , n)).

Cji =
Eji −Min(Eji)

Max(Eji) −Min(Eji)
. (5)

Secondly, the inverse indicator, such as the shortest travel time of the railway, was used to forward
the reverse index. Thirdly, according to the degree of action of each indicator in the railway network
distribution, the judgment matrix was constructed, and the weight of each indicator aj was calculated
by AHP.

Hence, the railway network distribution index, C, of each county i can then be expressed as

C =
∑8

j = 1
aj ×Cji( j = 1, 2, 3) (6)

where aj is the weight of each indicator, determined using the AHP.

3. Results

3.1. Spatial Pattern of Railway Network Density

China’s railways, which are divided into ordinary and high-speed railways, currently provide
important support for regional external relations. Figure 2 shows the distribution pattern of the railway
network density based on the county-level administrative regions of China and reflect the ability of
railway facilities to support the development of a county.

The following features of the distribution pattern of the railway network density are noteworthy:
(1) The total length of railways in China is 77,800 km, and the total railway network density is
0.0082 km/km2. According to medium- and long-term railway network planning (2016-2030), by 2025,
the railway network needs to reach about 175,000 km, of which the high-speed railway will account for
about 38,000 km. (2) Railway connections are not found in 44.79% of counties. The lengths of railways
are relatively short in some counties, so their densities are also low. For example, the railway network
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density between 0 and 0.01 km/km2 in 195 counties (8.83% of all counties), and such counties have low
support capacity for development. The railway network density is between 0.01 and 0.03 km/km2

in 617 counties (27.94% of total counties); between 0.03 and 0.05 km/km2 in 253 counties (11.46%).
Only 6.97% of counties have railway network densities higher than 0.05 km/km2, and the railway
contributes significantly to the development of these counties. (3) Railway network density is high in
the central and eastern parts of China, while it is relatively low in the western part of China. In eastern
China, in particular, the railway network density of the south is lower than that of the north. (4) Some
regions of the railway network are particularly dense, including the Beijing-Tianjin region, the Yangtze
River Delta region, and the Zhengzhou, Wuhan, and Chengdu Economic Zone. These areas have high
spatial coupling with economic agglomeration and an urban system [36]; thus, railway networks have
a significant ability to support the socioeconomic development of China’s dense urban areas.

Generally speaking, the development of China’s railway network has supported the rapid
urbanization process to a certain extent, it based on the considerable population and economic scale,
the construction of the railway network needs to be strengthened further to realize national railway
connectivity, high-speed railways between provincial capitals, the rapid arrival of intercity railways,
and the distribution of basic coverage to all counties by 2030 [37].

 
Figure 2. The spatial pattern of China’s railway network density in 2015.

3.2. Spatial Pattern of Railway Network Proximity

The railway network proximity can reflect the external accessibility and convenience of travel of
a county. The spatial pattern of railway network proximity at the county level is shown in Figure 3,
and has the following main characteristics: (1) The railway network proximity is 0 in 369 counties
(16.71% of all counties), indicating a lack of accessibility. The number of counties with a railway
network proximity of 0–0.5, and thus a lower supporting capacity for development, is 486 (22.01%
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of the total). The railway network proximity of 168 counties is in the range 0.5–1.0 (7.61% of all
counties), suggesting a positive effect of the railway network on the development of these counties.
The highest railway network proximity is found in 53.67% of the counties in China, which indicates
that the railway network plays an important role in the development of these counties. (2) The railway
network proximity is high in the central and eastern parts of China, it relatively low in western China,
which indicates that railway network proximity has a stronger supporting capacity in eastern counties
than in western counties. (3) In eastern China, there is a clear spatial difference in railway network
proximity between the north and the south. For example, the northeastern region, Inner Mongolia,
the capitals of Ningxia and Qinghai provinces, Beijing-Tianjin-Hebei, the Yangtze River Delta, Wuhan,
and Chongqing have a high railway network proximity, while the southern region has a low railway
network proximity and presents a strip distribution.

 
Figure 3. The spatial pattern of China’s railway network proximity in 2015.

3.3. Spatial Pattern of the Shortest Travel Time

The shortest travel time shows the external connectivity of the railway network and is an important
indicator to measure the regional railway network structure and external geographical connections.
The spatial pattern of the shortest travel time at the county level is shown in Figure 4, and has the
following main characteristics: (1) The shortest travel time is less than 9 h in 304 counties (13.77%),
indicating that these counties have the highest degree of ease of external connection. The shortest
travel time is 9–12 h in 594 counties (26.90%; higher degree of ease of external connection); 12–15 h
in 166 counties (7.52%; lower degree of ease of external connection); and greater than 15 h in
1144 counties (51.81%; lowest degree of ease of external connection). (2) The shortest travel time
has significant spatial differences throughout the country, characterized by a gradual rise from the
coast to inland, and a concentration of areas with the shortest travel time in the eastern region.

80



ISPRS Int. J. Geo-Inf. 2019, 8, 336

(3) Hachang agglomeration, Beijing-Tianjin-Hebei, the Yangtze River Delta (Shanghai, Nanjing, Hefei,
and Hangzhou), the Pearl River Delta, Wuhan, Nanchang, and Changsha have the shortest travel time,
and cover a wide area.

Generally speaking, based on the shortest travel time, the convenience of the railway network
in China is generally low. On the one hand, this is due to restrictions placed on the construction
of railways by the natural terrain; on the other hand, because the national railway system is not
perfect, it is still necessary to strengthen the railway links and exchanges within the inter-regional and
urban agglomerations.

 
Figure 4. Spatial pattern of the shortest travel time by railway of China in 2015.

3.4. Spatial Pattern of Railway Network Distribution

The railway network density, railway network proximity, and the shortest travel time reflect the
contribution of the railway network to each county’s development, and demonstrate the counties’
future development potential. Integrating these three indicators and combining train frequency,
population, GDP, gross industrial value above designated size, and fixed asset investment, the spatial
pattern of the railway network in China was determined by setting the weight of each factor using
the AHP method, as shown in Figure 5. The weights of each indicator obtained by the AHP method
were 0.1569, 0.2273, 0.3268, 0.1077, 0.0242, 0.0734, 0.0498, and 0.0340, respectively, and the consistency
ratio was found to be CR = 0.03 < 0.1 which was through the consistency test. Hence, the normalized
eigenvectors can be used as weight vectors.

The railway network distribution index is divided into five levels, namely, 0–0.01, lacking railway
network distribution; 0.01–0.20, relatively lacking in railway network distribution; 0.20–0.35, moderate
railway network distribution; 0.35–0.45, good railway network distribution; and >0.45, perfect railway
network distribution. The following are the main observations of the railway network distribution
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in China: (1) 660 counties (29.89%) have a perfect railway network distribution, which provides
the strongest support for future development; 423 counties (19.16%) have a good railway network
distribution, indicating strong support for future development; 99 counties (4.48%) have moderate
railway network distribution, and railway facilities in these areas have general support capacity
but have strong development potential and opportunities; and 1026 counties (46.47%) lack railway
network distribution and do not provide enough support for future development. (2) The railway
network distribution index shows a pattern of decline from coastal counties toward the interior
of the country, with the highest railway network distribution indices in coastal counties and the
lowest indices in western counties and parts of central counties. (3) The railway network distribution
index is significantly higher in central and eastern counties than in western counties, for example,
Beijing-Tianjin-Hebei, the Yangtze River Delta, the Pearl River Delta, Chengdu-Chongqing, the Wuhan
metropolitan area, the North Gulf Area, Shandong Peninsula, and Hachang District have higher
railway network distributions than other areas of China, and also have strong development support.

Generally speaking, the railway network distribution of China is relatively effective, especially in
the eastern region, where a relatively complete railway connection network exists, while the western
region has a relatively inadequate network distribution. In the future, it might be advisable to
strengthen the connections between large cities and small cities in the eastern region, so that large
cities can drive the development of small cities around them. The major urban agglomerations in the
central and western areas also could focus on strengthening the construction of railway facilities to
promote the movement of people and industries between the east and west regions, thereby increasing
the urban vitality of the western region.

 
Figure 5. Spatial pattern of the railway network of China in 2015.
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The distribution of railway network and economic development are mutually influential.
The construction of railway infrastructure would promote the economic development of the region.
Similarly, the economic development would also affect the operation and development of the railway
infrastructure of the region. In this study, it is reasonable to take population and economic factors
as indicators that reflect the characteristics of railway network distribution. Many scholars have
studied the relationship between transportation infrastructure network and economic development,
which was the ’chicken and egg’ problem. For example, Xie and Levinson (2009) provided an overview
of transportation networks following five main streams: network growth in transport geography; traffic
flow, transportation planning, and network growth; statistical analyses of network growth; economics
of network growth; and network science [38]. The review pointed out the positive interaction between
economic development and transportation network construction. Levinson (2007) examined the
changes that occurred in the rail network and density of population in London during the 19th and
20th centuries, and the research found that there was a positive feedback effect between population
density and network density [39].

4. Discussion

4.1. Railway Network Distribution in Urban Agglomerations

The distribution structure of urban agglomerations according to the “5 + 9 + 6” plan is
shown in Figure 6, in which pink areas represent five national-level urban agglomerations, yellow
areas represent nine regional-level urban agglomerations, and green areas represent six local-level
urban agglomerations.

 
Figure 6. Distribution structure of urban agglomeration following the “5 + 9 + 6” plan of China in 2015.

Based on this distribution structure, the railway network distribution index in each urban
agglomeration can be calculated (see Figure 7). The railway network distribution indices range
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from 0.16 to 0.41 for all urban agglomerations, indicating relatively lacking, moderate, and good
distributions according to the spatial patterns of railway network distribution discussed in Section 3.4.
The five national-level urban agglomerations all have moderate railway network distributions,
which indicates that a moderate network distribution should continue to be a focus for supporting the
fastest urbanization in national-level urban agglomerations [40,41]. Of the nine regional-level urban
agglomerations, Liaozhongnan, Jianghuai, Harbin-Changchun, and the Central Plains have good
railway network distributions; the west side of the Straits, Shandong Peninsula, Guanzhong Plain,
and Beibu Gulf have moderate railway network distributions; and Tianshan North Slope has a relatively
insufficient railway network distribution. The construction of railway network facilities should be
increased as an important driving force for urbanization in these areas [42]. Of the six local-level urban
agglomerations, only Qianzhong has a relatively insufficient railway network distribution, and the
others have a moderate railway network distribution. These local-level urban agglomerations are
mainly located in western China, with relatively low urbanization levels and a moderate railway
infrastructure that could support the economic development in these areas [43].

Overall, the railway network distribution in internal urban agglomerations is not perfect; only four
regional-level urban agglomerations have good railway network distributions, while the rest have
medium or relatively insufficient railway network distributions. Therefore, in order to meet China’s
urbanization needs, as well as match the development of the population and economy, it is better to focus
on strengthening the construction of railway network within the national-level urban agglomerations.

 
Figure 7. Railway network distribution index in each urban agglomeration in 2015.

4.2. Railway Network Distribution in Four Economic Regions

The four major economic regions of China are shown in Figure 8. The main features of economic and
social development in the various regions are the development of the western region, the revitalization
of the northeast region, the rise of the central region, and the leading development in the eastern region.

The railway network distribution index is 0.31 in the eastern region, 0.32 in the central region,
0.19 in the western region and 0.39 in the northeast region. The railway network distribution of the
northeast region is the best, followed by those of the central and eastern regions, while the western
region is the most insufficient. Wang et al. (2009) divided China’s railway network expansion over the
last century into four eras: preliminary construction, network skeleton, corridor building, and deep
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intensification [7]. Prior to 1950, the railway network mileage of the northeast region accounted for
more than 40% of the network in China. In the 1970s, China implemented the policy of “reform
and opening up” and shifted the economic center and railway construction to the southeast coastal
region. During this period, the railway network in the eastern coastal region developed rapidly,
which led to unbalanced inter-regional development. In the late 1990s, China implemented balanced
regional development and successfully put forward the strategies of “the great western development
strategy,” “revitalizing the old industrial bases in northeast China,” and “the rise of the central region”,
which gradually enhanced the construction of the railway network in the central and western regions.
In 2015, China proposed “The Belt and Road” development strategy, which provides targeted guidance
for the future distribution of the railway network.

Therefore, according to the national development strategy, the future distribution of the railway
network could focus on the central and eastern regions as well as the western urban agglomerations,
while the western and northeast border areas may mainly consider their national security significance.
A logical distribution of the railway network will guide urbanization and the development of population
and economic aggregation.

Figure 8. The four major economic regions of China.

4.3. Limitations and Future Improvements

This study mainly considers railway passenger transport, and represents the size of railway
passenger transport with train frequency data. Due to the difficulty in data acquiring, we do not
take into account the freight volume situation of China in this study. Adding the freight transport
information will definitely make the railway network distribution pattern more accurate.

Lim and Thill (2008) investigated how the intermodal freight-transportation network affects the
ability of regions to position themselves more effectively in the national space economy, and the
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performance of the intermodal freight network was evaluated by comparing accessibility measures
based on the highway network and on the intermodal network, respectively [44]. This research can
provide reference and guidance for the future research for combining passenger and freight status,
and reflecting the characteristics of the railway network distribution of China more precisely.

In this study, the distance from the nearest railway station to the county center, based on the
provincial-level functional area division, is used to determine the weight of railway network proximity
using expert scoring. Potential future improvements could include setting different distance intervals
and selecting different evaluation methods for expert scoring. In addition, the current research has only
been applied to examine railway network distribution at the macro scale. The theory and evaluation
method needs further testing if being applied to regions at small—and medium-scales.

5. Conclusions

Based on indicators of the railway network density, railway network proximity, the shortest
travel time, train frequency, and also social-economic indicators, this study took advantage of
a railway network distribution index to investigate the railway network distribution pattern in China
in 2015. The results of this study could guide the optimization of the railway network structure
and provide a basis for macro decision-making for the planning and evaluation of major railway
infrastructure construction.

The findings were as follows: (1) In 2015, railway network density was relatively low in almost
half of the counties of China. The railway network density was high in the central and eastern parts
of China and relatively low in western China, and there were multiple dense railway network areas.
The railway network proximity was high in nearly half of the counties in China, as was evident in
the strip distribution. Based on the shortest travel time, the convenience of most counties in terms of
external connections to the rest of China is generally low, with the convenience gradually rising from
coastal to inland areas; the areas with the shortest travel time were mainly concentrated in the eastern
region. (2) In 2015, the railway network distribution in nearly one-third of the counties of China was
ideal. The distribution was grouped into two major zones with multiple dense areas. It might be
advisable to strengthen the connections between large and small cities in the eastern region, so that large
cities can drive the development of small cities around them. The major urban agglomerations in the
midwest also could focus on several aspects such as strengthening the construction of railway facilities,
promoting the movement of people and industries between the east and west regions, and increasing
the urban vitality of the western region.

This study revealed the distribution pattern of the railway network in China and has significance for
the optimization of the railway network structure and the development of urbanization in China. Based
on the railway network distribution indicators, the national railway network is divided into five levels:
insufficient railway network distribution, relatively insufficient railway network distribution, moderate
railway network distribution, good railway network distribution, and perfect railway network distribution.
Utilizing the advantages of the railway should be considered when planning economic development and
industry activities. The five national-level urban agglomerations—Beijing-Tianjin-Hebei, the Yangtze River
Delta, the Pearl River Delta, Triangle of Central China, and Chengdu-Chongqing—have moderate railway
infrastructures, and local governments may harness the advantages of other transportation facilities in
these regions, such as roads, aviation, and ports, to compensate for the inadequacy of the railway network,
and actively participate in international economic competition to enhance China’s urbanization. There
are four regional-level agglomerations that have good railway network distribution—Liaozhongnan,
Jianghuai, Harbin-Changchun, and Central Plains—Where the government may take full advantage
of the railway network and promote regional integration. The railway network distribution of other
regional-level urban agglomerations and local-level urban agglomerations is moderate or relatively
lacking. In the future, the local government could plan for the reasonable construction of railway facilities
and combine them with other modes of transportation to match the development of the population
and economy.
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Abstract: This research describes numerical methods to analyze the absolute transport demand of
cyclists and to quantify the road network weaknesses of a city with the aim to identify infrastructure
improvements in favor of cyclists. The methods are based on a combination of bicycle counts and
map-matched GPS traces. The methods are demonstrated with data from the city of Bologna, Italy:
approximately 27,500 GPS traces from cyclists were recorded over a period of one month on a
volunteer basis using a smartphone application. One method estimates absolute, city-wide bicycle
flows by scaling map-matched bicycle flows of the entire network to manual and instrumental bicycle
counts at the main bikeways of the city. As there is a fairly high correlation between the two sources
of flow data, the absolute bike-flows of the entire network have been correctly estimated. Another
method describes a novel, total deviation metric per link which quantifies for each network edge the
total deviation generated for cyclists in terms of extra distances traveled with respect to the shortest
possible route. The deviations are accepted by cyclists either to avoid unpleasant road attributes along
the shortest route or to experience more favorable road attributes along the chosen route. The total
deviation metric indicates to the planner which road links are contributing most to the total deviation
of all cyclists. In this way, repellant and attractive road attributes for cyclists can be identified. This is
why the total deviation metric is of practical help to prioritize bike infrastructure construction on
individual road network links. Finally, the map-matched traces allow the calibration of a discrete
choice model between two route alternatives, considering distance, share of exclusive bikeway, and
share of low-priority roads.

Keywords: GPS traces; cycling volumes; cyclists’ counts; cycling network; total deviation metric;
route choice model

1. Introduction

In recent years, due to congestion, air pollution, climate change, energy scarcity, and physical
inactivity, an increasing importance has been attributed to sustainable transport modes, and in
particular to cycling. Municipalities have drawn attention to these issues and started to implement
different strategies to encourage a greater usage of bicycles on urban streets and to reduce car trips.
Many cities have decided to invest in the construction of quality bikeways with the intention to
incentivize people to cycle even medium (and long) distances on a daily basis.

Several studies have found positive correlations between bike facilities and levels of bicycling.
Dill and Carr [1] have analyzed data from 35 large cities across the U.S., finding that cities with higher
levels of bicycle infrastructure were characterized by higher levels of bicycle commuting. Pucher and
Buehler found that the key to achieving high levels of cycling in Dutch, Danish, and German cities
appears to be the provision of separate cycling facilities [2].
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Many researchers have studied cyclists’ preferences and have estimated route choice models for
planning new bicycle infrastructure. Most of these studies were based on stated preference (SP) data
and on opinion surveys. Dill and Voros [3] explored the relationships between levels of cycling and
demographics, objective environmental factors, perceptions of the environment, and attitudes based
on the results from a random phone survey of adults in the Portland, Oregon. Stinson and Bhat [4],
proposed empirical models to evaluate the importance of factors (such as travel time and pavement
quality) affecting commuter bicyclists’ route choices. Winters et al. [5] evaluated 73 motivators and
deterrents of cycling based on a survey (telephone interviews) and a self-administered survey (either
via the web or mail) of 1402 current and potential cyclists in metropolitan Vancouver. These studies
highlighted the cyclists’ preference for physically separated bike paths and on-road bike lanes separated
by markers. The known limitation of SP studies arises from the difference between stated and observed
behavior [6].

In the past, only a few studies were based on revealed preference (RP) data due to the limited
availability of this data type. The results of Howard and Burns [7] show that bicycle commuters
in metropolitan Phoenix respond to the provision of bicycle facilities. Nelson and Allen [8] found
that each additional mile of bikeway per 100,000 people is associated with a 0.069% increase in
bicycle commuting.

Data on cycling volumes is the result of choices actually made by cyclists in a real outdoor
environment and therefore help to support decision making. Such information is necessary to
understand what factors influence ridership. Bike flows can be collected with traditional manual or
instrumental counts, which have some drawbacks: Traditional manual counts lack spatial detail and
temporal coverage [9,10]. Instrumental and permanent counting stations do provide continuous data,
but cover typically only a small number of road sections [11].

More recently, the widespread use of smartphones and mobile applications for self-localization
and navigation has increased the availability of observed cyclists’ data in the form of time series of GPS
points, called GPS traces. This type of data provides detailed information about the origin/destination
of trips as well as the chosen routes. Furthermore, GPS traces allow to determine the total deviation
(detour) generated for cyclists in terms of extra distances traveled with respect to the shortest possible
route. Empirical data on detour rates do exist. Detours have been calculated in different ways, see for
example Pritchard et al. [12] and Griffin and Jiao [13].

The availability of GPS traces led to the development of new cyclists’ route choice models. Dill
collected data on bicycling behavior from 166 regular cyclists (1955 trips) in the Portland, Oregon,
using GPS devices [14]. This study highlighted that a well-connected network of low traffic streets may
be more effective than adding bike lanes on major streets with a high volumes of motor vehicle traffic.
Menghini et al. estimated the route choice model for bicyclists from a large sample of GPS observations
(2498 trips) collected in Zürich, Switzerland [15]. Their conclusion has been that the trip-length
dominates the choices of the Zurich cyclists. Hood et al. analyzed GPS traces from cyclists (366 users
and 2777 trips) in San Francisco, USA, and proved a preference for separated bicycle lanes—especially
for infrequent cyclists [16]. Broach et al. estimated the route choice of cyclists (164 users and 1449 trips)
in Portland metropolitan area, USA [17]. Their study confirmed that route length and slopes do have a
negative effect on cyclists’ route choice. In addition, they found that high traffic volumes, high turn
frequencies, and traffic signals are also repellant road attributes according to the cyclists’ route choice.
Zimmermann et al. estimated a link-based bike route choice model from a sample of GPS observations
(103 users and 648 trips) in the city of Eugene, Oregon [18]. Their study confirmed the sensibility of
cyclists to distance, traffic volume, slopes, crossings and the presence of bike facilities, distinguishing
between average slope above or below 4%, and traffic volume above or below 8000 vehicles per day.
More recently, Bernardi et al. analyzed the GPS traces recorded by approximately 280 bicycle users
throughout the Netherlands [19]; the results show a high usage of cycleway links and the preference of
the shortest route by frequent cyclists. Casello and Usyukov used GPS data on cyclists’ activities to
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estimate a generalized-cost function that reflects the cyclists’ evaluation of path alternatives [20]: their
model correctly predicted the revealed path choice for 65% of the examined trips.

One of the main problems with GPS data is its representativeness, because data collection is usually
provided on a volunteer basis, which is not necessarily representative for the entire population [21].
This type of problem has been highlighted by Jestico et al. [22], who used data provided by strava.com
to quantify how well crowdsourced fitness app data represent ridership through a comparison with
manual cycling counts in Victoria, British Columbia. Another problem is the level of detail of the
network: in many cases, the success of identifying the correct network links from GPS points is limited
if the bike network model is not sufficiently detailed [23,24].

This paper explains how to estimate the city-wide bicycle flows and how to identify weak points
of the road network in terms of bicycle friendliness. Both methods are data driven, explicit and do not
require the calibration of sophisticated models. Nevertheless, a route choice model is also calibrated
explaining the reasons for deviations at certain road links.

The paper is organized as follows. Section 2 describes the study area and the features of the
bike network. Section 3 depicts the bicycle flows obtained by traditional (manual and instrumental)
counting methods and by GPS data collected by smartphone application. Section 3 identifies a
correlation between cycling counts and GPS data and describes the bicycle flow reconstruction method.
In Section 4, a deviation analysis is carried out and a Logit model is calibrated in order to shed
more light on the reasons for the decision of individuals to accept deviations by assessing the route
characteristics of chosen routes and shortest routes. Section 5 discusses the results of the analysis.
Concluding remarks and future research directions are presented in Section 6.

2. Dataset Description

2.1. Study Area

Bologna is a northern Italian city with approximately 390,000 inhabitants [25]. The climate is
convenient for cycling all year, with an annual average temperature slightly below 15 ◦C and low
rainfall (about 700 mm rain/year and 74 days of rain per year). Figure 1 shows an overview map to
facilitate the location of the city of Bologna, including a zoom on the city center (see box in Figure 1
bottom left).

The home-to-work bicycle mode share was 8.2% in 2011 [26], which is relatively high compared
with other medium to large Italian cities [27]. Nevertheless, the car ownership equals 0.515 cars per
inhabitant [25], which corresponds to 0.97 cars per household. Based on a survey carried out by TNS
opinion & social network in the 28 member states of the European Union between the 11th and 20th of
October 2014, the average bicycle mode share was 8.0% [28], whereas in Italy the percentage of people
who frequently commute by bike was approximately 4.7% in 2017 [27]. In addition, all major Italian
municipalities show an average car ownership of 0.616 per person and a motorcycle ownership of
0.132 per person [29].
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Bologna 

Figure 1. Bologna location in the Italian contest.

2.2. Bicycle Network

The municipality of Bologna has made substantial investments in bikeways during the past decade
and to date the city offers 129 km bikeways of different types: exclusive access and mixed access with
pedestrians or buses [25]. The bicycle network layout is composed of 13 main radial bicycle paths
connecting the suburbs to the city center and many other bikeways connecting the radial bike-paths.
The bikeway meters per citizen increased by 45% starting with 0.228 m/citizen in the year 2009 and
reaching 0.330 m/citizen in 2018 [25]. This is an almost linearly-increasing expansion of the cycling
infrastructure. The bike-network map is illustrated in Figure 2.
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Figure 2. The bike-network map of Bologna [24] and study area (dashed lines).

3. Bicycle Flow Analysis

3.1. Cyclists’ Flows from Traditional Counting Methods

During the period 2009–2018, manual and instrumental counts of cyclists were carried out by
DICAM-Transport of the University of Bologna [30]: the bicycle counts were conducted from September
to October of each year within the study area as shown in Figure 2. In recent years, counting has
also been performed in May with the aim to evaluate the difference in bicycle flows between different
periods of the same year. The locations of bicycle counters have been selected adopting representative
and targeted locations: the sites include different geographic areas of the city, different types of
bikeways, as well as “pinch points” (i.e., locations where cyclists must converge to cross a barrier) [10].
The 46 (bidirectional) road-sections monitored in 2018 are showed in Figure 3, highlighting the spatial
distribution of measurement points. The monitored road-sections included the 13 main radial bicycle
paths. Figure 3 also includes images of different typical bikeway types in Bologna.
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Figure 3. Road sections monitored in 2018—Legend shows sections sorted by flow value.

Manual and instrumental counting was conducted at each road section from 08:30 to 10:30 on
weekdays. The trips purpose during this time period is most likely commute trips for the purpose
of “work” or “study”. It is further assumed that commute trips have a clear destination, with a low
occurrence of round-trips or random trips for recreational purposes. The total average flows increased
between 2009 and 2018 by approximately 75%, which is significantly greater than the increase in
bikeway meters per inhabitant in the same period.

Figure 4 shows the correlation between bikeway meters per inhabitant and the total average
bicycle flows: each point represents one year from 2009 to 2018.
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Figure 4. Regression function between length of cycleways per inhabitant and bike flows.
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As shown in Figure 4, the total average bike flows are positively and highly correlated with
the length of cycleways per inhabitant (R2 = 0.96). In the city of Bologna, people use bicycles more
often than in the past. Surely, such an increase in cycling is determined, like in other cities, by an
integrated package of many different and complementary measures, including infrastructure provision,
pro-bicycle programs, supportive land-use planning and restrictions of car use [2]. However, today’s
bicycle network of Bologna connects the most popular origins and destinations, and the expansion
of the cycling network has resulted in an increased level of safety as demonstrated by accident
statistics [25]. The increasing bicycle use is also related to an increasing bicycle use of females, growing
from a share of below 30% in 2009 to a share of 44% in 2018 [30].

Using the regression function from Figure 4, one can estimate that one additional centimeter of
bikeway per inhabitant increases the average bicycle flow by approximately 100 cyclists per hour
on the main sections of Bologna’s bicycle network. Based on the length increase of the bicycle
network, the estimated bicycle mode share is currently almost 10%, following the model proposed by
Schweizer and Rupi [31]: their model describes the significant linear relationship between meters of
cycling infrastructure per inhabitant and bike mode share (R2 = 0.81), based on approximately 9000
questionnaires carried out in 14 cities in Central Europe.

3.2. Map Matched Cyclists’ Volumes

A database with GPS traces has been obtained from a data collection initiative called the
“European Cycling Challenge” (ECC) [32] which took place in May 2016. In particular, the city of
Bologna participated in this initiative among other 51 cities from 18 European countries. In Bologna,
1123 participants, equal to 0.3% of the population, recorded the GPS traces of their bicycle trips during
the month of May 2016 by means of a mobile phone application. Participation was on a voluntary
basis. The total distance travelled by all participating cyclists was almost 200,000 km and the database
contains over 7,998,000 GPS points, with 27,348 individual trips covering the entire road network of
Bologna [32] (see Figure 5). There is an area in the southern part of Bologna (encircled in green on
Figure 5), with a particularly low density of GPS points, most likely due to the mountains and gardens
with bike paths in which the observed bicyclist activity is almost completely absent.

 
Figure 5. ECC 2016: observed cyclist activity in the Bologna network.

The present analysis focuses only on morning trips from 08:30 to 10:30 during work-days in order
to be compatible with the manual and instrumental bicycle counts. During this period, 847 trips were
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recorded, of which 42% were female and the average age was 38 years. The share of trips carried out
by workers with respect to students and the users’ gender are very similar to the last trips census
survey of Bologna [33]. However, the census is referred to the active people that use all means of
transport. In addition, the share of GPS traces recorded by females is very similar to the share of
females observed during the manual counts. Consequently, the sample of cyclists recording the GPS
traces is representative of the gender of the counted cyclists. Unfortunately, the ECC database contains
no information concerning trip purposes.

In order to obtain bicycle flows on network links, the GPS data has been matched to the
road-network based on open street map (OSM). The OSM data has been extracted for the Bologna
metropolitan area and converted into a SUMO (Simulation of Urban Mobility) network [34] using a
software extension called SUMOPy [35] as reported in Rupi and Schweizer [23]. The SUMO network
has been manually corrected and enhanced, such that cyclists could potentially pass everywhere,
including footpaths and the opposite direction of one-way roads (which is an illegal behavior in Italy).
The final network contains 13,959 nodes and 38,324 links. The employed map matching algorithm is
part of SUMOPy and based on a method proposed by Marchal et al. [36] and improved by Schweizer
et al. [37]. In order to match the GPS points to network links with a high accuracy and to obtain a large
number of correctly matched GPS traces, the entire map-matching analysis consists of four phases [23]:
(i) an initial filtering process, (ii) the actual map matching process, (iii) a post-filtering process, and (iv)
a final analysis of the matched routes. Initially, many GPS traces could not be matched to the network
due to missing links or missing access. Successively, the reasons for the failed matching of trips have
been analyzed in detail and missing network links or road access attributes have been added. Finally,
the map-matching process has been repeated with an increased number of successfully matched trips.

After the map-matching process and a filtering process ensuring a low error rate, 4029 map-matched
routes, collected from 842 users, have been used. These traces correspond to 91.6% of all traces recorded
during the considered morning period. It is worth mentioning that this percentage is significantly
higher than that reported in other studies [23,24]. Starting from these map-matched routes, the bicycle
flows (as the number of cyclists passing through each network link per hour) have been evaluated.

3.3. Estimated Cyclists’ Volumes

A linear regression between the cyclists counted with traditional methods and the number of map
matched GPS traces with links overlapping the monitored road sections has been carried out. The map
matched bicycle volumes have been multiplied by a coefficient c in order to minimize the difference
between the measured flows and flows derived from GPS data.

The regression, shown in Figure 6, is based on the flow-comparison at 23 monitored sections
(c = 0.91).

The slope of the linear regression function is almost equal to one, highlighting that the average of
map-matched cyclist volumes are equal to the average of manually counted cyclist volumes.

The relatively high level of correlation between the measured flows and the flows from the map
matched GPS traces is evident.

Given the significant correlation between the GPS dataset and traditional counts, the linear relation
between both flow types has been used to determine the flows on all network links where GPS points
have been detected. The resulting link flows in cyclists per hour per direction are shown in the Figure 7.
This map is particularly useful to quantify the spatial distribution of ridership and provide important
cycling exposure data for safety studies. Starting from this map, it is possible to obtain the OD matrix
of cyclists, the chosen routes, and the bicycle flow on every link of the network. This is essential
information for modelling the cyclists’ route choice behavior and for planning the bicycle network.
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Figure 6. Regression function between manually counted cyclists’ volumes and map matched cyclists’
volumes (May 2016).

Figure 7. Estimated unidirectional bicycle flows in cyclists per hour during workday morning peak
hours (from 8:30 to 10:30). Flows only on network links where GPS points have been detected.

In addition, Strava provides the cyclist heatmap of all cities in the world for trips using the
Strava app. The heatmap is calculated by counting and normalizing the number of lines connecting
recorded GPS points [38]. The Strava app collects mainly recreational trips and in particular sport trips.
The Strava density heatmap of recorded GPS points in Bologna is reported in Figure 8. This figure
highlights how the recorded trips are also spread in the south of Bologna, in mountain routes as well
as in gardens provided with bike paths (encircled in green). Instead, ECC’s traces from 8:30 to 10:30
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cover the main cycle ways that directly connect different parts of city, but there is an absence of trips in
the south part, compared with the encircled area of Figure 5. This is probably due to the difference in
trip purposes, supporting the hypothesis that the ECC sample contains few leisure trips.

 
Figure 8. The Strava heat-map of Bologna.

4. Deviation Analysis

The deviation analysis aims to identify the network links which are the most avoided by all
cyclists who registered GPS traces. The analysis starts with the following basic assumption: given
the choice of two routes with identical properties (same safety, pavement, environment, etc.), cyclists
would always choose the shortest one. If this is true, the cyclist would only accept a longer route
if it offered better properties (safer, quieter, etc.). From a different perspective, if certain road links
are avoided by deviating on alternative links, then the avoided links are supposed to possess fewer
attractive characteristics with respect to the alternative, even though these characteristics may be good
in the absolute sense. In an ideal bicycle network, no cyclists should feel constrained to take a longer
route due to some repellant characteristics of the shortest route, or due to the better characteristics of
longer routes. The most “avoided links” of the city’s road network are therefore identified with the km
of deviation caused to cyclists. The total deviation metric DMi for each road link i is calculated in the
following way:

1. For each matched route Rj of the set of all matched routes J, determine the shortest route Sj
connecting the first and last link of each matched route.

2. For each matched route Rj, identify all Kj non-overlapping sections where links deviate from the
shortest route. Set DRjk contains all chosen links of the partial deviation k of route j and set SRjk
contains all links on the shortest route of deviation k and route j, as illustrated in Figure 9.

3. For each of these non-overlapping sections, calculate the partial deviation djk which is the
difference between the length of the part of the chosen route segment DRjk and the length of the
corresponding part of the shortest route segment SRjk; finally the deviation metrix DMi of link i is
the sum of partial deviations of all routes that contain link i on one of the shortest route segments.
Analytically, the total deviation metric DMi of a road link i is the sum of all partial deviations
received from all non-overlapping sections of all matched trips and can be expressed as:

DMi =
∑
j∈J

∑Kj

k=1
δi jk·djk (1)
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where δi jk = 1 if SRjk contains link i, otherwise 0. Let Li be the length of link i; then the partial
deviation is given by djk =

∑
i∈DR jk

Li −∑i∈SR jk
Li.

Figure 9. Illustration of the calculation of the total deviation metric for the non-overlapping route
section between nodes A and B.

Figure 9 shows links 1, 2 and 3 which are not chosen, despite they are part of the shortest
route (solid line); whereas, links 4, 5 and 6 are part of the chosen route (dashed line). In case of the
non-overlapping section between node A and B shown in Figure 9, the chosen route DRjk is constituted
by links 4, 5 and 6, while the shortest route section SRjk contains links 1, 2 and 3. The partial deviation
djk of links in SRjk equals to djk = L4 + L5 + L6 − (L1 + L2 + L3). The total deviation metric for the
central part of Bologna network is shown in Figure 10.

Figure 10. Total deviation metric determined for the central part of Bologna network.

The highest total deviation metric can been seen on the main radial roads from and into the city
center. As seen in Figure 10, these are also roads with high bicycle flows. This means that many cyclists
actually do use these radial roads but also many try to avoid them. Note that there are also roads in
the city center with high bicycle flows, but generating almost no deviations. For a discussion of these
findings, see Section 5.

On average, the chosen route parts are 20% longer with respect to the shortest route parts.
Analyzing the road attributes of the chosen part and the shortest part of all non-overlapping sections
of all trips, the causes for the deviations become clearer—see the first three columns of Table 1. As
expected, cyclists accept deviations in order to travel on roads with: (1) a high share of reserved
bikeways, (2) a high share of low priority roads (roads with one lane per direction and speed limits of
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30 km/h), (3) a low intersection density, and (4) a low share of mixed access, such as lanes with bike/bus
access or lanes where bikes and pedestrians are allowed. This last result confirms the findings of the
research carried out by Bernardi et al. [39], in which the authors quantified the effects and frequencies
of disturbances on bicycle facilities, particularly from pedestrians and buses.

Table 1. Road link attributes of chosen and shortest routes of non-overlapping sections and on
overlapping sections.

Non-overlapping Sections Overlapping Sections

Shortest route Chosen route Chosen vs Shortest Chosen and shortest route
Total length [km] 8265 9975 +20.7% 7130

Mixed road access share 32.6% 25.7% −21.2% 28.4%
Low priority road share 50.0% 74.1% +48.2% 40.2%
Reserved bikeway share 16.4% 39.2% +139.0% 23.5%

Intersection density [1/km] 18.5 15.9 −14.2% 16.1

The statistics of the road link attributes of the overlapping sections of each trip (i.e., all links
where the chosen and shortest routes coincide) are presented in the last column of Table 1. It becomes
evident that the values of the mixed road access share, the reserved bikeway share and the intersection
density are in between the values of the shortest route (column 1) and the chosen route (column 2) of
the non-overlapping sections. One could conclude that cyclists tend to deviate if road attribute values
are below/above those of the overlapping sections. An exception is the low priority road share, where
the overlapping sections show values even below that of the shortest route.

In order to shed more light on the decision of individuals to accept deviations, a Logit model is
calibrated, where the user has the choice between two alternatives of non-overlapping route segments
(as illustrated in Figure 9), where one of the alternatives is the shortest route. The systematic utility
function Vi of alternative i is defined as:

Vi = β1Di + β2Bi + β3LPi (2)

where Di is the distance of the route segment, Bi is the share of exclusive bikeway, and LPi is the
share of low priority roads as percentage of the respective distance. The set of observations has been
prepared as follows. In a first subset, the route sections have been considered, where the chosen route
is different from the shortest route. In a second subset, route sections have been identified, where
the shortest route completely coincides with the chosen route. In this case, a longer route alternative
(that has not been chosen by the cyclist) has been generated as follows: the second shortest route that
connects the extremities of the shortest route section is determined such that the second shortest route
section does not overlap with the shortest route section. This is similar to the method applied by
Marchal et al. [36]. In this way, a route alternative is generated that is the closest possible to the chosen
(and shortest) route alternative. In order to avoid a bias towards longer or shorter distances, the size of
the first and second observation subset are kept equal.

The calibration resuls of a total of 4678 observations is shown in Table 2. The attributes chosen are
all significant and R2 = 0.160. The small parameter values result in Odds ratios close to one, which is
reasonable considering that attribute values are in the order of 10−2–10−3. Other attributes like the
node density or the share of mixed bikeway access have turned out not to be significant when included
in this model. The signs of the model parameters are reasonable—see also the discussion in Section 6.
The calibration has been repeated with GPS traces in Bologna from the ECC of the year 2015. The result
of this calibration shows parameter values within the standard error bounds of the result from ECC of
the year 2016 shown in Table 2.
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Table 2. Calibration results of Logit model from Equation (2).

Attribute Parameters βj Odds Ratio Std. err z p > |z|

Distance Di −0.0007 0.9992 9.10 10−5 −7.4585 8.7531 10−14

Reserved bikeway share Bi 0.0228 1.0230 8.82 10−4 23.1713 8.8673 10−119

Low priority road share LPi −0.0085 0.9915 6.88 10−4 −12.0599 1.7192 10−33

One can use Equation (2) to estimate the deviation necessary to equilibrate the systematic utilities
of both route alternatives. Setting V1 = V2, and resolving for the deviation yields in

D1 −D2 =
β2

β1
(B2 − B1) +

β3

β1
(LP2 − LP1), (3)

which is the difference in distance, depending on the difference in exclusive bikeway share and the
difference in low priority road share. The deviation D1 −D2 obtained from Equation (3) ensures a path
choice probability of 50%.

5. Discussion

Regarding the estimation of all bicycle flows on the network, the high agreement of flows from
GPS traces and manual/instrumental counts (R2 = 0.73) is significantly better than the results obtained
by previous studies, e.g., Jestico et al. [22] obtained an R2 of 0.4 for the a.m. peak period. The reason
for this difference is likely due to the more detailed network model of Bologna, representing better
the cyclists’ freedom to move on all possible links in both directions. Based on this correlation, one
crowdsourced cyclist corresponds in average to 59 cyclists counted with traditional methods, which is
consistent with previous findings in [22].

Although crowdsourced cyclists represent a small portion of all cyclists, the flows obtained from
the map matched GPS data are consistent with the observed flows on the main sections of the Bologna
cycle network. Only a few outliers emerge, most likely due to two potential error sources: (1) the
days of data sampling of the two methods do not entirely overlap because the GPS records have been
registered during the whole month of May, while the traffic counts have been conducted only for two
weeks of the same month; (2) the sampling hours do not exactly overlap either, because the GPS traces
are selected by their begin time while the traditional methods count the cyclists actually passing by the
road-section during the analyzed time interval.

The applied deviation metric from Section 4 quantifies the total deviations of cyclists generated
by single road links, but the metric itself does not identify the reasons for the deviations. However,
it becomes evident that those radial roads with high bike flows and high deviations in Figure 10 are
characterized by an absence of reserved bike lanes, a high level of bus traffic, often on reserved bus
lanes, and a high density of intersections. In contrast, those roads where bicycle flows are high but
deviations are low, are characterized by low motorized traffic volumes, a high share of bike lanes and
the absence of major bus routes.

Nevertheless, the total deviation metric depends on the presence of alternative routes with respect
to the shortest route and their respective road attributes: in case there are no feasible route alternatives
to avoid a certain link, then the total deviation metric of the respective link is zero, even though
the attributes may be unfavourable. In case the shortest route has favourable link attributes but the
alternative has even more favourable link attributes, then the total deviation metric is high despite the
good conditions on the shortest route. The former case is the most severe as criticalities of unfavourable
roads for cyclists without route alternatives remain undiscovered by the deviation analysis.

The calibration of a binominal logit model allows to determine the choice probability, given
the attributes of two non-overlapping route alternatives. The attributes distance, share of exclusive
bikeways and share of low-priority roads have been found to be significant. The negative sign of β1

and the positive sign of β2 are expected as a longer distance is a disincentive and the presence of a an
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exclusive bikeway is an incentive for cyclists. The negative sign of β3 related to the share of low-priority
roads seems to contradict the previous analyses where the average route on deviations contains a
lower share of low priority roads with respect to routes where shortest and chosen routes overlap. One
explanation could be the way the alternative routes are generated: probably the second shortest route
between two points does use minor roads which cyclists would typically avoid, or cyclists are simply
not aware of such alternatives. The determination of road priorities is a heuristic algorithm derived
from OSM attributes such as speed limits, number of lanes and access restrictions. It is possible that
some types of low priority roads are in reality not attractive to cyclists. A possibility to avoid such
problems would be to consider only alternative routes used by at least one cyclist instead of using the
adopted route generation method. Another solution would be to specify a model which quantifies the
probability to accept a route by considering only the link attributes of the chosen routes, enhanced by a
dummy variable indicating whether the chosen route is also the shortest route. Such a model would
definitively avoid the problem of alternative route generation. However, modelling errors could be
introduced by ignoring all attributes of alternative routes.

The result from Equation (3) relates the differences in road attributes between two alternative
routes with the distance that would compensate those differences. The meaning of this result shall be
explained by a simple numerical example: assuming two route alternatives, one with a 100% exclusive
bikeway and the other without any bikeway, and both alternatives are without priority roads. In
such a case, the first alternative could be 3.2 km longer than the second while still attracting 50% of
the cyclists.

6. Conclusions

In this research, the cyclists’ flows obtained by traditional counting methods have been compared
with GPS traces from smartphones at the same locations and during the same time period.

Although crowdsourced cyclists represent often a small portion of all cyclists, they do represent
well the ridership of Bologna in terms of cyclists’ volumes and gender distribution. This result emerges
clearly by comparing traditional counting method with GPS traces, confirming their representativeness
of the population. The correlation between cycling counts and GPS data collected by smartphones has
been relatively high, with an R2 value of 0.73. This correlation is significantly higher than the results
obtained by other studies, most likely due to the more detailed representation of the Bologna network,
including footpaths in parks and the possibility to cycle one-way roads in both directions. Due to this
high correlation, it has been possible to estimate the absolute bicycle flows on all network links by an
appropriate scaling of the map-matched flows. The cyclists’ routes are of great value for the planning
of cycling infrastructure and the drafting of cycling policies. The proposed method, which combines
bicycle counts at a few main road sections with areas covering GPS traces, can readily be applied in
other cities in order to reliably estimate the absolute bike flows of an entire urban area.

GPS data have been further used to determine the total deviation metric, which counts the total
deviations that a road link causes to cyclists. The total deviation metric is useful to identify weak links
of the cycling network, but it does not identify the reason why certain road links are avoided. However,
applying the total deviation metric to the Bologna road network, the highest deviation has been seen
on trafficked roads without physically protected bike lanes. Also, roads with reserved bus lanes, which
are open for bicycles too, showed high deviation rates. Further analyses of chosen and shortest road
sections have shown that cyclists are willing to make deviations when the alternative route provides a
high share of reserved bikeways, a high share of low-priority lanes, a low intersection density and a
low share of roads with mixed traffic (cyclists with buses and pedestrians). Planners should take the
deviation metric into considerations for either bike-path construction or bike-network interventions.
Obviously, the total deviation metric does not reveal deviations if there are no alternatives to avoid a
certain road link. The map-matched traces allowed to calibrate a discrete choice model between two
route alternatives, considering distance, share of exclusive bikeway and share of low-priority roads. A
longer distance and a higher share of low-priority roads appear to decrease the choice probability, while
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a higher share of exclusive bikeways does increase the choice probability, as expected. With the same
model, it has been possible to quantify the tolerated deviation length in function of the road attributes.

In future works, the representativeness of the results could be improved by statistically weighting
the GPS traces according to different person attributes, such as occupation, gender, or age. The route
choice model could be enriched by more significant attributes like traffic light density, junctions with
left-turns, or junctions with side-roads entering from the right side. In particular, the low-priority road
attribute needs to be further refined. The generation of longer route alternatives could be replaced by
actually chosen routes and models using only attributes of the chosen routes shall be tested.
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Abstract: The commute of residents in a big city often brings tidal traffic pressure or congestions.
Understanding the causes behind this phenomenon is of great significance for urban space optimization.
Various spatial big data make the fine description of urban residents’ travel behaviors possible, and
bring new approaches to related studies. The present study focuses on two aspects: one is to obtain
relatively accurate features of commuting behaviors by using mobile phone data, and the other is to
simulate commuting behaviors of residents through the agent-based model and inducing backward
the causes of congestion. Taking the Baishazhou area of Wuhan, a local area of a mega city in China,
as a case study, we simulated the travel behaviors of commuters: the spatial context of the model is
set up using the existing urban road network and by dividing the area into space units. Then, using
the mobile phone call detail records of a month, statistics of residents’ travel during the four time
slots in working day mornings are acquired and then used to generate the Origin-Destination matrix
of travels at different time slots, and the data are imported into the model for simulation. Under the
preset rules of congestion, the agent-based model can effectively simulate the traffic conditions of each
traffic intersection, and can induce backward the causes of traffic congestion using the simulation
results and the Origin-Destination matrix. Finally, the model is used for the evaluation of road
network optimization, which shows evident effects of the optimizing measures adopted in relieving
congestion, and thus also proves the value of this method in urban studies.

Keywords: mobile phone data; residents commuting behavior; agent-based model; urban planning;
traffic congestion

1. Introduction

With the expansion of urban scale and the rapid growth of motor vehicles, traffic congestion
has become an increasingly serious urban problem, and the tidal traffic generated by the commuting
of residents is believed to be one of the major causes of traffic congestion [1,2]. Traffic congestion
not only brings energy waste and environmental pollution [3], but is also believed to negatively
affect public health [4]. To address this problem, common approaches including economic or policy
measures based on econometric models are used, such as congestion pricing [1,5–7], encouraging
the use of public transport [8–10], etc. However, models commonly used in these approaches are
static, in which residents’ distribution and mobility in space are seldom considered, thus bringing
inaccuracy of results [11]. Currently, increasing the availability and utilization of urban spatial big
data, especially location-based service (LBS) data from GPS devices, smart cards, and mobile phones,
make it possible to describe urban residents’ travels more accurately on a finer scale [12]. Data of
residents’ mobility over time and space can be used for urban geographic mapping [13], epidemiological
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analysis [14,15], real-time urban monitoring [16], etc. and can also be used for recognition of urban
spatial features [17–19] or measurement of urban vibrancy [20]. Another important scenario of
application is the study of residents’ commuting and urban transport, including the identification of
commuting areas and commuting distances [21,22], and the acquisition of commuter Origin-Destination
(OD) matrices [23–25]. Among various sources of location data, mobile phone data have been widely
employed in studies such as residents’ commuting thanks to its extensive coverage, passive data
collection, and the fact that its data acquisition requires no extra equipment. In comparison, alternative
data sources, such as smart card data or taxi GPS data, have equivalent difficulties in data coverage
but much smaller population coverage [26]. Results of studies based on new data have been shown to
have higher accuracy compared to those that are based on statistical data or measured data, proving
the effectiveness of big data application in urban studies. In general, most of these studies are at an
early stage of describing urban phenomena through data, few studies attempt to go further such as
using big data to identify the connection between residents’ travel and traffic congestion, or to predict
and evaluate measures for traffic improvement [27,28].

After obtaining relatively accurate data for residents’ commuting, modeling and simulation
can be an approach to identifying the mechanism and rules behind the functions of urban spaces.
The agent-based model (ABM) is considered one of the most effective techniques for simulating
complex systems and thus has great advantage to study cities, which are typically complex systems [29].
The distributed characteristics of ABM enable it to reflect differences in the behaviors of different types
of individuals [30]. Therefore, the model can be used to simulate traffic flow and residents’ behaviors
in urban transport, including the residents’ choice of travel modes [31] and carpooling models [32].
Other research applications are found in the optimization of bus routes [33,34], the simulation of
the functioning of the urban composite transportation system [35], the evaluation of the impact of
the intercity high-speed railway on the ecological environment [36], etc. From the perspective of
development trends in research, studies are moving from the simulation of individual decision-making
to that of the composite flow of urban traffic, with increasing complexity of simulation. However, most
of these simulations are still based on survey data, which not only are expensive and time-consuming
to acquire but also lack details of residents’ travel behaviors. For these reasons, big data are considered
to be a better data source for studies of residents’ travel behaviors [37].

Among others, call detail records (CDRs) are commonly employed as a kind of urban spatial
big data. Compared with traditional survey data, it has higher sample coverage, time efficiency in
acquisition, and higher time resolution [38]. On the other hand, as an effective tool for studying
urban spaces, ABM has long been fettered by the lack of data in its earlier developments and it sees
great potential in the current context of smart city development [39]. Therefore, using CDRs in ABM
offers great promises for traffic simulation that reflects actual urban spatial environment and the
spatial distribution of residents. The simulation, in turn, can be used to analyze the causes of traffic
congestion and even to predict traffic conditions under different application scenarios. In previous
studies, although big data is gradually applied to generate the OD matrix of the residents’ travels and
to predict traffic pressure in the actual urban road network, the following weaknesses still exist: first,
most of these studies were conducted on a macro scale of the whole city. At such a scale, road capacity
is often ignored, despite the fact that it is crucial for relieving traffic congestion; second, most studies
presume that all commuting travels begin simultaneous, without addressing the differences in traffic
volume in different time periods. Apparently, considerable errors may occur in the prediction of traffic
conditions on the micro scale. Therefore, these two points were taken into consideration in the model
employed in the present study.

2. Materials and Methods

The present research comprises two major parts: the acquisition of the features of residents’
commuting behavior and simulation of commuting behavior of urban residents.

106



ISPRS Int. J. Geo-Inf. 2019, 8, 313

2.1. Mobile Phone Data Processing

As mobile phone data is directly related to the spatial distribution of the base stations, its accuracy
in positioning is also determined by the density of base stations and varies across different areas.
In addition, due to the different way of work and life of various users, the acquired phone call behavior
is also fuzzy data with an uneven distribution over time. In general, mobility studies using mobile
phone data usually take areas with densely distributed base stations such as city centers as case
studies. User’s location is represented by the location of the base station that has recorded the most
frequent phone calls by the user within a specific period (one month or several months) at a specific
time (working hours or at an interval of several hours). Subsequently, by associating the locations
of various base stations along the timeline, user’s mobility trajectory can be generated using CDR
data [17,19,21,23–25,38,40–42]. The present study uses a similar approach while focusing on the rush
hours and dividing the timeline on an hourly basis. Data are processed in combination with the ArcGIS
platform, and the raw mobile phone data (Table 1) comprise CDRs of 7 million users in the case city
over a time period of one month.

Data processing followed the procedures below:

a. Invalid data and users who make less than three phone calls per month were removed. After the
screening, 3.8 million users remained.

b. Users’ CDR data were sorted into working hours (7:00 to 18:00, Monday to Friday) and
non-working hours (Saturday and Sunday, and 7pm to 6am on weekdays). Base station locations
with the highest call frequency during the two time periods were identified as the place of work and
residence, respectively.

c. Frequency of phone calls on working days (Monday to Friday) was calculated based on user’s
CDRs every 24 hours, and field value of the base station ID with the highest call frequency during the
period was extracted (as shown in Table 2).

d. The four hours from 6:00 to 9:00 were identified as the peak commuting period. Based on space
unit division and base station location, base station ID and space unit code were associated (Figure 1).
By comparing the codes of space unit and residence location of a user at each hour, the departure time
was determined and the base station ID matrix of origin and destination was obtained. (The decision
rule is: if a user’s space unit code is 0 at 6:00, and is different from the code of the residence space unit
at 7:00, 6:00 is thus decided as the departure time, the code of the residence space unit is decided as the
origin, and the code of space unit at 7:00 is decided as the destination. If the code of space unit at 7:00
is still 0, the departure time is further extended to the next time period till the code is not 0 and code of
space unit is different from the residence code. If the space unit code at 6:00 is not 0, users with space
unit codes at 6:00 and 7:00, 8:00 and 9:00, or 6:00, 7:00, 8:00, 9:00 and 11:00 are searched respectively.
Whenever a change in space unit codes occurs, the different units will be decided as the origin and
destination. Furthermore, an OD matrix for different hours is generated.)

Subsequently, the OD matrix of residents’ travels in the case area were imported into the ABM as
basic data.

Table 1. Sample of mobile phone call data.

User ID Time of Phone Call Base Station ID

10000001 2016-03-09-9.11.49.000000 287305843
10000002 2016-03-09-9.15.24.000000 5760859194
10000003 2016-03-09-9.15.18.000000 2872636812
10000004 2016-03-09-9.15.49.000000 2893525929
10000005 2016-03-09-9.24.13.000000 2871037354
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Table 2. Sample statistics of base stations assigned to user ID at different hours of a day.

User ID
Base Station

ID at 7:00
Base Station

ID at 8:00
Base Station

ID at 9:00
Base Station
ID at 10:00

Base Station
ID at 11:00

10000001 2897825643 2870117513 2870117513 2870140338 2897825643
10000002 2871865415 2871865415 2871865415 2871865415 2871865415
10000003 2870124605 2870125269 2893463025 2893410062 2893463025
10000004 2896212261 2870140337 2870129511 2870129511 2870129511
10000005 2897112172 2897112173 2897112172 2897155404 0
10000006 2896857636 2896840168 2896829356 2873044533 2896851574
10000007 2919549932 2919543433 2919549932 2919549932 2919440084

 

Figure 1. Procedures of assigning a user to a spatial unit.

2.2. Agent-Based Model

ABM is often used in complex giant systems such as cities. Generally speaking, a Multi-Agent
System (MAS) contains many types of agents, including mobile agents such as urban residents and
static agents such as urban roads. Agents run by pre-defined rules and interact with one another,
producing movement and dynamic changes starting from an individual agent to the whole. As this
mechanism resembles the interaction between human individuals, human and space in the city, ABM
is considered as one of the best tools to understand urban functioning [43]. The model in the present
study is established on the Repast S platform, and the settings of external environment and agent
mobility draw reference from the open source model RepastCity [44–46]. Since residents’ traveling is
the only behavior studies in the research, the modeling of urban environment can be simplified into
the spatial units of travel (i.e., origin and destination) as well as urban roads. Agents’ behavior rules
mentioned below are coded by Java and added to the RepastCity model to make it run as we designed.
The rules for model running are that a resident agent moves from one spatial unit (origin) to another
spatial unit (destination) at a specific time point. When the resident agent runs on the road, it may
lower its speed of movement due to preset traffic congestion conditions (Figure 2).
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Figure 2. Diagram of rules for resident Agent behavior.

2.3. Model Hypothesis and Parameter Setting

The following hypothesis and rules are made regarding the generation of an Agent in the model
and its behaviors:

First, each Agent (urban resident) generated has a specific origin and destination of travel, at a
specific time point of departure. In the model, all resident Agents are generated simultaneously but are
set with a specific delay value each, according to their different departure time. For example, residents
depart at 6:00 have a delay value of 0 s, while those who depart at 7:00 have a delay value of 3600 s.
In addition, each resident Agent is represented by a private car whose initial speed of travel is based
on the driving speed of a normal motor vehicle.

Second, on each plot, a certain number of Agents is generated which is calculated using the
number of residents acquired through phone data, then divided by operator’s market share, and finally
multiplied by the ratio of motor vehicle travel of residents.

Thirdly, traffic congestion emerges when a certain number of resident Agents concentrate in
the same road intersection, and the traveling speed of residents varies in accordance to the level of
congestion. Roads and nodes in the mode are generated from a shape file built in ArcGIS and are
converted to Agents in RepastCity.

Fourth, residents choose the shortest route to their destination and do not change route before
their arrival. The choice of path by Agents is based on the Dijkstra algorithm. Codes of space units as
origin and destination are acquired in the OD matrix, and the shortest route is calculated in accordance
with the road network and algorithm.
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There are three major parameter variables in the commuting travel model of urban residents in
the study area:

The first one is the commuter travel data of residents in each plot acquired from the OD travel
matrix, and the number of travels of the corresponding Agent. The number of Agents is decided based
on two factors: first, the number of residents acquired through phone data is converted to get the
number of commuting residents, and is converted to get the number of travels by motor vehicles.
As the Baishazhou area is located in the outskirt of the city near the Third Ring road with no subway
lines, and the number of bus lines is far less than those in the inner city area, it is assumed that the
majority of travels are made by private cars. The number of residents acquired through phone data
is divided by the market share of the telecom operator and then the number of private car travels is
acquired at a conversion factor of 1 to 1. The second factor is the ratio of the number of Agents in the
simulation to the actual number of residents traveling by cars. In the statistics, we observed that there
~15,000 people traveling at the 9–10:00 period when the amount of travels is at the lowest in the study
area. Previous test modeling showed that, with increasing number of Agents, the speed of simulation
drops significant, while the precision of simulation results does not increase accordingly. Therefore, in
the present simulation, the number of Agents is reduced so as to improve the efficiency of simulation
and the traffic capacity of roads has been adjusted proportionally. The final resident-to-Agent ratio is
set at 1:10, that is, one Agent represents 10 residents.

The second parameter is the speed setting. Considering the hierarchy of roads in the study area,
such as urban expressways, artery roads, etc., the Agent’s speed on the roads is also differentiated.
In the study, two different speeds are set, i.e., the expressway speed, at 50 km/h and the artery
road speed, at 30 km/h. This parameter is achieved by specifying the field of road attribute in GIS,
corresponding to the speed parameters of 13.9 m/s and 8.3 m/s, respectively. The speed setting also
correlates the Agent’s travelling speed with the actual time unit, that is, each operation cycle (1 tick in
simulation) is equal to 1 second of real time.

The third parameter is the road congestion settings. As the present study is conducted on a
meso to macro scale area, roads are not categorized on a finer level, nor is the overlapping of vehicles
considered. Congestion is defined by the instantaneous density of Agents on the road as vehicle
density can directly demonstrate the congestion level on a road and road occupancy is often used as a
quantitative indicator in traffic analysis [47]. According to the methods used in previous literature [48],
the present study defines road occupancy at 0.5–1 as serious congestion, 0.3–0.5 as slight congestion,
and below 0.3 as no congestion.

3. Case Study

This Baishazhou area (Location: 30.42◦~30.53◦ N, 114.25◦~114.30◦ E) in Wuhan was selected as
the case study of commuting simulation based on the following considerations: first, Baishazhou is
a new area of Wuhan, which is mostly residential in function. Therefore, the study of the impact of
commuting on traffic condition in this area is of practical value. Second, since the area is still under
construction and development, follow-up observations are possible to identify the differences between
the simulation results of various planning programs and the traffic condition in reality. Thus, the
proposed optimization and improvement measures may be of great practicality. Finally, as there is a
city-level artery road in this area, i.e., the Baishazhou Avenue, the overall urban layout is distributed
along the road in a belt-like shape. With frequent and extensive interactions with the surrounding areas
and evident concentration of vehicle traffic, the area is deemed a valid case to evaluate the effectiveness
of the model.

3.1. Data Acquisition and Processing

After the processing of mobile phone data is completed, the most important step is to allocate the
residence and work places of residents at each hour to the space units. This is realized by overlapping
aerial photographs, vector electronic map, and existing roads onto previously generated space units.
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Working with a huge dataset like mobile phone data, the number of time division, and space unit
division by different hours of a day may lead to an exponential increase in total statistical size. Therefore,
except for the case study area, the division of urban space is minimized to reduce the total number of
spatial units. Finally, 34 space units were generated (see Figure 3). Based on these space units, statistics
were extracted for the four rush hours on each workday morning. Among these units, plots No. 1 to
No. 27 were taken as the core research objects, in which commuting data of residents were acquired.
Since the accurate travel routes in other plots cannot be obtained without a fine division, these plots
were selected only as destinations but not origins.

 
(a) 

 
(b) 

 
(c) 

Figure 3. Road network and division of urban spatial units. (a) The original blocks and road network;
(b) Simplified spatial units of land use and road network; (c) Names of key Roads and spatial units.
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Using Monday to Friday every week as the time periods in the present study, temporal features of
the residents’ commute were obtained. In regular commuting, residents’ travel from home to work
in the morning rush hours and then from work to home during the evening rush hours. In order to
reduce the amount of data in space unit division, the division of land for work is simplified. Therefore,
only the commuting of residents during the morning rush hours, i.e., the four hours from 6:00–10:00,
were considered in the present simulation. Using the base station data in the four hours of 6:00, 7:00,
8:00, and 9:00, the number of plots at 11:00, the number of travels at each hour and at each plot were
generated and further generated an OD matrix (Table 3). The number of residents’ travels in each
core space unit at different hours separately was acquired (Figure 4). The ranking of the numbers for
the four time slots was 7:00 > 8:00 > 6:00 > 9:00, which is consistent with our daily experience: since
most employers in China set working hours between 9:00 to 17:00, residents leave home for work
between 7:00 to 8:00 to reserve enough time for commuting even in face of the possible traffic jam
during morning rush hours. Therefore, this period is the most popular departure time for commuters.

Table 3. Sample statistics of travel volume at each hour and at each plot.

Departure
Lot No.

Destination
Lot No.

Departure at
6:00

Departure at
7:00

Departure at
8:00

Departure at
9:00

1 3 20 10 10 0
1 4 20 20 20 0
1 9 10 0 0 0
1 14 0 10 0 0

Figure 4. Comparison of residents’ travels at different hours in different spatial units.

3.2. Model Simulation and Result Verification

Figure 5 presents real-time screenshot images at several time nodes during the running of the
model. As the visual interface could not offer quantified traffic features, road intersections are numbered
and the number of Agents at each running cycle is obtained in order to detect the occurrence, time, and
level of traffic congestions. The numbering of road intersection is shown in Figure 6a.
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(a) 
 

(b) 

 
(c) (d) 

Figure 5. Real-time screenshots during model running and simulation. (a) Run time 30 s; (b) Run time
900 s; (c) Run time 1800 s; (d) Run time 3200 s.

 
(a) 

 
(b) 

Figure 6. Numbering and distribution of road intersections. (a) Numbering and distribution of existing
road intersections; (b) Numbering and distribution of planned road intersections.
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Finally, the number of vehicles at each intersection in the study area was calculated in various
periods each with a 90-s duration to obtain Figure 7. As shown by the changes in the number of agents
at all intersections during various time periods, although differences can be seen in terms of the total
number of commuter residents, the number of commuter residents on each plot, and the destinations
of residents, the overall line charts generated for the four hours of study demonstrate a consistent
pattern, representing similar features in the commuting of residents at each hour. Specifically, for road
intersections, the peak in the line chart represents the maximum number of traffic generated, and the
duration of time indicates the occurrence of congestion. Therefore, it can be seen that the most obvious
congestion occurs at Intersection 10, i.e., the intersection of Baishazhou Avenue and the Third Ring
Road. Other more congested intersections include No.6, No.9, and No.37.

 
Figure 7. Changes in the number of agents at intersections.

Furthermore, the causes of congestion at each intersection can be analyzed. Combining the
congestion process presentation at each intersection in the visual interface, and the number of residents
departing from each block in different time periods (Table 3). Traffic in the surrounding area along the
Baishazhou Avenue consists of two parts: commuting traffic from the area adjacent to Intersection 10
(the Qingling Interchange) to Plot 27 (the South Lake Area) and Plot 31 (the Optics Valley Area). While
traffic in Intersection 37 (the Meijiashan interchange) comes from commuting to Plot 31 and Plot 30 (the
Xudong Area). As a result, the commuting traffic flows have great impact on the road intersections near
the two interchanges. In addition, as cross-river traffic in the entire area is still mainly directed to Plot
34, tension in traffic is mostly concentrated along the cross-river bridge (the Baishazhou Bridge) route.

Chinese web map providers, such as Gaode, Baidu, etc., provide not only navigation information,
but also traffic forecasts based on their historical traffic data and projections of traffic conditions at
different periods of a day. In the present study, traffic forecasts for the case study, the Baishazhou
area, at the four time nodes, i.e., 7:00, 8:00, 9:00, and 10:00, are extracted from Gaode map as shown in
Figure 8. Since these traffic forecasts are generated based on historical data, they can be considered as
road traffic conditions with the highest probability of each road in the past years, and therefore, we
used them in the study to verify the results of the model simulation.
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Figure 8. Traffic forecasts for the four studied hours based on the big data from Gaode Map. (a) 7:00 traffic
conditions; (b) 8:00 traffic conditions; (c) 9:00 traffic conditions; (d) 10:00 traffic conditions.
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Since Gaode’s data is only accurate to the hour and cannot be matched with the temporal
granularity of traffic conditions in this simulation, comparisons can only be made on a similar time
precision. Traffic at the end of each hour of simulation was used for the comparison, which means the
simulation result for traffic starting at 6:00 was used for comparison with the traffic forecast at 7:00,
and so on. It can be seen from the traffic forecast for Gaode that it covers only the city artery roads
and above, but not the secondary roads or below, and the dark red, red, yellow, and green colors in
the diagram represent increasingly better traffic conditions, from serious congestion to smooth flow.
Therefore, it can be seen that the traffic condition is the worst at 8:00 when a dark red section appears
at the Qingling Interchange at the intersection of Baishazhou Avenue and Third Ring Road, and the
section is in yellow at the other three time nodes, indicating slight congestion. Another congestion
occurs in sections along the Baishazhou Avenue ahead of and behind the Meijishan Interchange, where
the heaviest traffic, in dark red color, also appears at the 8:00 time node while the sections are in yellow
color at the other three time nodes. The rest of the time point is yellow. Compared to the roads in
the model, intersections corresponding to the Qingling Interchange are Intersection 10, 12, and 16,
while those corresponding to the Meijiahan Interchange are Intersection 35 and 37. It can be seen that
most sections of congestion projected by Gaode are in accordance with the congested intersections as
simulated in the model. Based on the above analysis, the results of the present model’s simulation are
consistent with traffic forecasts of Gaode.

4. Discussion

Statistics in the OD matrix of residents’ travels at different hours show that, most of the spatial
units follow the pattern of minimum traffic at 9:00, but there are also a few plots, such as Plot 27,
that do not match the major pattern of travel numbers. Situated in the South Lake area and serving
mainly residential functions, Plot 27 is one of the most congested areas in Wuhan during rush hours.
A possible explanation is that the residents of the area choose to delay their departure time to 9:00 in
order to avoid the traffic congestion period from 7:00 to 8:00, or they are stalled in traffic for too long
and are considered as having not departed from the area in the statistics. This result, to some extent,
verifies the significance of OD statistics and simulation by each hour: when the travel patterns of each
space unit during the four hours change, traffic pressure at each intersection may also vary, and the
causes behind these changes demand further analysis with the support of simulations. This is also
why this study divides the unit time span of commuting travels into a one-hour basis.

In order to test the simulation results of the model for different schemes, and combined with the
analysis of the causes of congestion, the roads in the study area are optimized according to the Wuhan
master plan. As a measure of optimization, a waterfront north–south road along the Yangtze River and
the road to the South Lake area are planned (Figure 6b). The planned and optimized road network is
simulated in the model and compared with the original one. In this simulation, it is assumed that the
population in this area remains unchanged and so do the places of residence and work. Comparing
the simulation results of the two schemes (Figure 9), it can be seen that the optimized scheme is
evidently better than the scheme before optimization: first, traffic has been distributed to multiple
road intersections instead of being concentrated at an intersection before the optimization. Second,
duration of traffic congestion is significantly shortened, which means congestions can be alleviated
quickly even if they do occur.

According to Gaode’s Traffic Report on major cities in China, 81% of them suffer from congestions
during rush hours of residents’ commuting [49]. Therefore, studying residents’ commuting behavior
as a starting point to address the wider problem of urban traffic congestion bears practical significance,
not only for China but also for the world at large. The era of big data is coming. When it is less difficult
to acquire data, how to use them in urban research becomes an issue that calls for deliberation [40].
Previous studies prove that mobile phone call data can more accurately reflect the commuting features
of urban residents. However, most studies focus on the overall analysis of cities on a macro scale and
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the visual representations. Few studies are found on the micro scale dynamic analysis of residents’
commuting behaviors, or on how commuting relates urban traffic.

However, as the sole data source used in the present study to understand residents’ mobility,
CDR data still has limitations because it is a relatively sparse data in recording the travel trajectory
of residents. It is difficult to obtain the traffic mode (or speed) of residents’ travel through statistical
analysis. Thus, the specific correlations between commuter vehicles and mobile phone users are not
discussed in the present study. Therefore, in follow-up studies, additional data sources such as bus
card and traffic cameras at road intersections may facilitate the cross-examination of our research
results or the setting rules of residents’ commuting at a finer time-scale. Of course, these rely on the
availability of data, which remain difficult to collect compared with other sources at present.

(a)  

(b)  

Figure 9. Comparison of traffic conditions before and after the optimization of the road network.
(a) The traffic conditions of road intersections before optimization; (b) The traffic conditions of road
intersections after optimization.

5. Conclusions

In the present study, the Agent-based model is used to simulate traffic condition during commuting
hours in a local urban area. First, the commuting demand of residents calculated by mobile phone
data is used to simulate congestions on the existing urban road network. Then, data backtracking is
used to identify the causes of congestion and to analyze the simulation results. Finally, the results
of simulation are proven to be consistent with the actual traffic conditions. Although the data used
are simplified for the easiness of processing and modeling, the study is still believed to be a positive
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endeavor of combining big data and ABM in an urban study, and it offers a valuable approach to
studying residents’ commuting and urban traffic.

The approach used in the paper has several limitations that merit future consideration: first,
vehicles other than commuter cars, such as buses are not considered. Prospective studies are expected
to incorporate other available data sources and machine learning approaches to further specify modes
of commuter travels and incorporate buses as a major means of transportation. Second, in the present
model’s construction, lanes and traffic flow directions on the roads are not specified. In a congestion
setting, only the density of vehicles in a certain section is considered while the overlapping of vehicles
is neglected. This means that the model cannot sufficiently reflect traffic conditions in reality and also
leads to the fact that the simulation results cannot be analyzed on a finer scale for deduction of the
processes. Prospective studies are expected to further refine the road and traffic systems of the model.

Author Contributions: Conceptualization, Y.Y.; Methodology, L.L.; Validation, H.W. and L.L.; Formal Analysis,
H.J.; Data Curation, Z.P.; Writing—Original Draft Preparation, H.W.; Writing—Review & Editing, Y.Y.; Project
Administration, H.W.; Supervision, Z.P.; Funding Acquisition, H.W. and Q.N.

Funding: The research was funded by the China Postdoctoral Science Foundation (No. 2016M600609), the MOE
Layout Foundation of Humanities and Social Sciences (No. 19YJCZH187); the National Natural Science Fund for
Young Scholars (No. 51708425); the Natural Science Fund of China (No. 51778503); and the National Natural
Science Fund for Young Scholars (No. 51708426).

Acknowledgments: The authors acknowledge the contribution of all the anonymous reviewers that improved
the quality of the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Vickrey, W.S. Congestion Theory and Transport Investment. Am. Econ. Rev. 1969, 59, 251–260.
2. Zhou, J.; Murphy, E.; Long, Y. Commuting efficiency in the Beijing metropolitan area: An exploration

combining smartcard and travel survey data. J. Transp. Geogr. 2014, 41, 175–183. [CrossRef]
3. Scott, D.M.; Kanaroglou, P.S.; Anderson, W.P. Impacts of commuting efficiency on congestion and emissions:

Case of the Hamilton CMA, Canada. Transp. Res. Part D Transp. Environ. 1997, 2, 245–257. [CrossRef]
4. Friedman, M.S.; Powell, K.E.; Hutwagner, L.; Graham, L.M.; Teague, W.G. Impact of changes in transportation

and commuting behaviors during the 1996 Summer Olympic Games in Atlanta on air quality and childhood
asthma. Jama J. Am. Med. Assoc. 2001, 285, 897–905. [CrossRef] [PubMed]

5. Brueckner, J.K. Urban Sprawl: Diagnosis and Remedies. Int. Reg. Sci. Rev. 2000, 23, 160–171. [CrossRef]
6. Arnott, R.; De Palma, A.; Lindsey, R. A structural model of peak-period congestion—A traffic bottleneck

with elastic demand. Am. Econ. Rev. 1993, 83, 161–179.
7. Anas, A.; Xu, R. Congestion, land use, and job dispersion: A general equilibrium model. J. Urban Econ. 1999,

45, 451–473. [CrossRef]
8. Gonzales, E.J.; Daganzo, C.F. Morning commute with competing modes and distributed demand: User

equilibrium, system optimum, and pricing. Transp. Res. Part B Methodol. 2012, 46, 1519–1534. [CrossRef]
9. Chatman, D.G. Does TOD Need the T? On the Importance of Factors Other Than Rail Access. J. Am. Plan. Assoc.

2013, 79, 17–31. [CrossRef]
10. Salon, D. Neighborhoods, cars, and commuting in New York City: A discrete choice approach. Transp. Res.

Part A Policy Pract. 2009, 43, 180–196. [CrossRef]
11. Fosgerau, M.; Kim, J.; Ranjan, A. Vickrey meets Alonso: Commute scheduling and congestion in a monocentric

city. J. Urban Econ. 2018, 105, 40–53. [CrossRef]
12. Song, C.M.; Koren, T.; Wang, P.; Barabasi, A.L. Modelling the scaling properties of human mobility. Nat. Phys.

2010, 6, 818–823. [CrossRef]
13. Ratti, C.; Frenchman, D.; Pulselli, R.M.; Williams, S. Mobile Landscapes: Using Location Data from Cell

Phones for Urban Analysis. Environ. Plan. B Plan. Des. 2006, 33, 727–748. [CrossRef]
14. Wesolowski, A.; Eagle, N.; Tatem, A.J.; Smith, D.L.; Noor, A.M.; Snow, R.W.; Buckee, C.O. Quantifying the

Impact of Human Mobility on Malaria. Science 2012, 338, 267–270. [CrossRef] [PubMed]

118



ISPRS Int. J. Geo-Inf. 2019, 8, 313

15. Bengtsson, L.; Lu, X.; Thorson, A.; Garfield, R.; Von Schreeb, J. Improved Response to Disasters and Outbreaks
by Tracking Population Movements with Mobile Phone Network Data: A Post-Earthquake Geospatial Study
in Haiti. PLoS Med. 2011, 8, 8. [CrossRef] [PubMed]

16. Calabrese, F.; Colonna, M.; Lovisolo, P.; Parata, D.; Ratti, C. Real-Time Urban Monitoring Using Cell Phones:
A Case Study in Rome. Ieee Trans. Intell. Transp. Syst. 2011, 12, 141–151. [CrossRef]

17. Aasa, A. Application of mobile phone location data in mapping of commuting patterns and functional
regionalization: A pilot study of Estonia. J. Maps 2013, 9, 10–15.

18. Kung, K.S.; Greco, K.; Sobolevsky, S.; Ratti, C. Exploring Universal Patterns in Human Home-Work
Commuting from Mobile Phone Data. PLoS ONE 2014, 9, e96180. [CrossRef] [PubMed]

19. Tu, W.; Cao, J.; Yue, Y.; Shaw, S.L.; Zhou, M.; Wang, Z.; Chang, X.; Xu, Y.; Li, Q. Coupling mobile phone and
social media data: A new approach to understanding urban functions and diurnal patterns. Int. J. Geogr. Inf.
Sci. 2017, 31, 2331–2358. [CrossRef]

20. Yue, Y.; Zhuang, Y.; Yeh, A.G.; Xie, J.Y.; Ma, C.L.; Li, Q.Q. Measurements of POI-based mixed use and their
relationships with neighbourhood vibrancy. Int. J. Geogr. Inf. Syst. 2017, 31, 658–675. [CrossRef]

21. Doyle, J.; Hung, P.; Farrell, R.; McLoone, S. Population Mobility Dynamics Estimated from Mobile Telephony
Data. J. Urban Technol. 2014, 21, 109–132. [CrossRef]

22. Pei, T.; Sobolevsky, S.; Ratti, C.; Shaw, S.L.; Li, T.; Zhou, C. A new insight into land use classification based on
aggregated mobile phone data. Int. J. Geogr. Inf. Sci. 2014, 28, 1988–2007. [CrossRef]

23. Pei, T.; Sobolevsky, S.; Ratti, C.; Shaw, S.L.; Li, T.; Zhou, C. Development of origin-destination matrices using
mobile phone call data. Transp. Res. Part C Emerg. Technol. 2014, 40, 63–74.

24. Calabrese, G.F.; Lorenzo, D.; Liu, L.; Ratti, C. Estimating origin-destination flows using mobile phone location
data. IEEE Pervasive Comput. 2011, 10, 264–323. [CrossRef]

25. Alexander, L.; Jiang, S.; Murga, M.; González, M.C. Origin–destination trips by purpose and time of day
inferred from mobile phone data. Transp. Res. Part C Emerg. Technol. 2015, 58, 240–250. [CrossRef]

26. Yue, Y.; Lan, T.; Yeh, A.G.; Li, Q.Q. Zooming into individuals to understand the collective: A review of
trajectory-based travel behaviour studies. Travel Behav. Soc. 2014, 1, 69–78. [CrossRef]

27. Çolak, S.; Lima, A.; González, M.C. Understanding congested travel in urban areas. Nat. Commun. 2016, 7,
10793. [CrossRef]

28. Yao, Y.; Hong, Y.; Wu, D.; Zhang, Y.; Guan, Q. Estimating the effects of "community opening" policy on
alleviating traffic congestion in large Chinese cities by integrating ant colony optimization and complex
network analyses. Comput. Environ. Urban Syst. 2018, 70, 163–174. [CrossRef]

29. Nguyen, Q.T.; Bouju, A.; Estraillier, P. Multi-agent Architecture with Space-time Components for the
Simulation of Urban Transportation Systems. Procedia Soc. Behav. Sci. 2012, 54, 365–374. [CrossRef]

30. Doniec, A.; Mandiau, R.; Piechowiak, S.; Espié, S. A behavioral multi-agent model for road traffic simulation.
Eng. Appl. Artif. Intell. 2008, 21, 1443–1454. [CrossRef]

31. Ciari, F.; Balmer, M.; Axhausen, K.W. A new mode choice model for a multi-agent transport simulation.
In Proceedings of the 8th Swiss Transport Research Conference, Ascona, Switzerland, 6–8 October 2008.

32. Knapen, L.; Keren, D.; Cho, S.; Bellemans, T.; Janssens, D.; Wets, G. Analysis of the Co-routing Problem in
Agent-based Carpooling Simulation. In Ant 2012 And Mobiwis 2012; Shakshuki, E., Younas, M., Eds.; Elsevier
Science Bv: Amsterdam, The Netherlands, 2012; pp. 821–826.

33. Kaddoura, I.; Kickhöfer, B.; Neumann, A.; Tirachini, A. Optimal Public Transport Pricing: Towards an
Agent-based Marginal Social Cost Approach. J. Transp. Econ. Policy 2016, 49, 200–218.

34. Dimitrov, S.; Ceder, A.; Chowdhury, S.; Monot, M. Modeling the interaction between buses, passengers and
cars on a bus route using a multi-agent system. Transp. Plan. Technol. 2017, 40, 592–610. [CrossRef]

35. Liu, J.; Kockelman, K.M.; Boesch, P.M.; Ciari, F. Tracking a system of shared autonomous vehicles across the
Austin, Texas network using agent-based simulation. Transportation 2017, 44, 1261–1278. [CrossRef]

36. Lu, M.; Hsu, S.C. Spatial Agent-based model for environmental assessment of passenger transportation.
J. Urban Plan. Dev. 2017, 143, 04017016. [CrossRef]

37. Bellemans, T.; Bothe, S.; Cho, S.; Giannotti, F.; Janssens, D.; Knapen, L.; Körner, C.; May, M.; Nanni, M.;
Pedreschi, D.; et al. An Agent-Based Model to Evaluate Carpooling at Large Manufacturing Plants. In Ant
2012 And Mobiwis 2012; Shakshuki, E., Younas, M., Eds.; Elsevier Science Bv: Amsterdam, The Netherlands,
2012; pp. 1221–1227.

119



ISPRS Int. J. Geo-Inf. 2019, 8, 313

38. Calabrese, F.; Ferrari, L.; Blondel, V.D. Urban Sensing Using Mobile Phone Network Data: A Survey of
Research. Acm Comput. Surv. 2014, 47, 25. [CrossRef]

39. Batty, M.; Axhausen, K.W.; Giannotti, F.; Pozdnoukhov, A.; Bazzani, A.; Wachowicz, M.; Ouzounis, G.;
Portugali, Y. Smart cities of the future. Eur. Phys. J. Spec. Top. 2012, 214, 481–518. [CrossRef]

40. Wu, H.; Liu, L.; Yu, Y.; Peng, Z. Evaluation and Planning of Urban Green Space Distribution Based on Mobile
Phone Data and Two-Step Floating Catchment Area Method. Sustainability 2018, 10, 214. [CrossRef]

41. Song, C.; Qu, Z.; Blumm, N.; Barabási, A.L. Limits of Predictability in Human Mobility. Science 2010, 327,
1018–1021. [CrossRef]

42. Yang, C.; Zhang, Y.; Ukkusuri, S.V.; Zhu, R. Mobility Pattern Identification Based on Mobile Phone Data. In
Transportation Analytics in the Era of Big Data; Ukkusuri, S.V., Yang, C., Eds.; Springer International Publishing:
Basel, Switzerland, 2012; pp. 217–232.

43. Levy, S.; Martens, K.; Van Der Heijden, R. Agent-based models and self-organisation: : Addressing common
criticisms and the role of agent-based modelling in urban planning. Town Plan. Rev. 2016, 87, 321–338.
[CrossRef]

44. Malleson, N. Extending RepastCity. 2012. Available online: https://code.google.com/p/repastcity/wiki/
ExtendingRepastCity3 (accessed on 23 July 2019).

45. Malleson, N. RepastCity-Model Structure. 2012. Available online: https://code.google.com/p/repastcity/wiki/
RC3ModelStructure (accessed on 23 July 2019).

46. Malleson, N. RepastCity-A Demo Virtual City. 2012. Available online: https://code.google.com/p/repastcity/
wiki/RepastCity3 (accessed on 23 July 2019).

47. Kopf, J.; Ishimaru, J.M.; Nee, J.; Hallenbeck, M.E. Central Puget Sound Freeway Network Usage and
Performance, 2003 Update. Highway Traffic Control. 2005. Available online: http://www.highwaytraffic.
com.au/#!/ (accessed on 23 July 2019).

48. Widyantoro, D.H.; Munajat, M.E. Fuzzy traffic congestion model based on speed and density of vehicle.
In Proceedings of the 2014 International Conference of Advanced Informatics: Concept, Theory and
Application, Bandung, Indonesia, 20–21 August 2014.

49. Gaode Map. Traffic Report on Major Cities in China 2017. 2018. Available online: http://cn-hangzhou.oss-
pub.aliyun-inc.com/download-report/download/yearly_report/2017/ (accessed on 23 July 2019).

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

120



 International Journal of

Geo-Information

Article

Heuristic Bike Optimization Algorithm to Improve
Usage Efficiency of the Station-Free Bike Sharing
System in Shenzhen, China

Zhihui Gu 1,2, Yong Zhu 1, Yan Zhang 1,*, Wanyu Zhou 1 and Yu Chen 1

1 College of Architecture and Urban Planning, Shenzhen University, Shenzhen 518060, China;
gzh@szu.edu.cn (Z.G.); 2172322425@email.szu.edu.cn (Y.Z.); 2161140409@email.szu.edu.cn (W.Z.);
szuchenyu@szu.edu.cn (Y.C.)

2 Shenzhen Key Laboratory for Optimizing Design of Built Environment, Shenzhen 518060, China
* Correspondence: zhyan@szu.edu.cn; Tel.: +86-755-26732869

Received: 8 April 2019; Accepted: 17 May 2019; Published: 21 May 2019

Abstract: Station-free bike sharing systems (BSSs) are a new type of public bike system that has been
widely deployed in China since 2017. However, rapid growth has vastly outpaced the immediate
demand and overwhelmed many cities around the world. This paper proposes a heuristic bike
optimization algorithm (HBOA) to determine the optimal supply and distribution of bikes considering
the effect of bicycle cycling. In this approach, the different bike trips with separate bikes can be
connected in space and time and converted into a continuous trip chain for a single bike. To improve
this cycling efficiency, it is important to properly design the bicycle distribution. Taking Shenzhen
as an example, we implement the algorithm with OD matrix data from Mobike and Ofo, the two
large bike sharing companies which account for 80% of the shared bike market in Shenzhen, over two
days. The HBOA results are as follows. 1) Only one-fifth of the bike supply is needed to meet the
current usage demand if the bikes are used efficiently, which means a large number of shared bikes in
Shenzhen remain in an idle state for long periods. 2) Although the cycling demand is high in many
areas, it does not mean that large numbers of bikes are needed because the continuous inflow caused
by the cycling effect of bikes will meet most of the demand by itself. 3) The areas with the highest
demands for optimal bikes are residential, followed by industrial, public transportation, official and
commercial areas, on both working and non-working days. This algorithm can be an objective basis
for city related departments to manage station-free BSSs and be applied to design the layout of bikes
in small-scale spatial units to help station-free BSSs operate efficiently and minimize the need to
relocate the bikes without reducing the level of user satisfaction.

Keywords: station-free BSS; HBOA; oversupply; use efficiency

1. Introduction

The station-free bike sharing system (BSS), also known as the free-floating or fourth generation
BSS, is a new type of public bike system that has been widely deployed in China since 2017 and
expanded to other countries. In this system, bikes can be selected using private apps and parked in the
appropriate places. Comparing the traditional station-based BBS, the station-free BSS can expand the
bike sharing service with lower cost as the high initial capital investment required for the docking
stations is not needed. Due to the freedom and convenience the BSS provides, it has attracted a large
number of consumers requiring “last mile” transportation.

However, rapid growth has vastly outpaced the immediate demand and overwhelmed Chinese
cities, where infrastructures and regulations were not prepared to handle a sudden flood of millions of
shared bikes [1]. In many cities, adequate parking facilities for bikes are not available, city officials lack
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the regulation experience for this mode of transportation, and normal social behaviors have not been
established [2]. It is very common to have more than one operating company for the station-free BSS in
a city. From an operational perspective, the most important goal is to occupy the market, which is why
many companies would prefer to provide more bikes and exceed the demand [3]. On the other hand,
large bike fleets are associated with a waste of resources because many bikes would remain idle for
long periods, making the system inefficient.

In response to these problems, more and more Chinese cities such as Shanghai, Hangzhou,
Guangzhou, Shenzhen, have banned the addition of further shared bikes [4]. A series of strict
regulations for bike share providers are being implemented in China and European countries, including
orderly parking, quality and timely maintenance of the bikes, license system for operators and fleet
size control [5,6]. However, a fundamental unsolved problem is determining how many station-free
bikes are sufficient to effectively meet the needs of users?

The Bike Sharing Planning Guide provides guidelines for the fleet size of a station-based BSS,
which are 10–16 stations per km2, 10–30 bicycles for every 1000 residents within coverage area, and
202.5 docking spaces for every bicycle [7]. However, they are for the station-based BSS, not the station
free BBS. Moreover, these quantities are rough indications and mainly depend on the characteristics of
city built-environment, such as land use, population density, and road conditions.

To determine the optimal fleet size and distribution of station-free BBS, this paper proposes a
heuristic bike optimization algorithm (HBOA) considering the efficiency of bike cycling. It can be an
objective basis for city related departments to issue the total control policy and be applied to design
the layout of bikes in small-scale spatial units to improve the system’s efficiency.

2. Literature Review

In past decades, many studies have focused on three main issues related to public bike systems
with docking stations: the spatial structure of a city [8–11], the inflow and outflow of vehicles at
each station [12–14], and the rebalancing of the vehicles among stations [15–18]. In a station-based
BSS, the supply of the vehicles must be compatible with the scale of the fixed stations. Once the
construction of the stations is complete, the system is difficult to change. Therefore, extensive research
on station-based BSSs has focused on the locations and capacities of stations to optimize the efficiency
of these systems [19–22].

Station-free BSSs completely differ from station-based BSSs. The characteristics of a station-free
BSS allow the system scale to be enlarged by providing many vehicles without station capacity
constraints. Because vehicle parking is scattered and the spatial distribution is changing all the time,
the demand for rebalancing might increase in some cases, and predictions of potential imbalances are
relatively complex. There are no predetermined stations in these systems, so scheduling schemes are
often unclear, even if the real-time parking distribution is known. Furthermore, sometimes relocation
occurs based on spur-of-the-moment changes without following a specific strategy [23].

Most research on relocation in station-free BSSs has extended the ideas and methods applied to
stationed-based BSSs, and studies have focused on the effects of urban features [24,25], spatiotemporal
patterns of biking behavior [26,27], and relocation or rebalancing of shared bikes [28–31]. For example,
by setting virtual traffic zones, each traffic area is treated as a bike sharing station, and the first
distribution and relocation scheme of the BSS are designed according to the demand model combined
with the vehicle outflows and inflows in the traffic zone. Some studies have proposed algorithms
to achieve efficient relocation strategies for stationed-based BSSs from both static and dynamic
perspectives [32,33]. Other studies used OD matrix data from bike sharing companies to analyze and
simulate bike sharing travel patterns [34]. In another study, the demand was forecasted with deep
learning methods to predict the gap between the inflow and outflow of sharing bike trips at a TAZ [35].
These studies based on virtual stations have helped simplify the analysis process, but they fail to take
full advantage of the unique use characteristics of free-floating BSSs to a large extent. First, due to
the randomness of parking with no docking stations, it is difficult to set a fixed TAZ for relocation.
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In the division of virtual traffic zones, zones that are too large may not reflect the reality of operation,
and zones that are too small will make relocation complicated. Second, a very important difference
between a stationed-based BSS and station-free BSS is that the chain of travel can more easily occur at a
smaller scale because of the spontaneous usage in the station-free BSS.

Due to the large number and usage frequency of shared bikes, the randomness of shared bikes
movement and spacing is high. From the perspective of complex systems, the behaviors of users can
be regarded as a self-organizing process. On the one hand, the hidden reasons behind user behaviors
are worth studying compared to the inherent system randomness. On the other hand, it is important
to identify which factors in the complex system are critical to the self-organizing process. For example,
Chen et al. simulated the interactions between supply and demand based on agent-based modeling
and suggested that the key aspects of the sustainable development of the bicycle-sharing market are
twofold: the reliability of the supply must be improved, and the uncertainty in the demand must
be reduced. Standardizing the distribution of shared bikes and fixing their locations could solve the
disorder issue associated with excessive supply [36]. Vazifeh et al. proposed a solution to address the
minimum fleet-size problem at the urban scale for the general case of taxi trips based on the demand
mobility [37]. This study combined applied mathematics and graph algorithms from computer science
field and transformed the minimum fleet problem into a minimum path coverage problem based on
the directed graphs, which led to breakthroughs in operational efficiency. If the chain of travel is
considered, it is possible to optimize and simplify the relocation of bikes and improve the efficiency of
the station-free BSS. However, unlike taxis, the principle of shared bikes is that individuals can use bikes
“as-needed” by finding the surrounding bikes instead of dispatching vehicles on demand. Taxi drivers
can actively choose the optimal route, but a shared bike must be selected by a user according to the
location and parking time and is controlled by the user.

Therefore, based on the construction of a shared bike trip chain with actual riding data for a
certain period of time, this paper develops a heuristic algorithm to determine the optimal demand for
public bikes with little operation intervention required. This method is then applied for multi-company
cycling data analysis in the megacity of Shenzhen, China. The results indicate that the algorithm can
reveal the mobility patterns of shared bikes and provide useful information for shared bikes to improve
the use efficiency at the city scale.

3. Methodology

Similar to the solution for the minimum fleet-size problem, the purpose of this study is to improve
the operational efficiency of a shared bike system by constructing a shared bike trip chain. In areas
with high cycling requirements, it is not always necessary to supply more bikes. If the number of
cycling-in bikes is always greater than the number of cycling-out bikes, then it means that the demand
does not exceed the supply. The more bikes there are in a system, the greater the inefficiency of the
shared bikes. As shown in Figure 1, there are six consecutive cycling trips among the three sites. In the
ideal scenario, one bike at site A is sufficient for all trips. However, in the oversupply scenario, for
example, two bikes are required at each site, and the six trips may be completed by up to six different
bikes. However, no matter how many different bikes are being used, the bike stock at site A is always
greater than 1, and the numbers of bikes at sites B and C are always greater than 2. When the volume of
shared bikes is greater than the cycling requirement, bikes will remain unused, and road space will be
wasted. Within a certain time interval and space range, the number of bikes in stock is always greater
than zero, regardless of the possibility of damage to the bikes; therefore, the supply is greater than the
demand, and there are no more bikes potentially needed. The key to improving the self-organization
process of cycling is to fix the initial positions of the shared bikes at the optimal positions.
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Figure 1. Bike movement and stocks in different scenarios: (1) only one bike at site A and (2) two bikes
at each site.

Fixed boundaries are not suitable for shared bikes because of the random nature of user behavior
and the unrestricted parking of station-free bikes. Therefore, we propose a heuristic bike optimization
algorithm (HBOA). The core concept of the HBOA is to use the fewest number of bikes to meet all
cycling requirements. The principle of using shared bikes is “first come, first served”. If the ending
position of one trip is close to the starting position of another trip, the ending time of the last trip and
the starting time of the next trip can be continuous in time; thus, in theory, the same bike can be used
for both trips.

To obtain a more reasonable number of optimized bikes, we set the minimum time interval for
cycling requirements between the ending time of the last trip and the starting time of next trip to
10 min, and the maximum Euclidean distance between the ending position of the last trip and the
starting position of the next trip is 100 m. That is, after completing the last trip, the optimized bike
would service the closest trip at that time within 100 m of the ending position. Finally, the number of
optimized bikes could be considered the ideal delivery scale of shared bikes in meeting all cycling
requirements. The initial positions of these bikes can also be considered an optimal configuration for
delivering or dispatching the shared bikes.

The calculation process of the HBOA is shown in Figure 2. We set all the data from valid cycling
trips as data set C, including O, D, Ts, and Te information. O is the original position of trip Ci, D is the
destination position of trip Ci, Ts is the starting time of trip Ci, and Te is the ending time of trip Ci.
First, one of the earliest cycling trips is selected randomly and recorded as the first trip for optimized
bike Bj,m(O, D, Ts, Te), where (j = 1, m = 1). Then, the trips within 100 m of Bj,m(D) are searched, and
the closest trip at given starting time is identified as the next trip Bj, m + 1. This process continues
until it is impossible to identify another trip for this optimized bike. The search for the earliest cycling
trips in the unmarked cycling data set continues. The first trip for a new optimized bike is identified
as Bj,m(O, D, Ts, Te), where (j = j + 1, m = 1). All subsequent trips are also analyzed. The process
of searching is repeated until each trip is marked as one trip for an optimized bike. Obviously, the
result of this algorithm is not unique. However, considering the size of the data set and the aim of the
HOBA, the result does not need to be the best solution to improve the usage efficiency of shared bikes.
The time-space distribution characteristics of these optimized bikes can be used as a configuration
reference for initial bike delivery.
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Figure 2. The calculation process of the HBOA.

4. Study Area and Data Preprocessing

Shenzhen, the youngest megacity in China, was founded only 40 years ago. By the end of 2017,
the city had 12.52 million people in an area of 1997.27 km2 [38]. According to a report, there were
approximately 10 shared bike companies in Shenzhen with approximately 890 thousand shared bikes
in the market in August 2017. In September, a new shared bike policy was released by the Shenzhen
government that suspended the launch of new shared bike systems in the city [39].

Through the API ports of shared bike apps, the positions of all vacant bikes are given in real
time. Therefore, we scanned the positions of vacant bikes for two companies, Ofo and Mobike, which
account for more than 80% of the shared bike market. Limited by the app client, we only obtained 2
days of scanning data from 6–7 May 2018. These dates fall on a Sunday and Monday, representing
non-working and working days. The weather conditions were similar on these two days, with sporadic
light rain. We found approximately 306 thousand different Mobike bikes and 434 thousand Ofo bikes
by scanning the entire city, accounting for over 80% of the total number of shared bikes.

Because it took approximately ten minutes to scan the entire city, the time interval of scanning
was ten minutes. By comparing the positions of the vacant bikes at different times, it can be
determined whether a bike moved, and the origin-destination positions and trip times can be obtained.
Correspondingly, we can obtain the Euclidean distance and speed of these trips. However, there may be
two types of data errors. The first type of error is equipment error. According to an actual test, the error
of the GPS for a vacant bike returned to the same position can reach approximately 100 m. The second
type of error is inference error. For example, some shared bike companies use motor vehicles to
manually dispatch bikes, and the speed of cycling trips is too fast in these cases. Additionally, it is
also possible that some bikes are missed during the scanning process, resulting in a long trip time.
Therefore, data cleaning was performed for the original data. First, trips with Euclidean distances less
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than 200 m were considered invalid, or walking was considered a more reasonable alternative. Second,
trips with an average speed greater than 25 km/h may involve the manual dispatching of bikes by
motor vehicles instead of normal cycling. Other trips with low speeds are indistinguishable and were
retained for use in the HBOA. After cleaning, only 640 thousand available movements remained, and
the average usage time of each bike was less than one. Nearly 340 thousand shared bikes did not move
in two days.

In addition, two types of databases were used in this paper, as shown in Figure 3. One database
includes the transportation routes in Shenzhen 2018, as well as the metro stations and bus stations.
The other database includes building information from 2015, such as outline and usage information
for residential buildings, urban village buildings, industrial buildings, commercial buildings, official
buildings, and others. Among these buildings, urban village buildings are a special type of low-cost
residential building in Shenzhen. These data will help us further analyze the temporal and spatial
distribution characteristics of optimized bike use. Urban area in Shenzhen has gradually transformed
from a belt shape within the original Special Economic Zone (including Luohu, Futian, Nanshan and
Yantian districts) into an outward radial shaped city in the past three decades, which, to some extent,
deviates a multi-center development pattern [40]. Six central areas are selected to compare with the
spatial distribution of shared bikes. Three of them are public service centers, including Baoan center
area, Futian center area and Luohu center area. Two commercial centers are Nanshan center area and
Huaqiang center area. One is an official employment center, High-tech center area in Nanshan district.

Figure 3. The transportation and building information in Shenzhen.

5. Results and Discussion

5.1. Optimized and Actual Bike Availability

The HBAO indicated that only 137,216 bikes were needed to complete all valid trips on 6 May
2018, and 154,625 bikes were needed on 7 May 2018. The average usage number of an optimized bike
on each day was 4.6 and 4.2. Overall, less than 1/5 of all shared bikes were used.

As shown in Figure 4, there are bikes in almost every land unit (200 m * 200 m) in Shenzhen
built environment. However, over 99% of these units, the actual number of bikes is higher than the
number of optimized bikes, which indicates that the supply is higher than the demand. In particular,
the number of bikes in the central area exceeds the number of optimized bikes by more than 100.
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Figure 4. Difference between the actual number of available bikes and the number of optimized bikes
in two days.

We took all the exits of the Houhai metro station as an example, Houhai metro station is located
the central area of Nanshan district of Shenzhen, which is surrounded by commercial and residential
buildings, and close to some popular public spaces, such as Shenzhen Bay Stadium, Shenzhen Bay Park
and Shenzhen Talent Park. We counted the shared bikes within 100 m of the metro station exits which
cycling in or out every 10 min on 6 May 2018. There were 883 cycling-in and 997 cycling-out bikes.
The initial number of shared bikes around this station was 735 at 0:00 a.m., and there were always more
than 500 bikes available in 24 h. As shown in Figure 5, this station had a serious oversupply issue.

 

Figure 5. Cycling-in and cycling-out bikes and stock changes around the Houhai metro station every
10 min.

The result of the HOBA showed that only 219 optimized bikes are needed around Houhai station
exits. The idling of a large number of bikes is a waste of resources and road space. High cycling
requirements do not necessarily correspond to the need for more bikes, especially in areas where the
cycling requirements re self-balanced by user activities. Shared bicycle companies tend to delivery
more bikes in high cycling requirement area to occupy the market. However, for areas with a higher
frequency of use, if the cycling in and out could reach equilibrium, more delivery means less efficiency.
It is more worthwhile to see where the bikes heading to these areas come from. As mentioned earlier,
the key to improving the self-organization process of cycling is to fix the initial positions of the shared
bikes at the optimal positions. Therefore, we would compare the high requirements space of cycling
and the spatial distribution of optimized bikes’ initial positions in the next section.

5.2. Spatial Requirements of Cycling and Spatial Distribution of Optimized Bikes’ Initial Positions

We used the kernel density estimation to compare the requirement space and the ideal supply
space of shared bikes. We defined the origin positions distribution of all valid trips as the requirement
space of cycling, and the initial positions distribution of all optimized bikes as the ideal space of supply
demand. As shown in Figure 6, we find that the requirement spaces are similar on working days
and non-working days, and the correlation coefficient was 0.942 (p < 0.001). The supplying demand
spaces optimized bikes on working days and non-working days has a high correlation coefficient too
(0.862, p < 0.001). We picked the areas with expected values of greater than 25 uses per hectare as
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high requirement areas and those with expected values of greater than 5 bikes per hectare as the high
supply areas for optimized bikes. It can be seen that these areas are consistent or adjacent to the central
areas of each district in Shenzhen.

Figure 6. Spatial requirements of cycling and the spatial distribution of optimized bikes.

Overlay analysis is applied for these spaces, including overlays of the transportation and building
data (Figure 7). The overlay results suggest that: (1) the area with high requirement for cycling is
more consistent with the central areas of the city. Except for the central area of Luohu, other high
requirement areas basically contain the central areas; (2) most of areas with high requirement for
cycling are not necessarily consistent with high supply-demand space, but adjacent, such as Baoan
and Futian central areas; (3) There are also some very stable areas with high demand and supply
both in working or non-working days, especially in Nanshan district. It is easy to understand that
the central areas often bring a lot of cycling requirements because of its high vitality. And due to its
non-residential properties and attractive features to the surrounding area, a large number of cycling in
bikes could meet the cycling requirements without the need of a large supply of shared bikes. One of
the distinguishing features of the Nanshan District, which is different from other central areas, is that
the number of metro stations and lines through it are less than those of other districts. But it is still
difficult to explain why some areas have higher stability of supply demand than others. And these
areas should be our most noteworthy space, because the initial bikes in these areas would result in
higher efficiency. In the next section, we will focus on the initial position of each optimized bike and its
surrounding traffic and the built environment.
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Figure 7. Built environments in six central areas with high requirement or supply spaces for shared bikes.

5.3. The Temporal and Spatial Characteristics of the Initial Position of Each Optimized Bike

In this section, the temporal and spatial characteristics of the initial positions of all optimized
bikes are discussed. There are two main reasons for assigning an optimized bike: the departure time
of cycling out is relatively early, or the numbers of cycling in bikes couldn’t meet the demand for
cycling out. Therefore, finding the initial departure time and its surrounding built environment of
these optimized bikes could help us better understand their supply needs. In order to easy statistics,
we set a simple proximity priority for optimized bikes. First of all, the optimized bikes closest to the
public transport facility are considered as demand of transfer. Among the remaining optimized bikes,
public transportation is preferred too. Metro connections are assumed for those bikes within 100 m of
all metro station exits. Bus connections are assumed for those within 50 m of all bus stations. Finally,
the closest building to each remaining unused bike is assumed to be related to the use of that bike.

As shown in Table 1, about 45% of optimized bikes are closest to residential buildings and urban
village buildings. This is because most of the first trip in one day starts from the residence. What’s
interesting is that the area nearby industrial buildings also a significant need for optimized bikes.
Although the metro stations have higher cycling requirements as mentioned by other literature [41],
only 5% of optimized bikes is needed within 100 m of all metro stations. The previous analysis in
Section 5.1 also proved it.
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Table 1. The number and percentage of optimized bikes nearby public transportation facilities and
different buildings.

Near Type
05/06 05/07

Optimized Bikes Percentage Optimized Bikes Percentage

Near metro stations (<100 m) 6902 5.13% 7478 4.91%

Near bus stations (<50 m) 10,693 7.95% 12,664 8.32%

Closest to residential building 34,519 25.65% 33,266 21.86%

Closest to urban village building 29,293 21.77% 35,141 23.09%

Closest to industrial building 24,660 18.32% 25,575 16.80%

Closest to official building 8893 6.61% 11,589 7.61%

Closest to commercial building 7784 5.78% 9894 6.50%

Closest to other building 11,838 8.80% 16,590 10.90%

Total 134,582 100% 152,197 100%

Combining the nearby spatial characteristics and temporal characteristics of the first trip for all
optimized bikes, we obtained Figure 8. In addition to the early peak at 7–9 a.m., there is also a small
peak during the night from 0:00 to 1:00 a.m. This peak is partially because the algorithm searches
for the earliest trip starting at 0:00 a.m., another reason may be the public transportation stoppage
and high taxi prices during the nighttime. Another finding is that industrial buildings, like living
buildings, have the same night peaks and early peak demand both on working and non-working day.
One possible explanation is that these factories implement a three-shift switching working system
which resulted in higher demand for optimized bikes at midnight and early peak time. In general, the
distribution of optimized bikes is mainly in areas where the first trip of cycling out earlier or the number
of cycling in bikes is less than the demand for cycling out. Correspondingly, major destinations for
cycling in, such as commercial buildings and official buildings have less demand for optimized bikes.

Figure 8. The nearby spatial and temporal characteristics of the first trip for all optimized bikes.

Furthermore, we compare the spatial distributions of optimized bikes in various nearby areas to
identify the specific characteristics of the spatial demand for optimized bikes.

As shown in Figure 9, on working and non-working days, the spatial distribution of optimized bikes
near public transportation facilities displays some spatial characteristics. The metro stations around
the central areas have relatively high optimized bike demands on both working and non-working days,
especially in Nanshan district. Our study found that 53.3% of the employed population in Nanshan
high-tech area lives within 5 km. However, the layout of metro lines in Nanshan district is seriously
mismatched with the commuter corridor [42]. The bus line has similar problems, mainly along the
east-west strip, while the commuter corridor in Nanshan district is north-south. The high demand for
optimized bikes at these public transportation facilities shows that the direct accessibility of public
transportation is poor and require more transfer in the last mile.
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Figure 9. The spatial distribution of optimized bikes near public transportation facilities.

Similar to the previous analysis, we compared the spatial distribution of optimized bikes in
adjacent buildings to find these relatively stable areas with high demand for shared bikes. As shown
in Figure 10a), urban village buildings next to the central areas have a significantly high demand for
optimized bikes. There is no such obvious spatial characteristic in residential buildings (Figure 10b),
except for the buildings in Nanshan District. Among the industrial buildings, Bantian industrial zone in
Longhua District is very special area which is an industrial production base for electronic information,
biotechnology and new materials in Shenzhen (Figure 10c). Whether the three-shift working system
generally occurs here needs further investigation. For official and commercial buildings, there are also
some such particularly stable areas with relatively high demand for optimized bikes both on weekdays
and non-working days (Figure 10d,e).
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Figure 10. Spatial distribution of optimized bikes near different buildings.
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Due to data limitations, we only analyzed the spatial distribution of optimized bikes on two days
and found that the results exhibited high consistency on both working and non-working days. If the
proposed algorithm was applied to a long-term data, more spatial characteristics may be identified to
help us understand the complementary relationship between public transportation and shared bikes
or direct shared bikes for more scientific and effective delivery.

6. Conclusions

The boom of station-free BSSs has increased customer convenience but also caused inefficiency
due to the excessive supply of bikes. It presents regulation challenges for city officials. What is the
optimal fleet size of the station-free BSS which can fully meet the needs of users and make bicycles
be used efficiency as well? How should these bikes be spatially distributed on this supply scale?
This paper, which is based on actual travel data from the station-free BSS in Shenzhen, proposes an
algorithm to construct a travel chain and determine the optimal bike demands in different spatial units.

Our results show that in Shenzhen city, only one-fifth of shared bikes is needed to meet the current
usage demand if the bikes are used efficiency. With a population of 12.52 million in Shenzhen in 2017,
the average number of bikes per 1000 people is 13 vehicles, which is in the range of 10–30 vehicles/1000
people recommended by the Bike Sharing Planning Guide. Correspondingly, our optimized results
increase the average usage number of each bikes from below 1 to above 4, which greatly improved the
efficiency of shared bikes.

Our results also identify some areas with the high spatial requirements of cycling and the ideal
spatial distribution of optimized bikes’ initial positions. If the initial distribution is established
according to this demand, the trips that occur throughout the day can be completed with as few bikes
as possible without reducing the level of user satisfaction. Obviously, the spatial distribution of bikes
will change dramatically at the end of the day. In response to this situation, the operator can relocate
the bikes to the initial distribution using a static strategy at night. Thus, this approach establishes both
a benchmark for the layout of station-free bikes and a target strategy for relocation.

The proposed HBOA is simple in principle, and the calculations are convenient to perform.
Although the calculation results may not be optimal at all times, this information can be used to
significantly improve the use efficiency of shared bikes. Thus, the results could be used by companies
to meet the maximum coverage demand with the smallest number of bikes and as a tool for urban
planners to scientifically manage the station-free BSS. From the perspective of the city as a whole, the
total supply of shared bicycles should be kept at an optimal level to improve the overall operational
efficiency of the urban traffic system. In this sense, it is necessary to break the barriers between different
operators of the overall station-free BSS and enable users to rent and return bikes among different
station-free BSSs. The two-day analysis results reflected the stability of bike use patterns and some
specific differences between working and non-working days. If long-term data from more companies
could be analyzed, the results would be more reliable and further improve the system efficiency by
minimizing the size of the shared bike with the HBOA. In this case, additional physical infrastructure
is not needed, but the current infrastructure could be more intelligently managed.
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Abstract: This paper presents the development of a parking occupancy simulator to support a smart
parking system. The simulator uses an agent-based approach to model drivers who follow activity
plans and who may or may not use the smart parking system. We illustrate how the process of
developing our simulator helped in the design and implementation of the smart parking system
components. The paper also shows how the simulator was used to study the possible usage of
the smart parking system in a university campus, foreseeing (1) support for the smart parking
system’s overall suitability, (2) reservation guarantee violation problems, and (3) the value of using
total traveled distance as a metric for the smart parking evaluation. The experience presented in
this paper may prove valuable to teams planning the development of a smart parking system for
similar contexts.

Keywords: on-street parking simulators; smart parking systems; agent-based modeling

1. Introduction

Agent-based simulations have proven valuable for studying traffic and mobility phenomena,
including parking search and availability, without disrupting the actual traffic in a city. Many cities
assign great importance to solutions to parking-related problems [1]. Those solutions include smart
parking systems (SPS) which, mainly found as Parking Guidance and Information (PGI) systems,
determine the parking occupancy and provide suggestions about parking availability [2]. SPS have
been shown to have positive effects on driver parking success and on traffic flow [3]. SPS development
has also significantly benefited from behavior models for parking search that help in analyzing the
underlying phenomenon [4], and in testing of design and implementation choices [5,6]. Drivers are
commonly represented as agents, using Agent-Based Modeling (ABM) [7,8], located in an urban
environment. The environment can be represented using data from Geographic Information Systems
(GIS), which provide a digital representation of the urban environment [9] and are already in place in
many city governments.

When off-the-shelf simulation software is used to build a parking simulation linked to an SPS,
the software often can impose data format and scripting restrictions that create conflicts with the
SPS design and implementation. These conflicts prevent or complicate the SPS and simulator from
sharing GIS data and algorithm implementation [5,9], affecting resource sharing and thus reutilization.
Building or adapting a parking simulator so that it can share data and software components with its
related SPS can benefit an SPS project beyond what is explored in previous parking simulations studies.
Such benefits are important considering the increasing availability of city geospatial data [10] and
the increase in government interest in parking optimization [11]. For example, an SPS development
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project for a city may benefit from (1) the incorporation of available geospatial services into the SPS
development, and (2) the early evaluation of the SPS design and feasibility by means of a parking
occupancy simulation.

This paper describes our experiences in building an agent-based parking occupancy simulator.
The simulator had two major goals: (1) testing suitability of an SPS in the context of a university
campus and (2) reuse of its development efforts (and code) during the SPS development. The SPS
targeted by our simulator checks the occupancy of on-street parking spots using sensors, and handles
logical spot reservation upon request. The simulator allows the exploration of parking occupancy
patterns created by agents that either use or decline to use the SPS. Agents represent drivers of the
most typical profiles of people who drive to and within the campus.

As a case study, experimentation was performed using the simulator to explore situations with
different levels of parking demand and SPS usage. The results provide insights into a metric for SPS
suitability evaluation from a driver’s point of view. Also, the experiments allowed exploration of the
reservation guarantee problem (someone stealing your assigned spot while you are en route to it),
which arises due to the lack of a physical reservation enforcement. In summary, the main experiences
and recommendations in this paper are:

1. The methodology we employed to increase re-usability of software development efforts for a
parking simulator, applied to a related SPS development;

2. how to explore the reservation guarantee concept for an SPS without physical reservation
enforcement; and

3. how to use the total driving distance metric for making credible comparisons when evaluating
an SPS usage benefits.

To the best of our knowledge, no previous study has proposed the mentioned reutilization
methodology relating an SPS and a parking occupancy simulator. The design proposal allows novel
traits like running a simulation from current parking state data, or automatically using the latest
environment information. Likewise, despite the fact that the reservation guarantee problem has been
acknowledged by other studies, they did not study the problem incidence under several levels of
SPS usage. Our analysis questions the acceptability of an SPS that promises a reservation to drivers
and does not physically enforce the reservation. Furthermore, the parking studies mainly analyze
parking search distance, which is only a part of the total driving distance. Additionally, the code of our
simulator is freely available in a public repository.

The remaining sections of this article are as follows. Section 2 presents relevant previous studies
and supports our design considerations. Section 3 describes the relationship between the SPS and the
parking simulator. Section 4 explains the simulator’s details. Section 5 describes the case study of the
simulator for the experimental evaluation of SPS usage. Finally, conclusions and acknowledgement
sections are presented.

2. Background

This section demonstrates how our design approach is unique by reviewing previous studies.
We also review previous SPS evaluation metrics to highlight the relevance of our proposed metrics.

2.1. Smart Parking Systems and Parking Simulations

Modeling and simulation have been used for knowledge discovery applicable to parking systems,
as well as for testing already implemented SPS. Some examples of the first approach are: testing
a utility function that involves factors affecting parking choice [4], collaborative path-finding in a
multi-agent context applied to an SPS [12], testing a parking planning algorithm [13,14], and an SPS
evaluation considering several vehicle categories [15]. Examples of the second approach include:
testing an SPS model to explore factors like distance to building entrances [16], testing dynamic prices
assignment [5], and parking guidance evaluation [6].
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Despite the fact that modeling and simulation techniques are often related to SPS design or
evaluation [2,17–21], to the best of our knowledge efforts devoted to the simulator/simulation’s
development are not reutilized in SPS development. A simulator and its related SPS are generally
built following distinct goals: The former’s development commonly seeks a fast way to study the
parking phenomenon, while the latter’s development pays more attention to common software
concerns like robustness, efficiency and load handling. During our work, we noticed an interesting
opportunity to reuse the simulation software modules in a related SPS by combining and linking
the simulator development with the development of the guidance/reservation algorithm and other
software components for the SPS. The abundance and variety of available agent-based modeling
toolkits [17,22] may facilitate such co-developments. The algorithms or other components required in
the SPS may be implemented using the same programming tools in the simulator. In a general sense,
doing so may require:

1. building or adapting parking simulator software and not just defining a model to run in available
modelers,

2. working alongside the SPS development team, and
3. applying software design techniques that assure robust re-usability.

The team that developed the simulator described in this paper was also part of the team
developing the targeted SPS. Its members had software design and team skills that enabled them to
meet the previous requirements. The software components reutilized in this work are the parking
reservation component and the components for accessing the related data and external services.
Section 3 presents the selected design decisions that assured the sought-after component reutilization.

2.2. Agent-Based Parking Models And Gis

ABM applications to traffic and transportation, including parking-related phenomena, are
significant and numerous [7,8], with several popular ABM toolkits being spatially explicit [23] or
including extensions that provide support for GIS data usage [22]. Agents represent drivers in cars
moving across an environment, which is usually composed of a network of road, target destinations,
and parking spaces.

In research literature related to parking studies, the bridging of ABM and GIS is addressed either
using particular spatial data formats or by having the simulation built within a GIS platform. Works
like SUSTAPARK [24], TRANSIMS [25], MATSim [26], PARKGRID [27] and PARKAGENT [13,28,29]
are good examples. SUSTAPARK and PARKGRID load the roads and parking data from GIS layers
stored in files, e.g., in shapefile format. TRANSIMS and MATSim read their input data—e.g., network,
destinations, and activity plans, from files that follow their own specification, though they include
some GIS tools for importing, exporting, or visualizing other formats. PARKAGENT was implemented
as an ArcGIS c© application so as to have direct access to GIS data and services.

Following the reutilization goal presented in Section 2.1, we decided to assure the GIS data and
services were accessible online and decoupled from the simulator. This decision allowed reutilization of
data access, as well as software components. A GIS server providing data access through web services
enabled data sharing between several applications, and more specifically, between the simulator and
the SPS, thus allowing interesting new considerations—such as running a simulation from the actual
parking state detected by the SPS. Our proposal includes the parking spot information and the car
and pedestrian route determination hosted as services in a GIS server. The ability to run a simulation
from current parking state data, and to automatically use the latest environment information, which is
provided by a GIS server, is a distinctive and novel trait of our methodology proposal.

2.3. SPS Evaluation Metrics

The metrics used for evaluating the benefits of using a Smart Parking System include parking
search time [5,30], mean driving distance [31], wandering ratio [5], walking time [32], and travel density
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and average speed [33]. Measurements (most often distance or time) usually start when a car enters
the simulated area [31], when it is near to its destination or makes a request for parking [5], or when
it arrives to a parking lot [30]. In our model, agents using the SPS are guided as soon as they enter
the walled university campus, a city surrogate. The use of total driving distance to achieve credible
comparisons of SPS usage benefits is not recommended, given that drivers travel certain distances
to their destination regardless of their SPS usage. The total distance is generally valuable, however,
and simple to calculate; therefore, we devised a methodology to use the total driving distance in our
experiments. Section 5 shows how we arrived at the methodology through a series of experiments
using our simulator.

In our model, the driver’s travel distance while trying to park might be affected not only by the
driver’s parking choice, destination, and parking availability. An agent that does not use our SPS
may occupy a parking spot already reserved for another agent, forcing the latter to issue a new spot
reservation. The effects of reservation without a physical guarantee, i.e., nothing stopping a driver from
grabbing someone’s reserved spot, are not explored in the literature we reviewed, though reservation
guarantee is a key aspect of SPS [5]. The literature does suggest approaches to enforce the reservation,
but they are either relatively expensive (physical barriers) or not fully effective [2,5,32]. Section 5
shows how we explored the reservation guarantee problem, and comments on the negative impact
it may have for the SPS’ usage. To the best of our knowledge, no previous study has hinted on the
level of SPS utilization under which the reservation guarantee problem is the most notorious for a
given environment.

3. The SPS and the Parking Simulator

The SPS was created and tested at the campus of the Universitat Jaume I (UJI) in Spain. It is a
walled complex and has four vehicle entrances. Its parking spots are free and on-street, with some areas
similar to those in a small town neighborhood and other larger areas similar to that near a sporting
facility. The SPS has detection sensors, smart parking services, and client applications. The magnetic
sensors detect the parking occupancy and deliver that information to the smart parking services
through a wireless network. These services, exposed as REST web services, handle occupancy data
storage and provide search, reservation, and routing functionalities to a smartphone client application.
The application allows visualization of available parking spots, spot reservation, and driver guidance.

Our simulator represents drivers that move across the campus to reach their destinations and
park in spots convenient to them. The simulator’s design allows the usage of the simulated parking
occupancy data as a fake (surrogate) input from the SPS sensors. Therefore, the simulator became
a valuable tool for the SPS development team for testing the SPS before deployment of the actual
occupancy detection sensors in the university campus. Also, the SPS’ parking reservation component
was implemented and tested as a part of the simulator. Therefore, any further refinement to it could
be easily tested through simulations and later be directly used in the SPS. Figure 1 shows the layered
design, after Fowler [34], of our simulator software. The Data layer obtains the necessary information
for running the simulation. The Model layer represents the actual model (its implementation is aided
by an ABM library) along with the implementation of some parts of the SPS. Finally, the Presentation
layer has components that handle the model’s output and user interaction. The layers vertically
communicate using facades [34].

The GIS data and services were hosted using commercial, off-the-shelf GIS server software (Esri
(Esri software company (http://www.esri.com/)) ArcGIS for Server, now ArcGIS Enterprise), which is
used by many city governments and it is available to universities via the Esri educational institution
license. At UJI, this server already hosted production-ready (properly prepared) GIS data and services
regarding the university campus, collected and built for the Smart Campus system [35]. This server
provided a common access point to geographical data for the simulation and the SPS. The relevant
hosted GIS services for the simulation and the SPS were: (1) parking spots data, (2) building and
campus entrance points data, and (3) car and pedestrian routing services on a previously digitized
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street network. These services are consumed as REST web services. Under this uncoupled schema,
any changes to parking spots, buildings, or routes are immediately available to the SPS, any related
application, and the simulator.

Figure 1. Simulator’s layered organization. SPS = smart parking systems; GIS = Geographic
Information Systems; ABM = Agent-Based Modeling.

4. Parking Simulator Details

The simulator defines an agent-based model representing the parking occupancy created by
drivers within the campus. Its implementation took into account the integration discussed in Section 2.

4.1. The Model

The model represents a ‘virtual week’ period. For each day of the week, agents arrive to the
environment, follow their activity plan, and leave. An agent attempts to park as near to its destination
point as possible. Destinations are particular entrance doors of buildings. In studies, such as Geng
and Cassandras [5], destinations from the same building are aggregated and considered as one.
In our model, given the dispositions of building entrance doors and parking spots, different doors
(potentially far apart) of the same building were considered as distinct destinations. The criterion for
measuring parking-to-destination proximity is walking distance as measured using actual pedestrian
ways (sidewalks and crosswalks).

4.1.1. Agent Profiles

The agent activity plans (agent profiles) define the typical cases of drivers. As an example,
consider a student needing to be at a specific classroom at 09:00. At 08:45, she arrives by car to the
campus through the campus entrance of her choosing. She then parks near the building door she
considers is the best for her destination. After a while, when the class finishes, she walks to her car
and drives to the sports complex, which is far from where her car was previously parked. She parks
near a door of that complex. After completing her sporting activities she drives out of the campus.

Agents that belong to the same profile have the same type of destinations and similar arrival and
departure times. A random, normally distributed variation is allowed around those times. The profiles
were created considering the actual number of people from a community profile that commonly
visits a building. Agent profiles consider the expected number of people actually driving to the
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campus for each of those groups. Activity plans are important for transport simulation [36] and the
agent profiles addressed in this work resemble those from Horni et al. [26] and Dieussaert et al. [24].
The numbers of people defining each profile and those describing facilities’ usage were obtained from
the university administration services and community surveys, which is further explained in Section 5.
We consider that agent profiles built in this way is a plausible alternative to more common approaches
(like car counting at parking spots and at campus entrances) as it requires considerably less effort
and infrastructure.

4.1.2. Search Behavior

Some agents (‘Guided’) rely on the SPS for finding an available parking spot, while other agents
(‘Explorer’) decide for themselves where to park. Studies like Geng and Cassandras [5] have also
used these two behaviors, seeking to quantify the benefits from using an SPS. When an agent is
created, its type is randomly defined under the restrictions established by a model parameter that
controls the proportion between the two types of agents. This model parameter can be dynamically
adjusted. Driving behavior and parking search are complex processes [37–39] and several studies have
applied realistic behaviors [3,13,19,27], even considering recent trends like driver-less vehicles [40]
or specific contexts like a city center [41] and university campuses with specific policies and notable
parking supply shortages [42]. We chose two simple parking search behaviors for our model because
obtaining an approximate parking occupancy, rather than the most realistic one, was enough for our
simulator goal.

Explorer

The ‘Explorer’ search behavior takes inspiration from Dieussaert et al. [24], Benenson et al. [28],
Levy et al. [29], Martens et al. [43], with some simplifications and additions. For example, variations
in car speed or maximum search time are not considered, while variable agents’ maximum walking
distances and two measures for evaluating local parking availability are considered. An ‘Explorer’
agent first tries to park as close as possible to its destination. If it fails, the agent then tries to park in
the first available parking spot it can find. Algorithm 1 presents pseudo-code which briefly describes
the Explorer parking search behavior.

Agents move following the shortest network path to their destinations. An agent starts searching
for parking when it is within a maximum walking distance to its destination. An agent’s maximum
walking distance is a random value (maxWalkDist) within a range. The agents can detect only parking
spaces within a visibility distance, which is defined by a model parameter. While searching, an agent
records the proportion of free-to-total parking spots it detects. The agent decides to park in an available
spot when (1) the current proportion falls below a critical ratio (criticalRatio); or (2) the difference
between the proportion from the previous step and the current proportion is greater than a critical
value (criticalReduc). Both (criticalRatio) and (criticalReduc) are model parameters.

If an agent has completed the route to its destination without being able to park, it tries to park in
the first available parking spot it detects searching first around the target building and then around
other buildings. If it does not find available parking places around any building, the agent returns to a
campus’ exit and leaves.
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Algorithm 1: Explorer agents decision rules
Input: destination, maxWalkDist, criticalRatio, criticalReduc

f ound ← false
compute shortest path to destination from current point
while not at the end of path and f ound = false do

if distance to destination ≤ maxWalkDist then

pastratio ← ratio
ratio ← local available parking spots / local total parking spots
di f f ← ratio − pastratio
if ratio > 0 and (ratio < criticalRatio or di f f > criticalReduc) then

choose closest reachable parking spot and move to it
f ound ← true

end if
end if
compute next point in path to move to

end while
if f ound = true then

park()
else

while more destinations to explore and f ound = false do

destination ← next entrance of same building or another building
compute shortest path to destination from current point
while not at the end of path and f ound = false do

get local available parking spots
if there is available spots then

choose closest reachable parking spot and move to it
f ound ← true

end if
compute next point in path to move to

end while
end while
if f ound = true then

park()
else

leave the campus
end if

end if

Guided

An agent with a ‘Guided’ behavior requests a parking spot reservation from the SPS’s reservation
component, which chooses the best available spot for its destination. It then follows the optimal route
to the spot and occupies it. The reserved spot will not be offered to any other agent until the occupying
agent explicitly releases it. As the reservation process is logical, not physical, before a ‘Guided’ agent
arrives to its reserved parking spot, an ‘Explorer’ agent might find that spot and occupy it. When the
‘Guided’ agent notices that situation, it asks for a new parking spot and heads for it.

4.2. The Simulator

The chosen ABM library for model formalization and implementation was MASON [44],
which facilitated the process of creating an integrated simulation. We additionally used the
GeoMASON extension [45], which incorporates support for vector and raster geospatial data. The final
implementation followed the software design shown in Figure 1.
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The Data layer loads the simulation’s configuration (including agent profiles) from files, reads
the GIS data—which is principally campus cartography—from the GIS Server, and reads parking
place status from the SPS. The GIS data for parking spots and entrances are loaded at simulation start,
but the routing services are used on-demand. The parking place status information are also loaded at
simulation start, thus enabling us to simulate the parking occupancy from a known starting point or
from an SPS-provided parking occupancy.

Figure 2 provides an overall, simplified view of the Model layer design, which includes model
notifications, agents’ behavior, model configuration and smart parking artifacts implementation.
Any component interested in receiving notifications of model changes must subscribe to the
appropriate updater. Distinct agent behaviors are achieved through the basic parking agent
specialization. The SPS’s reservation component, though it is known and used by the simulator,
is implemented independently from the simulation core, thus allowing for easy substitution.
By implementing model controllers it is possible to set up the necessary relations, e.g., updaters,
according to the target application platform.

Figure 2. Main classes of the Model layer and their relation.

The Presentation layer has components that are notified when the model changes. These
components inform the SPS about those changes (Smart Parking Communication) or show them
(UI Components) in applications that wrap the simulator. The Smart Parking Communication
component delivers occupancy state changes. Three implementations of the simulator’s UI
Components have resulted in three distinct applications: (1) A desktop version that uses MASON
visualization utilities (Figure 3) and shows the parking availability and the agent moving across the
campus, (2) a console version for simplified and faster runs, and (3) a web-hosted version. Having
three different interfaces for different purposes highlights the flexibility of the approach used for
building the simulator. A video showing a simulation run is available online (Demonstration Video:
https://youtu.be/gZj21WtOmio).
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Figure 3. One of the simulator applications running in the foreground, while in the background a
web map shows the parking spots’ current status as stored in the SPS. In the simulator, black squares
represent parked agents. In the web map, red squares represent occupied parking spots.

4.3. Parking Reservation Component

The parking reservation component serves reservation requests in the order they are received.
Several studies have proposed advanced reservation algorithms that take into account, e.g., current
driver travel time, parking pricing, and reservation updates when the parking availability
changes [2,21,32]. As the reservation algorithm was not among this study’s main goals, the reservation
component uses a simple heuristic that only takes into account the parking spots availability and the
walking distance from the spots to the specified destinations. In experimental measurements, network
communication lags for car and pedestrian routing requests had medians of 0.43 and 0.08 s, respectively.
Car route requests are only made when a car starts moving, thus they do not add a significant burden
if made on-demand. An agent’s parking reservation request requires determination of the available
parking spot that is the closest (according to walking distance) to an agent’s destination. To avoid
on-demand pedestrian routing requests associated with parking reservation requests, the parking
reservation component calculates beforehand, then sorts and stores the distances from every parking
spot to every destination. This approach is feasible because the number of destinations (buildings’
doors) and parking spots is 225 and 3809, respectively. Therefore, the time for finding the closest
available spot only depends on the total number of parking spots.

4.4. Final Development Considerations

The simulator development presented in the previous sections also requires additional minor
design and development decisions (All code is shared in a public repository: https://goo.gl/GmWyt1),
such as development platform or execution environment. Furthermore, although the usage of
resulting simulator software artifacts is straightforward, some additional steps are required if an
SPS development is initiated from those artifacts.
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The choice of the development platform (and programming language) depends mainly on
preferences from the development team and additional design considerations (e.g., related to the
SPS design). As can be inferred from Kravari and Bassiliades [17], Crooks et al. [22], it is possible
to accommodate model specification (using an ABM library) to the chosen development platform.
The usage of an ABM library for model implementation implies coding driver behaviors following the
library specifications. For example, using MASON (which is Java-based), driving behavior is coded in
methods from a class. An agent is created as an object from that class, and a method from it is executed
by a discrete event scheduler. In the case of models considering very complex driving behaviors,
the required coding effort may be significant. For those models, a benefit trade-off between re-usability
and coding effort should be considered.

The development platform may also influence the way remote services are consumed.
The REST architectural style is widely used and its support spans most development platforms.
The communication with those services is eased if SDKs exist for the targeted GIS server. For example,
the software company Esri provides several runtime SDKs for client applications to access services
published by Esri ArcGIS Enterprise, as well as for map visualization and geometrical/geodesic
operations. Other SDKs alternative sources could be Mapbox [46] or Geotools [47]. For models that
cover large and congested areas (which simultaneously include several thousands of drivers), a large
number of network requests are issued, which could potentially overload the GIS server especially if
that server already supports multiple users for other purposes. In such situations, a different design
(routing operations computed in the simulation) may be preferable.

For the integration of the simulator core components into an application, already mentioned
in Section 4.2 for the web or desktop versions, most of the effort is devoted to creating a proper
presentation/usage of simulation output and controlling the simulation execution. For example,
the web version wraps the simulator core components with REST web services. A thin web client
uses them to obtain the simulation state (occupancy) and to display it on a map, and to control the
simulation (starting/stopping the simulation and parameters configuration).

Once the simulator is built and tested, the following elements are ready for reuse in an SPS:

1. GIS data and services hosted in a GIS server,
2. software artifacts for remote GIS data read/write operations,
3. reservation component, and
4. visualization components created for simulation testing.

The combination of the enumerated elements with an occupancy detection system (e.g., magnetic
sensors and its communication components) and a user (mobile) application can produce a relatively
simple, yet functional SPS. As an example, the occupancy or availability state storage, the computation
of vehicles routing indications and the maps for visualization are provided by elements in (1). Elements
from (2) can be reused to create a web application that provides a gateway for occupancy state discovery
and update. The update operations are used by the occupancy detection system. The discovery
operations are used by the client application, which also uses elements from (1), and by a web
dashboard to monitor the SPS state, which can also reuse elements from (4). The reservation component
(3) is vital for the SPS and can be readily used in the SPS as it is isolated from the simulation.

5. Case Study: Exploration of SPS Expected Usage

Several experiments were performed to demonstrate the simulator’s potential use and to explore
likely benefits of SPS usage. The model parameters’ values are presented in Table 1.
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Table 1. Model parameters values.

maxWalkDist(m) [50 to 100]
criticalRatio 0.25
criticalReduc 0.15

visDistance(m) 40
carSpeed(km/h) 30

Model parameters maxWalkDist, criticalRatio, and criticalReduc were already explained in
Section 3. Parameter visDistance indicates the distance for which ‘Explorer’ agents consider their
detected parking occupancy for deciding whether to park or not. Parameter carSpeed sets agents’
movement velocity. Agent profile values are not presented here because of their large number of
details. The simulator includes other relevant parameters that are not model parameters, for example,
the GIS data and routing services, and whether to initialize the simulation with the current SPS
occupancy state.

To define destinations, times, and amounts of distinct profiles (groups) of people coming to
the campus by car, a set of root behaviors was created based on actual university data for a typical
academic month. The root behaviors act as templates used to automatically create agent profiles, which
in turn are used as templates for creating agents during a simulation run. The root behaviors used in
the experiments considered the main distinct groups of the university members. They defined tasks
in which the first drivers arrived to the campus around 08:00 and the last ones leaved the campus
around 20:00. The root behaviors included a main task, which was going to a building, and subsequent
optional tasks. Optional tasks were added to agent profiles randomly, complying with the expected
facilities usage. The optional tasks were going to a sport facility, to the library, or to a distant building,
if the optional task’s destination was not already the main task’s destination. We obtained the typical
quantities of each group accessing each facility and their typical staying times, although for profile
creation a group-dependent random variation was applied to staying times. Through driver surveys,
we also estimated the likelihood for each group to use a car inside the campus. By creating agent
profiles automatically from root profiles, we achieved a rich set of over 300 profiles, which is important
in transport simulation [36].

Each experiment consisted of 15 simulation runs with the same parameters. Each experiment
was run for a specific proportion p between ‘Explorer’ and ‘Guided’. It also used a profile set created
using the root behaviors and considering a specific proportion c of people actually using their car on
campus. The maximum amount (N) of people expected to come to the campus on a typical day is
about 15,000. Each root behavior (people profile) b accounts for some part Nb of that amount of people.
For an experiment run using 0.1 as value for c, the number of agents created for root behavior b is
0.1Nb, and the expected total amount of agents is (about) 1500. Parameters p and c allow exploration
of situations with different levels of SPS usage and parking demand, respectively. The measured total
driving distance of each agent considered all stretches of its multi-destination journey. With D(p, c)
denoting the set of all traveled distance measurements for a particular experiment, then:

D(p, c) = DG(p, c) ∪ DE(p, c) (1)

p ∈ P = {20%, 50%, 80%}
c ∈ C = {0.1, 0.2, ..., 1.0},

where DG(p, c) and DE(p, c) denote subsets that contain measurements only from ‘Guided’ agents or
from ‘Explorer’ agents, respectively. We denote the mean values of previous sets as D(p, c), DG(p, c),
and DE(p, c).

Figure 4 presents the case for D(p, c). It shows that the SPS usage should reduce the parking
searching time. There is a drop in mean value for ‘Guided’ agents from proportions 0.1 to 0.2. This may
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be due to the fact that with proportion 0.1, only a few agents, or no agents at all, have as destinations
buildings with a low number of people and located near campus entrances.

Figure 4. Variation of the mean traveled distance.

The mean traveled distance remained stable in spite of the growing number of drivers.
The parking reservation component reserves parking spots that are uniformly distanced from a
building target door, causing their mean distance to remain stable for ‘Guided’ agents. For ‘Explorer’
agents, we have identified two likely reasons: (1) Parking demand is spread over the day and across
several building doors, and (2) when some drivers arrive to campus (most likely after midday), others
have already left. Furthermore, parking demand and supply are not heterogeneous across the campus;
in a similar way they differ in other scenarios [27], leading to divergences from the expected increase
in the parking search time when the parking demand increases. The relation between parking search
time and parking demand is not trivial [48].

Figure 5 presents another way to use the mean traveled distance for meaningful comparisons.
Each data point d(p, c) of the series is calculated as:

d(p, c) = DE(p, c)− DG(p, c). (2)

Figure 5. Variation of the mean traveled distance, as expressed by the difference between the mean
distance of ‘Explorer’ and ‘Guided’ populations.
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Figure 5 indicates that the ‘Explorer’ agents have longer driving distances. The difference
stabilizes and stays around 700 m, which may hint at the minimum expected difference in the mean
traveled distance in the campus scenario. An unsuccessful parking search across the parking spaces
that surround a campus’ building would add a value to the accumulated search distance of an agent
that, on average, is above 600 m.

When considering all measurements from all experiments, the mean value was 1737 m and the
standard deviation was 1174, approximately. The two metrics explored so far in this subsection
(DG(p, c)andDE(p, c) and d(p, c)) are affected by the distribution of buildings (and their doors),
parking spots, and campus’ entrances. To avoid that issue, instead of using the mean value, we
considered using percentiles values. First, two sets are defined as follows:

TE(p) =
⋃

c∈C
{DE(p, c), p ∈ P} (3)

TG(p) =
⋃

c∈C
{DG(p, c), p ∈ P}.

Let nE(i, p) and nG(i, p) denote the ith percentiles of TE(p) and TG(p), respectively. The data
points of Figure 6 are those percentiles values, considering three levels of usage of the SPS. The chart
allows comparisons of distance categories, and it suggests that ‘Explorer’ agents are strongly affected
by high parking demand situations, regardless of the usage level of the SPS. In addition, to compare
different levels of usage of the SPS within the same chart, we defined new data points as follows:

d(i, p) = nE(i, p)− nG(i, p), p ∈ P. (4)

Figure 7 shows the data points d(i, p). The metric value of each proportion p ∈ P for a percentile
are very similar to each other for percentiles below 40, but it significantly differs for the percentiles
at about 80. The difference for the highest percentiles is higher for 80% of SPS usage, which is also
noticeable in Figure 6. The reason for the higher difference in high SPS usage situations is that ‘Guided’
agents ‘discover’ and thus take the remaining spots faster than ‘Explorer’ agents.

Figure 6. Difference in traveled distance between ‘Explorer’ and ‘Guided’ agents, as seen using
percentiles and considering p = 20%, p = 50%, and p = 80%.
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Figure 7. Difference in traveled distance, as expressed by the difference of same percentile values of
the ‘Explorer’ and ‘Guided’ populations.

Figure 8 shows that the occurrence of the reservation guarantee problem grows as the competition
for parking spaces increases. It is most notable when the ‘Guided’ to ‘Explorer’ proportion value is
50%. The guarantee problem is more notable for proportion of 75% than 25% because in the former
case there are more agents whose reserved spaces are susceptible to be ‘stolen’. Drivers declining to
use the real SPS may be an issue for those who use it. When a driver has its reserved spot ‘stolen’
by another driver, the former needs to keep driving to locate an available spot. Depending on the
parking demand, such additional search may take a long time. Furthermore, regardless of the amount
of time devoted to the additional search, the reservation violation creates discomfort for the driver,
which may lead to a decline in SPS usage. The ‘reservation’ term in an SPS that does not make physical
reservation enforcement could be misleading for a driver, and ’suggestion’ term should be used instead.
When a parking spot is ‘stolen’ and given the occupancy detection capability of the SPS, a driver that
was suggested to take that spot should be alerted and provided with an alternative spot and a new
route indication to it. To avoid alternatives far away from the original suggestion, the latter could be
determined taken into account the availability of other parking spots close to it, an idea that resembles
heuristics applied in PGI systems [2].

Figure 8. The reservation guarantee problem, explored for several levels of parking demand and agent
types proportions.
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Single Building Analysis

To study a specific high parking demand situation, e.g., in the case of a notorious event hosted in
a campus facility, we ran simulations for which agents tried to park near a randomly chosen entrance
of a particular building during a ‘virtual’ day period. We made them arrive at the campus at similar
times. The parking demand significantly exceeded the parking supply around the building, and the
agents had to park around other buildings. As presented in Figure 9, in the case of the ‘Explorer’
agents, the worst result corresponds to the proportion of ‘Guided’ agents p = 20%, which is a result
not only from competition, but also from the fact that the ‘Explorer’ agents that try to park near the
same building’s entrance follow similar routes while searching for parking, which makes them go
through the least favorable paths. In the case of the ‘Guided’ agents, the worst results correspond to
the proportion p = 50%, which corresponds to when they are the most affected by the reservation
guarantee problem.

Figure 9. Traveled distance when considering only one campus building.

The correspondence between larger traveled distance and higher parking demand for the
‘Explorer’ agents is in line with the results presented in previous studies [27]. Likewise, the steady
behavior for ‘Guided’ agents corresponds to already reported benefits of parking reservation
systems [2]. However, the comparison between the three studied levels of SPS usage for ‘Explorer’
agents reveals insights different to those obtained when considering the simulations campus-wide
during an entire week. The difference between the two study cases is an indication that the traveled
distance does not only depend on the demand and level of usage of the SPS, but also on the scenario.
The campus traveled distance analysis results from this work should be applied with caution to other
distinct scenarios. The campus has a large amount of parking spots, while in a different scenario,
e.g., a city center, the number of parking spots may be rather small. Depending on the scenario,
the analysis might have to be performed on small extents. The reservation guarantee problem is,
however, inherent to on-street parking, and it should be expected to be the most significant when the
numbers of people using and refusing to use an SPS are similar.

A simple driver model and a simple parking reservation heuristic were used in this work to show
that an SPS development team could be able to assume the simulation development without significant
effort. Having agents with parking search behaviors more advanced than those used in this work
would decrease the traveled distance numbers in the campus scenario, e.g., using learning to avoid
places that are usually crowded. However, we consider that more general results, like the ‘Guided’
agents having lower traveled distances than the ‘Explorer’ agents, and the reservation problem being
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the most significant when the number of the two agent types are similar, should remain true even
when a new a parking search behavior is considered.

6. Conclusions

This paper presented practical considerations from the development of a parking occupancy
simulator. The simulator helped in assessing suitability of an SPS suitability for a university campus,
and its design and development contributed to reduce the SPS development efforts. The simulator
shares software components, GIS data, and services with the SPS. The paper commented on design
decisions made regarding the SPS and the parking occupancy simulator, which may be used in similar
contexts to minimize development efforts. The application of the proposed methodology on the
simulator development will produce software components readily usable in an SPS, as well as GIS
data and services readily available online when published on a GIS sever. The software created for
this work is available in a public repository, for further technical details inspection and to encourage
reproducibility. The paper also presented experimental evaluation of SPS usage benefits using the
simulator. The experiments differentiated profiles of agents that use the SPS and those who decline to
use it. Analysis of experimental results showed how to use the total driving distance as a metric for
evaluating the SPS benefits from a driver point of view. The experimental results also allowed us to
explore the effects of having a parking reservation that is logical but not physical, clearly showing that
the drivers who decline to use the SPS may “steal” a significant number of already reserved parking
spot, which in our experiments reached numbers higher than 100 for a parking demands above the
40 percent of the maximum demand. The guarantee problem becomes more significant as the level
of usage of the SPS increases, topping out at 50%, which may hamper drivers’ acceptability towards
an SPS.

The parking choices used in this work are simple, as they were not among its main goals. Future
improvement directions could include the incorporation of more realistic choices, driving behavior,
and the ability to learn from experience, which may be combined with an improved reservation
algorithm in order to provide agents with updates upon changes in the occupancy state, e.g., when
other alternative spots become available. Additionally, a comprehensive model validation with a
study case for a different scenario and parking occupancy measurements taken in the field is planned
as future work. The design and development guides and experimental analysis presented in this
paper show the convenience of including simulations when considering the application of an SPS
to a scenario, while diminishing possible dissuasive aspects like model complexity or simulation
development efforts, that SPS development teams may consider.
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