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For a few years now, quantum chemical modeling of materials has experienced a tremendous
boost due to the increasing computational power. However, regardless of whether Moore’s law is
respected or not, the difficulty of modeling has now shifted to the construction of the model itself.
Of course, the accuracy of the calculations can still be improved, but the main chemical properties and
their trends are relatively well reproduced today, especially when they are combined with experiments.
One can say that density functional theory (DFT) is now at a mature age and that it can be used as a
reliable prediction tool in material science applications, although some work can be done on accuracy.
Nevertheless, DFT is especially efficient in describing chemical phenomena at the molecular level,
whereby the studied systems increase continuously in size and complexity. Indeed, the size of the
system is directly related to the computation power, and the complexity is related to the quality of the
calculation method and the representation of the chemical environment in the model. It is the latter
property that brings the computational chemist’s chemical intuition and general chemistry knowledge
at the forefront. In this Special Issue, we wanted to focus on the construction of pertinent models that
are able to describe and predict, as accurately as possible with the available computational power,
the chemistry of materials.

This Special Issue contains 10 articles on the topic of modeling of complex interfaces whereby the
depth of the field is nicely reflected in the wide variety of systems that is investigated in this issue.
Indeed, studies are included on titanium dioxide, silicon/silicon dioxide, carbide- and graphene-based
systems, sulfides, and metals such as tin and ruthenium.

In a first paper, the role of rutile TiO2 surface orientation and the associated surface termination
on molecular hydrogen activation is systematically investigated at the DFT level by Wei et al. [1].
More specifically, four different orientations were considered, and the activation barriers for the
heterolytic dissociation of H2 and the subsequent H transfer from Ti to O were calculated.

The second paper, by Hessou et al. [2], discusses the adsorption of dibenzyl disulfide adsorption
in faujasite zeolites, a major cause of copper corrosion in electrical transformer oil. After carefully
comparing different MY zeolites at the DFT+D level, they found that CsY, AgY and CuY are the most
promising adsorbents. Indeed, these materials exhibit a good compromise between high interaction
energies and limited S–S bond activation.

In addition to this, there is a paper describing a study of the thermal boundary characteristics of
homo- and heterogeneous, reactive, and nonreactive interfaces between two solids by Heijmans et al. [3].
Via a connection between reactive force field molecular dynamics and phenomenological theory,
a continuous temperature profile was found for the homogeneous nonreactive interface, while
a temperature jump was found for the heterogeneous nonreactive interface. Furthermore, it was
found that the thermal boundary resistance was twice as large for reactive interfaces than for
nonreactive interfaces.

This issue also includes an article by Black et al. [4] on the investigation of the impact of
cross-polymerization on the frictional properties of chemisorbed alkylsilane monolayers on silica
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surfaces. Using molecular simulations, it was demonstrated that crosslinking, together with a fraction
of chemisorbed chains, affects the monolayer structure slightly without significantly impacting the
frictional performance. It was the first time the effect of this specific property was isolated.

A Raman spectroscopy investigation by Chong et al. [5] of the strain relaxation from grain
boundaries in epitaxial graphene is also presented, whereby the graphene was grown via chemical
vapor deposition in SiC. The study shows that multiple boundary-like effects are present in the
graphene film, while compressive strain in the film shifts the 2D-band frequency downwards due to
strain relaxation. A detailed analysis of the phenomenon is given.

In second study on graphene by Lee et al. [6], the effect of N- and S-doping on the electronic
structure was investigated using DFT. It was found that N-doping gives rise to p-type defects, while
N/S-doping leads to n-type defects. It is thus suggested that by varying the S concentration, the material
can switch between p-type and n-type behavior. This is interesting as both types of doping are shown
to lead to different unique electronic properties.

Lu et al. [7] contributed with a study on a single tunnel field-effect transistor. They boosted the
performance of the model device via energy-band engineering of the InAs/Si heterojunction and a
novel device structure of the source-pocket concept. The model showed and improved the tunnel-on
state current and subthreshold swing. Their protocol shows the ability to study Tunnel field-effect
transistors-based circuit simulations in significantly less time than conventional methods, maintaining
an acceptable accuracy.

A study towards the mitigation of hydrogen uptake in ruthenium aided by tin is presented by
Onwudinanti et al. [8] as to avoid blistering of ruthenium-capped multilayer reflectors. DFT calculations
and charge density analyses showed a significant drop in the energy barrier for hydrogen to penetrate
the ruthenium surface when a tin atom was present. They show that the main reason is a charge
transfer from tin to hydrogen and the ruthenium surface.

Friák et al. [9] studied the structural, thermodynamic, and elastic properties of nanocomposites
such as transition-metal disilicides and magnetic phases containing Fe and Al. For both types, they
used first-principles electronic structure calculations to study a range of different atom orderings and
crystal structures and assess their interface energies and related properties.

Finally, tensile stress effects on the structure and stability of prototypical covalent and layered
materials were studied and presented by Chorfi et al. [10] They used DFT calculations to quantify the
response of selected covalent and layered materials and to find the ideal strength along their main
crystallographic direction. With some exceptions, it was found that increasing transverse stress leads
to a decrease of the critical strength. Furthermore, the calculated stress–strain curves were described
by a newly proposed spinodal equation of state that is generally applicable.

With this, we hope that readers interested in nanomaterials will find in this Special Issue a nice
overview of the field of modeling of complex interfaces: from surface chemistry to nano chemistry.
Furthermore, we hope that the included works may inspire the scientific community to further push
the boundaries of these interesting topics.

Funding: This research received no external funding.
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Abstract: Understanding the stability limit of crystalline materials under variable tensile stress
conditions is of capital interest for technological applications. In this study, we present results from
first-principles density functional theory calculations that quantitatively account for the response
of selected covalent and layered materials to general stress conditions. In particular, we have
evaluated the ideal strength along the main crystallographic directions of 3C and 2H polytypes of
SiC, hexagonal ABA stacking of graphite and 2H-MoS2. Transverse superimposed stress on the
tensile stress was taken into account in order to evaluate how the critical strength is affected by these
multi-load conditions. In general, increasing transverse stress from negative to positive values leads
to the expected decreasing of the critical strength. Few exceptions found in the compressive stress
region correlate with the trends in the density of bonds along the directions with the unexpected
behavior. In addition, we propose a modified spinodal equation of state able to accurately describe
the calculated stress–strain curves. This analytical function is of general use and can also be applied
to experimental data anticipating critical strengths and strain values, and for providing information
on the energy stored in tensile stress processes.

Keywords: ideal strength; quantum-mechanical calculations; SiC; graphite; molybdenum disulfide;
spinodal equation of state

1. Introduction

A clear understanding of the cohesive and mechanical properties of technological materials
is of capital importance especially when applications are demanded in environments with hostile
thermal, stress, and chemical conditions. Since the nature of the crystalline bonding networks is
ultimately responsible for the response of the compounds to these external conditions, it is rewarding
and necessary to investigate how macroscopic properties correlate with chemical interactions at an
atomic level. Covalent and layered solids constitute two crystal families currently attracting interest in
a variety of areas such as electronics and solar cell industries [1–3]. These compounds provide a good
target to examine how changes in strong and weak interactions affect the observed elastic stability of
materials. To this end, computer simulations constitute a practical research route to microscopically

Nanomaterials 2019, 9, 1483; doi:10.3390/nano9101483 www.mdpi.com/journal/nanomaterials5
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analyze strained structures of solids since geometries optimized by minimizing the crystal energy
can be accurately obtained from first-principles electronic structure calculations under different stress
conditions (see for example, [4]).

Within the above two families of compounds, silicon carbide (SiC), graphite and molybdenum
disulfide (MoS2) are pertinent examples because, besides their genuine bonding networks, they are
materials with a variety of applications in several technological sectors, such as new semiconductor
devices, field effect transistors [1,2,5–8], lubricants [9,10], and components of solar cell panels [3]. In the
manufacturing processes of these materials, mechanical failure may occur as a result of the stresses
induced during the heating cycles to which the compounds are subjected. In addition, the simultaneous
existence of covalent and van der Waals (vdW) interactions leads to preferential bi-dimensional and
three-dimensional atomic arrangements in their crystalline structures that result in a high anisotropic
response of these materials under variable stress conditions which is worth exploring.

The challenge consists in the accurate calculation of the limiting tension that these materials can
support in particular directions. Considering perfect non-defective crystals, this maximum tension is
known as the ideal or critical strength (σc) of the material for that direction. Both experimentally and
theoretically, the evaluation of strain-stress curves constitutes the usual strategy to access this quantity,
since after this critical point a catastrophic scenario emerges in the form of a crystal fracture or a phase
transition. It then seems required to understand how the atomic level interactions correlate with the
mechanism of failure in these environmental conditions and, if possible, anticipate the onset of the
catastrophic scenario.

A number of theoretical studies using first-principles calculations, mainly employing density
functional theory (DFT) [11,12], have permitted a quantitative evaluation of the critical strength of
various materials (see [13–15] and references therein) showing that the effect of multi-axial stress
obviously depends on the atomic species involved [16–18]. However, to the best of our knowledge,
none of these studies have addressed the description of the observed or calculated stress–strain data by
means of analytical functions as normally happens in high-pressure and related fields. Such equations
of state would open the possibility of anticipating critical values for the strength and strain of materials
without reaching the instability condition. In this regard, it is pertinent to recall the spinodal equation
of state (SEOS) [19]. This analytical function was designed to describe the high-pressure behavior of
condensed matter using as a reference state the onset of elastic instability. It has been successfully
applied not only to the description of experimental and theoretical pressure-volume data, but also to
the pressure evolution of one dimensional unit cell parameters [20]. Along with this fact, the SEOS
is particularly well suited for the description of both experimental and theoretical stress–strain data
derived from variable stress tensile conditions since, in the limit, these conditions precisely lead to the
elastic instability of the material, i.e., the reference state for this analytical equation of state (EOS) .

In this study, we performed DFT calculations to obtain the critical strength of 3C and 2H
polytypes of SiC, graphite and 2H-MoS2 along their main crystallographic directions, with and
without superimposed transverse stress conditions. The results are analyzed in terms of the density
of chemical bonds and atomic interactions in the investigated directions of these materials. We are
particularly interested in general analytical functions able to represent the behavior of different types
of compounds under these tensile conditions and to reproduce the critical parameters. To this end,
we propose a new SEOS form that uses the critical strain as the reference state, and that can be easily
used to fit both the experimental and calculated stress–strain data.

Our paper is divided in three more sections. In the next section, we present the computational
details of the electronic structure calculations and the algebra related with the new EOS. Section 3
contains the results and the discussion and is divided into three subsections, devoted, respectively,
to the equilibrium properties of the four compounds, the stress–strain calculated curves, and the
energetics and Young moduli derived from the proposed SEOS. The paper ends with a summary of
our main findings.
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2. Computational Details

2.1. Electronic Structure Calculations

First-principles electronic energy calculations and geometry optimizations under the Kohn–Sham
DFT framework of 3C and 2H polytype structures of SiC, ABA stacking of graphite and hexagonal
2H-MoS2 are carried out with the ABINIT code [21,22] using the Perdew–Burke–Ernzerhof (PBE)
exchange-correlation functional [23]. In order to take into account van der Waals forces, the correction
(DFT-D2 ) to the exchange-correlation term, as proposed by Grimme [24], is used for graphite and
MoS2. Although this pairwise approach does not capture many-body effects inherent to van der Waals
interactions (see for example [25–27]), it has been proven to be accurate enough to determine optimized
geometries involving the length scale (Å) of the tensile phenomena explored in this work. The so-called
FHI atomic plane wave pseudopotentials [28] are adopted, while cut off energies and Monkhorst–Pack
grids [29] are set to 1000 eV and 6 × 6 × 6 and 6 × 6 × 4 for 3C-SiC and 2H-SiC respectively, 1200 eV and
6 × 6 × 3 for graphite, and 400 eV and 6 × 6 × 2 for 2H-MoS2. Atomic positions were optimized until
the total energy converged within 0.1 meV. At the same time, all the strain components (except in the
applied loading direction) were optimized so that the corresponding stress components turned out to
be within 100 MPa from a predetermined value. The Broyden–Fletcher–Goldfarb–Shanno minimization
scheme (BFGS) [22] was used. In this way, tensile-strain curves under controlled normal stress were
obtained. Ideal strength (critical strength from now on) was determined as the maximum value of
tensile stress before the lattice loses stability and the forces diverge. Multi-axial stress calculations have
been performed superimposing a transverse stress to the chosen stress direction. Atomic positions and
movements through the different paths are analyzed using the visualization program for structural
models (VESTA code) [30].

For the cubic 3C-SiC polytype, we calculate how the stress increases along the [100], [110] and
[111] symmetry directions. For the hexagonal 2H-SiC polytype, and graphite and 2H-MoS2 layered
crystals, calculations were performed along the inter-plane direction ([001]) perpendicular to the layers,
and two in-plane directions, one containing nearest neighbors ([120], so-called zigzag direction) and
the other connecting next nearest neighbors ([100], so-called armchair direction).

The stress tensor is calculated in ABINIT as the derivative of the total energy with respect to the
strain tensor. The strain tensor, ε, can be calculated from the relation between the strain-free lattice
vector of a given atom μ, �rμ, and its strained lattice vector, �r′μ, as follows [31]:

r′αμ = rα
μ +

3

∑
β=1

εαβrβ
μ, (1)

where the α and β symbols denote the Cartesian components.
In the calculation of the second-order elastic constants in these cubic and hexagonal lattices,

we follow an energy–strain scheme (see [32,33]). The lattice was first relaxed to achieve a zero stress
state and then strains were applied by multiplying the lattice vectors by the strain matrix. For a lattice
initially under no stress, and using Voigt notation, the energy of the strained lattice can be expressed
around the equilibrium position as:

E = E0 +
V0

2 ∑
i,j

Cijεiεj, (2)

where E0 and V0 are, respectively, the energy and the volume of the unstrained lattice. There are three
independent elastic constants for the cubic lattice (C11, C12, C44) and five independent elastic constants
(C11, C12, C33, C13, C44) for the hexagonal one, thus three and five sets of finite strains were applied
respectively. For each case, eleven equally-spaced strain values were applied between −0.05 and 0.05.
The elastic constants were obtained from fitting a quadratic equation to the energy–strain calculated

7
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data points. The bulk modulus B0 for each structure was calculated using its relationship with the
elastic constants.

2.2. Spinodal-Like Stress–Strain Equation of State

From a thermodynamic point of view, the elastic stability limit of a solid at athermal conditions is
defined by the point where the second derivative of the internal energy with respect to the volume
becomes zero. At the corresponding pressure, also named as the spinodal pressure (psp), the bulk
modulus (B) of the substance tends to zero, and therefore any restoring force given by the chemical
bonds is overcome, leading to a crystal rupture or a phase transition [34].

The spinodal locus has been considered as an excellent reference to describe the thermodynamic
behavior of solids under high pressure conditions [19,35]. Polymers, metals, covalent and ionic crystals
have been analyzed showing that their p-V data is accurately and universally represented through
the spinodal constrain. This follows from the fact that along a given isotherm, the isothermal bulk
modulus depends on the pressure through the following universal relation [36,37]:

B = B�(p − psp)
β, (3)

where B� and β are, respectively, the amplitude and the pseudocritical exponent that characterize the
pressure behavior of the isothermal bulk modulus.

The spinodal equation of state has not been used only in its volumetric form. For instance,
Francisco et al. [20] studied the evolution under isotropic compression of the lattice parameters
of rutile TiO2, showing that a one dimensional (1D) spinodal equation of state (1D-SEOS) can
reproduce accurately their pressure dependence. To that, the authors define a linear bulk modulus,
or equivalently a directional Young modulus (YI, I specifies the direction), and applied the universal
relation of Equation (3). Considering both the physical significance and the directional behaviour of
this spinodal-like equation of state, in this article we introduce a 1D-SEOS to analytically describe the
stress–strain curves associated with tensile stress phenomena. Indeed, under directional stretching,
the critical strength attained along the stress–strain curve corresponds to the spinodal stress limit,
σsp. The later parameter accounts for the maximum engineering stress at which the solid breaks, and
therefore, represents the elastic limit of the material. Furthermore, at this spinodal point the directional
Young modulus YI has a value of zero, pointing out that there is no material resistance to a phase
transition or rupture. Notice that these two parameters (σsp and YI) are also the one-dimensional
analogs of the spinodal pressure and the bulk modulus. Consequently, from this perspective,
the spinodal constrain is clearly fulfilled. Accordingly, the stress dependence of YI can be accurately
described with an amplitude factor Y�

I and a pseudocritical exponent γ following an equivalent power
law form as Equation (3), and taking into account the engeneering convention of signs (σ is positive
for tensile and negative for compressive stress):

YI = Y�
I (σsp − σ)γ. (4)

Under these premises, an analytical stress–strain EOS can be derived. As the Young modulus
is thermodynamically defined as the derivative of the stress with respect to the strain, the simple
integration of Equation (4) leads to the following expression for a directional tensile curve:

σ = σsp − {Y�
I (1 − γ)(εsp − ε)}1/(1−γ). (5)

Equation (5) provides an analytical relationship between the stress and the strain along a
particular direction of a crystalline solid involving four characteristic parameters. However, it must be
emphasized that only three are independent since the spinodal strength, the spinodal strain and the
amplitude factor are related realizing that no strain is present at σ = 0:
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Y�
I (1 − γ) =

σ
(1−γ)
sp

εsp
. (6)

Using this expression in Equation (5), we arrive at our final stress–strain 1D-SEOS:

σ = σsp

(
1 −

(
εsp − ε

εsp

) 1
1−γ

)
. (7)

An interesting feature of the proposed stress–strain SEOS is that it can be also expressed
analytically in its energy form. In fact, considering the isotherm at 0 K and neglecting zero point
vibrational contributions, the stress is related to the internal energy E and the zero-pressure volume V0

by means of [38]:

σ =
1

V0

dE
dε

. (8)

Consequently, the integrated energy–strain SEOS is:

Esp − E = V0σsp(εsp − ε)− V0
(1 − γ)

(2 − γ)

σsp

εsp

1
1−γ

(εsp − ε)
2−γ
1−γ , (9)

where Esp is the internal energy of the solid at the spinodal strain, or equivalently the spinodal
energy. This quantity must be understood as the energy needed to separate the crystallographic
planes perpendicular to the stress–strain direction, and therefore to overcome the interatomic forces.
Moreover, the spinodal energy can be expressed in terms of the spinodal stress and spinodal strain
once we set to zero, the internal energy at zero strain:

Esp = V0εsp

(
σsp − 1 − γ

2 − γ

)
. (10)

An important feature of our current spinodal stress–strain EOS is that the spinodal energy gives
us the opportunity to connect the mechanical parameters along a given tensile direction with the
cohesive interatomic interactions.

Some words of caution on the notation should be given. First, σc and σsp both represent the
critical or ideal strength of the material along a given direction. The first symbol is obtained from
(εi,σi) calculated or experimental data, whereas the second one comes from our 1D-SEOS fittings as
we discuss later. The same applies to εc and εsp. Second, in our static simulations (zero temperature
and zero point energy contributions neglected), the internal energy of the system E is reduced to
the electronic energy obtained in our DFT calculations. Finally, the symbol E is often used in other
works to design the Young modulus. To avoid confussion, here we have chosen YI for the directional
Young modulus.

2.3. Spinodal Equation of State Fittings

The versatility of the proposed 1D-SEOS allows us to fit the Young modulus-stress (Equation (4)),
stress–strain (Equation (7)), and energy–strain (Equation (10)) data. Since the spinodal hypothesis
is based on the assumption that the universal relationship given in expression Equation (3) can
accurately describe the stress dependence of the directional Young modulus, it becomes first necessary
to examine if the proposed power law can fit the calculated data, in a reliable manner. To minimize
numerical errors induced by the second strain derivative of the energy involved in the YI − σ curves,
a linear interpolation of the computed electronic energy has been performed. In all the cases, adjusted
R-squares for the YI-σ curves lie in the range between 0.97 and 0.99 and residuals are equally distributed
between negative and positive values with a percentage of deviation lower than 7%. In order to test
the reliability of our proposed 1D-SEOS, the pseudocritical exponent and the critical strength and
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critical strain have been used as fitting parameters to analytically construct the stress–strain curves
and energy–strain curves for all the directions and materials studied in this work according to the
expressions derived in Section 2.2. Successfully, we obtain that the differences between the analytical
curves and the calculated data are always below 1%. A summary of the fitting parameters are presented
in Table 1.

Table 1. One dimensional (1D) spinodal equation of state (1D-SEOS) parameters from the fittings to
our computed stress–strain data. Units of σsp are GPa.

Material Direction γ εsp σsp

3C-SiC
[100] 0.29 0.35 90.5
[110] 0.49 0.30 52.3
[111] 0.36 0.15 45.1

2H-SiC
[001] 0.36 0.15 44.9
[100] 0.46 0.29 58.0
[120] 0.34 0.17 50.7

Graphite
[001] 0.35 0.99 0.06
[100] 0.53 0.26 85.8
[120] 0.37 0.11 78.3

2H-MoS2

[001] 0.39 0.05 0.07
[100] 0.38 0.27 21.4
[120] 0.46 0.20 14.2

As we can see in Table 1, the γ parameter lies inside the 0.41 ± 0.12 interval, depending on
the crystal and the direction considered. These γ values are much lower than the universal β value
of 0.85 assumed by Baonza et al. for the volumetric compression of solids [19]. Such a difference
is attributed to the fact that we are in the stretching region in this case . Indeed, Brosh et al. [39]
studied the dependence of the pseudocritical exponent as a function of the reduced volume both in the
compressive and expansive regimes. These authors conclude that while the universal pseudocritical
exponent of 0.85 accurately describes the solid under high and moderate pressure, the exponent goes
down to the value of 0.5 in the case of the negative pressure regime, which is within the range of the
results obtained in our spinodal stress–strain equation of state.

3. 3C-SiC, 2H-SiC, Graphite and 2H-MoS2: Results and Discussion

3.1. Bulk Properties

This subsection is restricted just to the summary of the equilibrium structural and elastic data
of the four structures. Computed lattice constants, bulk moduli and elastic constants are collected in
Table 2 along with experimental and other calculated values. Overall, our results are found to be in good
agreement with the reported observed data, showing only slight differences due to the overestimation
of the lattice constants and underestimation of the elastic constants inherent to the generalized gradient
approximation (GGA) level of calculation. The introduction of the DFT-D2 correction, which is intended
to take into account the vdW inter-layer interactions, leads our results for graphite and molybdenum
disulfide to be in good agreement with the experiments and improves in general other previous
local density approximation (LDA) or GGA results. In addition, the controversial C12 parameter
in 2H-MoS2, the higher discrepancy (less than 20%) is found in our calculation of C11 in graphite
(see Table 2). We attribute this deviation to the above tendency of GGA results. Regarding C12 in
2H-MoS2, the situation is different. The discrepancy between the negative value reported in the
experimental paper of Feldman [40] and the positive one obtained when the D2 Grimme correction is
included in the calculations was discussed by Peelaers and Van de Walle [10]. We only notice here that
C12 was not directly measured but derived by Feldman using linear compressibilities reported in other
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works. Further details can be found in [10]. Overall, our calculated equilibrium properties provide the
necessary reliable basis to undertake tensile stress simulations.

Table 2. Zero pressure lattice and elastic constants of 3C- and 2H-SiC polytypes, graphite and 2H-MoS2.
All B0 values calculated using Voigt elastic constants relationship.

This Work Calculated Experimental

3C-SiC

a(Å) 4.39 4.34 [41], 4.38 [42] 4.34 [43]
C11(GPa) 341 390 [41], 385 [42] 352 [44]
C12(GPa) 130 134 [41], 128 [42] 140 [44]
C44(GPa) 224 253 [41], 264 [42] 233 [44]
B0(GPa) 200 219, 213 211

2H-SiC

a(Å) 3.085 3.05 [45], 3.09 [42] 3.076[46]
c(Å) 5.060 5.00 [45], 5.07 [42] 5.224 [46]

C11(GPa) 528 541 [45], 536 [42] 501 ± 4 [47]
C12(GPa) 112 117 [45], 78 [42] 111 ± 5 [47]
C33(GPa) 565 586 [45], 573 [42] 553 ± 4 [47]
C13(GPa) 52 61 [45], 31 [42] 52 ± 9 [47]
C44(GPa) 156 162 [45], 164 [42] 163 ± 4 [47]
B0(GPa) 228 238, 214 220

Graphite

a(Å) 2.521 2.451 [48] 2.464 [49]
c(Å) 7.067 6.582 [50] 6.712 [49]

C11(GPa) 892 1118 [51] 1109 ± 16 [49]
C12 (GPa) 163 235 [51] 139 ± 36 [49]
C33 (GPa) 31 29 [51] 38.7 ± 7 [49]
C13 (GPa) 5 8.5 [51] 0 ± 3 [49]
C44 (GPa) 6 −2.8 [51] 5 ± 3 [49]
B0 (GPa) 240 307 281

2H-MoS2

a(Å) 3.19 3.16 [52] 3.163 [53]
c(Å) 12.56 12.296 [52] 12.341 [53]

C11 (GPa) 220 218 [52] 238 [40]
C12 (GPa) 45 38 [52] −54 [40]
C33 (GPa) 40 35 [52] 52 [40]
C13 (GPa) 16 17 [52] 23 [40]
C44 (GPa) 26 15 [52] 19 [40]
B0 (GPa) 75 68 57

3.2. Ideal Strength with and without Transverse Stress

This subsection is devoted to the calculation of the strain-stress curves of the four structures
considered in this study. First, we collect in Figure 1 the results under vanishing transverse stress.
For 3C-SiC and 2H-SiC, calculated points are very similar to those reported by Umeno, Kubo, and
Nagao [42]. For graphite, our in-plane stress–strain curves show maxima at similar strain values to
those reported by Liu et al. [48] for graphene, although we compute critical strengths along these
directions around 25 GPa lower than in their work. This is due in part to differences between LDA
(Liu et al.) and GGA (ours) levels of calculation, and on the other hand, to differences in the system,
single sheet (graphene) and the bulk (graphite). To the best of our knowledge, the corresponding curve
for the c direction has not been reported so far. Analogously, we have not found previous strain-stress
curves along this direction for bulk 2H-MoS2, whereas for the in-plane directions the previous reported
studies refer to single- or few-layer 2H-MoS2 [54,55]. These results indicate a noticeable decreasing of
σc as the size of the slab increases, which is also the expected trend according to our calculations.

It is usual to refer to the chemical bonding network to interpret, at an atomic level, the differences
in the strain-stress curves between compounds and/or directions. Without being strictly quantitative,
while keeping the basic chemical meaning, a simple and practical indicator able to account for the
majority of these differences is proposed as follows. Each chemical bond in the unit cell is described
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by a vector connecting its two bound nearest-neighbor atoms. The projection of this vector along the
corresponding tensile direction is evaluated and the sum calculated over all the bonds in the unit cell
is defined as the total effective bond length (EBL) associated to that direction. The two main structural
effects induced in the chemical bonds by the tensile strain (changes in bonding lengths and angles) are
essentially captured in this parameter. EBL values exhibit the expected trend always increasing as the
strain increases up to the stability limit.

Figure 1a shows that in 3C-SiC the slopes in the low strain region are nearly equal regardless of the
direction. However, the maximum stress value strongly depends on the direction of the deformation
with a critical strength nearly twice as large along the [100] axis (εc= 0.35 and σc = 91 GPa), as that
found for [110] (εc = 0.30 and σc = 53 GPa) and [111] (εc = 0.15 and σc = 45 GPa). We notice that along
[100] all tensile forces are equally distributed over the Si-C bonds. This is in contrast to the tension
along the [110] and [111] directions. For example, in the latter, one of the four C nearest neighbors of a
given Si atom stand along the same [111] direction and the corresponding Si-C bond suffers a pure
stretching, whereas the stretching of the other three Si-C bonds is not so effective and involves bond
angle modifications upon the tensile strain along the [111] direction. At zero strain, the previously
defined EBL parameter already has a value roughly twice greater for the [100] direction (17.5 Å) than
for the [110] (9.3 Å) and [111] (9.5 Å) directions. Thus, although the order between the [100] and [111]
directions is not captured considering just the equilibrium structure, the EBL parameter catches the
essential difference between the [100] direction and these two other directions.

The stress–strain curves during uniaxial tension with vanishing transverse stress in 2H-SiC are
shown in Figure 1b. Slopes in the low strain (harmonic) region are almost exactly equal whereas the
maximum stress value strongly depends on the direction of the deformation. The stress–strain relation
in 2H-SiC [001] (εc = 0.15 and σc = 45 GPa) and 3C-SiC [111] are nearly identical. It is so because of
the similarity of the lattice planes normal to the stress direction, and so are the curves of 2H-SiC [100]
(εc = 0.29 and σc = 58 GPa) and 3C-SiC [110]. The stress–strain relation in 2H-SiC along [120] shows
intermediate values (εc = 0.20 and σc = 50 GPa). Again, these values correlate with the effective Si-C
bond lengths along the corresponding directions. Calculated EBL values in Å for the [100], [120] and
[001] are, respectively, 21.3, 16.8, and 12.3, following the same trend as σc and in agreement also with
previous interpretations in terms of next-nearest Si-C interactions by Umeno et al. [42].

In Figure 1c,d, the responses of graphite and 2H-MoS2 to tensile stress along the [100], [120], and
[001] directions are displayed. Here, the laminar nature of these two compounds is clearly revealed
by the very low critical strength values along the c axis (εc = 0.13 and σc = 0.063 GPa in graphite
and εc = 0.05 and σc = 0.069 GPa in 2H-MoS2) which is in concordance with the weak van der Waals
nature of the inter-layer interaction. At low strains, the in-plane graphite strains reveal an isotropic
2D elastic behavior in good agreement with previous DFT calculations [56]. At large in-plane strains,
the lattice layers start to behave anisotropically and the critical stress along the next-nearest-neighbor
[100] direction (εc = 0.26 and σc = 86 GPa in graphite and εc = 0.27 and σc = 22 GPa in 2H-MoS2)
becomes greater than that along the nearest-neighbor [120] direction (εc = 0.11 and σc = 78 GPa in
graphite and εc = 0.20 and σc = 14 GPa in 2H-MoS2). Expected differences between stronger C–C than
Mo–S intralayer bonds are also clearly manifested when comparing these data.

For all directions and structures, we now analyze new results coming from the proposed analytical
1D-SEOS. All the curves in the four panels of Figure 1 were obtained from the 1D-SEOS fittings to the
calculated strain-stress data. The performance of the 1D-SEOS is apparent and allows us to derive
with confidence critical stress and critical strain values from the corresponding fitting parameters σsp

and εsp, respectively. We have checked that the trends and specific values of these two key parameters
compare with high accuracy with our first-principles computed numerical values (see Table 1). Thus,
we arrive to this interesting conclusion: the 1D-SEOS of Equation (7) is an appropriate analytical
function for describing stress–strain data.
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Figure 1. Calculated strain-stress curves without transverse stress for: 3C-SiC (top left), 2H-SiC (top right),
Graphite (bottom left), and 2H-MoS2(bottom right).

We noticed earlier that multi-load conditions may be present in manufacturing processes,
combining thermal effects and epitaxial growth. As a particular situation of these conditions,
in a second round of simulations, we have studied the effects of superimposing transverse stress
(both compressive and tensile) on the previous tensile directions for the four structures. We detected
convergence problems in some simulations that have hindered the calculations in the compressive
(negative) transverse stress range in 2H-MoS2, and also along the [100] direction in the positive range
of this compound. Based on previous resuls in other covalent systems [42], the expected trend is a
decreasing of the critical strength as we increase the superimposed transverse stress from negative to
positive values. In fact, this is the computed behavior for the majority of situations we have studied.
For example, the critical strength σc is lowered by the transverse stress σt in all the directions in 3C-SiC
(except [110]), 2H-SiC (except [100]), graphite, and 2H-MoS2. In this two laminar compounds, we
obtain just one value at the most negative transverse stress breaking the decreasing trend along the
[120] direction. All these results are displayed in Figure 2 and are in complete agreement with the
computed data in 3C- and 2H-SiC reported by Umeno et al. [42]. In general, the unexpected positive
slope in the critical strength-transverse stress curve appears at compressive transverse stress values.
In the tensile regime, all the directions and structures show a modulated lowering of the critical
strength as the transverse tension increases. This fact is compatible with the overall weakening of the
compounds as multi-load conditions are enhanced, or, in Umeno et al. words as due to the higher
strain energy stored in the material . However, we would like to notice that the opposite behavior
was also found by Sestak et al. [15] and Cerný et al. [18]. The increasing of the critical strength under
sumperimposed positive lateral tensile stress obtained in their calculations might be due to the different
nature of the chemical bonding network. These authors deal with metallic materials where directional
bonds are not identified, thus preventing the use for example of our EBL parameter that we introduce
in what follows.
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Interestingly enough, we observed an equivalent behavior when we analyzed the computed
EBL parameters. In all but the cases where we have detected an exception, the calculated effective
bond length parameter at the critical strain condition decreases monotonically as we superimpose the
transverse stress on the corresponding tensile strain direction. Thus, we found that the decreasing of
the critical strength value correlates with the decreasing in the EBL parameter. For example, along
the [111] direction in 3C-SiC, EBL continuously decreases from 11.00 Å at σt = −30 GPa to 10.78 Å at
σt = +30 GPa. The corresponding values at the same transverse stress conditions for the [100] direction
are 24.71 Å and 21.18 Å. Similar trends are found for the EBL parameter along the [120] and [001]
directions in 2H-SiC. On the contrary, in those cases where negative transverse stresses induce an
unexpected behavior, this EBL parameter also shows as increasing as the transverse stress increases,
up to the condition of vanishing transverse stress. Thus, along [110] in 3C-SiC and [100] in 2H-SiC,
the values of EBL at σt = −30 GPa are, respectively, 10.94 Å and 26.08 Å, increasing up to 11.49 Å and
26.24 Å at σt = 0 GPa, and finally decreasing to 10.97 Å and 24.13 Å at σt = +30 GPa. The reason why a
reduction in the critical strength occurs as compressive transverse is superimposed has been explained
by the appearance of a thermodynamic competitive phase as the rock-salt structure in 3C-SiC [42].
Here, we also see that this reduction in the σc also correlates with the fact that the effective Si-C bond
lengths along the [110] and [100] directions in 3C-SiC and 2H-SiC, respectively, show lower values at
the critical conditions when the compressed transverse stress is increased, thus correlating with the
trend followed by the critical strength.

Figure 2. Calculated critical stress-transverse stress curves for: 3C-SiC (top left), 2H-SiC (top right),
Graphite (bottom left), and 2H-MoS2(bottom right).

Other Outcomes of the Stress–Strain SEOS: Energetics and Directional Young Moduli

As stated in Section 2.3, our analytical scheme allows us to gather information, not only on the
critical parameters, but also on the energetics of crystalline materials and on the Young moduli along
specific tensile directions. From an experimental point of view, stress–strain data can be directly
measured for particular directions whereas the corresponding energy–strain curves remain only
accessible once an equation of state is proposed. Equation (10) displays how, by simple integration
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of our stress–strain 1D-SEOS, analytical energy–strain curves can be derived using data either from
experiments or from computer simulations. In the previous subsection, we have shown that our
calculated (εi,σi) data points are well described by the proposed 1D-SEOS. Here, the integrated SEOS
for all the directions and materials studied in this work are represented in Figure 3. The symbols
correspond to the energy minima at selected strains obtained from our first-principles calculations.
The calculated parameters associated with the integrated forms are collected in Table 3.

The analytical energy curves clearly reflect the good quality of the fittings (see Figure 3).
Two parameters define the shape of each of these curves, εsp and Esp. The first one, previously
discussed in relation to the stress–strain curves (see Table 1), identifies the abscissa of the inflexion
point, where the directional Young modulus vanishes. The ordinate of this point is Esp (see Table 3)
and correlates quite well with the critical/spinodal strength calculated along each of the directions
explored for the materials under study in this work. The higher the strength, the higher the energy
required to induce an elastic instability in the material. Not surprising, the highest values are obtained
in 3C-SiC along the [100] direction and graphite along the [100] direction, just the same systems
and directions where we had found the greatest values for σc (and σsp). Esp values provide also
information on the energy stored in the material due to the tensile stretching. For example, along the
last two directions the energy stored is expected to be higher than along other directions with flatter
energy–strain curves, as [001] directions in graphite and 2H-MoS2 (see Figure 3). Notice that for these
two situations with the weakest cohesive interactions, values are so low (within the accuracy of the
calculations) that only a limit value is given. Overall, we believe that these results evidence the utility
of the energy–strain SEOS.

As regards the directional Young modulus, we can easily derive a simple expression at zero
stress YI(0) involving the three parameters of the stress–strain 1D-SEOS by evaluating Equation (4) at
zero stress:

YI(0) =
σsp

εsp(1 − γ)
. (11)

This parameter is discussed below.

Table 3. Energy and Young modulus parameters from the integrated stress–strain SEOS fittings.

Material Direction YI(0) (GPa) Esp (kJ/mol)

3C-SiC
[100] 396 219
[110] 407 110
[111] 478 50

2H-SiC
[001] 481 50
[100] 437 142
[120] 450 66

Graphite
[001] 0.99 <1
[100] 746 201
[120] 746 113

2H-MoS2

[001] 2.41 <1
[100] 150 69
[120] 140 153

In 3C-SiC, the directional Young moduli at zero stress are (in GPa) 396, 406, 478 GPa for the [100]
[110] and [111] directions, respectively. These results are in concordance with the directional Young
moduli calculated through the theory of representation surfaces [57]. For instance, in the case of the
[111] direction

Y111 =

(
S11 − 2

3

(
S11 − S12 − 1

2
S44

))−1
, (12)

where S11, S12, and S44 are the compliance constants related to the elastic constants by:

S11 =
C11 + C12

(C11 − C12)(C11 + 2C12)
, S12 =

−C12

(C11 − C12)(C11
+ 2C12), S44 =

1
C44

. (13)
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According to the data from Table 2, and using the above equations, the calculated value for Y111(0)
is 489 GPa in good agreement with the parameter obtained from our 1D-SEOS.

In this case, the elastic behavior of the cubic SiC polytype is not enterely isotropic and YI(0) slightly
increases along the sequence [100] [110] and [111]. YI(0) provides a quantitative measure of the initial
slope of the stress–strain curve, thus representing the resistance of the material to a tensile distortion
along a particular direction at equilibrium. Under this perspective, the values of YI(0) in the [100],
[110] and [111] series of 3C-SiC inform that the direction [111] offers the highest resistance to a strain
stretching at zero stress. In 2H-SiC, the values of YI(0) point out that all the directions studied present
similar resistance to distortion. Here, the solid behaves less anisotropically than in the case of the cubic
polytype, expanding a narrower range of values, although both polytypes display similar zero stress
Young moduli.

Let us finally conclude by analyzing these zero stress directional Young moduli in graphite
and 2H-MoS2. Layered materials constitute a severe test for our model since weak and covalent
interactions are simultaneously present. In both compounds, the van der Waals nature of the inter-layer
interactions is revealed through the values of the directional Young modulus provided by the spinodal
parameters. Y001(0) values (in GPa) are as low as 0.99 and 2.40 for graphite and 2H-MoS2, respectively,
in contrast with the values along the [100] and [120] directions which are, respectively, 748 and 728
for graphite, and 150 and 140 for 2H-MoS2. The latter values can be compared with the intra-layer
Young modulus reported for graphite and MoS2 by other authors. For instance, for graphite goes
from 700 to 1100 GPa ([56] and references therein), whereas for 2H-MoS2 the values range between 130
and 220 GPa [58–60] showing a good agreement with the results obtained in this work. At this point,
it must also be emphasized that our Young modulus values reflect the expected different intralayer
bond strengths between the C–C and Mo–S bonds, as we previously detected in the analysis of the
1D-SEOS parameters (see Section 3.2).

Figure 3. Calculated energy–strain curves for: 3C-SiC (top left), 2H-SiC (top right), Graphite (bottom left),
and 2H-MoS2(bottom right).
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4. Conclusions

The critical strength of 3C- and 2H-SiC, graphite, and 2H-MoS2 were evaluated by means of first
principles quantum-mechanical methodologies based on the DFT approximation. Both vanishing and
superimposed transverse stress over uniaxial tensile strains were considered in order to evaluate the
critical (ideal) strength of the four crystalline structures. The critical strength is found to depend on
the particular crystallographic direction revealing the expected stronger mechanical anisotropy in the
layered compounds. In graphite and molybdenum disulfide layers, after an isotropic behavior at the
low strain regime, we observe a different behavior along the two in-plane directions, the critical tensile
strength being smaller in the nearest-neighbor than in the next-nearest-neighbor direction. In these
crystals, the lowest value of σc is obtained in the c-direction as expected given the weak inter-layer vdW
interactions. The critical tensile strength is generally decreased by the transverse tension. Reduction
in the critical strength by large transverse compression occurs in some structures and orientations in
concordance with an increase in the effective bond lengths in those conditions.

We present a new 1D-SEOS analytical function that was successfully applied to the computed
strain-stress data points, and which can be also used to describe results from tensile stress experiments.
The spinodal strain εsp along with the corresponding spinodal stress σsp fitting parameters have been
calculated for the two covalent and the two layered compounds. These parameters are identified with
the critical strength and strain values provided they appear at the instability elastic limit. In addition,
the integrated energy–strain SEOS reveals an interesting equation, enclosing information on the energy
stored in the material along tensile processes and providing data on the required energy to reach the
instability elastic limit .
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Abstract: Titanium oxide (TiO2) has been widely used in many fields, such as photocatalysis,
photovoltaics, catalysis, and sensors, where its interaction with molecular H2 with TiO2 surface
plays an important role. However, the activation of hydrogen over rutile TiO2 surfaces has not been
systematically studied regarding the surface termination dependence. In this work, we use density
functional theory (PBE+U) to identify the pathways for two processes: the heterolytic dissociation
of H2 as a hydride–proton pair, and the subsequent H transfer from Ti to near O accompanied by
reduction of the Ti sites. Four stoichiometric surface orientations were considered: (001), (100),
(110), and (101). The lowest activation barriers are found for hydrogen dissociation on (001) and
(110), with energies of 0.56 eV and 0.50 eV, respectively. The highest activation barriers are found
on (100) and (101), with energies of 1.08 eV and 0.79 eV, respectively. For hydrogen transfer from
Ti to near O, the activation barriers are higher (from 1.40 to 1.86 eV). Our results indicate that the
dissociation step is kinetically more favorable than the H transfer process, although the latter is
thermodynamically more favorable. We discuss the implications in the stability of the hydride–proton
pair, and provide structures, electronic structure, vibrational analysis, and temperature effects to
characterize the reactivity of the four TiO2 orientations.

Keywords: hydrogen activation; rutile TiO2; hydrogen transfer

1. Introduction

Titanium oxide (TiO2) has been widely used in numerous fields, from everyday applications (paint,
inks, toothpaste, makeup) to technological devices, such as dye-sensitized solar cells (DSSCs) [1,2],
photoelectrochemical cells [3], photocatalysts [4], catalysis [5,6], sensors [7,8], biomedical treatments [9],
lithium ion batteries [10], or photovoltaics [11,12]. The interaction of hydrogen with TiO2 surfaces plays
an important role in many reaction processes [13–20] and has been widely studied [21–27]. Despite
the high interest generated by hydrogen-titania interfaces, the nature of the species involved is still
poorly understood—protons are generally reported as being stable in hydrogenated rutile (110) [28],
atomic surface hydrogen has been found to prevent electron-hole recombination on an Au-TiO2

photocatalyst [14], and very recently hydride species have been characterized as being stable on its
surface [29,30]. In this work, we investigate the role of the surface termination in the H2 dissociation
and migration on rutile surfaces. We focus on the characterization of the stability of surface Ti-H
species formed by interaction with H2 and their subsequent transfer to neighboring oxygen sites in
order to provide a comprehensive picture of the adsorption, desorption, and diffusion mechanisms
occurring at H-TiO2 interfaces.

In recent years, H2 dissociation over metal oxides has attracted great interest [31–38]. Two main
mechanisms are proposed: homolytic and heterolytic dissociation [39]. It is widely thought that
non-reducible metal oxides follow the heterolytic pathway forming MH/OH pairs, while reducible

Nanomaterials 2019, 9, 1199; doi:10.3390/nano9091199 www.mdpi.com/journal/nanomaterials21
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metal oxides proceed homolytically forming OH/OH pairs together with the metal site reduction.
However, in recent years deviations from this rule have been proposed to explain experimental
observations. Thus, García-Melchor et al. and Fernandez-Torre et al. reported that H2 dissociation on
CeO2 (111) follows a heterolytic path, with H being transferred from Ce to a neighboring O, generating
the homolytic product [34,40]. Chen and Pacchioni reported that on nanostructured MgO (001),
the dissociation pathway depends on the choice of the support—on MgO/Ag (001), the heterolytic
pathway is preferred, while with Au support, it follows the homolytic dissociation [31]. Very recently,
Liu et al. reported the surface characteristics of anatase TiO2 after reduction with H2. In their study,
they proposed that H2 can dissociate on oxygen vacancies—one H atom binds with a Ti to form the
Ti-H bond, whereas the other one bonds with O to form Ti–OH [41]. Moreover, Hu et al. reported H2

dissociation on three TiO2 polymorphs [35], which showed that homolytic activation barriers are all
high (1.48–1.68 eV), with rutile showing the highest activity.

It is well known that the surface properties strongly vary with different crystallographic
orientations, which can greatly affect their reactivity [42–46]. For rutile TiO2, the main exposed
low energy surface is the (110) surface, which is also the most studied [23,28,47–51]. There are also
other terminations of rutile TiO2 that are experimentally accessible, such as (100) facet [52–55], (001)
facet [56–62], (101) facet [8,60,63,64], and (011) facet [65–67]. Herein, we systematically study the
hydrogen dissociation over four rutile TiO2 facets (001), (100), (110), and (101) by using density
functional theorywith PBE+U(Perdew–Burke–Erzenhof functional with the Hubbard U correction).
We consider a two-step mechanism for H2 dissociation: first, heterolytic dissociation to form TiH/OH
pairs, and second, H transfer from Ti to O to form OH, accompanied by a two-electron transfer of the
hydride to the Ti sites. We provide the structures of the reaction intermediates, the energetic profile of
the two steps, the electronic structure of the systems involved, and the temperature effects to evaluate
the barriers at room temperature for stoichiometric slab models. Vibrational frequencies for TiH and
OH are also reported as a guide to identify relevant species on the different terminations.

2. Materials and Methods

Density functional theory (DFT) calculations were performed using the Vienna ab initio simulation
package (VASP) version 5.4.4 [68]. Projector-augmented wave (PAW) pseudopotential was used to describe
the core electron representation with 1, 4, and 6 valence electrons for H, Ti, and O, respectively [69,70].
The generalized gradient approximation (GGA) approach was used for the exchange and correlation
potential with the Perdew–Burke–Erzenhof (PBE) functional [71,72]. The GGA+U approach of Dudarev et al.
was used to treat the 3d orbital electrons of Ti with the effective Hubbard on-site Coulomb interaction
parameter (U’=U− J) [73]. We chose U’= 4 according to the proposed value from previous works [24,28,74],
referred herein as U. A 400 eV cutoff energy for the plane-wave basis set was found to correctly treat the
rutile surface [28]. The dissociation of hydrogen on rutile TiO2 surfaces was investigated in the 1 × 1 unit
cell for (001), (100), and (101) and in the 2 × 2 unit cell for the (110) surface. The open shell systems were
treated with spin polarized calculations. The energy convergence was set to 3.0 × 10−2 eV for the ionic
loop and 1.0 × 10−4 eV for the electronic loop. The slab models were cut from the optimized structure
of bulk rutile (Figure 1). A vacuum layer of 20 Å was employed. The slab thickness used is given in
Table 1. The lower-half layers of the slab were kept frozen and the upper-half layers were allowed to relax.
We used the Monkhorst−Pack scheme to sample the Brillouin zone, and the distance between each k-point
was 0.033 Å−1 [18,35]. The constrained minimization and climbing-image nudged elastic band (CI-NEB)
methods were used to locate transition states (TS) [75,76]. In this work, the minimum energy pathway
for each elementary reaction was discretized by a total of four images between the initial and final states.
The imaginary frequency of every transition state was checked to connect initial and final states. The zero
point energy (ZPE) vibration energy was calculated from vibrational frequencies as one-half of the sum of
real-valued harmonic vibrational frequencies [77].
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Figure 1. Side views of rutile TiO2 (001), (100), (110), and (101) surfaces. Note: Ti, blue; O, red.

Table 1. Size, composition, layers, and coordination numbers of atomic surface.

Surface (001) (100) (110) (101)

Supercell 1 × 1 1 × 1 2 × 2 1 × 1

Composition (TiO2 units) 8.00 8.00 32.00 8.00

TiO2 layers (frozen/relaxed) 8 8 4 8
4/4 4/4 2/2 4/4

Coordination
O(2) O(2,3) O(2,3) O(2,3)
Ti(4) Ti(5) Ti(5,6) Ti(4,5)

Parameter: a, b in Å
a = 4.661 a = 4.661 a = 6.018 a = 5.522
b = 4.661 b = 2.962 b = 13.096 b = 4.661

Automatic k-point = 1/30 Å−1 5 × 5 × 1 5 × 8 × 1 4 × 2 × 1 5 × 5 × 1

Esurf (J nm−2) 1.30 0.73 0.55 1.07

We also consider the effect of temperature by calculating the Gibbs free energy at room temperature
(298 K); in the solid system, the pressure volume term pV can be ignored, thus:

G(T) = H − TS = U + pV − TS ≈ U(T) − TS(T) (1)

It is reasonable to only consider the vibrational contributions, therefore:

U(T) = EDFT + EZPE + Uvib(T) (2)

S(T) = Svib(T) (3)

For vibrational spectra, the density-functional perturbation theory (DFPT) linear response approach
was used [78,79]. The matrix of Born effective charges (BEC) is obtained and indicates the change of
involved atom’s polarizabilities. The infrared intensity can be described as in the following formula
containing Born effective charges and the eigenvectors eβ(s|υ ):

f (υ) =
∑

α

∣∣∣∣∣∣∣∣

∑

sβ

Z∗αβ (s)eβ(s|υ )
∣∣∣∣∣∣∣∣

2

(4)

where α and β are Cartesian polarization, eβ(s|υ ) indicates the normalized vibrational eigenvector,
and Z∗αβ indicates the effective charge tensor. To assess how the frequencies obtained depend on
the computational setting, the performance of four different density functionals (PBE, Local Density
Approximation (LDA), Perdew-Wang (PW91), Perdew-Burke-Ernzerhof revised for solids (PBESOL)),
cut-off (300, 400, 500, 600, and 700 eV), choice of U (3, 4, 5, 6, and 7 eV), and the inclusion of
dipole corrections were tested (see Supplementary Tables S1–S4 and Figures S7–S10). Although the
numerical values are affected by computational settings, the trends between the different orientations
are maintained.
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Dispersion effects were evaluated for the heterolytic path for the intermediates and TS1 (the latter
as a single-point calculation) by means of dispersion corrections (Grimme D3) (zero) [80] and the
results are displayed in Supplementary Table S7 and Figure S12. Dispersion corrections were found to
slightly stabilize adsorbates with respect to the non-corrected calculation and significantly decrease the
barriers. However, they did not significantly alter the trends of the terminations, nor the vibrational
frequencies (Supplementary Table S7 and Figure S12).

No dipole correction was used to account for the asymmetry of the slabs in the perpendicular
direction. As our work is mainly based on the comparison of terminations, and as all of them should
be affected in a similar manner by the spurious dipole, we do not expect it to have a significant impact
on the conclusions. As can be seen in Supplementary Table S6 and Figure S11, the inclusion of dipole
corrections did not have a significant effect in the vibrational frequencies.

Slab Model

We optimized the bulk TiO2 rutile unit cell obtaining values of a = b = 4.661 Å and c = 2.961 Å,
in agreement with experimental parameters of a = 4.593 Å and c = 2.958 Å [23]. The calculated lattice
parameters for bulk rutile TiO2 were overestimated by 1.46% for a and only 0.10% for c with respect to
the experimental value, and the optimized values were used to build the slab models.

The four rutile TiO2 surface (001), (100), (110), and (101) stoichiometric terminations are represented
in Figure 1 and the main structural parameters are reported in Table 1. As we can see, the facets (001)
and (110) are roughly flat, while (100) and (101) facets are uneven. On the surfaces, the coordination
number of titanium sites vary from 4 to 6(001) has only Ti4C; (101) possesses Ti4C and Ti5C; (100) has
only Ti5C; and (110) has Ti5C and Ti6C. Regarding oxygen, the surface coordination varies from two- to
three-fold—(001) has only O2C, while the other three exhibit O2C and O3C. The surface energy Esurf,
calculated as the difference in energy between the slab and the bulk divided by twice the area, follows
the trend of coordination—the lower the surface atomic coordination, the higher the surface energy.
Thus, (001), where Ti and O are poorly coordinated, shows Esurf 1.30 J nm−2, whereas (110), where the
atoms are more coordinated, shows Esurf 0.55 J nm−2.

3. Results and Discussion

3.1. H2 Dissociation

Firstly we investigated the heterolytic pathway for H2 dissociation on the four selected rutile TiO2

selected. In the first step, the H2 molecule physisorbs on the surface forming the adduct H2*. Then,
the heterolytic H2 dissociation takes place between the Ti site and a neighboring O atom through a
transition structure (TS1), generating a pair of O−H and Ti−H bonds (H+-H− species). The second step
involves the transfer of the hydride (H−) on the Ti site to a nearby O, leading to 2 O-H hydroxyl groups
(H+-H+) and a two-electron transfer to surface titanium sites that become reduced. The transition
state associated with this step is labeled as TS2. The reaction pathway involving these two steps is
schematized in Figure 2, and the calculated energies are reported in Table 2. The energy profile of H2

dissociation over the four surfaces is shown in Figure 3.

Figure 2. Schematic two-step mechanism considered in the present work. The heterolytic dissociation
pathway of H2 over TiO2 surface (step 1) and sequential H transfer from Ti to near O (step 2). Ti, O,
and H atoms are depicted by blue, red, and white spheres, respectively.
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Table 2. Reaction energy (ΔE), dissociation activation energy (E f orw
act ), and backward activation energies

(Eback
act eV) for step 1, and the H transfer barrier of step 2 (Eact2). Values in brackets are energies without

U correction (see below and Supplementary Information). All energies are referred to the physisorbed
TiO2-H2 system. * indicates adsorption state.

(001) (100) (110) (101)

H2 * 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
TS1 0.56 (0.63) 1.08 (1.15) 0.50 (0.70) 0.79 (1.10)

(H+-H−) −0.08 (0.15) 0.68 (0.98) 0.12 (0.50) −0.08 (0.28)
TS2 1.78 (1.98) 2.38 (2.52) 1.80 (1.86) 1.22 (1.50)

(H+-H+) −0.61 (0.03) 0.15 (0.78) −1.32 (−0.79) −1.56 (−0.22)
ΔE1 −0.08 (0.15) 0.68 (0.98) 0.12 (0.68) −0.08 (0.28)

E f orw
act

0.56 (0.63) 1.08 (1.15) 0.50 (0.70) 0.79 (1.10)
Eback

act 0.64 (0.48) 0.40 (0.17) 0.38 (0.20) 0.87 (0.82)
ΔE2 −0.53 (−0.12) −0.53 (−0.20) −1.44 (−1.47) −1.48 (−0.50)
Eact2 1.86 (1.83) 1.70 (1.54) 1.68 (1.18) 1.40 (1.22)

 
Figure 3. The energy profile of hydrogen dissociation and H transfer from Ti to near O on four rutile
TiO2 surfaces, namely (001), (100), (101), and (110). Inset images show the pathway (side view and top
view) on TiO2 (001); the three other pathways are depicted in Supplementary Figures S1–S3. The bond
distance is in Å.

Here, all adsorption energies are referred to the energy of physisorbed TiO2-H2. The path for the
TiO2 (001) surface is illustrated, and those corresponding to the other three terminations are provided
in Supplementary Figures S1–S3. Several pathways were considered involving different surface sites.
For the heterolytic step, on (001) there is a unique possible pathway with only one kind of O2c site
and one Ti4c site on the surface. On (100), besides the pathway reported in Supplementary Figure S1,
there is also one additional combination of Ti5C and O2C sites (Supplementary Figure S6a), in which the
direction of the OH bond is almost perpendicular to the direction of the TiH bond, which makes this
combination less stable than the one selected. For (101), two other possible structures involving Ti5C

and O2C (Supplementary Figure S6b) and Ti4C and O3C (Supplementary Figure S6c) resulted in less
stable systems than the one retained. The model structures retained are stabilized as a consequence
of the saturation of poorly coordinated sites of Ti4C, Ti5C, and O2C upon hydrogenation, and in some
cases the formation of hydrogen bonds.
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The stability of the (H+, H−) intermediate is slightly exothermic for the (001) and (101) terminations
(−0.08 eV), whereas it is slightly endothermic for the (110) by 0.12 eV, and for the (100) by 0.68 eV.
Hydrogen bonds between TiH and OH species form in all the terminations except (101). Whereas the
terminations showing the poorest coordination exhibit the most exothermic adsorption energy for
the (H+, H−) intermediate, the most highly coordinated slabs show less exothermic values. However,
the most highly coordinated (110) slab exhibits a significantly lower adsorption energy than (100).
The activation barriers of heterolytic H2 dissociation on the four TiO2 surfaces follow the trend (110)
0.50 eV < (001) 0.56 eV < (101) 0.79 eV < (100) 1.08 eV. As for the adsorption energy, a trend appears
between coordination and kinetic barriers for (001), (101), and (100), whereas (110) presents lower
values than expected (its higher coordination should lead to the most endothermic values). Our results
are consistent with previous studies. For the (001) surface, our activation energy (0.56 eV) is consistent
with the one reported previously (0.68 eV) [14]. The difference comes from the use of a different
Hubbard parameter (U = 7 eV) and unit cell (2 × 1). Our activation energy for the (110) surface, 0.50 eV,
is larger than the 0.37 eV reported for a much narrower slab (3-TiO2-layer thick slab model [34]),
highlighting the important role of slab thickness in the construction of a model.

According to our results, the (H+, H−) intermediate is more likely to be formed on (001) and
(101) terminations, however the poor stability and the low barriers could induce the inverse reaction,
i.e., the recombination and desorption as H2 (see below). These results suggest that the rutile TiO2

(001) exhibits the most likely H2 heterolytic dissociation path in the series, with the lowest activation
energy and a slight stabilization of the product. This specific reactivity could be associated with the
low coordination of the surface titanium site—the four-fold coordinated Ti site in the (001) termination
stabilizes the hydride Ti-H species to increase the number of neighbors. In the transition structure 1
(TS1) displayed in Figure 3, the Ti-H distance is 1.93 Å (1.74 Å in the intermediate), and the species
appears in interaction with the OH group (H-H distance of 1.17 Å) with an imaginary frequency of
992.39 cm−1. The charge density difference analysis shows that there exists a tight ion pair in TS1
where the H on Ti gains electronic density and the H on O is deprived, forming a H+-H− pair (Figure 4).
This is consistent with a moderate polarization of the H2 moiety, as shown in the Bader analysis
discussed below. In this TS1 structure, the four atoms involved Ti-H . . . H-O are coplanar.

 
Figure 4. Charge density difference of transition state 1(TS1)illustrating the formation of the Hδ+-Hδ−
tight ion pair on the (001) surface. Yellow and green iso-surfaces show an electronic density gain and
depletion, respectively.

For the other three facets, similar structures are found for TS1 involving coplanar Ti-H . . . O-H
geometries. For the (100) termination, the transition state of this dissociation process shows −1106.91
cm−1 Ti-H vibration mode, with 1.83 Å for Ti−H and 1.10 Å for the H-H distance. For the (110) and
(101) facets, the Ti-H vibration modes are −704.20 cm−1 and −1289.80 cm−1, respectively. The Ti-H
bond distances are both 1.95 Å, and the O-H distances are 1.22 Å and 1.33 Å, respectively.
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The second step in the mechanism is the transfer of the H− on the Ti site to the nearest
two-fold-coordinated O site, finally yielding two hydroxyls on the surface and a reduction of the Ti sites.
The final products (H+-H+) are thermodynamically the most stable ones in the path: (001) −0.61 eV,
(110) −1.56 eV, (101) −1.09 eV, and (100) 0.15 eV. H-bonds are formed in some of the structures, which
results in larger stabilization. In the cases of (001) and (100), the final products involve a rearrangement
of the surface bonds—a Ti-O-Ti breaks to form a Ti-OH moiety. The activation barriers are significantly
higher than for the first step, ranging from 1.30 to 1.80 eV. These results indicate an unfavorable
evolution to the homolytic product from the heterolytic intermediate. Thus, the hydride TiH species
could be kinetically stabilized on TiO2 surfaces with a possible recombination to regenerate and desorb
H2 at low temperatures, whereas the reduction step would require much higher energies to occur.
Nevertheless, the most thermodynamically stable product is found for step 2 and involves the presence
of two hydroxyl groups and two Ti3+ sites; the latter originate from the electron transfer from the
hydride to two titanium sites. This transfer results in open-shell systems that can be characterized by
the presence of two unpaired electrons.

We have looked for correlations between adsorption energy, barrier heights, and geometry
(TiH, HH, and OH distances), as well as Bader charges in TSs, and our results indicate no clear
relationship. This is very interesting, as for CeO2 those correlations do appear [81]. This might point to
an ionocovalent character of Ti-O bond compared to the more ionic Ce-O bond, which would facilitate
the formation of the H+-H− ionic pair, or to the important role of the local topology in stabilizing
intermediates and transition structures. As a general trend, the activation barriers seem related to the
coordination numbers of Ti and O on the surfaces, with the (110) termination behaving in a different
way than is expected from its highly coordinated surface sites.

3.2. Electronic Structure

In order to characterize in more detail the electronic structure of the structures involved in the
hydrogenation mechanisms, we have computed the density of states (DOS); Figure 5 and Supplementary
Figure S4) for step 1 and step 2 of the four terminations considered. As unpaired electrons are involved,
especially in H transfer process step 2, spin up and spin down are represented. The features of these
four facets are similar and only the (001) and (100) facets are displayed in Figure 5. The other two facets
are shown in Supplementary Figure S4. At the bottom of the plot a hydrogen molecular band appears
as a sharp narrow peak in the valence region due to H2 physical adsorption. In TS1, we observe a
splitting in two bands associated with H+ and H− species that overlap with the slab levels. For the
product of heterolytic dissociation (H+-H−), the H− band is the highest occupied energy level, with a
sharp peak at the Fermi level. For the TS2 of subsequent H transfer from Ti to nearby O, there still exists
one H+ band and one H− band, but the intensity decreases. The existence of wide, weak peaks in the
gap indicates an early reduction of the Ti site in TS2 on (100) and (110) facets, while no corresponding
peak appears on (001) and (101). For the H transfer process product (H+-H+) species, we observe the
H+ levels corresponding to OH groups in O-H bonds in the valence band, which appear as two distinct
peaks if they correspond to inequivalent hydroxyl groups. Also, Ti states appear in the gap below
the Fermi level, indicating the reduction of the Ti sites. This is consistent with the picture of the spin
density plots (Figure 6 and Supplementary Figure S5), indicating that the unpaired electrons from the
hydride transfer are trapped by two Ti ions that get reduced, confirming the nature of Ti3+ sites. Note
that the approach used in the present work does not allow one to state unambiguously which Ti sites
are reduced—it only confirms qualitatively that two distinct Ti sites are involved.

Bader charge analysis [82] was carried out to complement the characterization of the electronic
structure of the systems studied. In Table 3, we can follow the electronic charges during the two
processes, whereas Table 4 shows the Bader analysis for the spin density. In step 1, the adsorbed
hydrogen species shows a slightly polarized H-H bond. In TS1, the H-H bond is more polarized,
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generating a tight ion pair with charges in the range 0.35-0.48 |e| for the H+ and −0.31 to −0.41 |e| for the
H− species. The intermediate (H+, H−) species is characterized by charges in the range 0.65–0.70 |e| and
−0.30 to −0.41 |e| for H+ and H−, respectively. Moreover, the oxygen involved in this hydrogen transfer
process shows electron gain of about +0.15–0.30|e| compared to the same O in the slab. The Bader
charge of the products (H+-H+) show values from 1.78 to 1.87 |e| for the surface Ti sites carrying
the electrons. Actually, based on our spin density results (see Figure 6, Supplementary Figure S5
and Table 4) two Ti are reduced for every facet. For the TS2, one of the Ti on the surface partially
decreases its positive charge, indicating partial reduction. Finally, in the H+-H+ species the two H
are characterized as protons, whereas two Ti sites decrease their positive charge, indicating that they
host the reduction electrons, and the integrated spin density varies from 0.90 to 1.05 |e| (See Table 4).
It is worth stating that the O site involved in the H transfer process also contains a small amount of
unpaired electrons of 0.24 |e| for TS2 of both (001) and (101) facets, as can be seen in Figure 6 for the
(001) case.

 

Figure 5. Total and projected densities of state (PDOS) of the TiO2 slab, *H2, TS, *(H+, H−), and
*(H+-H+) for the (001) (left) and (100) (right) surfaces. For the PDOS, only the Ti and O involved in
the two processes are projected. Positive density of states (DOS) correspond to spin up and negative to
spin down.
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Figure 6. Spin density of TS2 (a) and (H+-H+) species (b) indicating the distribution of unpaired
electrons on the (001) facet. The spin densities for TS2 and (H+-H+) species on the other three facets are
shown in Supplementary Figure S5.

Table 3. Bader charges (|e|) of H and involved Ti and Oa in the H2 dissociation process, and involved
H, Ti, and Ob in subsequent H transfer from Ti to O process for H2 *, TS and (H+-H−), and (H+-H+).
For step 1, the O involved was labeled Oa, and Ob in step 2.

qTi+

/qO−
qH+/qH−

qTi+/qOa
−

qH+/qH−
qTi+/qOb

−
qH+/qH+

/qTi+/qOb
−

Slab H2 * TS1 (H+-H−)-Oa (H+-H−)-Ob TS2 (H+-H+)

(001) 1.98/−1.00 0.02/−0.01
/1.98/−1.00

0.48/−0.41
/1.97/−1.02

0.67/−0.42
/1.95/−1.22

0.67/−0.42
/1.95/−0.98

0.63/−0.10
/1.90/−0.97

0.65/0.61
/1.79/−1.26

(100) 2.03/−1.07 0.04/−0.02
/2.01/−1.07

0.43/−0.32
/1.96/−1.12

0.65/−0.30
/1.90/−1.24

0.65/−0.30
/1.90/−0.98

0.64/−0.01
/1.77/−1.10

0.60/0.60
/1.78/−1.27

(110) 2.01/−0.90 0.04/−0.02
/2.04/−0.92

0.35/−0.31
/2.01/−0.97

0.70/−0.34
/1.93/−1.22

0.70/−0.34
/1.93/−0.91

0.67/0.00
/1.95/−0.92

0.64/0.62
/1.87/−1.15

(101) 1.99/−0.96 0.04/−0.03
/1.98/−0.96

0.38/−0.40
/1.97/−1.03

0.67/−0.40
/1.96/−1.20

0.67/−0.40
/1.96/−0.93

0.60/−0.10
/1.90/−1.25

0.60/0.66
/1.83/−1.30

Table 4. The number of unpaired electrons of TS2 and (H+-H+) species. Only involved atoms are shown.

Slab (001) (100) (110) (101) Slab (001) (100) (110)

Species TS2 (H+-H+) TS2 (H+-H+) TS2 (H+-H+) TS2 (H+-H+)

Total 1.70 2.00 1.90 2.00 1.92 2.00 1.70 2.00
Ti 0.80 0.97 0.99 0.91 0.24 0.90 0.80 0.99
Ti 0.16 1.00 0.11 1.05 0.24 0.90 0.16 0.99
O 0.24 0.00 0.02 0.00 0.00 0.00 0.24 0.00

H1 0.44 0.00 0.87 0.00 0.97 0.00 0.44 0.00
H2 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00

3.3. Effect of the Hubbard Correction U

The values without U correction were considered to analyze the effect of U in the energetic profile,
which is reported in Table 2. The profile is similar to the one obtained for U = 4 eV (see Figure 7 for the
(001) case and Supplementary Materials for the others). In step 1, the heterolytic dissociation leads to
(H+-H−) products stable at 0.15 eV (001), 0.28 eV (101), 0.98 eV (101), and 0.50 eV (110), and barriers of
0.63 eV, 1.10 eV, and 1.15 eV, 0.70 eV, respectively, which is ~0.20 eV higher in energy than for the U
= 4 eV case (Table 2, Figure 3). The increase in the values is significantly higher in step 2, where the
(H+-H+) product is higher in energy by ~0.60 eV in the absence of U correction, and is associated with
the stabilization of the localized solution favored by the U = 4 eV term with respect to the U = 0 eV
case. In general, the activation barriers are not significantly affected by the U value, with the exception
of (110) and (100) in step 1 (formation of H+-H−), where the U = 0 eV leads to a TS1 very close in
energy to the H+-H− intermediate. The backward reaction i.e., recombination desorption of H2, would
thus be barrierless and the intermediate would not be stable at all. The overall profile and the trend of
the activity for H2 dissociation and subsequent H transfer for the four TiO2 surfaces is maintained.
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Figure 7. Comparison of energy profile on four facets without U correction (left). Comparison of
energy profile on (001) when U is 4.0 eV and without U (right).

3.4. Vibrational Spectrum

We computed the vibration frequency and IR spectra of H2 heterolytic dissociation products
(H+-H−) for the four terminations. No scaling factor was applied. The vibration modes are shown
in Table 5 and Figure 8, and present three main regions: Ti−H and O−H bending modes at low
frequencies (below 1000 cm−1); the vibration frequencies of Ti−H lie in the range of 1500–1800 cm−1;
the stretching OH modes are characterized by higher frequencies (between 2900 cm−1 and 3800 cm−1).
Ti−H stretching modes of the four species are seen in the calculated spectrum at 1644 cm −1 (001),
1768 cm−1 (100), 1653 cm−1 (110), and 1577 cm−1 (101), corresponding to the expected Ti−H IR spectral
region (around 1600 cm−1) [83].The hydrides of (001) and (101) facets are Ti4C-H, while they are Ti5c-H
on (100) and (110) surfaces, as displayed in Figure 9. Previous studies using electron-stimulated
desorption (ESD) [84] and low-energy ion scattering (LEIS) [85] reported that the annealed TiO2 surface
is compensated by H, which is bonded in the Ti−H as well as O−H with bridging O or a subsurface,
but no specific frequencies were provided. Recently, Yan et.al indicated the formation of Ti-H species
on the P25 TiO2 surface [86].

Table 5. Computed IR wavenumbers (cm−1) and intensities (in brackets) of Ti−H and O−H stretching
modes of (H+, H−) species for the four terminations studied.

Stretching Modes (001) (100) (110) (101)

(Ti-H) 1644.78 (0.39) 1768.74 (0.52) 1653.87 (0.32) 1577.45 (0.76)
(O-H) 3742.87 (0.05) 2976.54 (1.56) 3606.59 (0.22) 3622.37 (0.44)

 
Figure 8. Computed IR spectra of the TiO2-(H+, H−) species for the four selected terminations. Intensities
are given in arbitrary units.
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Figure 9. Structures of (H+-H−) species on (001), (100), (110), and (101) surfaces (bond distance in Å).

For the (O-H) vibrations, there are many experimental reports by various authors (see selected
ones in Supplementary Table S5), showing that the vibrations can be greatly influenced by the nature of
the site, the surface topology, the presence of defects and coverage [87], as well as the polymorph [88].
In the present work, we perform an analysis of OH vibrations for the four terminations considered
(see Table 5, Figure 9) as a guide for qualitative assignment. It is found that the OH stretching vibrations
are different between these four facets. The calculated IR results of TiO2 (100) surface (2976.54 cm−1)
correspond to a Ti5C-O3CH exhibiting an H bond with one O site nearby. An experimental value
of 3550 cm−1 for OH on (100) [89] was reported for the adsorption of water on the surface, most
likely assigned to terminal hydroxyl groups. Our value is consistent with a higher coordination
of the hydroxyl group (three-fold in our case), as well as with the presence of a hydrogen bond,
both blue-shifting the vibration with respect to the experimental value. For the TiO2 (101) surface
(3622.37 cm−1) it corresponds to a Ti4C-O2CH. Experimentally, the OH stretching vibrations from water
adsorption are observed at 3680 and 3610 cm−1 [89]. For the TiO2 (110) surface (3606.59 cm−1) the
vibration corresponds to Ti6C-O2CH, which is lower than in a previous theoretical study by Wöll
(3700 cm−1) [90]. Note that the model used in the work of Wöll et al. involves a hydroxyl perpendicular
to the slab, whereas in our work the hydroxyl is tilted. Other experimental works report 3665 and
3690 cm−1 measured by High-Resolution Electron Energy Loss Spectroscopy (HREELS) [91,92], and
3711 cm−1 by IR [93] on systems obtained by H2O adsorption on a clean single-crystal TiO2 surface.

As a general remark, the lack of experimental data in well-controlled structures and conditions
make an assessment of the vibrational spectra of surface hydroxyl and hydride species difficult,
although several trends can be observed. First, the vibrations are dependent on the surface topology
due to specific local chemical environments. Second, the coordination of oxygen and titanium sites
seems to play a role, as well as hydrogen bonds formed between TiH/OH pairs and neighboring O
sites. Overall, our results are consistent with previous experimental and theoretical data published
in the literature and provide a set of spectra to stimulate the search of TiH/OH species on different
rutile terminations.

3.5. The H2 Recombination-Desorption Reaction

We studied the energy barriers for hydride TiH/OH species recombination to regenerate and
desorb H2 on four facets (Figure 10, Table 2). The corresponding barrier for that process, Eback

act , requires
0.64 eV for (001), 0.87 eV for (101), 0.38 eV for the (110), and 0.40 eV for the (100) slabs. The backward
activation energies for the facets (001) and (101) are larger than those found for facets (110) and (100),
probably due to the higher stability of the (H+-H−) species. Contrary to the dissociation process,
the desorption of H2 is slightly endothermic for the (001) and (101) terminations (0.08 eV), whereas
it is exothermic for the (110) by −0.12 eV, and for the (100) by −0.68 eV. On (101) and (001) facets,
hydrogen dissociation, and therefore (H+-H−) formation, is slightly more favorable than H2 desorption:
0.79 eV vs. 0.56 eV for (101), 0.87 eV vs. 0.64 eV for (001). H2 dissociation and desorption occur with
similar barriers on (110), with 0.50 eV and 0.40 eV, respectively. Thus, it is expected that the (H+-H−)
intermediate involving Ti-H species is more likely to be observed in (001), and to a lesser extent (101),
where the (100) and (110) would lead to recombination and desorption.
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Figure 10. The energy profile of hydrides TiH (H+-H−) species recombination with OH to desorb H2

on four facets at 0 K, U = 4 eV.

3.6. Zero-Point Energy Correction and Effect of Temperature

The energy profiles with Zero Point Energy (ZPE) correction are also studied together with
the Gibbs free energies for T = 298 K (Figure 11). With ZPE correction, the energy for these two
steps increases, while it does not affect the kinetic barriers. Temperature has almost no effect on this
reaction profile.

 

Figure 11. The heterolytic pathway of H2 dissociation and subsequent H transfer from Ti to O nearby
on four (a–d) TiO2 facets, considering zero point energy (red lines). Blue lines indicate the profiles for
T = 298 K.

As a final remark, many other factors may have a deep influence on the behavior of TiO2 regarding
hydrogenation—the presence of surface and subsurface defects [94], the nature of the bulk phase [95],
nanostructuring [96,97], interfacial water [98], or reduction [99]. More fundamental works to elucidate
the structure of hydrogenated surfaces are needed to build a robust scenario for the complex behavior
observed [100].

4. Conclusions

The mechanisms of H2 dissociation on four different rutile TiO2 facets by means of density
functional theory (PBE+U) calculations have been investigated. The results showed that the topology
of the surface has a moderate effect on H2 dissociation on TiO2 kinetically and also thermodynamically.
We found that for all four surfaces, the heterolytic dissociation pathway towards hydride–hydroxyl
surface pairs is kinetically more favorable than the H transfer process towards substrate reduction,
although the reduction product, with only surface hydroxyl groups, is thermodynamically more
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favorable. On (110) and (100), the hydride–hydroxyl pair formed can recombine and desorb as
molecular dihydrogen, whereas the (001), and to a lesser extent (101), stabilize the hydride–hydroxyl
pair. The energetics of the reaction seems related to the coordination numbers of Ti and O on the surfaces,
although (110) shows a specific behavior. No clear trend relating adsorption energies and barriers
with local geometry or charges was found. The electronic structure analysis allows characterization of
charge and electron transfers. The IR spectra of the (H+-H−) pair species were also computed indicating
the vibrational region of Ti-H species on TiO2 facets in the range of 1550–1750 cm−1. The frequencies
are found to depend on the facet exposed and could be used as a qualitative guideline to identify
them experimentally.
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(H+-H+) for the (110) (left) and (101) (right) surfaces. Figure S5: Spin Density of TS2 and (H+-H+). Figure S6:
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Abstract: Although dibenzyl disulfide (DBDS) is used as a mineral oil stabilizer, its presence in
electrical transformer oil is associated as one of the major causes of copper corrosion and subsequent
formation of copper sulfide. In order to prevent these undesirable processes, MY zeolites (with M
= Li, Na, K, Cs, Cu or Ag) are proposed to adsorb molecularly DBDS. In this study, different MY
zeolites are investigated at the DFT+D level in order to assess their ability in DBDS adsorption. It was
found that CsY, AgY and CuY exhibit the best compromise between high interaction energies and
limited S-S bond activation, thus emerging as optimal adsorbents for DBDS.

Keywords: ab initio; zeolite; faujasite; copper; silver; alkali metals; sulfur compounds; DBDS

1. Introduction

Mineral insulating oil, which is conventionally divided in aliphatic, naphthenic and aromatic
hydrocarbons, is widely used in transformers, circuit breakers and other electrical equipment. However,
there is usually still a small amount of sulfur containing compounds present, which are obtained from
the refining technique or that have been added as antioxidants, which could cause the corrosion of
copper coils within the transformers [1–9]. Dibenzyl disulfide (DBDS) is one of the most abundant
and representative of these sulfur species. Thus, the development of new adsorbents to improve the
DBDS selective removal is of paramount importance. In this regard, various types of adsorbents,
such as, metal oxides, clays, activated carbon and zeolites have been used as adsorbents for organic
compounds [10–13]. Among them, cation-exchanged zeolites are attractive for this application due to
their thermal stability, facility to be separated from the reaction products, ability to be regenerated,
high surface area, size-selective adsorption property and capacity to include a large variety of cationic
sites. These materials have also been evaluated as adsorbents for sulfur compounds [11–13].

Particularly, ion exchanged faujasites (type Y zeolite) have proven to be efficient adsorbents for
dimethyl disulfide (DMDS) [14], hydrogen sulfide (H2S) [15–18], tetrahydrothiophene (THT) and
t-butyl mercaptan (TBM) [19,20]. In the same vein, systems using Ag+, Cu2+ and Ce3+ exchanged Y
zeolites have been employed for adsorption of thiophenes from organic liquid medium [21]. Moreover,
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adsorbent systems based on Cu-Y, Ag-Y and Ce-Y have been used for DBDS removal from insulating
oil with good performance [1]. Indeed, AgY was able to remove 76% of DBDS, 80% of CeY and 97%
of CuY. However, adsorption enthalpies were not measured, and these results deserve to be explained
at a molecular level. Therefore, for the sake of this study the faujasite zeolite was retained to examine
the DBDS adsorption.

The adsorption efficiency of the cation exchanged zeolites had been attributed to an adsorption
mechanism involving π complexation of cations in zeolites with sulfides after ion exchange, but some
questions have not been answered yet, such as the structural effect of the adsorbent (type of zeolite),
the amount and type of metal exchanged on the zeolite. As the time required to perform cationic
exchange can be very long, here we propose to undertake a theoretical screening of all monovalent
cations that can be experimentally incorporated in the Y zeolite.

Density functional theory (DFT) is one of the most effective tools to elucidate adsorption processes at
molecular level, and is conveniently employed to investigate such processes in various cation-exchanged
zeolites [22–29]. Therefore, in the present work a systematic DFT investigation will be performed in
order to evaluate the use of metal-exchanged faujasites as adsorbents of dibenzyl disulfide (DBDS).
The paper is organized as follows. Section 2 contains the computational details. In Section 3, the DBDS
properties are analyzed, first in gas phase and then adsorbed in NaY, and finally, the interaction is
studied in different exchanged zeolites LiY, NaY, KY, CsY, Cu(I)Y and Ag(I)Y. In Section 4, the main
conclusions are summarized.

2. Methodology

In this study, density functional theory was used applying the augmented plane wave method
(PAW) [30] to describe the electron-ion interactions with a cut-off energy of 450 eV. The functional
of Perdew Burke Ernzerhof (PBE) [31] was employed, and the Kohn–Sham equations were solved
self-consistently until the energy difference of the cycles is less than 10−6 eV. The atomic positions were
fully optimized until all forces were smaller than 0.01 eV/Å per atom. Due to the large size of the unit
cell, all computations were performed only at the Γ-point. The computations were performed using
the Vienna Ab initio Simulation Package (VASP) [32].

To accurately describe the adsorption process of DBDS molecule in the zeolite, van der Waals
(vdW) interactions, which are not included in the PBE functional were taken into account [23,28,33,34]
using two correction schemes, D2 and TS/HI, with each method representing a different degree of
complexity in the correction formulation. In the D2 correction of Grimme [35–37] the vdW interactions
are described as an atom-pairwise correction and the C6 coefficients are defined for each atomic species
irrespective of the system. On the other hand, in the Tkatchenko–Scheffler scheme with iterative
Hirshfeld partitioning (TS/HI) [38–40], the C6 coefficients are dependent on the electron density and
the ionic character of the system. Both methods were recently implemented in VASP code [37,39,40].
Once the total energy of the different systems has been computed with either of the two dispersion
correction schemes, the interaction energies of DBDS over cation-exchanged FAU at 0 K are obtained
using Equation (1) below.

ΔEint = EFAU−X − EFAU − EX , (1)

where

- EFAU-X: the energy of the system containing faujasite with DBDS;
- EFAU: the energy of the faujasite alone;
- EX: the energy of the isolated DBDS in gaseous phase.

In a similar fashion, the contribution of dispersion forces ΔEdisp to the interaction energy was
computed as:

ΔEdisp = Edisp FAU−X − Edisp FAU − Edisp X . (2)

40
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Finally, a Noncovalent Interactions Analysis (NCI), as proposed by Yang and coworkers,
was conducted by using the NCI code [41,42] to describe more precisely the different types of
noncovalent interactions such as π-cation. The suitability of this methodology to explain host-guest
interactions in metal-containing systems has been reported previously [42,43].

The faujasite is a three dimensional network belonging to the family of large pore zeolites.
Its framework is composed of sodalite cages also named β cages with diameter of 6.6 Å connected to
supercages also named α cages and having a diameter of 12.4 Å. These two units are interconnected by
hexagonal prisms whose opening is of 2.3 Å (D6R). These supercages are linked together by a 12MR
ring with diameter of 7.4 Å, forming the porous accessible network.

The siliceous structure of faujasite crystallizes within the Fd3m symmetry space group [44].
The lattice parameters of the standard cubic cell (576 atoms, Si192O384) are: a = b = c = 25.028 Å [45,46].
In the present study, in order to reduce the computational cost, we consider the primitive rhombohedral
cell containing 144 atoms (Figure 1). The primitive cell of faujasite contains two supercages and eight
hexagonal windows connecting the sodalite with the supercage. In this work, we exchange 14 Si by Al
atom inside this primitive cell (see Figure 1), resulting in a Si/Al ratio of 2.43 which corresponds to Y
zeolite [47]. Therefore, the molecular formulas of the investigated cells are M14Al14Si34O96, with M =
Li+, Na+, K+, Cs+, Cu+ or Ag+. As the cation volumes influence the cell parameters, we carried out a
full relaxation of the cells for each system investigated at the PBE+D2 level of theory.

Figure 1. Unit cell of the sodium exchange faujasite.

3. Results

3.1. DBDS in Gas Phase

The conformation analysis of DBDS in the gas phase reveals that the conformer I is the most
stable one followed by conformer II, III, IV and V (see Figure 2). These results are in agreement with
those obtained by Saavedra et al. [7] who also found a series of closely related conformers with a
C-S-S-C dihedral angle of about 90◦. The main difference between the most stable and the least stable
conformer is the relative orientation of the aromatic rings described by this C-S-S-C dihedral angle.
In conformer I the aromatic rings are almost perpendicular to each other whereas in conformer V
they are almost parallel. Conformer V was found to be the least stable (see Table 1) and it will not be
further considered in this work. Another plausible difference between the conformers is the disulfide
bond length, which varies within 0.7 Å (see Table 1). The energy difference between the different
conformers I to IV was calculated to be within a range of around 13 kJ mol−1 at both PBE+D2 (Table S1)
and PBE+TS/HI (Table 1) levels of theory. Both approaches predict conformer I (C-S-S-C dihedral
angle of about 90◦) to be the most stable of the five DBDS conformers. Conformer II, less stable than
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conformer I by 10.3 kJ mol−1 was found in solid phase by Lee et al. [48] while conformer IV, less stable
than conformer I by 13.4 kJ mol−1 was obtained by Meichning et al. [49]. At this point we can conclude
that there is no significant difference in structural parameters obtained at both levels of theory, i.e.,
PBE+D2 (Table S1 after the references) and PBE+TS/HI (see Table 1).

Figure 2. For each DBDS conformer I–V: Optimized DBDS structure before (up)/after (down) the
incorporation in the Y zeolite (here shown for the case of NaY). In I and II, the DBDS phenyl rings keep
the gas configuration inside the cell, whereas in II, IV and V they adopt a parallel configuration. Given
its higher energy, structure V is not further considered in this work.

Table 1. Selected structural parameters and energies of the dibenzyl disulfide (DBDS) structures
optimized with PBE+TS/HI. Energies in kJ mol−1, distances in Å, and dihedral angles in degrees.

Dibenzyl Disulfide Conformers Structural Parameters in Gas Phase ΔErel (kJ mol−1)

d(S-S) (Å) ang(C-S-S-C) (◦)
I 2.030 90.9 0.0
II 2.025 85.5 10.3
III 2.028 84.7 11.1
IV 2.031 86.5 13.4
V 2.104 179.9 46.7

3.2. DBDS Adsorbed in NaY (Si/Al = 2.43)

Subsequently, the four most stable DBDS gas phase conformations (I to IV) were considered for
the study of DBDS adsorption in the NaY zeolite. In almost all cases, the conformation geometries
were altered after adsorption, as a consequence of the rise of π-cation interactions between the sodium
cations and the aromatic rings, except for I where the initial conformation already allowed an effective
DBDS-zeolite coupling (Figure 2).

In order to investigate the adsorption of DBDS within the Y zeolite, a NCI analysis was carried out.
This enables to clarify the role of cation-π interactions between the DBDS molecule and the exchangeable
cations in the faujasite structure. This analysis is based on a 2D plot of the reduced density gradient s,
and the electron density ρ, where s can be expressed as:

s =
1

2(3π2)1/3

∣∣∣∇ρ
∣∣∣

ρ4/3
. (3)
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A noticeable variation in s generates density critical points leading to an isosurface which reveals
the presence of non-covalent interactions. The second eigenvalue of the electronic density Hessian
(λ2) enables us to determine the nature of such interactions; hence, intense stabilizing forces are
characterized by λ2 < 0, steric repulsion by λ2 > 0, and weak interactions by λ2 ≈ 0. These λ2 values are
represented by using a color scale.

The NCI results for the conformer I of DBDS embedded in NaY and CuY systems are presented in
Figure 3. In the DBDS-NaY structure an isosurface is clearly observed between one DBDS aromatic ring
and a Na+ ion, revealing an efficient cation-π interaction in this case. Conversely, the absence of this
isosurface in the analog DBDS-CuY, along with a shorter distance between the second aromatic ring and
a Cu+ (2.350 Å) in comparison to DBDS-NaY (3.815 Å) suggest that a covalent character interaction is the
main factor governing the DBDS inclusion in CuY, prior to the rise of noncovalent forces. Remarkably,
neither of the two systems exhibits an isosurface between the cation and sulphur, suggesting a negligible
interaction between the disulfide bridge and the Na+/Cu+ ions. Hence, the DBDS-CuY adsorption
complex formation is an advantageous situation in order to avoid the copper sulfide generation.

Figure 3. Noncovalent Interactions Analysis (NCI) analysis for the conformer I of the NaY and CuY
faujasites containing DBDS. An isosurface of 0.01 a.u. was considered.

3.3. Cationic Screening Results for DBDS Adsorption in Cu(I)-Exchanged Y Zeolites

The interaction energies of the DBDS conformers (I to IV) with LiY, NaY, KY, CsY, Cu(I)Y and
Ag(I)Y were computed at the PBE+D2 (Table S3) and PBE+TS/HI (Table 2) levels of theory.

Both methods give similar trends. However, it can be noticed that the use of D2 leads to higher
interaction energies (in absolute value) for zeolites containing large cations such as CsY—around
100 kJ mol−1 higher in absolute value—in comparison to those obtained using the TS/HI dispersion
method. Remarkably, for other small molecules in the same zeolite structure [28], D2 was found to
overestimate the adsorption enthalpies compared to TS/HI.

It is clear from the interaction energies that the most stable gas phase conformation does not
adsorb stronger to MY (see Table 2). This is in line with the fact that most stable structures are the
least reactive. Conformer II was found the best starting conformation for adsorption for Na+, K+, Cs+,
Ag+ cations and conformer IV for Li+ and Cu+ cations. The adsorption conformation does not differ
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significantly from the gas phase conformations II or IV. Conformer II is always the most favorably
adsorbed, except in LiY and Cu(I)Y where IV exhibits the highest interaction energy. The interaction
energies range between −170 and −275 kJ mol−1 for LiY and CuY, respectively.

Table 2. Computed (PBE+TS/HI) total interaction energies ΔEint and the corresponding contributions
of dispersion energies of the four conformers of DBDS with LiY, NaY, KY, CsY, CuY and AgY. Energies
in kJ mol−1.

CONFORMERS

I II III IV

ΔEint ΔEdisp ΔEint ΔEdisp ΔEint ΔEdisp ΔEint ΔEdisp

LiY −144.5 −84.8 −158.2 −91.5 −159.2 −95.4 −170.0 −126.7
NaY −180.4 −130.5 −194.7 −128.6 −160.9 −129.2 −187.1 −130.1
KY −188.6 −133.4 −207.8 −137.6 −184.8 −135.3 −189.6 −134.4
CsY −210.9 −170.5 −236.9 −180.7 −210.6 −160.2 −230.1 −167.6
CuY −217.2 −110.8 −262.0 −123.8 −238.9 −123.6 −275.1 −127.2
AgY −234.0 −131.5 −251.3 −131.2 −222.7 −123.5 −236.3 −163.3

The interaction energy between DBDS and MY for M = alkali metal increases with the cation
softness and decreases with their electronegativity, in agreement with the chemical concepts developed
by Pearson et al. [50,51]. The interaction energy also increases in line with the cation radius. Remarkably,
the trends for the group X ions (Cu and Ag) are opposite to those observed for the alkali cations, as in
this case the interactions are not only electrostatic.

3.4. Evaluation of the Regenerability of the Materials

Formation of byproducts is undesirable and can lead to the deactivation of the sorbent [52,53].
Therefore, a molecular adsorption of DBDS is targeted, and its dissociation into two benzylsulfides
must be prevented. To this end, the stretching of the S-S bond of DBDS upon adsorption in the MY
zeolites was evaluated. The results obtained are reported in Figure 4 and Table S5.

2.020

2.025

2.030

2.035

2.040

2.045

2.050

Gas LiY NaY KY CsY CuY AgY

S-
S 

bo
nd

 le
ng

th
  (

Å
)

I

II

III

IV

Figure 4. S-S bond length of DBDS conformers in gas phase and upon adsorption.

Regarding the conformer I, the analysis of the S-S bond lengths before and after adsorption reveals
an almost negligible evolution of the S-S bond upon adsorption (less than 0.02 Å). Hence, conformer I
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is not expected to dissociate upon adsorption over cationic-exchanged faujasites, except for CsY. In the
case of the conformer II, an elongation of the S-S bond is observed for all cations. With regard to the
variation of the S-S bond after adsorption of the conformer III, one can notice a lengthening of the S-S
bond with all the cations, which is more pronounced in NaY.

Regarding the conformer IV, the least stable of the four conformers studied, one can observe
a shortening of the S-S bond for all cations, making them good candidates for DBDS removal.
We highlight the fact that Li+ and Cu+ exchanged zeolites give the highest interaction energies with
values of −170.0 and −275.1 kJ mol−1, respectively.

As the proportion of each conformer cannot be controlled experimentally, especially under the
conditions of electric transformers, we have to select a Y zeolite formulation where the S-S bond
activation would be the most limited as possible. According to this criterion, NaY has to be rejected
because it could decompose the conformers II and III quite easily, while LiY appears as an ideal
candidate. Hence, CsY, AgY and CuY can be selected as a compromise between high interaction
energies and limited S-S bond activation. These recommendations are partially supported or in
agreement with the experimental results obtained by Wan et al. [1], who found that CuY was an
efficient material to remove DBDS (97% of removal after 2 h), followed by AgY (76%). Unfortunately,
we do not have other elements of comparison as adsorption enthalpies were not measured in this
study [1].

4. Conclusions

The adsorption of DBDS on MY zeolites (with M = Li, Na, K, Cs, Cu or Ag) was investigated
using periodic DFT including dispersion corrections in order to propose an efficient DBDS adsorbent
for its removal from mineral insulating oils. From the different MY structures herein studied, it was
clear that DBDS adsorbs via its phenyl moieties instead of forming a sulfur bond. Among the five
conformers, conformer I is recognized as the most stable one followed by conformers II, III and IV that
are less stable however equivalent, while conformer V is the least stable and was not considered in this
study. The interaction energies of the four considered conformers range from −170 to −275 kJ mol−1 in
the cationic-exchanged Y zeolites investigated in the present work.

In the case of DBDS-CuY, the comparative NCI analysis with the analog DBDS-NaY, and the
shorter distance between the DBDS phenyl group and a Cu(I) belonging the supercage, suggest
a covalent character interaction, explaining the high calculated adsorption energies found for this
system. Remarkably, neither DBDS-NaY nor DBDS-CuY exhibit NCI isosurfaces between the cation
and sulphur, suggesting a negligible interaction between them.

In general, one can conclude that the adsorption complex (DBDS/MY) displays an advantageous
geometry in order to avoid copper sulfide formation. Moreover, CsY, AgY and CuY can be selected as
a compromise between high interaction energies and limited S-S bond activation, and are predicted
to be optimal adsorbents for molecular DBDS, avoiding the formations of dissociated species. In the
future we plan to extend our study on other zeolites and MOFs, still on the DBDS molecule, but also its
sub-species and other sulfated species that may be present in the oil, such as C6H5-CH2-SH and SH2 in
the frame of ab initio molecular dynamics.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/9/5/715/s1,
Figure S1. Dibenzyil disulfide (DBDS) structures optimized with Gaussian (starting from the DBDS structures
optimized with Vienna Ab initio Simulation Package (VASP)). Figure S2. Evolution of the interaction energy as
a function of the variation of the S-S distance after adsorption. Table S1. Selected structural parameters of the
optimized dibenzyil disulfide structures. Energies in kJ mol−1, distances in Å and angles in degrees. Table S2.
Selected structural parameters and energies of the DBDS structures optimized with Gaussian (starting from the
DBDS structures optimized with PBE+D2). Energies in kJ mol−1, distances in Å and angles in degrees. Table S3.
Computed (PBE+D2) total interaction energies ΔEint of the four conformers of DBDS with LiY, NaY, KY, CsY,
CuY and AgY. The contributions of dispersion energies to the interaction energies ΔEdis are reported in this table
in parentheses. Energies in kJ mol−1. Table S4. Selected structural parameters of dibenzyil disulfide inside the
Na-faujasite cell. Energies in kJ mol−1, and distances in Å. Table S5. S-S bond (Å) before and after adsorption
upon LiY, NaY, KY, CsY, CuY and AgY.
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Abstract: The interface of two solids in contact introduces a thermal boundary resistance (TBR),
which is challenging to measure from experiments. Besides, if the interface is reactive, it can form an
intermediate recrystallized or amorphous region, and extra influencing phenomena are introduced.
Reactive force field Molecular Dynamics (ReaxFF MD) is used to study these interfacial phenomena
at the (non-)reactive interface. The non-reactive interfaces are compared using a phenomenological
theory (PT), predicting the temperature discontinuity at the interface. By connecting ReaxFF MD and
PT we confirm a continuous temperature profile for the homogeneous non-reactive interface and a
temperature jump in case of the heterogeneous non-reactive interface. ReaxFF MD is further used to
understand the effect of chemical activity of two solids in contact. The selected Si/SiO2 materials
showed that the TBR of the reacted interface is two times larger than the non-reactive, going from
1.65 × 10−9 to 3.38 × 10−9 m2K/W. This is linked to the formation of an intermediate amorphous
layer induced by heating, which remains stable when the system is cooled again. This provides the
possibility to design multi-layered structures with a desired TBR.

Keywords: ReaxFF; interface; thermal boundary resistance; Kapitza resistance

1. Introduction

Molecular characteristics of solids in contact play a key role in various fundamental studies
related to heat transfer [1], mechanical behavior [2], micro/nano-fluidics [3], and catalysis [4]. Besides,
it plays an important role in applications related to semiconductors [5], microelectronics [6,7] and
heat-shielding in re-entry vehicles for aerospace applications [8]. In the latter case, insight into the
thermal resistance at an interface of a multilayer structure is crucial for prediction and control of
overheating of the thermal protection system used for the re-entry shuttle. The non-equilibrium effects
of a hypersonic flow impinging on a solid interface requires detailed investigation of the boundary
processes. Mass, momentum, energy transfer and chemical reactions on the interface are critical
under these extreme conditions [9]. These processes can change the interfacial properties significantly
compared to initial bulk properties. Furthermore, in case of chemical reactions at the interface (as
shown in Figure 1), insight into the heat transfer in a small layer of material (a few molecular layers)
is required.

Nanomaterials 2019, 9, 663; doi:10.3390/nano9050663 www.mdpi.com/journal/nanomaterials49
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Figure 1. A schematic representation of continuum and molecular view of a system chosen for the
present study.

The influence of the solid interfaces on thermal properties can be analyzed by the local temperature
profiles on a molecular level. Experimental measurement of a temperature profile at the molecular
level is extremely challenging. Therefore, computational models can be useful accurate tools to
provide thermal insight and to establish the interfacial thermal correlations. In the context of
building up a macroscopic theory of gas–surface interactions targeting the hypersonic re-entry flows,
Giordano et al. [8] have proposed a Phenomenological-Theory (PT) to study heat transfer between two
solids in contact. Another tool is Molecular Dynamics (MD) simulations, which has been used before
to investigate thermal transport across solid interfaces [10–16], and significant influences of the solid
interface on the thermal conduction are reported. A schematic representation of these two methods is
shown in Figure 1, with a continuum view for PT, and a molecular view for ReaxFF.

Though temperature profiles at the solid interface are investigated before, these studies and
methods focus mainly on non-reactive interfaces. However, chemical activity at the interfaces can
influence the thermal behavior of solids in contact. Therefore, reactive force field Molecular Dynamics
(ReaxFF [17,18]) is used, which is able to capture the chemical reaction and its influence on the surface
transformation and temperature profile on molecular level.

In this study, we first consider the characterization of material properties like thermal expansion,
thermal conductivity, and elastic properties using ReaxFF, to validate the force field. Thereafter, we
build a generic non-reactive system, in which an interface is created based on the same material, for this,
we considered two Platinum slabs (homogeneous Pt/Pt interface). Further, we create an interface
between two different materials in contact, a non-reactive heterogeneous Platinum-Nickel interface
(Pt/Ni). Accordingly, the temperature profiles from the ReaxFF MD simulations are compared with
the macroscopic level PT based model of Giordano et al. [8]. For the computation of the temperature
profile with PT, relevant material properties are computed with ReaxFF MD and upscaled, to be used as
input in the PT model. Platinum and Nickel were selected because they are well studied, non-reactive,
monatomic, and have similar lattice size.

After we analyzed this generic model, we created the reactive heterogeneous interface of Silicon
and Silicon-oxide (Si/SO2). This Si/SiO2 interface is of relevance for many applications in the
semiconductor industry, as well as aerospace engineering [19]. Because of its relevance, the Si/SiO2

interface is studied numerous times before [20], including the thermal boundary resistance (TBR)
based on experiments [21], or numerical methods like MD [12–14], acoustic and diffusive mismatch
models (AMM, DMM) [22], and phonon wave-package method [12]. With ranging values between
0.4–3.5 ×10−9 m2K/W, depending on the method and composition of the materials. Furthermore,
Chen et al. showed a strong correlation between the coupling between the materials and the TBR. These
coupling can be directly related to reactions happening at the interface. However, to our knowledge
no systematic studies has been done on the influence of a reactive interface on the TBR. Therefore, we
used ReaxFF to study the influence of the reactive interface. The Si/SiO2 system is kept at various
temperatures, within the ReaxFF simulations, to increase/decrease the chemical activity. Accordingly,
the TBR is computed. The TBR is defined as the temperature discontinuity at the interface (ΔT) divided
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by the heat flux (Q) that crosses the interface, see Equation (1). The TBR is often referred as the Kapitza
resistance [23], however, we kept the analogy of Peterson et al. [24]:

TBR = R = ΔT/Q (1)

2. Methodology & Material Properties Estimation

2.1. Phenomenological-Theory (PT)

To study the heat transfer between two solids in contact, Giordano et al. [8] have proposed a
Phenomenological-Theory (PT). With the aim of building up a macroscopic theory of gas–surface
interactions targeting the hypersonic re-entry flows. They have remarked the lack of a physical
principle justifying the standard temperature-continuity boundary conditions as a replacement of
temperature-continuity, and have introduced tension continuity:

n1 · τU,1(P, t) + n2 · τU,2(P, t) = 0 (2)

where, n1 and n2 are normal unit vectors at a point of contact P and time t. This macroscopic theory is
founded on momentum conservation and represents a more physically motivated boundary condition.
For the mathematical formulation of the phenomenological-theory and further details, readers can
refer to the original paper [8]. This method is used to compare the temperature profile non-reactive
interfaces studied with MD. For the input of required material properties, the MD calculated values
are used.

2.2. Reactive Force Field Molecular Dynamics

Molecular Dynamics (MD) is a computational method to obtain macroscopic and microscopic
properties from approximated trajectories of individual particles. These approximated trajectories,
obtained from Newton’s equations of motion, form an ensemble from which macroscopic properties
of materials can be obtained [25]. To capture the chemical change during a reaction, Reactive force
field (ReaxFF) [17] is used. ReaxFF is computationally more expensive than the non-reactive force
field, however, it allows bond formation and bond breaking during the simulations, which makes
simulations of chemical reactions possible. According to ReaxFF the bond order between a pair of
atoms can be obtained directly from the inter-atomic distance, which relation is used to mimic chemical
change. The feature of bond formation and breaking allows the user not to give predefined reactions
pathways, these should present themselves given the right temperatures and chemical environment.
However, the accuracy of this relies directly on the training set and the weights that are used to
parameterize the reactive force field. Therefore, we tested several available ReaxFF on their ability to
predict relevant material characteristics for our study. ReaxFF is widely used in studying chemical
activities at a molecular level [18,26], including many Si/SiO2 systems [19,20,27–35].

For the in-silico characterization using ReaxFF MD methodology, we compute the material
properties of relatively simple systems of Platinum (Pt), Nickel (Ni), Silicon (Si) and Silicon dioxide
(SiO2). Furthermore, the elastic properties, thermal expansion coefficient, and thermal conductivity
of the materials are important parameters for the phenomenological-theory, and thus the computed
values are used as input parameters to upscale the molecular results up to the macroscopic level.

2.2.1. Force Field Selection

Selection of an appropriate force field is very important for in-silico characterization.
The calculations of elastic properties, thermal expansion coefficients and the radial distribution function
(RDF), guide as a selection criterion for the appropriate force fields. Supercells of (5 × 5 × 5) Pt,
(5× 5× 5) Ni, (3× 3× 3) Si and (4× 4× 4) SiO2 are created, containing approximately 400–800 atoms,
with initial volumes of 7547, 5469, 7890, and 10,913 Å3, respectively. Periodic Boundary Conditions
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(PBC) are applied in all directions. The unit cells of Pt [36], Ni [37], Si [38] and SiO2 [39] are taken from
experimental crystallographic information files.

We have chosen three reactive force fields [4,29,40] available for Pt and Ni and nine force fields
for Si and SiO2 [19,29–35]. These force fields are tested by deforming the crystals in the range of 0.86 to
1.16 times their initial volume. The resulting increase in potential energy is shown in Figure 2.
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Figure 2. The energy of system obtained from selected force fields as a function of volume and the fitted
BM-eos for: (a) 5 × 5 × 5 Pt, (b) 5 × 5 × 5 Ni, (c) 3 × 3 × 3 Si, and (d) 4 × 4 × 4 SiO2. The ‘�’ represents
the minimum energy point (E0, V0) on each curve.

For clarity only the best performing force field is shown for Si and SiO2. The relation between
volume and energy is found by integration of the pressure in the third order Birch-Murnaghan equation
of state (BM-eos) [41–43], this relation is fitted to the results of the deformed crystal. The resulting
parameters (B0 and V0) are given in Appendix A and compared with the literature.

The force field developed by J.E. Mueller et al. [4] showed the best results, and was therefore
chosen for further use including Pt and Ni. This force field was parameterized for studying
hydrocarbon reactions on nickel surfaces. They included the equation of state (EOS) for different
Ni bulk structures in the training. Both our and their calculations predicted the EOS, together with
the lattice parameters, in close agreement with quantum mechanical calculations. We predicted the
equilibrium volume (V0) of Pt [36] and Ni [37] unit cells within 1.9% and 7.0% deviations from their
experimentally observed crystal structures. The deviations for the bulk modulus (B0) of Pt and Ni
are 9.8% [44] and 16.0% [45] respectively. Furthermore, Mueller et al. computed cohesive energies
in close agreement with experimental values. The force field developed by Kulkarni et al. [19] was
chosen for further use including Si and SiO2. This force field is an extension to include gas–surface
reactions between oxygen and silica into an existed force field developed by van Duin et al. [20]. This
original force field was parametrized to include the chemistry of silicon and silicon oxides, and the
interface between these materials. Previous work of Tian et al. [46] also indicated that this original
force field predicts the thermal conductivity of vitreous SiO2 in close agreement with experimental
values. The force field of Kulkarni et al. is able to predict the equilibrium volume (V0) within 7.5% [38]
and 30% [39] deviations for Si and SiO2, respectively. The bulk modulus (B0) is within 22.9% [47] and
5.7% [48] deviations for Si and SiO2, respectively. Therefore, this force field is selected for the study
that includes Si and SiO2. These force fields are chosen for further investigation.

To validate further the applicability of the chosen force fields, we have obtained the Radial
Distribution Functions (RDFs) of Pt–Pt, Ni–Ni, Si–Si (Si and SiO2) and Si–O (SiO2) pairs from ReaxFF
MD simulations in periodic solid supercells as shown in Figure 3.
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Figure 3. Radial distribution functions for: (a) Pt–Pt, (b) Ni–Ni, (c) Si–Si and (d) Si–O pairs present in
studied solid crystals obtained from the ReaxFF MD simulations. The ‘∗’ represents the neighboring
atomic distances inside the solid crystal. For clarity, only the nearest neighbor ‘∗’ is shown in SiO2.

The sharp peaks in RDF elucidate the extent of ordering in the supercell, thus representing the
solid phase. The locations of the peaks coincide with the position of neighboring atoms (represented by
‘∗’) in the experimentally observed solid crystal [36–39]. Concluding that the selected force fields [4,19]
can capture the crystalline phase of Pt, Ni, Si, and SiO2.

The volumetric thermal expansion coefficient (αv) can be obtained from the slope of the natural
logarithm of the volume (ln V) versus imposed temperature (T) [49]:

αv =
1
V

(
∂V
∂T

)
p
=

[
∂ln(V)

∂T

]
p

(3)

where αv is the volumetric thermal expansion coefficient at constant pressure. We have varied the
temperature over 250–500 K at atmospheric pressure in an NPT ensemble. The thermal expansion
coefficients for Pt and Ni computed from ReaxFF MD and existing literature values are given in
Table 1. The results on the molecular scale are in reasonable agreement with the bulk experimental
value [50,51].

Table 1. Comparison of volumetric expansion coefficients (αv) obtained from the present ReaxFF MD
simulations, and reported from literature (in parentheses).

Element αv × 10−5 (m3/m3K)

Pt 2.0 (2.7 [50])
Ni 3.2 (3.9 [51])

2.2.2. Thermal Conductivity with Steady State NEMD Method

The thermal conductivity of a solid can be computed from Steady State Non-Equilibrium
Molecular Dynamics (ss-NEMD). This method has been previously used [16,46,52–55], and it is based
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on imposing a temperature gradient over a system to estimate the thermal conductivity. A schematic
view of this method is shown in Figure 4.

Periodic 

Boundaries

Heat sink

Heat flux

Heat source

Temperature Profile

Figure 4. Schematic representation of the chosen system for steady state NEMD simulations. The heat
source and sink are coupled to different temperatures with a damping constant of 100 fs. This will
induce a heat flux through the intermediate zone, which is weakly coupled with a damping constant of
100.000 fs.

Two strongly coupled regions (using a Berendsen thermostat with damping constant τ = 100 fs)
are created, one hot zone (red zone, TH = 330 K) and one cold zone (blue zone, TC = 300 K), which
act as the heat source and sink, respectively. In between these two zones, there are weakly coupled
regions (gray zone, τ = 105 fs), this damping constant proved to have a negligible low influence on
the system. This results in a steady state temperature gradient (dT/dx) and an energy flux (q), in the
weakly coupled regions between heat source and sink.

From the energy flux and the temperature gradient, the thermal conductivity (k) can be
computed, following Fourier’s law. This intuitive principle makes NEMD well suited to study
thermal conductivity of different matter, and investigate the influence of structural defects and solid
interfaces [52]. According to the kinetic theory, the thermal conductivity (k) is related to the mean free
path (λ) of energy carriers (Equation (4)). If the characteristic length of the system is larger than the
mean free path of carriers, thermal energy is transferred by multiple collisions. In this diffusive regime,
the Fourier law is still valid. In cases when the characteristic length of the system is in the order of the
mean free path, the energy carriers may travel ballistically between source and sink. This scattering in
the heat source and sink introduces an extra limiting effect on the mean free path, and thus a reducing
effect on the conductivity (Equation (4)). Thus, the conductivity equation must be corrected for the
enhanced scattering effect [56]:

k =
1
3

CvvλL (4)

where Cv is the heat capacity, v the energy carrier velocity, and λL the corrected mean free path for a
system of size L. This can be estimated from Matthiessen’s rule [57], which states that the corrected
resistivity is the sum of the intrinsic scattering and the scattering due to impurity. Thus, the corrected
mean free path can be expressed as a combined effect of the mean free path of bulk (λ∞) and length of
the system (L) as:

1
λL

=
1

λ∞
+

4
L

(5)

In a system with periodic boundary conditions, the average distance for an energy carrier to scatter
with the heat source or sink is L/4 [16]. Combining Equations (4) and (5), the thermal conductivity
(kL) of system size L can be expressed as:

1
kL

=
12

Cvv
1
L
+

1
k∞

(6)

In this equation, 1
k∞

is the thermal conductivity of the bulk material. Bulk thermal conductivity
(k∞) can be estimated by extrapolating the effective thermal conductivity obtained for small system
sizes (kL).
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The thermal conductivities of Pt and Ni are computed using the ss-NEMD method for different
system sizes. The total length of the systems varied from 3 × 3 × X (with X from 24 to 156), including
3 × 3 × 6 zones as the heat source and sink. The energy flux is taken from the average of the heat flux
added and extracted by the two strongly coupled regions. The temperature gradient is computed over
the weakly coupled region, and the system is equilibrated up to 1 ns with time steps (Δt) of 0.25 fs.
The by ss-NEMD computed thermal conductivity values are presented in Table 2, and increases with
system size for both Pt and Ni systems.

Table 2. Thermal conductivities for different system sizes of Pt and Ni.

System
Conductivity Conductivity

Pt (W/mK) Ni (W/mK)

3 × 3 × 24 4.0 ± 0.4 7.7 ± 0.5
3 × 3 × 36 5.9 ± 0.3 —
3 × 3 × 60 — 17.2 ± 0.6
3 × 3 × 84 10.4 ± 0.3 21.7 ± 0.6
3 × 3 × 108 15.0 ± 0.5 24.4 ± 0.5
3 × 3 × 132 16.3 ± 0.3 —
3 × 3 × 156 19.2 ± 0.5 —

Extrapolated 49.8 ± 10.5 74.4 ± 9.2
Literature 71.6 [58] 90.7 [58]

The thermal conductivities are extrapolated for long length by fitting the linear expression
between 1/L and 1/k (Equation (6)) as shown in Figure 5. The fitted lines intersect the Y axis at
1/kPt = 0.021 mK/W and 1/kNi = 0.013 mK/W, which results in a bulk thermal conductivity of kPt =
49.8 ± 10.5 W/mK and kNi = 74.4 ± 9.2 W/mK. The small deviations in an individual system result
in large deviations in the bulk thermal conductivity, due to the extrapolation [59]. The computed
thermal conductivities are approximately 35 % and 18 % lower than literature [58] values for Pt and
Ni, respectively. This was expected because the ReaxFF formalism we used does not describe free
electrons. The difference with experimental values can be explained by limitations of the ReaxFF
method we used. ReaxFF MD is not able to model free electrons, thereby we underestimate the thermal
conductivity. However, our aim is to compare models and confirm the temperature jump, not to
compute exactly the thermal conductivities of Pt and Ni. There is a ReaxFF expansion including free
electrons (e-ReaxFF) developed by Islam et al. [60]. At the moment of writing this e-ReaxFF concept
does not include the studied materials, nonetheless, this might be interesting for future research.
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Figure 5. Extrapolation of thermal conductivities for different sizes of (a) Pt and (b) Ni.
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The gradients of the extrapolated curve (Figure 5) obtained from ReaxFF MD simulations are
2.1 × 10−9 m2K/W and 1.0 × 10−9 m2K/W for Pt and Ni, respectively. The gradient should be equal to
the theoretical gradient 12/Cvv (Equation (6)) obtained from the kinetic theory. By assuming a specific
heat of Cv,Pt = 29 × 105 J/m3K, and Cv,Ni = 40 × 105 J/m3K [58], the computed velocities of thermal
transport carriers are vPt ≈ 2 × 103 m/s, vNi ≈ 3 × 103 m/s. These values are found to be in agreement
with the speed of sound in the lateral direction through Pt and Ni from literature [58]. We also studied
the final size effects perpendicular to the heat flow for platinum systems, see Appendix B. However,
no finite size effects were observed for perpendicular directions, corresponding to the findings of
Zhou et al. [54].

2.2.3. Building the Interfacial Molecular System

Schematic diagrams of the studied Pt/Pt, Pt/Ni and Si/SiO2 systems are given in Figure 6.
The crystal structures of Pt [36], Ni [37], Si, and SiO2 [39] are used to build the interfaces. For Si the
bc8 form given by Kasper et al. [38] is used, and we used the cristobalite SiO2 of Nieuwenkamp et al.,
these two where specifically chosen to closely match each-others crystal lattice. The top and bottom
sections (9 × 9 × 6 Pt, 10 × 10 × 6 Ni, 3 × 3 × 2 Si and 4 × 4 × 2 SiO2), are attached to strongly coupled
thermostats (τ = 100 fs) and act as a heat source and heat sink. The intermediate regions (9 × 9 × 9 Pt,
10 × 10 × 10 Ni, 3 × 3 × 25 Si and 4 × 4 × 24 SiO2) are weakly coupled (τ = 105 fs). The supercells
are initially placed at a small distance and approach each other during an energy minimization to
form the interface. From these energy minimized (merged) systems, the simulations are started.
In the non-reactive systems, the top sections are kept at TH = 330 K and bottom sections are kept at
TC = 300 K. In the reactive systems temperature values are varied to trigger a chemical reaction at the
interface. To calculate the TBR, all the simulations are done over 1 ns, from which the last 0.75 ns are
considered to obtain the data.
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Figure 6. Schematic representation of systems: (a) non-reactive Pt/Pt interface, (b) non-reactive
Pt/Ni interface, (c) initial reactive Si/SiO2 interface, and (d) the merged reactive Si/SiO2 interface.
The particles in the dashed area are the strongly coupled sections, which acts as a heat source and
heat sink.
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When an interface between two different materials is created artificial mechanical stresses are
introduced by fitting the different lattice constants in one single periodic box. To restrict this to a
minimum we carefully selected the materials, supercells, and orientation to create the interface.
Thereby, the deformation of the crystals is limited to 0.1% compared to their literature value.
Furthermore, we studied the influence of 1% deformation of Platinum on the thermal conductivity.
The thermal conductivity for a compressed, as well as, a stretched crystal was lower, however for both
cases within the standard deviation of the original system. The deformation of the crystals, and the
study towards the thermal conductivity can be found in Appendix C.

3. Results

ReaxFF MD simulations are carried out to understand the temperature discontinuity across the
solid interfaces of homogeneous (Pt/Pt), heterogeneous (Pt/Ni) and heterogeneous reactive materials
(Si/SiO2). The computed material properties from the previous section are used to upscale the
results from the molecular level to macroscopic phenomenological-theory level. For the thermal
conductivity, the extrapolated value is used. A comparison is made between both methods for the
non-reactive interfaces.

3.1. Non-Reactive Interfaces

In realistic experimental conditions, the thermostat takes time to set the desired temperature,
thus the temperature of the heat source evolves with time. To study this effect on the final temperature
profile in ReaxFF MD, we compared two different settings to increase the temperature of the heat source.
One with a gradual temperature increase to TH , and one with an instantaneously high temperature
at TH . See Appendix D, and Figure A1, for the result of the comparison between the two cases. We
observe that the final temperature profile is almost the same for both cases. Thus in the following
cases, we have initialized the temperature of the heat source instantaneously at high temperature
(instant ΔT).

For the non-reactive ReaxFF MD interface investigation, the systems given in Figure 6a,b are
studied. The temperature profile evolution across the solid interfaces of Pt/Pt and Pt/Ni systems with
ReaxFF MD is plotted in gray-scale after every 200 ps, which can be seen in Figure 7a,b. The light-gray
to black lines represents respectively the earlier and later time periods.
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Figure 7. Comparison of temperature profile computed from PT based model and ReaxFF MD
simulation for: (a) Pt/Pt interface. (b) Pt/Ni interfaces. The solid lines represent the equilibrated,
and the dashed/dotted lines the transient temperature profiles. The dashed-dotted lines are
intermediate transient temperature profiles for PT, and the dotted lines with square markers represent
intermediates from ReaxFF MD simulations. The corresponding numbers at the lines represent tnon-dim.
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The equilibrated temperature is represented by the solid brown and green lines, respectively
Platinum and Nickel. The temperature profiles developed over time obtained from ReaxFF MD
are compared with the temperature profile from phenomenological-theory as shown in Figure 7.
The molecular level ReaxFF MD simulations and macroscopic level phenomenological-theory have a
different time scale, thus to compare them, a non-dimensional time (tnon-dim) is defined as:

tnon-dim = t/teq (7)

where t is the actual time and teq is the time assumed the system is in steady state. An steady
state time of 0.5 ns is assumed for the MD simulations. The red, blue and gray numbers in
the figures represent these different transient tnon-dim states. The temperature profile obtained
from the phenomenological-theory evolves slowly with time when compared with the ReaxFF
MD simulations, where the transient states are quickly converging and fluctuation around the
equilibrium state. In the ReaxFF MD results, a continuous temperature profile is observed at
the Pt/Pt interface while a temperature jump (discontinuity) is observed at the Pt/Ni interface
as shown in Figure 7a,b, respectively. Similar temperature profiles are also observed from the
phenomenological-theory. The ReaxFF MD method shows a temperature jump of approximately
39%, where the phenomenological-theory results in a 55% jump of the imposed temperature difference
of 30 K. Since one method is based on molecular level and another one is based on macroscopic level
theory, a slight discrepancy in the magnitude of the temperature jump can be expected. These results
confirm that the temperature jump is observed at the solid interface between different materials for
both molecular level and macroscopic level modeling.

3.2. Reactive Interfaces

At the surface of re-entry vehicles chemical reactions can occur, these reactions contribute to
the heating of such vehicles [8,19]. Furthermore, these reactions form a small layer, and influence
the heat and mass transport at the surface. To gain more fundamental knowledge of such a surface,
we studied a reactive solid Si/SiO2 interface (see Figure 6c,d). The building of the physical system is
similar to the two previous systems (Pt/Pt and Pt/Ni). The length between the heat source and sink is
approximately 327 Å, and temperatures of the heat source and sink are varied to increase/decrease
the chemical reaction at the solid interface [61]. Four different cases are studied, for the first case
(Case 1) the set temperatures for heat source (TH) and sink (TC) are 150 and 100 K, respectively. For the
second case (Case 2), the temperatures are TH = 350 K and TC = 300 K, and for the third case (Case 3)
the temperatures are TH = 850 K and TC = 800 K. These cases have an interface temperatures of
approximately 125, 325, and 825 K. In the fourth case (Case 4) the complete system was heated to a high
temperature (1700 K) for 3.5 ns to create a reactive region, and thereafter, cooled back to TC = 100 K,
and TH = 150 K to stop the chemical activity completely again. After the cooling, a new steady state
simulation was done at TC = 100 K, and TH = 150 K. From Figure A2 in Appendix E, one can see
that the major part of the interface formation takes place within the first nanosecond. In terms the
thickness of the interface, as well as, the depth of the oxygen penetration into the silicon surface only
little changes are observed after the first nanosecond. Therefore, it was not needed to go for longer
simulations to create the interface. This fourth case was chosen to get a distinct comparison between
the non-reacted and reacted interface, at the same temperature (Case 1 and 4).

The resulted temperature profiles for Case 1–3 are plotted in Figure 8a. The temperature is made
non-dimensional by taking 100–150 K as reference and divide by 100. The thick solid lines are fitted
to the data, and extrapolated to the interface, to get the temperature jump. The initial interface is
positioned at z = 0 Å in the figures. A temperature jump is observed between Si and SiO2 for all
the cases. It reiterates that there is a temperature discontinuity at the reactive heterogeneous solid
interface as well. Case 1 (100–150 K) shows a clear jump, with a sharp temperature profile. When the
temperature is increased to 300–350 K (case 2), the jump remains, however, it is less sharp. This is
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caused by some small deformation at the interface induced by the temperature. Moving to even higher
temperatures 800–850 K (case 3), not only a temperature jump but also a drop of the temperature
profile over the entire system is observed. This suggests a heat sink at the interface, due to energy
consumption by the deformation of the crystals at the interface. This deformation has an impact on
the heat transfer and results in an intermediate region between the Silicon and Silica crystals of a
few ångströms.
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Figure 8. Temperature profiles for the Si/SiO2 interfaces, with (a) case 1, case 2, and case 3, and (b)
case 1, and case 4. The dotted line indicates the location of the interface, the dark blue lines represent
case 1 (TH = 150 and TC = 100 K), the red lines represent case 2 (TH = 350 and TC = 300 K), the light
blue lines represent case 3(TH = 850 and TC = 800 K), and the black line represents case 4 (first heated
to 1700 K, and then a steady state at TH = 150 and TC = 100 K).

To better study the effect and size of the intermediate region, the entire Si/SiO2 system was heated
up to 1700 K to increase the reactivity and advance the formation of the intermediate region. Higher
temperatures were also tested, however, these resulted in melting of the Silicon crystal, and separation
of the two slabs. Lower temperatures would require more time to create a similar intermediate
region. The heating process results in a larger intermediate amorphous region, where oxygen diffused
up to 5 Å into the Silicon crystal, and deformation of both materials is visible up to 10 Å from
the interface. After the heating, the system was cooled back to 100–150 K, this temperature was
chosen to stop the chemical activity as far as possible. The final equilibrated temperature profile is
compared with the temperature profile of case 1, where no reactive region is had been present at the
interface. This comparison shown in Figure 8b, and a closer profile around the interface is shown
in Figure 9a–c. From Figure 9c, the thicker interfacial region for the reacted interface can be clearly
observed, compared to the non-reacted clean interface (Figure 9b). For the heated interface (case 4),
the temperature jump (ΔT) is larger, however, is has become less sharp than case 1 and smoothed over
the formed intermediate region.

The thermal boundary resistances (TBR) are given in Table 3. The calculated value for
the low temperature (case 1) is in good agreement with Deng et al. [12], who found a value
of 1.48 (±0.46) × 10−9 m2K/W using NEMD, and 1.37 (±0.42) × 10−9 m2K/W using phonon
wave-package dynamics approach. The higher temperatures (case 2,3) approach the experimental
results of Hurley et al. [21], who measured a resistance of 2.3 × 10−9 m2K/W. The reacted interface,
which includes an amorphous SiO2 region, is in good agreement with the DMM results of Hu et al.[22],
who found a resistance of 3.5 × 10−9 m2K/W, for amorphous SiO2 with Si. The temperature jump at
the interface for the 300–350 K and 800–850 K temperatures (case 2,3) is smaller, however, the calculated
TBR is higher, caused by the deformation of the interface which acts as an extra heat sink. The TBR for
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the reacted interface (case 4) is more than twice the TBR of the non-reacted clean interface (case 1) at
the same temperature, caused by the amorphous Si–SiO2 intermediate region.
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Figure 9. (a) zoom of Figure 8b, with the temperature profiles for case 1 (TH = 150 and TC = 100 K),
and case 4 (first heated to 1700 K, and then a steady state at TH = 150 and TC = 100 K). The final
molecular structures of the interfaces are given in (b) for case 1, and (c) for case 4.

Table 3. Thermal Boundary Resistance (TBR) of Si/SiO2 systems, with TC and TH (K) as thermostatted
temperature for the heat sink and source respectively.

Case TC (K) TH (K) Temperature Jump, ΔT (K) TBR

(
m2K

W

)

1 100 150 12.8 1.65 × 10−9

2 300 350 9.7 2.40 × 10−9

3 800 850 7.8 2.34 × 10−9

4 1700 → 100 1700 → 150 16.6 3.38 × 10−9

4. Conclusions

ReaxFF MD is known to capture the physical and chemical phenomena under various
conditions [18,26]. We have chosen various force fields for Pt/Ni and Si/SiO2 systems, which can mimic
their material properties. The selected force fields predict the equilibrium volumes [36–39] and bulk
modulus [44,45,47,48] of respectively Pt, Ni, Si and SiO2 in close agreement with experiments/theory.
To validate further, thermal expansion and thermal conductivity coefficients of Pt and Ni are estimated
using ReaxFF MD. The thermal expansion coefficients are found to be in reasonable agreement with
experiments. The thermal conductivity of a solid material is size-dependent on the molecular level.
Thus, we have obtained the thermal conductivity of Pt and Ni for various system sizes and extrapolated
to a very long length to determine the bulk thermal conductivity.

The elastic and thermal properties, obtained from ReaxFF MD, served as input parameters for the
macroscopic level phenomenological-theory (PT) [8]. Temperature profiles of non-reactive interfaces,
obtained from both methods, are compared. In this comparison, we have reported the temperature
profiles across a homogeneous (Pt/Pt), and heterogeneous (Pt/Ni) interface. Temperature continuity
is observed at the solid homogeneous interface of Pt/Pt. The temperature profile of the molecular
level simulation is faster at equilibrium than the phenomenological-theory. The temperature profiles
between Pt/Ni has a discontinuity at the interface observed in both molecular and macroscopic
level. The temperature jump obtained from the molecular level calculation is 18% lower than the one
obtained from PT calculations. The discrepancy between the two models in the temperature jump for
Pt/Ni is minimal, and can be explained by the fact that the length- and time-scale for both calculations
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are different, and/or the length dependence of the thermal conductivity. We can conclude that both
models, the molecular level ReaxFF MD simulations and the PT, predict a temperature discontinuity
across the solid boundary if the materials are not the same.

The ReaxFF MD methodology can capture chemical reactions, therefore, interesting insights could
be obtained for solid pairs which can form a reactive interface. For this purpose, the Si/SiO2 pair was
chosen and the heat source and heat sink were varied to increase/decrease the chemical reaction at the
interface. Three distinct solids (Si, amorphous reacted Si–SiO2 interface, and SiO2) have been observed.
The thermal boundary resistance (TBR) is computed at the Si/SiO2 interface for the different systems,
providing us with information of the TBR over interfaces with different chemical activity. It can be
concluded that the reacted amorphous region at the interface introduces extra resistivity, compared
to the non-reactive clean interface. Showing the opportunity to control the thermal resistivity of a
multi-layered system by controlling the interfacial reactive regions.

Author Contributions: Conceptualization, S.N. and D.G.; methodology, S.N. and D.G.; validation, K.H., A.P.
and P.S.; investigation, K.H., A.P. and P.S.; resources, D.S.; writing–original draft preparation, K.H., A.P. and
S.N.; writing–review and editing, K.H., A.P., S.N., P.S., D.G. and D.S.; supervision, S.N., D.G. and D.S.; funding
acquisition, D.S.

Funding: This research received no external funding.

Acknowledgments: The authors would like to thank the Netherlands Organization for Scientific Research (NWO)
for access to the national high performance computing facilities (Dossiernr: 17092 6026).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Birch-Murnaghan Equation of State Fitting Si & SiO2

To select the correct force field, a BM-EOS study is done. The results of the fitting are presented
in Table A1, with r2 as correlation coefficient of the fitting. The results are compared with literature,
which gives V0,Pt = 60.38 Å

3
[36], V0,Ni = 43.76 Å

3
[37], V0,Si = 292 Å

3
[38], V0,SiO2 = 171 Å

3
[39],

B0,Pt = 266 GPa [44], B0,Ni = 185 GPa [45], B0,Si = 98 GPa [62], and B0,SiO2 = 36 GPa [48]. The ReaxFF
of Mueller et al. [4] and Kulkarni et al. [19] proves to be the best applicable for respectively the Pt/Ni
system and the Si/SiO2 system.

Table A1. Results of BM-eos fitting to different ReaxFF.

Reference B0 V0 E0 r2 Figure
Force Field (GPa) (Å3) (kcal/mol)

Pt [4] 240 61.52 −532.4 1.0 Figure 2a L1
[40] 179 62.91 −534.3 1.0 Figure 2a L2
[29] 166 64.52 −560.6 1.0 Figure 2a L3

Ni [4] 155 46.96 −414.9 1.0 Figure 2b L2
[29] 167 48.21 −369.8 1.0 Figure 2b L1

Si [19] 144 272.1 −1617 0.92 Figure 2c
[30] 165 273.6 −1611 0.88
[31] 292 252.9 −1729 0.95
[35] 216 291.2 −1675 0.53
[29] 295 265.7 −2244 0.84
[63] 235 268.3 −2206 0.95
[34] 334 255.2 −1728 0.95
[33] 289 252.3 −1730 0.95
[32] 334 255 −1728 0.95
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Table A1. Cont.

Reference B0 V0 E0 r2 Figure
Force Field (GPa) (Å3) (kcal/mol)

SiO2 [19] 35 242.1 −2128 0.83 Figure 2d
[30] 500 244.6 −1847 0.60
[31] 33 260.0 −1818.6 0.86
[35] 34 238.1 −1793 0.98
[29] 47 244.7 −1860 0.83
[63] 234 247.2 −1828 0.78
[34] 331 263.4 −1841 0.19
[33] 273 258.1 −1837 0.16
[32] 331 263.4 −1840 0.19

Appendix B. Finite Size Effects, Perpendicular to the Heat Flow

Platinum systems (3 × 3 × 32, 5 × 5 × 32, 10 × 10 × 32) were used to study the finite size effects in
perpendicular direction to the heat flow. The system are placed in vacuum in z-direction and have
periodic boundary conditions in x- and y-direction, the given crystal sizes are including heat source
and sink. No final size effects are observed in perpendicular direction to the heat flow.

Table A2. Thermal conductivity of Pt-systems in vacuum in z-direction, and different sizes in x-
and y-direction.

System Thermal Conductivity (W/mK)

3 × 3 × 32 9.7
5 × 5 × 32 8.0

10 × 10 × 32 10.7

Appendix C. Influence of Mechanical Deformation of Slabs

When a heterogeneous interface with two different materials, and thus different lattice parameters,
is created the materials are compressed or stretched to fit both materials within the same periodic
box. This introduces extra mechanical stresses in the crystals. To restrict this to a minimum we have
chosen the materials and supercells in such a way that these artificial deformations are kept to a
minimum. The lattice parameters are given in Tables A3 and A4 for the literature value, after an
energy minimization in ReaxFF, after an energy minimization in ReaxFF with a vacuum in z direction,
and the size used in this work. The lattice parameters are compared with the literature value and the
error is given in the last column, this shows that the values are all within 3%, and there is only 0.1%
deformation in this work compared to the lattice from literature.

Table A3. Lattice constant for Pt and Ni.

System Lattice [a; b; c] (Å) Deviation from Literature (%)

Pt-literature [36] 3.9231; 3.9231; 3.9231 -
Pt-EM ReaxFF 3.9473; 3.9473; 3.9473 +0.6

Pt-EM ReaxFF + vacuum in z-direction 3.9412 ; 3.9412 ; — +0.5
Pt-interface 3.9192; 3.9192; — −0.1

Ni-literature [37] 3.5238; 3.5238; 3.5238 —
Ni-EM ReaxFF 3.6122; 3.6122; 3.6122 +2.5

Ni-EM ReaxFF + vacuum in z-direction 3.6048 ; 3.6048 ; — +2.3
Ni-interface 3.5273; 3.5273; — +0.1
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Table A4. Lattice constant for Si (bc8), and cristobalite SiO2.

System Lattice [a; b; c] (Å) Deviation From Literature (%)

Si (bc8)-literature [38] 6.636; 6.636; 6.636 —
Si (bc8)-EM ReaxFF 6.4393; 6.4393; 6.4393 −2.9

Si (bc8)-EM ReaxFF + vacuum in z-direction 6.4383; 6.4046; — −2.9; −43.5
Si (bc8)-interface 6.6273; 6.6273; — −0.1

SiO2-literature [39] 4.964; 4.964; 6.920 —
SiO2-EM ReaxFF 5.0443; 5.0443; 7.0063 +1.0

SiO2-EM ReaxFF + vacuum in z-direction 5.0443; 5.0443; — +1.0
SiO2-interface 4.9705; 4.9705; — +0.1

Influence of Stress on Thermal Conductivity

To form an interface with different materials, the materials are slightly stressed to match each other
lattice constants. One of the two materials was slightly compressed, and the other one slightly stretched
to form the interface. In the Tables A3 and A4 amount of deformation is shown for the materials used
in this work, which are within ±0.1%. To gain more knowledge on the effect of these stresses on the
heat transport across the material, we computed the thermal conductivity for 3 × 3 × 132 Platinum
structures with lattices corresponding to the literature value, 1% compressed structures, a 1% stretched
structures. The computed thermal conductivities for the different deformation are given in Table A5,
and are within each other’s standard deviation. Thereby, we conclude that we can neglect the effect of
stress in this study.

Table A5. Thermal conductivity of a 3 × 3 × 132 Platinum structure under different mechanically
induced stresses.

Simulation
No Stress 1% Compression 1% Stretched
k (W/mK) k (W/mK) k (W/mK)

1 15.2 14.6 13.4
2 17.8 13.9 14.6
3 16.7 15.3 17.4
4 15.6 16.5 16.5

Average 16.3 ± 1.2 15.1 ± 1.1 15.5 ± 1.8

Appendix D. Comparison of Gradual and Instant Induced Temperature

In realistic experimental conditions, the thermostat takes time to set the desired temperature,
thus the temperature of the heat source evolves with time. To investigate the effect of heating the
systems on the final temperature distribution in ReaxFF-MD, we have compared a gradual temperature
increase to TH and an instantaneously temperature at TH . For the gradual temperature setting, we have
increased the temperature of the heat source (TH = 330 K) in the steps of 5 K per 0.1 million iterations
(25 ps). After 0.6 million iterations (150 ps), the temperature profile of the gradual temperature rise
system is compared with the system in which temperature of hot zone was instantaneously set at
TH = 330 K (instant ΔT) as shown in Figure A1, the comparison was done over a total range of 1 million
iterations. We observe that the equilibrated temperature profile is almost the same for both cases.
Thus in the following cases, we have initialized the temperature of the heat source instantaneously at
high temperature (instant ΔT).
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Figure A1. Comparison of temperature profiles (non-dim. T versus non-dim. x) obtained from
ReaxFF-MD simulations for the Pt/Pt interface in the case where the heat source is immediately heated
to TH = 330 K (instant ΔT) and system in which the heat source is gradually heated to TH = 330 K in
steps of 5 K per 1 × 105 iterations (gradual ΔT).

Appendix E. Development of the Amorphous Si/SiO2 Interface

To create a reactive formed interface between Si and SiO2, the system was heated for to high
temperatures (1700 K) for 3.5 ns. Thereafter, it was cooled back to TC = 100 K, and TH = 150 K to
stop the chemical activity completely again. The development of the interface over the first 3 ns
can be observed in the snapshots in Figure A2, also the number of oxygen atoms are counted for
these snapshots.
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Figure A2. Snapshots of the Si/SiO2 interface.
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Abstract: Cross-linked chemisorbed n-alkylsilane (CH3(CH2)n−1Si(OH)3) monolayers on amorphous
silica surfaces have been studied and their structural properties and frictional performance were
compared to those of equivalent monolayers without cross-linkages. The simulations isolated for
the first time the effects of both siloxane cross-linkages and the fraction of chains chemisorbed to
the surface, providing insight into a longstanding fundamental question in the literature regarding
molecular-level structure. The results demonstrate that both cross-linkages and the fraction of
chemisorbed chains affect monolayer structure in small but measurable ways, particularly for
monolayers constructed from short chains; however, these changes do not appear to have a significant
impact on frictional performance.

Keywords: molecular dynamics; tribology; surface science; self-assembled monolayers;
cross-polymerization; adsorption; chemisorption; physisorption

1. Introduction

Micro- and nanoelectromechanical systems (MEMSs and NEMSs) have been used to develop
smaller and more efficient sensors to detect chemical signals, stresses, vibrations, and forces at the
atomic level [1,2]; examples include tips and cantilever beams in atomic force microscopy [3] and
inertial navigation system accelerometers and gyroscopes [4]. MEMS/NEMS devices have small
lateral dimensions and therefore large surface-area-to-volume ratios, which can result in significant
surface interactions (e.g., adhesion and friction) that can lead to surface damage and eventual device
failure [2,5,6]. An effective method to protect and lubricate contacting surfaces in such devices is to
employ chemisorbed or physisorbed monolayers, which provide dense, two-dimensional sheets of
surface-bound films that modify interfacial properties and reduce the risk of direct contact between
surfaces [7–12]. The tribological properties of monolayer-coated surfaces primarily depend on the
structure of the monolayer itself, which can be tailored by manipulating the composition of the precursor
molecules (i.e., monomers) and/or the structure of the underlying surface [13–16]. Different types of
monolayers assembled on a wide variety of surfaces have been shown to reduce static friction (i.e.,
stiction) and surface damage due to oxidation and wear [9–12].

Many MEMS/NEMS devices are fabricated from oxidized silicon (SiO2) [11,17,18], and interest
in lubrication schemes for such devices has led to numerous studies on the tribological behavior of
organosilane monolayers, as they can bond to oxidized surfaces [17,19–27]. The most commonly used
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organosilane molecules are monoalkylsilanes (RSiX3, where “R” is a linear alkyl group and “X” is a
hydrolyzable leaving group) [28]. The hydrolysis rate of “X” is known to play a significant role in both
the formation and final structure of the monolayers. For example, Naik et al. compared monolayers
constructed from octadecylsilane molecules with chloro, methoxy, and ethoxy leaving groups (i.e.,
CH3(CH2)16CH2–SiX3, where “X” is Cl, OCH3, or OCH2CH3); the trichloroalkylsilanes rapidly formed
a densely packed, highly organized monolayer, whereas the other two monolayers remained sparse
and disorganized following much longer immersion times [29]. The difference was primarily attributed
to the much faster hydrolysis rate of Cl, as compared with methoxy and ethoxy groups. Note that high
packing densities are crucial to the tribological performance of alkylsilane monolayers, and so they are
generally prepared using trichloroalkylsilane monomers [9,17,19–21].

Although the exact mechanism by which alkylsilanes are adsorbed onto oxidized surfaces
remains unclear, the most widely accepted model is illustrated in Figure 1 [28]. In the presence of
water, alkylsilanes are hydrolyzed to form alkylsilanols, which react with each other to form Si–O–Si
(siloxane) linkages and also with surface-bound hydroxyl groups via condensation reactions that
release water. Although described sequentially, two or more of these steps may occur through a
concerted mechanism [28]. Monolayer formation is thought to follow an “island growth” mechanism,
whereby the first monomers that bond to the surface, the mobility of which is limited by surface
attachment and cross-polymerization to neighboring monomers, serve as nucleation sites for the
remainder of the monolayer to form [30,31]. This classical model of the reaction mechanism raises two
fundamental questions regarding alkylsilane monolayer structure: to what degree do alkylsilanes (1)
cross-polymerize via siloxane linkages and (2) form covalent bonds to surface-bound hydroxyl groups?

 
Figure 1. Proposed mechanism by which monoalkylsilanes (RSiX3, where “R” is a linear alkyl group
and “X” is a hydrolyzable leaving group) are adsorbed onto oxidized surfaces (e.g., silica, titania, and
alumina). Although described sequentially, two or more of these steps may occur through a concerted
mechanism as described in Ref. [28].

Alkylsilane monolayer stability and robustness are generally attributed to cross-polymerization
via the siloxane linkages [30,32–39]. The degree to which alkylsilanes cross-polymerize has been
previously studied, but the results are difficult to interpret because they appear to pose conflicting
requirements on monolayer structure. Data obtained using several different methods (e.g., X-ray
photoelectron spectroscopy [39], X-ray scattering [40], nuclear magnetic resonance [41], and infrared
spectroscopy [29,40–45]) suggest that extensive cross-polymerization occurs; it is estimated that each
monomer forms an average of ~1.5–2 siloxane linkages to other monomers [41]. The length of Si–O
siloxane bonds varies between ~1.59 and 1.65 Å, so the largest possible distance between two Si
atoms connected via a siloxane linkage is ~3.3 Å [40,46,47]. However, the average distance between
neighboring monomers in densely packed alkylsilane monolayers is observed to be ~4.5 Å [47].
Note that parallel linear alkanes must be separated by a minimum distance of ~4.2 Å due to steric
hindrance [48], so only minimal tilting/bending of the alkyl “R” groups can occur in dense monolayers.
Under these conditions, cross-polymerization via siloxane linkages would be limited to a few small
alkylsilane oligomers (two to six monomers) [40]. This apparent discrepancy could be explained
if alkylsilane monolayers exist in a state of dynamic equilibrium involving the rapid breakage and
reformation of siloxane Si–O bonds; at any instant, the monolayer would consist of monomers and
small oligomers with the continuous redistribution of siloxane linkages creating the overall effect of an
extensively cross-polymerized monolayer [40,49]. This idea is supported by the unusual observation
that alkylsilane polar head groups are highly mobile about their equilibrium in-plane positions, while
the alkyl “R” groups form a stable configuration [40]. Plueddemann asserted that continuous Si–O
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bond breakage and reformation proceed via hydrolysis/condensation reactions (i.e., the addition/loss
of water molecules) [49]; note that a submonolayer amount of water is expected to be physisorbed via
hydrogen bonds with alkylsilanol and surface-bound hydroxyl groups [42]. Maoz et al. later proposed
an alternate mechanism, where Si–O bonds are continuously redistributed among Si–O–Si (siloxane)
and Si–O–H (silanol) groups; in this case, the activation energy required for Si–O bond breakage is
thought to be supplied by simultaneous Si–O bond formation [40].

Alkylsilanes may be hydrogen bonded (physisorbed) or covalently bonded (chemisorbed) to the
surface via surface-bound hydroxyl groups. Some experimental studies suggest these reactions compete
near oxidized surfaces; if the density of surface-bound hydroxyl groups is high, monomers will readily
form covalent bonds to the surface, but otherwise, they are more likely to form cross-linkages with other
monomers and/or hydrogen bonds with surface oxygen atoms [28,39,43,44,47]. It is difficult to measure
the fraction of monomers that become chemisorbed and is even more difficult to control due to the large
number of variables involved as well as challenges related to understanding/regulating reactions with
water molecules near the surface [37,39,50]. Some of the variables involved include alkylsilane structure
(e.g., reactivity of hydrolyzable “X” groups) [28,45], surface structure (e.g., density of surface-bound
hydroxyl groups) [28,39], and conditions during monolayer formation (e.g., temperature [41] and
amount of water present [28,39]). The fraction of chemisorbed chains is expected to play a role in
monolayer structure and durability [37,39,50]. For example, Allara et al. compared octadecylsiloxane
monolayers on inert gold substrates to those on oxidized silicon (i.e., SiO2) featuring a high density
of surface-bound hydroxyl groups (~5 OH/nm2), which are capable of reacting with hydrolyzed
alkylsilane monomers. They found monolayers with few or no covalent bonds to the SiO2 surfaces to
be organized, smooth, and uniform (i.e., contain minimal defects), similar to those on gold. Since the
reactive hydroxyl groups on amorphous SiO2 surfaces are randomly distributed, increasing the fraction
of monomers bonded to these sites is expected to force the monolayer into an increasingly disordered
structure [37]. This study suggests that fully or partially physisorbed monolayers can be decoupled
from their underlying surfaces to a degree, allowing for the in-plane lateral reorganization of monomers
into a more ordered configuration; chemisorbed monolayer structure, however, is predominantly
determined by surface structure. Thus, increasing the fraction of chemisorbed chains may lead to
increased coefficients of friction and adhesion, as prior studies have reported a negative correlation
between friction and monolayer ordering [16,23–25]. However, covalent bonds anchoring chains to
the surface are thought to be necessary for durability/robustness [48], so decreasing the fraction of
chemisorbed chains could cause the monolayer to degrade over shorter periods of time. Such behavior
was observed by Booth et al., who compared the frictional properties of physisorbed n-alkanethiols on
gold with chemisorbed n-alkylsilanes on oxidized silicon, finding that the physisorbed monolayers
exhibited a threefold improvement in coefficient of friction at low normal loads, while the chemisorbed
monolayers exhibited significantly improved durability and were able to withstand normal loads at
least 30 times larger than those that damaged the physisorbed monolayers [17].

Direct control over surface morphology and decoupling of the numerous factors that influence
friction and wear in monolayer systems is nearly impossible through a purely experimental approach.
Computational methods, including molecular dynamics (MD) simulations, have emerged as an
important tool to probe the molecular-level behavior of nanotribological systems, and recent
improvements in computational speed and modeling methods have made simulations that closely
mimic experimental systems possible. For example, MD simulations have been applied to improve
our understanding of alkylsilane monolayers on oxidized surfaces [14,16,23,24,51–61], providing
insight into the effects of various monolayer properties on frictional behavior, including monomer
structure (e.g., backbone [14,55] and terminal group [13,16]) and surface structure (e.g., roughness
and density of surface-bound hydroxyl groups) [53–55,57,60]. However, the simulations of alkylsilane
monolayers performed to date have examined systems without siloxane cross-linkages. Furthermore,
most have considered only fully chemisorbed monolayers; notable exceptions include the work of
Chandross et al., who studied the behavior of fully and partially physisorbed monolayers under shear
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by nanometer-scale tips in order to imitate the process by which atomic force microscopes measure
forces between the tip and sample [57–59], and our previous work studying monolayer degradation
under shear, in which interfacial Si–O bonds (i.e., those connecting chemisorbed monomers to the
surface) were severed at random and the mobility of the broken chains examined [61]. While excluding
cross-linkages seems like a reasonable assumption, it introduces an approximation compared to
the experimental systems and is often cited as the reason for discrepancies observed in monolayer
properties between the simulations and experiments. In its role as a stabilizer, cross-polymerization
could potentially influence monolayer structure in measurable ways (e.g., packing density, orientational
and/or conformational ordering, monomer tilt, monolayer surface roughness, or number of defects).
Furthermore, does any observed effect depend on the fraction of monomers covalently bonded to
the surface? For example, physisorbed monolayers can be somewhat decoupled from surfaces [37],
possibly enabling cross-polymerization to play a more significant role than in their chemisorbed
counterparts. These questions remain unanswered and are of particular concern given that previous
studies have reported correlations between alkylsilane monolayers’ structural properties and their
frictional performance [23,25,53,60].

In an effort to address these fundamental questions regarding alkylsilane monolayer structure
and cross-polymerization, we have developed two different simulation procedures to construct fully
and partially chemisorbed n-alkylsilane (CH3(CH2)n−1Si(OH)3) monolayers featuring cross-linkages
on amorphous silica surfaces. The structural properties and frictional performance of these
cross-polymerized monolayers have been assessed and compared to those of equivalent monolayers
without cross-linkages in order to isolate any effects of (1) siloxane cross-linkages and (2) the fraction
of chains covalently bonded to the surface.

2. Simulation Methods

2.1. Initialization of Cross-Polymerized Monolayers

As discussed above, most previous simulations of alkylsilane monolayers on silica substrates
have considered fully chemisorbed monolayers without siloxane cross-linkages [14,16,23,24,51–56,60].
Comparisons to equivalent cross-polymerized monolayers (i.e., those with all chains covalently bonded
to the surface) would isolate any changes to structural properties and/or frictional performance that are
directly correlated with cross-linkages. However, cross-polymerization is more likely to affect structure
if fewer monomers are bonded to the surface; thus, monolayers in which not all chains are directly
chemisorbed must also be considered. Here, two different approaches have been taken to create fully
and partially chemisorbed n-alkylsilane monolayers featuring cross-linkages on amorphous silica
surfaces. The methods used to initialize these systems were developed with the overall goal of creating
monolayers that closely match those prepared experimentally. As such, they are essentially different
implementations of the same underlying idea, guided by a common philosophy: cross-polymerized
monolayers are assembled in a stepwise manner through random processes, restricted only by steric
effects. Both methods yield packing densities that are consistent with experimental n-alkylsilane
monolayers assembled on silica (~4.0–5.0 chains/nm2) [47,52,62,63], as well as cross-linkages that are
consistent with the proposed instantaneous structure of an alkylsilane monolayer in a state of dynamic
equilibrium (i.e., small linear or cyclic oligomers of crosslinked monomers (≤6), most of which are
dimers and trimers) [40].

2.1.1. Chemisorbed Monolayers

To facilitate direct comparison with previous simulations [14,16,23,24,51–56,60], cross-polymerized
alkylsilane monolayers in which all monomers are covalently bonded to the surface have been created.
Fully chemisorbed monolayers featuring cross-linkages have been constructed by the procedure
summarized in Figure 2. A previously developed synthesis mimetic simulation (SMS) procedure was
initially used to generate amorphous silica with a high density of surface-bound hydroxyl groups
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and then to attach a chemisorbed alkylsilane monolayer without cross-linkages (see Figure 2a) [60].
The SMS procedure was designed to mimic the postsynthesis processing of silicon wafers with
“piranha” solution (H2SO4/H2O2), which is done in experiments to encourage the chemisorption of
alkylsilanes during monolayer formation [23]. The process results in surfaces with atomic-scale surface
roughness (root-mean-squared roughness of ~0.13 nm) and a dense layer of surface-bound hydroxyl
group bonding sites for chains (~5.8 OH/nm2); root-mean-squared roughness was estimated by the
standard deviation of the positions of oxygen atoms that are part of surface-bound hydroxyl groups in
the direction normal to the surface plane (i.e., in the z-direction). Monolayers with varying densities
(3.9–4.9 chains/nm2) were then generated by varying the minimum cutoff distance between bonding
sites from 2.0 to 2.5 Å and attaching monomers. Full details of the procedure can be found in the
original paper [60]. To create the final cross-polymerized monolayers, siloxane (Si–O–Si) linkages
were inserted between neighboring monomers (see Figure 2b). Cross-linkages are observed to have
a length of ~2.8–3.3 Å [40], so monomers separated by ≤3.3 Å were considered eligible pairs for
bonding. Cross-linkages were inserted to connect eligible pairs at random, with the restriction that
each monomer can only bond with up to two neighbors. As an example, a system with 96 chains at a
density of 4.9 chains/nm2 is shown in Figure 2b. As can be seen from the figure, its 28 cross-linkages are
scattered throughout the monolayer, creating small clusters of linked chains (i.e., 12 dimers, 6 trimers,
and 1 linear oligomer of 5 chains). Note that this extent/organization of cross-linkages is consistent with
the proposed instantaneous structure of an alkylsilane monolayer in a state of dynamic equilibrium
(i.e., small oligomers of cross-linked monomers (≤6), most of which are dimers and trimers) [40].

 
Figure 2. Chemisorbed monolayers with cross-linkages constructed using a two-stage procedure,
whereby (a) a chemisorbed alkylsilane monolayer without cross-linkages is assembled on an amorphous
silica surface with a high density of surface-bound hydroxyl groups (~5.8 OH/nm2), and (b)
cross-linkages are inserted at random between neighboring chains in the monolayer. Spheres represent
the silicon atoms in alkylsilane head groups. These images and others in this work were generated
using the Visual Molecular Dynamics (VMD) software (version 1.9.3, Theoretical and Computational
Biophysics Group (University of Illinois at Urbana-Champaign), Urbana, IL, USA) [64].

2.1.2. Partially Chemisorbed Monolayers

As previously mentioned, cross-polymerization may play a more significant role in the behavior of
alkylsilane monolayers if fewer monomer chains are bonded to the surface. To examine these effects, an
additional set of monolayer systems has been studied in which only a fraction of chains is chemisorbed
to the surface, while the remainder are bonded only via cross-linkages to other chains. Recall that
these partially chemisorbed monolayers are more common in real systems than fully chemisorbed
or physisorbed monolayers as a result of the island growth mechanism by which they form [30,31].
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The procedure used to construct these systems features two stages, as shown in Figure 3, and is
controlled purely by sterics.

 

a. b. c. d.

Figure 3. Partially chemisorbed monolayers are constructed using a multistage process whereby (a)
chemisorbed chains are placed in an arrangement to fill all available surface sites without steric overlaps
(using a van der Waals diameter of 0.42 nm per chain [65]), (b) Voronoi tessellation is used to determine
locations for additional insertion of chains not bound to the surface (the arrow designates the site used
for the first chain insertion), and this procedure is repeated until (c) no additional available locations
exist and the monolayer is considered complete. Finally, (d) inserted chains that are not surface bound
have bonds drawn to neighboring chains to create a cross-linked network. Red spheres represent
the silicon atoms in chemisorbed chains and cyan spheres represent those in chains attached only
via cross-linkages.

As with the fully chemisorbed monolayers, amorphous silica substrates were used to construct
the partially chemisorbed monolayer systems. Using the mBuild toolkit [66], an analytical method
was used to generate amorphous surfaces through carving from a bulk silica slab and adjusting
the hydroxyl density to 5 OH/nm2, to match expectations from experiment [37,39], by bridging
neighboring surface oxygen atoms [67,68]. We note that the SMS procedure was not used for the
partially chemisorbed monolayer systems since maximizing the density of surface-bound hydroxyl
groups is not necessary for these systems, and so a more traditional, less computationally intensive
approach to surface generation was taken. This method allows greater control over the initialization of
the film structure needed to construct the partially chemisorbed monolayers. Substrates generated
using this simpler approach featured a surface roughness of ~0.11 nm, thus closely approximating the
structure of the SMS-generated surfaces. The initial stage of monolayer creation, as shown in Figure 3a,
involved the placement of the chains that were directly bonded to the surface. Thus, only the discrete
locations of surface hydroxyls on the substrate acted as available sites for attaching chains. In an
iterative fashion, an available site was chosen at random, a chain was then placed at this location, and
the list of available sites was updated to ensure that future chains would not overlap with existing
chains. When no available sites remained, the chemisorbed portion of the monolayer was considered
complete; however, if a desired number of chemisorbed chains was explicitly specified, then additional
chains were added at locations that featured the furthest distance from existing chains. The second
stage of monolayer construction, shown in Figure 3b,c, considered the placement of chains that were
attached to the surface only through cross-linkages to other chains. To determine the locations for
these chains, an iterative procedure was used whereby a 2D Voronoi tessellation was performed on
the set of points representing the locations of existing monolayer chains. A new chain was placed
at the site of the Voronoi vertex featuring the furthest distance from any existing monolayer chain.
This process was repeated until either no locations exist, whereby overlap with existing chains
occurred, or a desired total number of monolayer chains was reached. Each newly inserted chain was
then attached via a cross-linkage to its nearest neighbor, which may be directly bonded to the surface
or via a cross-linkage to another chain. The code used to construct these monolayers is available
online (see Supplementary Materials). Constructing alkylsilane monolayers via this procedure yielded
an average density of 3.9 ± 0.1 chains/nm2 which was in close agreement with monolayer densities
estimated from experiment (4.0–5.0 chains/nm2) [47,52,62,63]. Additionally, this procedure resulted in
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monolayers featuring roughly 65% chemisorbed chains, with the remaining 35% of chains attached
via cross-linkages only. It is of importance to note that the monolayer density of the chemisorbed
chains (2.5 chains/nm2) agreed well with the density observed experimentally for alkanol molecules
(which cannot form cross-linkages but feature a comparable van der Waals (VDW) diameter) attached
to amorphous silica (2.65 chains/nm2) [69].

2.2. Molecular Dynamics Simulations

Molecular dynamics simulations of fully and partially chemisorbed alkylsilane monolayers
have been performed under equilibrium and nonequilibrium conditions. Postequilibration trajectory
lengths ranged from 1–3 ns for equilibrium simulations and 5–10 ns for nonequilibrium simulations.
These trajectory lengths were found to be sufficient in order for the simulations to converge to a
steady state and to yield data with reasonably low uncertainty. Simulations were conducted using
the optimized potentials for liquid simulations all-atom (OPLS-AA) force field [70]. The OPLS-AA
parameters used for this work were taken from Lorenz et al. [54] for silica and Jorgensen et al. [70]
for alkanes (see Supplementary Materials for details), in accordance with prior simulation studies of
alkylsilane monolayers on silica [14,16,23,24,60,61]. All simulations were performed in the canonical,
or NVT, ensemble (i.e., constant number of atoms, volume, and temperature) at a temperature of
298.15 K, with periodic boundary conditions in the surface plane (i.e., the xy-plane) in order to mimic
the behavior of an infinite surface; simulations did not interact across the z-boundary. Shearing speeds
of 10 m/s were used. While this speed is several orders of magnitude larger than those normally used in
experiments (e.g., atomic force microscopy and tribometry, where shear rates are typically on the order
of micrometers per second [17]), several studies report that shearing velocities of this magnitude and
higher do occur between surfaces in nanotribological systems, including MEMSs/NEMSs [6,14,52–55,71].
Furthermore, prior studies have shown that frictional forces do not significantly depend on sliding
velocity at moderate loads [14,52–55]. For these simulations, thermostatting was not performed in the
direction of shear to allow for the possibility of viscous heating, although appreciable shear-induced
heating has not been observed at the shear rates considered here [61]. Additional details regarding the
simulation procedures are provided in the Supplementary Materials [72–81].

In order to quantify the structural properties of all monolayer systems considered in this work, the
nematic order parameter (S2), average tilt angle (θ), and gauche defect fraction were calculated under
equilibrium and nonequilibrium conditions. The nematic order parameter was used to quantify global
orientational ordering in each layer. A value of S2 = 1 indicates perfect orientational ordering within
a monolayer, and values of S2 less than unity represent proportionately less ordering [82,83]. Here,
values of S2 below ~0.8 indicated a distinct loss of orientational ordering, as determined via visual
inspection. Note that since these molecules are attached to a surface, the transition from well-ordered to
disordered occurs at a higher value of S2 than is typically seen for bulk nematic systems [83]. Average
tilt angle is defined such that monolayers in perfect alignment with a vector normal to the silica surface
yield a tilt angle of 0◦. Monolayers’ gauche defects were assessed via the gauche defect fraction; in
this calculation, a dihedral angle (i.e., the twist of a C–C–C–C quadruplet in the monomer backbone)
was considered to be in the trans state if it was between 90◦ and 270◦, while angles outside this
range were considered to be gauche defects [84]. A detailed description of the calculation of each of
these metrics is provided in the Supplementary Materials [82–85]. To quantify frictional performance,
the coefficient of friction (μ) and adhesion/force intercept (F0) were determined for all monolayers
undergoing shear. Specifically, μ and F0 were calculated according to a modified form of Amontons’s
Law of Friction [20,86,87]:

F f = μFn + F0 (1)

where Ff represents the friction force, Fn represents the normal force, and F0 represents the extrapolated
friction force at zero load, or adhesion/force intercept. Simulations were conducted at several different
normal loads, and μ and F0 were approximated by the slope and y-intercept of the line generated by
plotting friction force as a function of normal force, respectively.
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3. Results and Discussion

To ascertain the impact of cross-polymerization and surface attachment on the structural properties
of alkylsilane monolayers, equilibrium simulations have been performed for all systems. The nematic
order parameter (S2), average tilt angle (θ), and gauche defect fraction have been determined as a
function of alkylsilane backbone length (6–22 carbon atoms) and compared for monolayers with or
without cross-linkages. The results are summarized in Figure 4, with Figure 4a,c,e comparing S2, θ,
and the gauche defect fraction, respectively, for fully chemisorbed monolayers with cross-linkages (see
Figure 2b) and identical chemisorbed monolayers without cross-linkages (see Figure 2a). The same
comparisons are made in Figure 4b,d,f for partially chemisorbed monolayers with cross-linkages (see
Figure 3d) and systems with all chains chemisorbed and no cross-linkages; note that this comparison
also features the fraction of chains chemisorbed to the surface as a second variable. The four systems
studied are summarized in Table 1. The transition from a disordered, liquid-like state to one that was
well-ordered/solid-like occurred when S2 increased to ~0.8, which was observed for all four monolayer
systems as chain length increased from 14 to 16 carbon atoms (see Figure 4a,b). Thus, as highlighted
in Figure 4, three chain-length-dependent regions appeared to exist: (I) a liquid-like region (chain
length < 14), indicated by lower nematic order and more gauche defects per chain; (II) a transition
region (14 ≤ chain length ≤ 16), where monolayers transitioned between liquid-like and solid-like
states and may have featured local regions of order (indicated by larger error bars for global monolayer
properties); and (III) a solid-like region (chain length > 16), indicated by high values of nematic order
and a low number of gauche defects per chain.

As shown in Figure 4a,b, S2 increased with monomer length for all systems with or without
cross-linkages. A positive correlation between monolayer ordering and monomer length has been
observed previously in experiments [23–25] and simulations [16,23,24,60]. This trend can be explained
by an increase in stabilizing VDW forces between chains as the number of backbone carbon atoms was
increased. Our initial expectation was that the addition of cross-linkages would increase orientational
ordering, as neighboring monomers connected by siloxane linkages would be forced into closer
proximity; furthermore, experimental results suggest that reducing the fraction of monomers that
are chemisorbed to the surface also increases global ordering, as nonchemisorbed monomers are
not coupled to the locations of surface-bound hydroxyl groups [37]. However, the results shown
in Figure 4a,b suggest that both cross-linkages and the ratio of chemisorbed to physisorbed chains
play a more complex role in monolayer ordering, which appears to vary as a function of monomer
length. Figure 4b shows that the partially chemisorbed monolayers constructed from short chains
(region I) had reduced ordering compared with the equivalent chemisorbed monolayers without
cross-linkages. Although the same effect is observed in Figure 4a, the differences are not statistically
significant, and thus, it is likely related specifically to the fraction of chains chemisorbed to the surface
rather than cross-linkages. This observation is surprising, as reducing the number of chemisorbed
chains is expected to result in a film that features greater in-plane fluidity (i.e., chains should be
better able to rearrange themselves in the surface plane), thus allowing the chains to adopt a more
uniform configuration. However, it is also known that the VDW forces that provide cohesiveness to
monolayer films are weaker for shorter chains, and it appears that the lack of strong cohesive VDW
forces takes precedence over the increase in surface plane mobility when determining monolayer
ordering for these systems. In Figure 4b, the curves for partially chemisorbed monolayers and their
fully chemisorbed counterparts have different slopes in regions I and II, and as a result, a transition
occurs at a chain length of 14, whereby the partially chemisorbed monolayers exhibit higher ordering
than their chemisorbed analogues. This phenomenon is not observed in Figure 4a, which once again
suggests that it was related to the increase in surface plane mobility when fewer monomers were
chemisorbed to the surface; at chain lengths of 14–16 (region II), the cohesive VDW forces were then
strong enough that increased mobility did in fact lead to a more ordered monolayer. Figure 4a suggests
that fully chemisorbed monolayers with cross-linkages were slightly less ordered than those without
them for all chain lengths below 18 (regions I and II), which may have been due to the fact that
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Si–O–Si cross-linkages were too short to allow the aliphatic tails to be parallel without overlapping; as
a result, chains connected by cross-linkages would tilt or bend/twist away from each other, causing
their tails to be splayed apart and leading to a slightly more disordered monolayer. As chain length
increased to 18 and above (region III), all monolayer systems described in Figure 4a,b existed in a
highly ordered, solid-like state (S2 > 0.95), where neither cross-linkages nor the fraction of chemisorbed
chains appeared to have a significant influence on nematic ordering.

Figure 4c,d indicate that there is a correlation between alkylsilane backbone length and average tilt
angle, where θ is minimized for systems with intermediate monomer lengths just below the transition
from a disordered to well-ordered state (10–14). This observation can be explained by referring back to
the results for S2 (Figure 4a,b). Monolayers with the shortest chain length of 6 backbone carbon atoms
existed in a highly disordered state, where chains were allowed to adopt various tilted conformations
with no preferred orientation. As chain length increased to 14, the cohesive VDW forces became
stronger and caused the chains to stand more upright. When chain length exceeded 14, the chains
once again adopted tilted conformations, except now with a preferred orientation (i.e., chains tilted in
the same direction) in order to maximize film cohesivity. The inclusion of cross-linkages appeared to
increase the average tilt angle at all chain lengths by ~1◦–5◦ in chemisorbed monolayers (Figure 4c)
and ~1◦–10◦ in partially chemisorbed monolayers (Figure 4d). Since this effect is more pronounced in
Figure 4d, it is likely related to both cross-linkages and the fraction of chains chemisorbed to the surface.
Adding cross-linkages may have led to an increase in overall tilt because cross-linked chains must tilt
away from each other to prevent their tails from overlapping, as previously mentioned. Any further
increase in θ when fewer chains were bonded directly to the surface was likely related to the mobility
of the nonchemisorbed chains in the surface plane.

Figure 4e,f suggest that all of the monolayer systems with or without cross-linkages featured
most C–C–C–C dihedrals in the trans state, with only a few gauche defects. This observation is
consistent with experimental results for densely packed alkylsilane monolayers on silica (≤4% gauche
defects) [35,69]. The number of defects appeared to decrease with increasing chain length, a trend
that has been observed previously in experiments [69] and simulations [51,52]. This effect can be
explained by once again referring to the results for S2 (Figure 4a,b). Monolayers with short chain
lengths existed in a disordered state (region I), allowing both monomer tilting and gauche distortions
(i.e., twisting about the C–C bond axis) to occur more easily. As chain length was increased and the
monolayer became more well-ordered, fewer defects were able to form. The presence of cross-linkages
did not appear to have a meaningful impact on the gauche defect fraction for systems in which all
chains were chemisorbed to the surface (Figure 4e). Recall that adding cross-linkages to chemisorbed
monolayers led to a small increase in average tilt angle at all chain lengths (Figure 4c). These results
combined may indicate that cross-linked chains prefer to tilt away from each other rather than contort
via gauche deformations when avoiding overlaps between their aliphatic tails. Partially chemisorbed
monolayers constructed from chains with less than 14 backbone carbon atoms (region I) had a larger
number of gauche defects than equivalent chemisorbed monolayers without cross-linkages (Figure 4f);
this result is somewhat expected, given that the partially chemisorbed monolayer systems in region I
also exhibited reduced nematic ordering (Figure 4b). The effect is most likely related to the fraction of
chains bonded to the surface rather than cross-linkages (as it is not observed in Figure 4e), and more
specifically, to the mobility of nonchemisorbed chains in the surface plane. Chains that are not directly
coupled to bonding sites on the surface can more easily tilt and/or contort via gauche deformations, as
discussed previously.
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Figure 4. Structural properties of monolayers with or without cross-linkages (black circles and red
triangles, respectively) as a function of chain length; the three chain-length-dependent regions described
in the text are indicated by I, II, and III. Fully chemisorbed monolayers with or without cross-linkages
are compared in (a,c,e) (error bars represent the standard deviation for three unique monolayer
systems), and partially chemisorbed monolayers featuring cross-linkages are compared to equivalent
fully chemisorbed monolayers without them in (b,d,f) (error bars represent the standard deviation
for five unique monolayer systems). Structure was assessed via nematic order parameter (S2) (a,b),
average tilt angle (θ) (c,d), and gauche defect fraction (e,f). Lines connecting data points are provided
only to guide the eye. This plot and the others included in this work were generated using the python
plotting library matplotlib [88].

To assess the tribological impact of cross-linkages within alkylsilane monolayers, nonequilibrium
molecular dynamics simulations have been performed to examine the frictional performance and
structural properties of monolayers under shear. As discussed previously, experimental studies have
attributed alkylsilane monolayers’ tribological performance (i.e., robustness under harsh conditions
and ability to protect underlying surfaces from damage) to their capacity to form strong covalent
bonds with both the surface and each other [17,19]. The coefficient of friction (μ) and force intercept
(F0) have been calculated via Equation (1) to quantify frictional performance, and the nematic order
parameter (S2) and tilt angle (θ) have been calculated to assess structural properties; these metrics are
again determined as a function of alkylsilane backbone length (6–22) and compared for monolayers
with or without cross-linkages. The results are summarized in Figure 5. Chemisorbed monolayers
with cross-linkages (see Figure 2b) are compared to identical chemisorbed monolayers without them
(see Figure 2a) in Figure 5a,c,e,g, while partially chemisorbed monolayers with cross-linkages (see
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Figure 3d) are compared to fully chemisorbed systems without cross-linkages in Figure 5b,d,f,h; once
again, note that this comparison also features the fraction of chains chemisorbed to the surface as a
second variable.

These results presented for the coefficient of friction (Figure 5a,b) and force intercept (Figure 5c,d)
suggest that neither cross-linkages nor the fraction of chemisorbed/physisorbed chains play a noticeable
role in frictional performance, as both the chemisorbed (Figure 5a,c) and partially chemisorbed
(Figure 5b,d) monolayer systems yielded similar results compared with their analogues without
cross-linkages. Partially chemisorbed monolayers did appear to yield slightly higher force intercepts
than their chemisorbed counterparts without cross-linkages, but this result was not statistically
significant at most chain lengths (Figure 5d). The results presented here suggest that excluding
cross-linkages, as was done in prior simulations of alkylsilane monolayers, is a reasonable assumption,
at least at short time scales; however, we note that both cross-linkages and covalent surface attachment
are expected to play a more important role in frictional performance over longer periods of time than
can be considered by simulation, especially under conditions that facilitate degradation and wear.

Figure 5a,b show that μ decreased with monomer chain length for all systems with or without
cross-linkages, while Figure 5c,d show that F0 also generally decreased, with the exception of partially
chemisorbed monolayers with six to eight backbone carbon atoms (Figure 5d). Prior experiments [23–25]
and simulations [16,23,24,60] have reported that adhesion and friction decrease with increasing chain
length, a trend which was attributed to increased cohesivity (and thus a higher degree of ordering)
in monolayers constructed from longer chains. This explanation is supported by Figure 5e,f, which
show that S2 increased with chain length for all systems with and without cross-linkages. Recall that
a positive correlation between monomer length and S2 was also observed for monolayer systems at
equilibrium (see Figure 4a,b); however, the three chain-length-dependent regions which were present
at equilibrium were not observed for the same monolayer systems under shear. S2 increased under
shearing conditions (as compared with equilibrium) for all of the fully chemisorbed monolayers, both
with and without cross-linkages, and all partially chemisorbed monolayers except for the C6 system;
this observation is attributable to forced shear alignment of the chains.

Figure 5f indicates that partially chemisorbed monolayers constructed from chain lengths ≤
10 had reduced ordering compared with equivalent chemisorbed systems without cross-linkages;
this effect is not observed in Figure 5e, which suggests it is related specifically to the fraction of
monomers chemisorbed to the surface and not cross-linkages. A more striking structural difference
is visible in Figure 5h; partially chemisorbed monolayers with chain lengths ≤ 10 yielded tilt angles
that were significantly higher than those of their fully chemisorbed counterparts, where the effect
was most pronounced for the shortest backbone chain length of six carbon atoms. Again, this trend
is not observed in Figure 5g, so it is likely related to the fraction of chemisorbed chains rather than
cross-linkages. For all of the fully chemisorbed monolayer systems with and without cross-linkages
shown in Figure 5g,h, the average tilt angle was higher under shearing conditions (as compared with
equilibrium) and also increased with chain length; this trend was also observed for all of the partially
chemisorbed systems with chain lengths > 10 (Figure 5h). These results seem to suggest a lack of shear
alignment for the partially chemisorbed monolayer systems with short chain lengths (6–10), which
would also explain the reduced nematic ordering for these systems (Figure 5f).
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Figure 5. Tribological and structural properties of monolayers with or without cross-linkages (black
circles and red triangles, respectively) under shear as a function of chain length. Fully chemisorbed
monolayers with or without cross-linkages are compared in (a,c,e,f) (error bars represent the standard
deviation for three unique monolayer systems), and partially chemisorbed monolayers featuring
cross-linkages are compared to equivalent fully chemisorbed monolayers without them in (b,d,f,h)
(error bars represent the standard deviation for five unique monolayer systems). Tribology is assessed
via coefficient of friction (μ) (a,b) and force intercept (F0) (c,d), and structure is assessed via nematic
order parameter (S2) (e,f) and average tilt angle (θ) (g,h). Lines connecting data points are provided
only to guide the eye.
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To further investigate the apparent discrepancy in structure between partially chemisorbed
monolayers and their fully chemisorbed counterparts without cross-linkages at short chain lengths
(≤10), fully and partially chemisorbed C6 monolayer systems with varying numbers of cross-linkages
have also been studied (Figure 6). We note that it is not possible to create fully chemisorbed monolayers
with more than ~0.5 cross-linkages per chain due to the requirements that (1) chemisorbed chains
must be coupled to hydroxyl groups on the silica surface that are separated by ≥2.0 Å to avoid steric
hindrance [60], and (2) cross-linked chains must be separated by a maximum of 3.3 Å because siloxane
(Si–O–Si) linkages are observed to have a length of ~2.8–3.3 Å [40]. As shown in Figure 6a,c, the
number of cross-linkages did not appear to have a significant impact on S2 or θ for C6 monolayers in
which all chains were chemisorbed to the surface; however, some structural differences were observed
for the partially chemisorbed C6 monolayers, as shown in Figure 6b,d. As the number of cross-linkages
per chain increased (and thus the fraction of chemisorbed chains decreased), S2 decreased dramatically
and θ increased dramatically. These results combined indicate a lack of shear alignment for partially
chemisorbed C6 monolayers, which becomes more pronounced as the fraction of chains chemisorbed
to the surface decreases. The values of S2 and θ for partially chemisorbed C6 monolayers reached
those of analogous fully chemisorbed monolayers when the fraction of chemisorbed chains exceeded
~0.9 (i.e., the average number of cross-linkages per chain dropped below ~0.1) (see Figure 5b,d); at this
point, the monolayers are expected to be in a forced orientation due to shear alignment.

 
Figure 6. Structural properties of C6 monolayers under shear as a function of the average number of
cross-linkages per chain. Structure was assessed via nematic order parameter (S2) (a,b) and average tilt
angle (θ) (c,d). Fully chemisorbed monolayers with cross-linkages are compared in (a,c) and partially
chemisorbed monolayers featuring cross-linkages are compared in (b,d). Lines connecting data points
are provided only to guide the eye.
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We note that about two-thirds of the chains in the partially chemisorbed monolayers described
previously in Figure 5 were bonded to the surface, so given the results in Figure 6, it seems plausible
that decreasing the fraction of chemisorbed chains has little impact on structural properties up to a
certain point for monolayers constructed from longer chains (>10 backbone carbon atoms). To examine
this idea, partially chemisorbed C18 monolayers with varying numbers of cross-linkages have been
studied (Figure 7); note that C18 monolayers are also more commonly used in experimental systems
and applications, as they are more stable and thus better able to reduce stiction and protect surfaces
from wear [24,89]. As can be seen from Figure 7, the values of S2 and θ for these systems reached
those of analogous fully chemisorbed monolayers when the fraction of chemisorbed chains exceeded
~0.4 (i.e., the average number of cross-linkages per chain dropped below ~0.6, see Figure 5b,d), a
value which was significantly lower than that for the C6 systems. Furthermore, the overall changes in
structure for the C18 systems were minimal compared with those in the C6 systems (an overall spread
of ~0.07 in S2 compared with ~0.46, and ~1◦ in θ compared with ~22◦). These results indicate that
reducing the fraction of chains chemisorbed to the surface has a minimal effect on monolayer structure
under shear until a certain threshold is reached, after which the chains become increasingly disordered
and exhibit increasing average tilt due to a lack of shear alignment; this threshold appears to decrease
with increasing chain length, and is below about two-thirds for chain lengths of >10 backbone carbon
atoms. For C18 systems, which are most industrially relevant [24,89], neither cross-linkages nor the
fraction of chemisorbed/physisorbed chains appear to play any significant role in monolayer structure
under shearing conditions.

Figure 7. Structural properties of partially chemisorbed C18 monolayers under shear as a function of
the average number of cross-linkages per chain. Structure was assessed via (a) nematic order parameter
(S2) and (b) average tilt angle (θ). Error bars represent the standard deviation for five trials (each with
a unique monolayer configuration) and lines are provided only to guide the eye.
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Table 1. Summary of the key structural properties of the fully and partially chemisorbed monolayer
systems studied.

Cross-Linkages
Average Number

Cross-Linkages Per Chain
Fraction of

Chemisorbed Chains

Fully Chemisorbed
Yes 0.334 ± 0.024 1.000
No 0.000 1.000

Partially Chemisorbed
Yes 0.368 ± 0.015 0.632 ± 0.015
No 0.000 1.000

4. Conclusions

In this work, fully and partially chemisorbed n-alkylsilane (CH3(CH2)n−1Si(OH)3) monolayers
featuring cross-linkages on amorphous silica surfaces have been studied. The structural properties
and frictional performance of these cross-polymerized monolayers have been assessed and compared
to those of equivalent monolayers without cross-linkages in order to isolate the impact of (1) siloxane
cross-linkages and (2) the fraction of chains covalently bonded to the surface.

Equilibrium simulations used to ascertain the effects of cross-polymerization on structural
properties showed that both cross-linkages and the ratio of chemisorbed to physisorbed chains
affect monolayer structure in small but measurable ways that vary based on chain length.
Three chain-length-dependent regions were observed: (I) a liquid-like region (chain length < 14),
(II) a transition region (14 ≤ chain length ≤ 16), and (III) a solid-like region (chain length > 16).
Fully chemisorbed monolayers with cross-linkages exhibited slightly reduced nematic ordering
compared with those without them in regions I and II, likely due to the cross-linked chains tilting or
bending/twisting away from each other to prevent overlaps and causing their tails to be splayed apart,
leading to a slightly more disordered monolayer. Chemisorbed monolayers with cross-linkages also
yielded slightly higher average tilt angles than their counterparts without them, but cross-linkages did
not play a meaningful role in the formation of gauche defects. These observations combined suggest
that cross-linked chains prefer to tilt away from each other rather than contort via gauche deformations
when avoiding overlaps. Partially chemisorbed monolayers in region I exhibited reduced nematic
ordering compared with equivalent chemisorbed monolayers without cross-linkages. Albeit surprising,
as reducing the number of chemisorbed chains is expected to result in greater in-plane fluidity, the
VDW forces that provide monolayer cohesiveness are weaker for shorter chains and appear to take
precedence over the increase in surface plane mobility for these systems. The partially chemisorbed
monolayers did exhibit higher ordering than their chemisorbed analogues in region II, which suggests
that the VDW forces were strong enough for increased mobility to lead to a more ordered monolayer for
these systems. Partially chemisorbed monolayers in regions I and II yielded higher tilt angles than their
chemisorbed counterparts, and in region I, they also had more gauche defects. These results can likely
be explained by the increased mobility of nonchemisorbed chains in the surface plane; chains that are
not directly coupled to bonding sites on the surface can more easily tilt into nonupright conformations
and/or contort via gauche defects. In region III, all fully and partially chemisorbed monolayer systems
with and without cross-linkages existed in a highly ordered state, where neither cross-linkages nor the
fraction of chemisorbed chains appeared to have any significant influence on structural properties.

In the nonequilibrium simulations performed, neither cross-linkages nor the fraction of
chemisorbed/physisorbed chains were found to play a noticeable role in frictional performance, as both
the chemisorbed and partially chemisorbed monolayers yielded similar results for friction and adhesion
compared to their analogues without cross-linkages. The results presented here therefore suggest that
excluding cross-linkages, as was done in prior simulation studies, is a reasonable assumption at short
time scales (i.e., before degradation and wear must be considered). Under shearing conditions, partially
chemisorbed monolayers constructed from short chains (≤ 10 backbone carbon atoms) exhibited
reduced nematic ordering and significantly increased chain tilt compared with equivalent chemisorbed
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systems without cross-linkages. This observation suggests a lack of shear alignment for these systems,
which was further investigated by studying partially chemisorbed C6 and C18 monolayers with
varying numbers of cross-linkages (and thus varying numbers of chemisorbed/physisorbed chains).
These results indicated that decreasing the fraction of chemisorbed chains has little impact on structural
properties up until a certain point that depends on chain length. The overall changes in structure for
the C18 system were observed to be minimal over the entire range of average cross-linkages per chain
considered, which indicates that neither cross-linkages nor the fraction of chemisorbed/physisorbed
chains play a significant role in the structure of monolayers constructed from long chains under shear.

Supplementary Materials: Tabulated force field parameters (Tables S1 and S2), additional details of the simulation
methods, and descriptions of the calculations performed to quantify the structural properties of monolayers
(Equations (S1)–(S3)) are available online at http://www.mdpi.com/2079-4991/9/4/639/s1. The code used to construct
partially chemisorbed monolayers is available online at https://github.com/summeraz/crosslinked_monolayer.
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Abstract: Strains in graphene play a significant role in graphene-based electronics, but many
aspects of the grain boundary effects on strained graphene remain unclear. Here, the relationship
between grain boundary and strain property of graphene grown by chemical vapor deposition
(CVD) on the C-face of SiC substrate has been investigated by Raman spectroscopy. It is shown that
abundant boundary-like defects exist in the graphene film and the blue-shifted 2D-band frequency,
which results from compressive strain in graphene film, shifts downward linearly as 1/La increases.
Strain relaxation caused by grain boundary diffusion is considered to be the reason and the mechanism
is analyzed in detail.

Keywords: Raman; strain relaxation; grain boundaries; epitaxial graphene

1. Introduction

The extraordinary electronic, optical and mechanical properties of pristine (strain-free and
defect-free) graphene (e.g., excellent charge carrier mobility, optical transparency and mechanical
strength) make it a promising material for semiconductor devices, effective Raman enhancement,
and flexible and printable optoelectronics [1–5]. Strain can be used to dramatically modify the
electronic structure and phonon dispersion of graphene and even introduce a band gap [6]. Thus, it is
essential to investigate strained graphene for the realization of graphene-based electronics. In previous
literatures to study strain property of graphene, the graphene samples were mainly mechanically
exfoliated from highly oriented pyrolytic graphite (HOPG) and transferred onto polymer or SiO2

substrates [6,7]. Although exfoliated graphene offers a large (10–100 μm) and high-quality single
domain, the film size is too small for wafer-scale applications. Alternatively, chemical vapor deposition
(CVD) on metal substrates and sublimation of silicon atoms from silicon carbide are promising routes
for producing wafer-size graphene film [8,9]. However, polycrystalline graphene exists in the films
grown by these two methods and the grain size is much smaller than exfoliated graphene, which results
in the inevitable formation of grain boundaries [10]. Grain boundary is a common geometrical defect,
and consists of repeated pentagon and heptagon pairs, and sometimes octagons [11]. Such kinds of
defects can severely weaken the mechanical strength of graphene and have been observed in graphene
grown on SiC substrate by scanning tunneling microscopy (STM) study [12–15]. However, there were
very few investigations focused on the relationship between grain boundary and strain property
of polycrystalline graphene, and many aspects of the grain boundary effects on strained graphene
remain unclear.

Both the strain and grain size in materials can be probed by XRD and Raman spectroscopy [16–18].
However, XRD is unsuitable for probing few-layer graphene films grown on SiC substrate because

Nanomaterials 2019, 9, 372; doi:10.3390/nano9030372 www.mdpi.com/journal/nanomaterials89
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it needs constructive interference of x-rays reflected from a set of parallel atomic planes. Krishna
et al. [18] have done a comparative study of the microstructural information extracted from the peaks
of both Raman and XRD spectroscopy, and found that both techniques produced agreeable results for
the graphite lattice strain and crystallite size, which proves the validity of deducing both strain and
crystallite size from Raman spectra. So, Raman is used to analyze both strain and grain size in this
paper. In Raman spectroscopy, the G-band (at about 1580 cm−1) and 2D-band (at about 2680 cm−1) are
the fingerprints of pristine graphene. The G-band originates from in-plane vibration of sp2 carbon
atoms and is a doubly degenerate (TO and LO) phonon mode at the Brillouin zone center. The 2D-band
is the second order overtone of the D-band and originates from a two-phonon double resonance
Raman process where momentum conservation is satisfied by two phonons with opposite wave
vectors. In Raman spectra of strained graphene, the G-band and 2D-band peak frequencies shift due to
phonon hardening or softening. Typically, compressive strain leads to phonon hardening (frequency
upshift), while tensile strain results in phonon softening (frequency downshift). For defective graphene
there will appear another two disorder-induced peaks at about 1350 cm−1 (D-band) and 1620 cm−1

(D’-band). The D-band involves an iTO phonon around the K-point and is an intervalley process,
and the D’-band is an intravalley process connecting two points belonging to the same cone around
K (or K’).

In this work, Raman spectra of polycrystalline graphene, grown by CVD method on the C-face
of SiC substrate (CVD-EG) using propane as the carbon source [8,19], are investigated. This method
can provide precise graphene layer number control by adjusting the mass transport of the carbon
precursor because the carbon atoms in graphene come from the decomposition of propane molecule [8].
The effect of grain boundaries on the strain property of CVD-EG is studied. A nonuniform crystallite
size and 2D-band frequency distribution are observed and the blue-shifted 2D-band frequency shifts
back with decreasing crystallite size.

2. Materials and Methods

After ultrasonic cleaning by ethanol and acetone, the 2 × 2 cm2 semi-insulating C-face 4H-SiC
substrate was loaded into a commercial horizontal CVD hot-wall reactor (Aixtron VP508). The chamber
was pumped down for 3 h to reach the pressure of 1 × 10−6 kPa for venting oxygen. Then the
temperature was raised up to 1250 ◦C under an argon flow of 20 L/min. After temperature stabilized,
6 SCCM of propane was added to the argon to grow graphene. The growth time was 20 minutes and
the growth pressure was kept at 40 kPa. After growth, the chamber was self-cooled down to room
temperature under argon ambient.

The Raman measurements were carried out at room temperature using a HORIBA LabRAM
HR800 system. The excitation laser energy was 2.41 eV (514.5 nm) and the laser spot size was
about in diameter of 1 μm focused by a 100× objective lens. Backscattering configuration was
applied with low power of 1 mW to avoid laser induced heating. The atomic force microscopy (AFM)
measurements were carried out using a Bruker Dimension Edge system and the AFM images were
obtained in tapping-mode.

3. Results and Discussion

Raman spectra were recorded at five different positions on the surface of the CVD-EG
sample. Figure 1 plots the typical Raman spectrum with curve fitting. When fitting the spectrum,
the contribution of the buffer layer [20,21] to the G-band is not contained because the buffer layer is not
observed for graphene samples grown on the C-face of SiC substrate [22,23]. The spectrum consists
of three strong peaks at 1352 cm−1 (D-band), 1586 cm−1 (G-band) and 2704 cm−1 (2D-band) and one
weak peak at 1620 cm−1 (D’-band). The appearance of significant D-band and weak D’-band proves
the presence of plenty of defects in the CVD-EG sample. Blue-shifts of G-band position (6 cm−1 shifted
from 1580 cm−1 observed for monolayer exfoliated graphene at a laser wave-length of 514.5 nm) [24]
and especially of 2D-band position (24 cm−1 shifted from 2680 cm−1) are observed, which are attributed
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to compressive strain in graphene layer generated during the cooling down period, because of the
large thermal expansion coefficient difference between SiC and graphene [25,26].

Figure 1. Raman spectrum and fitting peaks of polycrystalline graphene grown by chemical vapor
deposition on the C-face of SiC substrate (CVD-EG).

Figure 2 presents the AFM topography image of the sample. The graphene film grows along the
terraces of the SiC substrate and preserves the SiC surface morphology. Thus, the variation of terrace
width in the SiC substrate leads to non-uniform grain size, which is shown in Figure 2.

Figure 2. Atomic force microscopy (AFM) 3 μm × 3 μm topography image of CVD-EG.

The full width at half-maximum (FWHM) of the D-band (FWHM(D)), G-band (FWHM(G)) and
2D-band (FWHM(2D)) as a function of 1/La are presented in Figure 3. La is the crystallite size of the
grown graphene film, and can be calculated using the ratio of the D-band intensity (ID) to that of the
G-band (IG) according to Equation (1) [18].

La(nm) = 2.4 × 10−10λ4
(

ID

IG

)−1
, (1)

where λ is the excitation laser wavelength in nm used in the Raman measurements. The linear behavior
between FWHM and 1/La can be explained as follows [27]: If the crystallite size is smaller than the
phonon mean free path, the phonon lifetime τ will be proportional to the crystallite size La. Since the
FWHM is determined by lifetime effects in Raman bands involving resonance conditions, it can
be assumed that FWHM is proportional to 1/τ and consequently FWHM is proportional to 1/La.
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The intercept for the FWHM(2D) is 44 cm−1, which means FWHM(2D) has a value of 44 cm−1 when
the crystallite size of epitaxial graphene is large. This is consistent with the FWHM(2D) of single layer
graphene epitaxially grown on SiC substrate observed by Lee et al. [28]. To identify the thickness
of graphene epitaxially grown on SiC substrate unambiguously, the number of Lorentzian function
numbers for fitting the 2D band should be used [28,29]. A single Lorentzian fit can identify monolayer
graphene, four Lorentzians are necessary for bilayers, and two Lorentzians for three-layers [30,31].
The 2D-band of all the Raman spectra can be fitted quite well by one Lorentzian peak (as shown in
Figure 1), therefore, the graphene obtained in our experiment is monolayer.

Figure 3. Peak widths of D, G and 2D bands as a function of 1/La.

Eckmann et al. [32] found that the intensity ratio of the D and D’ peak could be used experimentally
to obtain the information on the type of defects in graphene, in which it is about 7:1 for vacancy-like
defects and decreases to about 7:2 for the boundaries. The ratio in our sample is around 5:1, so the
defects mainly consist of boundary-like defects.

Ferrari and Robertson [33] defined a three-stage amorphization trajectory ranging from graphite
to tetrahedral amorphous carbon, including graphite to nanocrystalline graphite (stage one),
nanocrystalline graphite to low sp3 amorphous carbon (stage two) and low sp3 amorphous carbon
to high sp3 amorphous carbon (stage three). The evolution of the Raman spectrum in stage one is as
follows: (a) D-band appears and ID/IG increases following Equation (1); (b) D’-band appears at about
1620 cm−1; (c) each FWHM for all bands is broadened due to disorder; (d) D+D’ appears. The transition
between stage one and two usually occurs at ID/IG ≈ 3 (corresponding to La ≈ 5.5 nm) using excitation
laser energy of 2.41 eV [32].

La in our graphene sample is about 25 nm, and it is believed that our CVD-EG sample is in
stage one, according to the three-stage amorphization trajectory and the peak characteristics shown in
Figures 1 and 3. Eckmann et al. [34] reported a detailed Raman study of defective exfoliated graphene
and observed that the positions of G-band and 2D-band were constant in this low disorder stage.
However, as shown in Figure 4a, the G-band frequency shifts upward as the crystallite size decreases,
and the blue-shifted 2D-band behaves in the opposite way and shifts back with increasing defects.

Although both charge and strain could affect the positions of G and 2D bands, the unintentional
electron doping of epitaxial graphene on SiC substrate was found previously to be only about 1 ×
1013 cm−2 [35]. Such order of magnitude shows negligible influence on the 2D-band frequency [29,36].
Thus, the down-shift of the 2D-band frequency is attributed to the reduction of compressive strain.
The mode-dependent relation between peak shift Δω and strain tensor ε is given by Equation (2) [26].

Δω

ω
= −γmTr

(
εij
)
, (2)

where γm is the mode Grüneisen parameter. For 2D-band of graphene γ2D ≈ 2.7.
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Figure 4. (a) Peak positions of G-band and 2D-band as a function of 1/La, (b) scanning Raman map of
2D-band frequency.

Figure 4b plots the scanning Raman map of 2D-band frequency, and the homogeneous frequency
distribution proves the uniformity of strain and doping across the 10 μm × 10 μm spatial region. It is
noted that the five positions in Figure 4a are separated from each other by several millimeters. Thus,
the big difference in 2D-band frequency between different positions and the homogeneous frequency
distribution across the 10 μm × 10 μm spatial region near each position prove the robustness of the
result in Figure 4a.

Figure 5 presents the positions of G and 2D bands as a function of strain using 2D peak shift for
strain calibration. It can be seen that the slope of G-band (21.5 cm−1/%) has opposite sign comparing
with that of 2D-band (−72.4 cm−1/%). This phenomenon is interesting, since the lattice deforms and
the G-band and 2D-band positions should shift in the same way as a consequence of phonon hardening
or softening when strain occurs in single domain graphene. Bissett et al. [16] also observed the same
anomalous behavior when studying the polycrystalline graphene with the crystallite size of 1 μm
and they concluded that the anomalous behavior resulted from the presence of grain boundaries in
graphene with small crystallite size.

Figure 5. Peak positions of G-band and 2D-band as a function of strain.

Another significant observation in Figure 4a is the linear relation between the 2D-band frequency
and 1/La. As mentioned above, the 2D-band keeps constant in stage one of the three-stage
amorphization trajectory. So, it could not directly obtain the relation between 2D-band position
and crystallite size from the effect of defects, which is attributed to the nonuniform distribution of
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compressive strain. In this case, the compressive strain has a larger value in the positions with larger
crystallite size. This interesting property of polycrystalline graphene has never been reported before.

It is assumed that the graphene is free of strain when the growth period is over [25]. As the
temperature goes down, there will be a compressive strain in the graphene film because of the much
greater thermal expansion coefficient of SiC substrate than that of graphene film. Since the crystallite
size is small and the type of defects is mainly boundary-like, there will be abundant grain boundaries.
The atoms at the grain boundaries can diffuse in two ways [37]:

(1) lattice diffusion directly into the grains and
(2) much faster diffusion along the grain boundary.

The square shape grain model (as shown in Figure 6) is used according to the AFM image
in Figure 2 and it is supposed that each grain is isolated with no mechanical interaction between
neighboring grains. In steady-state diffusion, the atom distribution caused by lattice diffusion can be
described by diffusion Equation (3).

D
d2C(La/2 − x)

dx2 =
C(La/2 − x)

τ
, (3)

where D and τ are diffusion coefficient and relaxation time of lattice diffusion, respectively. The solution
of Equation (3) has the form of Equation (4).

C(x) = A exp
(
−La/2 − x

L

)
+ B exp

(
+

La/2 − x
L

)
, (4)

where L =
√

Dτ is the diffusion length. The boundary conditions are C(0) = 0 and C(La/2) = C0. Here,
it is assumed that the diffusion length L is much smaller than crystallite size La. Thus, A = C0 and B =
0. The solution of Equation (3) is written by Equation (5).

C(x) = C0 exp
(
−La/2 − x

L

)
. (5)

Figure 6. Square shape grain model of graphene.

The diffusion of atoms will cause the relaxation of compressive strain and it could be assumed that
the strain reduced is proportional to the number of atoms diffused. Thus, the strain ε has a maximum
value at the center of the grain, decays exponentially with distance x from the center point, and reaches
zero at the grain boundary because of the much faster diffusion along grain boundaries. The strain at a
point (x,y) inside the grain is given by Equation (6).
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ε(x, y) = εmax

[
1 − exp

(
−La/2 − x

L

)
− exp

(
−La/2 − y

L

)]
, (6)

where εmax is the strain at the center of the grain. The average strain ε inside a grain can be calculated
by Equation (7).

ε =
1

(La/2)2

∫ La/2

0

∫ La/2

0
ε(x, y)dxdy. (7)

Integrating Equation (7), the average strain ε is given by Equation (8).

ε = εmax

{
1 − 4L

La

[
1 − exp

(
−La/2

L

)]}
≈ εmax

(
1 − 4L

La

)
. (8)

Equation (8) shows that the relation of the average strain ε with 1/La is linear, thus the relation of
2D-band frequency shift Δω2D with 1/La is also linear according to Equation (2), which explains the
Raman results in Figure 4a. The intercept of the fitting line for 2D-band in Figure 4a is 2714 cm−1,
which corresponds to a compressive strain of 0.47%. The value of 0.47% well matches with the results
in Ref. [8].

4. Conclusions

Raman spectra of CVD-EG show that abundant boundary-like defects exist in the graphene film
and a significant blue-shift of 2D-band position is observed. The frequency of the 2D-band decreases
linearly as 1/La increases and the G-band frequency increases linearly as 1/La increases. The opposite
variation direction of G and 2D bands results from the presence of grain boundaries in graphene
with small crystallite size. The downshift of 2D-band is caused by strain relaxation due to grain
boundary diffusion.
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Abstract: We calculated the band structures of a variety of N- and S-doped graphenes in order
to understand the effects of the N and S dopants on the graphene electronic structure using
density functional theory (DFT). Band-structure analysis revealed energy band upshifting above the
Fermi level compared to pristine graphene following doping with three nitrogen atoms around a
mono-vacancy defect, which corresponds to p-type nature. On the other hand, the energy bands
were increasingly shifted downward below the Fermi level with increasing numbers of S atoms
in N/S-co-doped graphene, which results in n-type behavior. Hence, modulating the structure of
graphene through N- and S-doping schemes results in the switching of “p-type” to “n-type” behavior
with increasing S concentration. Mulliken population analysis indicates that the N atom doped near
a mono-vacancy is negatively charged due to its higher electronegativity compared to C, whereas the
S atom doped near a mono-vacancy is positively charged due to its similar electronegativity to C and
its additional valence electrons. As a result, doping with N and S significantly influences the unique
electronic properties of graphene. Due to their tunable band-structure properties, the resulting N-
and S-doped graphenes can be used in energy and electronic-device applications. In conclusion, we
expect that doping with N and S will lead to new pathways for tailoring and enhancing the electronic
properties of graphene at the atomic level.

Keywords: co-doping; graphene; electronic structure; density functional theory; tunable electronics

1. Introduction

Graphene consists of two-dimensional sheets of sp2-bonded carbon atoms arranged in a
honeycomb lattice [1–3]. It is a zero bandgap semiconductor or semimetal with a large surface
area of 2630 m2 g−1 [4,5], which is larger than other carbon-based materials [5,6]. Graphene also
has exceptional charge-carrier mobility of 2 × 105 cm2 V s−1 [7], good thermal conductivity of
~5000 W m−1K−1 [8] and high mechanical strength with ~1 TPa of Young’s modulus [9]. Due to its
fascinating properties, graphene is considered to be a promising candidate material for applications in
a wide range of fields, such as nanoelectronics [10], optoelectronics [11], energy-storage and conversion
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devices [12–14], sensors [15], and catalysts [16]. It is essential that the intrinsic electronic properties
of graphene are tailorable for use in a range of nanoelectronics devices. Tremendous effort has been
dedicated to the tuning of the electronic properties of graphene, and various techniques have been
proposed [17–33]. As the zero bandgap, at the Fermi level, is attributed to the sub-lattice symmetry of
the graphene structure, breaking this symmetry will induce bandgap widening. Substitutional doping
and the formation of atomistic defects such as vacancies are simple and effective methods for opening
the bandgap and altering the band structure of graphene. The band structure can subsequently be tuned
by controlling the degree of heteroatom doping or the number of vacancies. The electronic properties
of graphene have been found to change considerably when doped with single heteroatoms, such as B,
N, O, P, or S [17–19,23,24,28–30,33]. Because of the relative differences in the electronegativities of the
atomic dopants with respect to that of C, heteroatom doping is expected to induce changes in the band
structure, charge distribution, and magnetic properties of graphene. Both experimental and theoretical
studies have revealed that graphitic N atoms lead to n-type behavior, whereas pyridinic and pyrrolic
N atoms give rise to p-type behavior [22–24]. Therefore, controlling the bonding configurations of the
N atoms in graphene may provide a mechanism for tuning the electronic characteristics from n-type to
p-type. Recently, co-doping with multiple heteroatoms has become popular because co-doping creates
a unique, synergistically coupled, electronic structure. However, there are few reports that provide a
fundamental understanding of the alternating electronic structure and accompanying performance
of co-doped graphene [25–28,31–33]. Among the atoms possible as N co-dopants, the S atom is
considered to be an attractive doping material due to its similar electronegativity and van der Waals
radius to those of C, while possessing two lone pairs of electrons. Herein, we present a spin-polarized
density functional theory (DFT) study on the electronic properties of N- and S-doped graphene in
which we characterize changes in band structure and charge-density distribution by controlling the
concentrations of the N and S dopants.

2. Computational Details

First-principles density functional theory (DFT) calculations were carried out using the Vienna
Ab Initio Simulation Package (VASP) [34,35]. Geometries were optimized, and the total energies
and forces were calculated using a planewave basis set with the projector augmented wave (PAW)
method [36]. The generalized gradient approximation (GGA) with the Perdew–Burke–Ernzerhof
(PBE) exchange-correlation functional [37] was used, and the planewave cutoff energy was set to
500 eV; the GGA-PBE functional has been successfully used to describe carbon-based systems [38–43].
All structures were optimized such that the total energy converged to less than 1.0 × 10−6 eV per
atom and the maximum force converged to below 0.05 eV Å−1. The graphene model used in our
simulation consisted of a 12.3 × 12.3 × 15.0 Å, 5 × 5 supercell with a vacuum thickness of 15 Å, which
avoids interference between adjacent graphene layers. Brillouin-zone integrations were carried out
using a 4 × 4 × 1 Monkhorst–Pack K-point grid. The effects of van der Waals (vdW) interactions
were included using the empirical DFT-D3 correction within the Grimme scheme [44]. All atomic
charge distributions in our study were calculated by Mulliken population analysis from Materials
Studio [45,46].

3. Results and Discussion

Various configurations exist for the doped and defective graphene chosen as the anode material
in a lithium-ion battery (LIB). For instance, N-doped graphene exists in distinct forms that include
graphitic, pyridinic, and pyrrolic N atoms [47]. Among these nitrogen types, pyridinic N-doped
graphene is believed to be associated with high electrocatalytic activity and excellent reversible
capacity [29,48,49]. Pyridinic Ns are located at the edges of graphene planes, and arise from
sp2-hybridized N atoms bonded to two neighboring sp2-hybridized C atoms. Using this configuration
as the starting point, different configurations of N- and S-doped graphene with mono-vacancy defects
were built as simulation models. Three C atoms around a mono-vacancy defect were substituted with
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different numbers of atomic N and/or S dopants. Regarding model structures in this investigation,
research groups successfully reported the synthesis of N- and S-doped graphene [22,43,50–64]. In order
to analyze the effects of the N and S doping levels on electronic properties, we first fixed the doping
concentration to three dopant atoms at the mono-vacancy defect. We constructed four configurations
with different N and S doping ratios; the graphene doped with three nitrogen atoms is designated as
“3N-gra”, that doped with two nitrogens and one sulfur as “2N1S-gra”, while the graphene doped
with one nitrogen and two sulfur atoms is “1N2S-gra”, and the three sulfur-doped graphene is
“3S-gra”. The optimized structures of the N- and S-doped graphenes are displayed in Figure 1, with
the calculated band structures shown in Figure 2, which reveal clear changes in electronic structure
following doping with N and S. Pristine graphene is a zero bandgap semiconductor with its Dirac
point located at the Fermi energy [38].

 

Figure 1. Optimized structures of the (a) 3N-gra, (b) 2N1S-gra, (c) 1N2S-gra, and (d) 3S-gra systems.
Blue, gray, and yellow denote nitrogen, carbon, and sulfur, respectively.

 

Figure 2. Calculated band structures of the (a) 3N-gra, (b) 2N1S-gra, (c) 1N2S-gra, and (d) 3S-gra
systems.

The bandgap clearly opens after doping with N or S, and/or the introduction of a mono-vacancy
defect, which is ascribable to the effects of the atomic dopant and/or vacancy defect on the π electrons
in the hexagonal rings. Mono-vacancy defects lead to shortages of whole charges compared to pristine
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graphene, which downshift the Fermi energy, indicating that the mono-vacancy defect acts as a hole
dopant with missing π electrons. As shown in Figure S1, the band structure for pristine graphene and
graphene with a single vacancy were calculated that the band gap of graphene with a single vacancy is
opened at the Dirac point and the Fermi level is downshifted compared to pristine graphene.

On the other hand, N and S atoms have one and two additional valence electrons, respectively;
hence, doping with N or S results in an upward shift in the Fermi energy. Table 1 reveals that the
bandgap energies also change when the band structures are altered by the atomic dopant and/or
vacancy defect. In moving from 3N-gra to 3S-gra, the bandgap energy was observed to gradually
decrease with increasing levels of the sulfur dopant. The Fermi level is substantially shifted downward
from the Dirac point of pristine graphene in 3N-gra. This downward shift indicates that the 3N-doped
graphene exhibits p-type behavior and has an affinity for gaining electron density. In addition, flat
bands appeared around the Fermi level. Meanwhile, the Fermi level for 3N-doped graphene is
somewhat upshifted compared to the mono-vacancy defective graphene because nitrogen has more
available electrons than carbon and can replenish some of the electron deficiency. Nevertheless, doping
the mono-vacancy defective graphene with three N atoms is unable to completely compensate for the
charge deficiency of the mono-vacancy defect. The energy band gradually becomes narrower, that is to
say, the Fermi level is upshifted in moving from 3N-gra to 3S-gra, with increasing levels of the sulfur
dopant. Indeed, the energy band for 2N1S-gra is slightly narrower than that of the 3N-gra system.
In addition, the band structure of the 1NS2-gra system, which is more doped with sulfur than nitrogen,
features visible changes in band energies that are shifted below the Fermi level; hence, this system can
be considered to exhibit n-type behavior. Interestingly, the p-type to n-type conversion can be induced
through control of the N and S doping levels (e.g., by increasing the S-to-N doping ratio). The 3S-gra
system also exhibits n-type character, with slightly downward shifted band energies compared to the
1N2S-gra system; however, the level of downward shift induced by moving from 1N2S-gra to S3-gra is
very marginal. The degree in the downward shift in band energy tends to decrease with decreasing
nitrogen atom concentration.

Table 1. The band gap energies Eg (in eV) for 3N-gra, 2N1S-gra, 1N2S-gra and 3S-gra systems.

3N-gra 2N1S-gra 1N2S-gra 3S-gra

Bandgap (eV) 0.473 0.350 0.275 0.255

Finally, we studied the charge-density distribution of each atom around the mono-vacancy
defect for each N- and S-doped graphene system by Mulliken population analysis because the charge
distributions on the carbon, nitrogen, and sulfur atoms are important for determining the origin of the
alternating electronic properties. Figure 3 displays the charge on each atom around the mono-vacancy
defect; positive charges are shown in black, while negative charges are shown in red. The difference in
the electronegativity of the N atom (3.04) and the C atom (2.55), which is referred to Pauling scale [65],
polarizes the hexagonal ring. Therefore, all of the N atoms inside the mono-vacancy for each system
are negatively charged. The average charges on the N atoms in these systems were determined to
be −0.176e, −0.341e, and −0.401e for 3N-gra, 2N1S-gra, and 1N2S-gra, respectively. Meanwhile,
most of the compensating positive charges are distributed on the adjacent C atoms connected to
the atomic N dopants. As shown in Figure 2a (3N-gra system), the charges on the three C atoms
connected to the N atoms in the range between +0.043 and +0.044e. Unlike the N-doped systems,
the C–S bond is negligibly polarized because the electronegativities of the S (2.58) and C (2.55) atoms
are similar. Moreover, the S atom has two additional valence electrons compared to carbon, which
provide positive charge and lone pairs of electrons. The average charges on the S atoms in these
systems were determined to be +0.475e, +0.374e, and +0.302e for 2N1S-gra, 1N2S-gra, and 3S-gra,
respectively. In contrast, most of the compensating negative charges are distributed on the adjacent C
atoms bonded to the doping S atoms. As displayed in Figure 2b (the 2N1S-gra system), the C atoms
bonded to the N atoms bear positive charges, with values of +0.081e and +0.146e on the CN1

′ and
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CN1
′ ′ atoms, and +0.143e and +0.082e on the CN2

′ and CN2
′ ′ atoms, respectively. The charges on the

C atoms on each side of the N atom are almost identical. On the other hand, the C atoms bonded to
the S atom exhibit negative charges, at −0.242e on CS1

′, and −0.246e on CS1
′ ′. Likewise, the 1N2S-gra

system showed a similar trend. As shown in Figure 2c, the C atoms bonded to the N atoms, namely
CN1

′ and CN2
′ ′, bear charges of +0.109e and +0.110e, which are almost identical. The C atoms adjacent

to the S atoms exhibit negative charges, with charges of −0.248e and −0.240e on CS1
′ and CS1

′ ′, and
−0.238e and −0.250e on the CS2

′ and CS2
′ ′ atoms, respectively. Finally, the 3S-gra system exhibited

charges on the C atoms bonded to the S atoms that were in the −0.245e to −0.233e range. It seems
that polarization in the doped region increases with increasing S concentration. The transformed
charge-density distribution following doping, as well as the vacancy defect, affects the electronic
properties of the graphene system.

 

Figure 3. Calculated charge-density distributions on the atoms around the doped mono-vacancy region
for the (a) 3N-gra, (b) 2N1S-gra, (c) 1N2S-gra, and (d) 3S-gra systems. Blue, gray, and yellow denote
nitrogen, carbon, and sulfur, respectively.

4. Conclusions

The present density functional theory study aimed to reveal details of the electronic structures
of several N- and S-doped graphenes in order to understand the effects of the N and S dopants on
the graphene electronic structure. We found that the band structure of graphene can easily be tuned
by doping with N and S atoms. The roles of the atomic N and S dopants on the band energies were
clearly revealed; these dopants noticeably perturb the band shapes and open the bandgap at the Dirac
point, compared to graphene itself. The band energies of 3N-doped graphene were upward shifted
below the Fermi level compared with those of pure graphene, and showed p-type behavior. The band
structure exhibits a remarkable electronic transition, from “p-type” to “n-type”, in moving from 3N-gra
to 3S-gra (with increasing numbers of S atoms) with a downshifting of the band energy below the
Fermi level. Moreover, Mulliken population analysis revealed that the atomic N dopants bear negative
charges, whereas the atomic S dopants bear positive charges in N- and/or S-co-doped graphene
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systems, which is ascribable to differences in the electronegativities and numbers of valence electrons
among the C, N, and S atoms. In each N- and/or S-co-doped graphene system, all of the N atoms
bear negative charges, whereas all of the S atoms bear positive charges. The average charge on the N
atoms gradually increases with decreasing numbers of N atoms in the N- and/or S-co-doped graphene
system. In contrast, the average charge on the S atoms decreases with increasing numbers of S atoms
in the co-doped graphene system. Due to their tunable band-structure properties, the resulting N- and
S-co-doped graphenes can be used in energy and electronic-device applications. In conclusion, we
expect that doping with N and S will lead to new pathways for tailoring and enhancing the electronic
properties of graphene at the atomic level.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/9/2/268/s1,
Figure S1: Calculated band structures of the (a) pristine graphene and (b) graphene with mono-vacancy.
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Abstract: The practical use of tunnel field-effect transistors is retarded by the low on-state current.
In this paper, the energy-band engineering of InAs/Si heterojunction and novel device structure of
source-pocket concept are combined in a single tunnel field-effect transistor to extensively boost the
device performance. The proposed device shows improved tunnel on-state current and subthreshold
swing. In addition, analytical potential model for the proposed device is developed and tunneling
current is also calculated. Good agreement of the modeled results with numerical simulations verifies
the validation of our model. With significantly reduced simulation time while acceptable accuracy,
the model would be helpful for the further investigation of TFET-based circuit simulations.

Keywords: TFET; BTBT; InAs/Si; heterojunction; staggered-bandgap; source-pocket; 2D Poisson
equations; parabolic approximation; Kane’s model; current model

1. Introduction

Owing to the band-to-band tunneling (BTBT) mechanism, Tunnel field-effect transistors (TFETs)
allow further scaling of operation voltages, which makes them the most promising alternatives
to the conventional metal oxide semiconductor field-effect transistors (MOSFETs) for low-power
applications [1–4]. However, the All-silicon TFET suffers from unacceptably low on-state current,
which is even lower than the demand reported by the International Technology Roadmap for
Semiconductors (ITRS) [5,6], due to the indirect and large bandgap and thus its practical use is retarded.

To address this issue, various design improvements [7–9] and 2D materials [10,11] have been
proposed and heterojunction TFET (HTFET) made of III-V/Si have been studied as promising solution.
Among all the III-V/Si structures, InAs/Si HTFET has been proposed for the highest tunneling
current for the p-TFET due to its much lower tunneling mass [12], staggered band lineup and the
direct tunneling process [13]. Besides that, with an ultra-thin doping pocket inserted between the
heavily doped source and the intrinsic channel region [14,15], the source-pocket TFET (SP-TFET) was
proposed for more abrupt tunnel junction and steeper energy band bending, resulting in reduced
tunneling distance and improved on-state tunneling current. The energy-band engineering of InAs/Si
heterojunction and the novel device structure of SP concept improving the device performance have
motivated us to combine both the techniques in a single device to further boost up the characteristics
and the InAs/Si HSP-TFET is proposed in this paper. The proposed InAs/Si HSP-TFETs can
significantly enhance the device performance.

On the other hand, TFET devices so far are mainly studied by the aid of TCAD simulator, an
analytical model which is helpful to provide fast results for circuit simulations is still in ample necessity.
Some models [16–18] are developed for conventional TFET structures. However, in order to simplify
the integration process, the tunneling volume is assumed to be the device volume which is unchanged

Nanomaterials 2019, 9, 181; doi:10.3390/nano9020181 www.mdpi.com/journal/nanomaterials109



Nanomaterials 2019, 9, 181

with the gate voltage. Although the electric field is very large near the source/channel interface,
the energy band do not overlap in the region where the distance from the source/channel interface
is less than the shortest tunneling distance. Namely, the tunneling window is not open. Thus no
BTBT happens. Considering that the BTBT rate changes very rapidly, integrating the BTBT rate over
the unchanged device volume sums extremely large but actually non-existent BTBT rate and the
current would be overestimated. These models present a brief insight for the design of TFETs, but the
simplification is not exactly suitable for the actual physical situation, which would lead to improper
results sometimes.

In this paper, we proposed the InAs/Si HSP-TFETs combing InAs/Si heterojunction and the SP
technique to improve device performance and study their impact in a single device. Furthermore, an
analytical potential model for the proposed device is developed. Based on the potential model, the
shortest tunnel distance considering the variation of the tunneling volume with the gate voltage is
also presented and the current is calculated by numerically integrating the carrier tunneling rate over
the varied tunnel volume. The paper is arranged as follows: Section 2 exhibits the mechanism of the
proposed InAs/Si HSP-TFET. The model derivation of this work is shown in Section 3. The results and
discussions are shown in Sect 4 and Sect 5 gives the conclusion of this work.

2. Heterojunction Source-Pocket DGTFET

The cross section view of the studied InAs/Si HSP-TFET and the coordinate system adopted
in this work are shown in Figure 1. The tunneling junction between the N++ source region and the
narrow P+ pocket acts as a carrier source for the channel. The device channel can include two regions,
as shown in Figure 1, which are the source pocket region denoted as R1 and the rest of channel denoted
as R2. Typical values of the device and material parameters used are listed in Tables A1 and A2 if not
otherwise stated.

 
Figure 1. Schematic cross-sectional view of a p-type HSP-TFET.

The effect of the staggered bandgap of InAs/Si heterojunction and the thin fully depleted pocket
reduce the tunneling distance and result in more efficient carrier injection from the source region to
the channel body. Figure 2 shows the comparison in terms of transfer characteristics, on-state current
and average subthreshold swing (SS). The on-state current is extracted at |VGS-Vtunnel| = 1 V, where
VGS is the gate-to-source voltage, and Vtunnel is the gate voltage at which the drain current starts to be
higher than the reverse leakage current [19]. The average SS is evaluated between Vtunnel and |VGS-
Vtunnel| = 1 V. It is shown that the All-Si TFET has an extremely low off-state current (<0.5 fA/μm),
but its on-state current is less than 0.5 pA/μm at VGS of 2 V. By applying the staggered bandgap of
InAs/Si heterojunction, extraordinary device improvement about a 14000-fold can be obtained in the
on-state current with much smaller average SS for the InAs/Si HTFET, compared with the All-Si TFET
counterpart. Moreover, by the aid of the heavily doped pocket, the drain current of the HSP-TFET can
be further improved by 2.2 times higher than that of the HTFET without SP. It should be pointed out
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that despite of HSP-TFET simultaneously increased off-state current, it is still much smaller than that
of a state-of-the-art 65-nm CMOS transistor which is about 10−11 A/μm [20].

Figure 2. (a) Simulated ID-VG curves for different TFET configurations. (b) Plots for comparison of the
on-state current and SS. The HSP-TFET is with the pocket doping NP = 1 × 1019 cm−3 and the pocket
length is LP = 6 nm. The gate work function is 4.3 eV and drain bias is −0.5 V.

Figure 3 shows the simulated band diagram of InAs/Si HSP-TFET compared with InAs/Si HTFET
and All-Si TFET counterparts. The energy band of All-Si TFET has been moved up-forward for the
band alignment in drain region with that of InAs/Si HSP-TFET. The large negative gate voltage drop
results in an overlap between the channel valence band and the source conductance band. Thus,
carriers in the interval of channel valence band edge and source conductance band edge, namely the
tunnel window Δϕ, can be tunneled from the source conductance band to the channel valence band.
As only the carriers in Δϕ can tunnel from the source into the channel, the carrier energy distribution
is limited and the high energy carriers are effectively filtered. Thus the electronic system is much more
immune to the hot carriers compared with a conventional MOSFET [18].

Figure 3. (a) Illustration of the energy band diagrams and (b) carrier band to band tunneling rate
profile along the channel/oxide interface.

The shortest tunnel distance Wt,min between available source conduction band states and channel
valence band states must appear nearby the highest electric field and is one of the most significant
parameters in Figure 3a. Wt,min determines the lower bound of the tunnel volume. The more smaller
Wt,min, the larger the tunnel volume. Owing to the smaller bandgap of InAs and the large conduction
band offset at InAs/Si interface, InAs/Si HTFETs shows much smaller Wt,min (3.49 nm) compared
with that (11.08 nm) of All-Si TFETs. Thus much higher tunneling rate and larger tunnel volume
are obtained for InAs/Si HTFETs, as shown in Figure 3b, which is consistent with the extraordinary
improvement of the on-state current. The Wt,min of InAs/Si HTFET can be further reduced from
3.49 nm to 1.98 nm by applying the heavily doped SP structure as plotted in Figure 3a. Figure 3b shows
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that the InAs/Si HSP-TFET has greatly elevated tunneling rate, especially over the pocket region,
compared with InAs/Si HTFETs and this is the reason of the highest tunnel on-state current for the
InAs/Si HSP-TFET as shown in Figure 2.

3. Model Derivation for InAs/Si HSP-TFET

3.1. Channel Potential Model

With the assumption of a fully depleted channel in the subthreshold operation domain, the
charge density in the channel region is equal to the ionized doping concentration. Thus the 2D
Poisson equations can be used to describe the potential distribution across the regions R1 and R2 as
Equation (1) [21].

∂2Φj(x, y)
∂x2 +

∂2Φj(x, y)
∂y2 =

qNi,j

εSi
, (1)

where Φj(x,y) is the overall channel potential and Ni,j is the doping concentration. The subscript j = 1,
2 for regions R1 and R2, respectively.

The parabolic approximation [22,23] of the potential in the direction normal to the channel surface
is adopted, so that the channel potential can be described as an analytical Equation (2).

Φj(x, y) = ϕj(x) + Cj,1(x)y + Cj,2(x)y2, (2)

Here the C1,j(x) and C2,j(x) are arbitrary functions of the surface potential ϕj(x). At the interface
between the channel and the oxide, the electric flux must be continuous. In addition, the electric
field in the middle position of the channel along the y-direction equals to zero due to the structure
symmetry of device. ⎧⎪⎨

⎪⎩
dΦj(x,y)

dy

∣∣∣y=0 = − εOX
εSi

(Vgs,j−ϕj(x)
tOX

)
,

dΦj(x,y)
dy

∣∣∣∣y= tSi
2
= 0,

(3)

where Vgs,j = VGS − VFB,j. VFB,j is the gate flat band voltage. With Equation (3), the coefficient C1,j(x)
and C2,j(x) can be expressed as functions of the surface potential ϕj(x).

⎧⎪⎨
⎪⎩

C1,j(x) = − εOX
εSitOX

(
Vgs,j − ϕj(x)

)
,

C2,j(x) = +
εOX

εSitOXtSi

(
Vgs,j − ϕj(x)

)
,

(4)

By substituting Equation (4), and Equation (2) into Equation (1), the 2D Poisson equations can be
reduced to the well-known form.

∂2 ϕj(x)
∂x2 − β2 ϕj(x) = αj, (5)

where β = (2εox/toxtsiεsi)1/2, αj = qNi,j/εsi − β2Vgs,j.
The general solutions for Equation (5) can be expressed as Equation (6).

ϕj(x) = Aj exp(+βx) + Bj exp(−βx)− αj

β2 , (6)

Undetermined parameters Aj and Bj in Equation (6) can be solved by the boundary conditions,
i.e., the potential and electric displacement continuities at the Source/R1, R1/R2 and R2/Drain interfaces.
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ϕ1(0) = VS + Vt In(NS/ni,Source) + ΔEC/q + ΔVRef,
ϕ1(LP) = ϕ2(LP),
∂ϕ1(x)

∂x

∣∣∣x=LP
= ∂ϕ2(x)

∂x

∣∣∣x=LP
,

ϕ2
(

Lg
)
= VD − Vt In(ND/ni,Drain),

(7)

where ΔVRef = (Eg,Channel − Eg,Source)/2q and ΔEC = χChannel − χSource is the conductance band offset of
the InAs/Si heterojunction interface. ni,Source and ni,Drain are the intrinsic carrier density of source and
drain regions, respectively. Vt is the thermal voltage. VS and VD are source and drain bias respectively.
The Aj and Bj are solved by substituting Equation (7) into Equation (6), and the results are given in
Equation (8). ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
A1 = (1 − M)× γ1 + N × γ2 − CA1 × γ3,
B1 = M × γ1 − N × γ2 + CB1 × γ3,
A2 = (1 − M)× γ1 + N × γ2 − CA2 × γ3,
B2 = M × γ1 − N × γ2 + CB2 × γ3,

(8)

With ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

CA1 =
(
θ2

1 + θ2
2
)
/FM,

CB1 = CA1,
CA2 =

(
1 + θ2

2
)
/FM,

CB2 =
(
1 + θ2

2
)
θ2

1/FM,
FM = 2θ2

(
1 − θ2

1
)
,

⎧⎪⎪⎨
⎪⎪⎩

γ1 = α1
β2 + Φ1(0, 0),

γ2 = α2
β2 + Φ2

(
Lg, 0

)
,

γ3 = α1−α2
β2 ,

⎧⎨
⎩

M =
θ2

1
θ2

1−1
,

N =
θ1

θ2
1−1

,
(9)

where θ1 = exp(β×Lg) and θ2 = exp(β×LP). Φ1(0,0) and Φ2(Lg,0) are surface potential at x = 0 and x =
Lg respectively.

With the obtained surface potential ϕj(x), the overall channel potential Φj(x,y) can be obtained by
Equation (2). Differentiating the channel potential, the electric-field distribution in the channel region
can be obtained. ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
E(x, y) =

√
E2

jx + E2
jy,

Ejx =
∂Φj(x,y)

∂x =
[
− β2

2 y2 + β2tSi
2 y + 1

]
∂ϕj(x)

∂x ,

Ejy =
∂Φj(x,y)

∂y = β2
[
y − tSi

2

][
Vgs,j − ϕj(x)

]
,

(10)

where E(x,y) is the magnitude of the electric field. Ex and Ey are electric field along the x and y
directions, respectively. The energy bands are derived from the potential expression Equation (11).

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

EC,Source = (−q)× Φ1(0, 0),
EC,j = (−q)× Φj(x, y) + (χSource − χChannel),
EC,Drain = (−q)× Φ2

(
Lg, 0

)
+ (χSource − χDrain),

EV,Source = EC,Source − Eg,Source,
EV,j = EC,j − Eg,Channel ,
EV,Drain = EC,Drain − Eg,Drain,

(11)

3.2. Drain Current Model

The Wt,min can be used to determine the tunnel volume and calculate the device tunneling current.
The carrier tunnel into the channel as the source conduction band and the channel valence band are
in-line to each other. Hence, the Wt,min can be obtained as EC,Source = EV,j(Wt,min,y).

Wt,min =
1
β

ln
(

Cons + αj/β2 −
√(

Cons + αj/β2
)2 − 4AjBj/2Aj

)
, (12)
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With

Cons =

(
Φ1(0, 0) + χSource − χChannel − Eg,Channel

)
− 0.5β2(y2 − tSiy

)
Vgs,j

1 − 0.5β2(y2 − tSiy)
, (13)

The Wt,min reduction caused by the increased gate bias boosts the tunneling current due to the
larger tunneling volume. Instead of a full quantum treatment, the tunneling carriers are modeled by a
generation-recombination process. For a given tunneling path of length L which starts at x = 0 and
ends at x = L, holes are generated at x = 0 and electrons are generated at x = L [24]. Thus, the carrier
tunneling rate can be equivalently processed by the generation rate and the tunnel current density of
carriers tunneling from the source to the channel equals to electron charge times the integral of the
generation rate GBTBT. Then the tunnel current can be computed by integrating the tunnel current
density over tunnel volume.

Considering the exponential decrease of the tunneling rate with the tunnel distance [25], the BTBT
process from source to channel is assumed to be extended up to the channel center and the BTBT
process from channel to drain usually known as the ambipolar effect [26] is limited in the right part of
the channel. Thus the tunnel current can be described by Equation (14).

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

IBTBT,S−C = q
∫ tSi

0

(∫ Lg
2

Wt,min
GBTBT(x, y)dx

)
dy,

IBTBT,C−D = q
∫ tSi

0

(∫ Lg
Lg
2

GBTBT(x, y)dx
)

dy,

IBTBT = IBTBT,S−C + IBTBT,C−D,

(14)

The well-known Kane’s Model [27] is used to calculate the generation rate as Equation (15).

GBTBT(x, y) = AK

∣∣∣∣ E
E0

∣∣∣∣
2

exp
(
− BK

|E|
)

, (15)

In Equation (15), E0 = 1 V/cm and |E| is the electric field magnitude given by Equation (10).
The AK and BK are the Kane’s tunneling parameters.

4. Results and Discussion

In this part, the numerical simulations by ISE TCAD tool from Synopsys were carried out to verify
the validity of our model. In this work, a non-local path BTBT model along with SRH recombination
and bandgap narrowing has been employed for carrier transport.

4.1. Channel Potential

Calculating with the proposed model, the channel surface potential and electric field versus
gate voltage along the x-direction are plotted in Figure 4, in which the comparison with the results
simulated by TCAD tool are also shown in this figure, and the excellent agreement demonstrates the
validation of our model. Owing to the non-uniform modulation of the gate voltage on the channel
potential, the potential near the tunneling junction becomes steeper with the increased gate voltage,
leading to much larger electric field, which can be seen in Figure 4b. Furthermore, the potential change
with the increased gate voltage greatly narrows the tunneling distance for the charge carriers, thus
resulting in elevating tunnel probability.
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Figure 4. Variation of (a) the surface potential and (b) the lateral electric field with VGS.

The surface potential distributions of InAs/Si HSP-TFET with different SP doping concentrations
are plotted in Figure 5a. Increasing the SP doping concentration results in much more steeper surface
potential distribution close to the source end and thus leads to improved electric field and higher
drain tunnel current. But the carrier would be injected by diffusion over the barrier with a too heavily
doped pocket structure. Thus, the SP doping concentration is fixed at 1 × 1019 cm−3 to guarantee
that the carrier transport based on BTBT mechanism. Another critical parameter for the device
design is the pocket length and Figure 5b shows the variation of the surface potential with pocket
lengths. It can be seen that longer length is helpful to increase the steepness of the potential profile
near the source end and therefore will lead to improved on-state tunnel current. The pocket length
should be carefully designed because the pocket region with a fixed pocket doping density no longer
remains fully depleted if it is too long and in this case, the subthreshold characteristics would be
drastically degraded.

Figure 5. Surface Potential along the channel with (a) the pocket doping concentrations and (b) the
pocket lengths.

Excellent agreement of modeled potential results with the TCAD simulation exhibited in Figure 5
reveals that the presented potential model can predict the impact of pocket doping concentration and
pocket length on the potential distribution with good accuracy. It should be noted that although the
model is derived for the proposed InAs/Si HSP-TFET, it can also be extended to the homojunction
DG-TFET, with correct parameters in Table A2.

4.2. Drain Current

The variation of the shortest tunnel distance with the gate voltage is illustrated in Figure 6.
The TCAD simulation results have been extracted by measuring the alignment points between the
source conductance band and the channel valence band, and are very sensitive to the meshing strategy.
In our simulation, a very fine mesh grid across the tunneling junction is used. The good agreement
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obtained between the modeled results and the numerical simulations validates the proposed model.
It is evident that the tunnel path is reduced significantly as the gate voltage increases. Due to larger
tunneling volume and improved electric field, the reduction of Wt,min with gate voltage improves
tunneling current.

 
Figure 6. Shortest tunneling distance versus gate voltage. The pocket doping density for HSP-TFET is
1 × 1019 cm−3. The gate work function is 4.7 eV and the drain bias is 0.5 V.

The pocket length equal to zero in Figure 6 corresponds to the case of HTFET without SP structure.
The HSP-TFET with SP structure shows smaller shortest tunneling distance over a large gate-to-source
voltage range in the positive tunneling widow, compared with that of HTFET and leads to higher
tunnel on-state current. However, in the off-state, corresponding to the region of negative tunneling
window indicated by shading, the HSP-TFET exhibits the same tunneling distance with that of HTFET,
which predicts almost the same off-state tunnel current.

Figure 7 shows the transfer characteristics calculated from our model for different pocket doping
concentrations and pocket lengths. It is obvious that good agreement is obtained between the model results
and the numerical simulations in the on-state where the BTBT current dominates. The large deviation
in the off-state results from the neglect of the SRH thermal generation which dominates the off-state
leakage current. Due to the heavily doped pocket structure, the InAs/Si HSP-TFET exhibits improved
drain tunneling current compared with that of InAs/Si HTFETs without SP. This can be understood
from Figure 5 in which the HSP-TFET shows a potential minimum near the source-to-channel tunneling
junction caused by the inserted SP structure compared with HTFET without SP structure. The reduction
of Wt,min and the increase of electric field due to the sharper potential profile help to boost the on-state
tunnel current.

Figure 7. Transfer characteristics versus different (a) pocket doping concentrations and (b) pocket lengths.
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The extracted on-state current and average SS, as functions of the source pocket doping and
pocket length, are illustrated in Figure 8. Increasing the pocket doping concentration would cause the
energy band to change more abruptly near the tunneling junction, as shown in Figure 5. and thus leads
to elevated tunneling current and improved average SS. However, different behaviors of the on-state
current and average SS versus the pocket length is exhibited in Figure 8b. It shows an optimum
pocket length about 6 nm where the on-state current reaches maximum and the average SS reduces to
minimum. For a fixed pocket doping, if the pocket length is increased and larger than the optimum
value, the pocket no longer remains fully depleted and the mobile carriers in the pocket region screen
the gate electric field, which would degrade the on-state current and also the subthreshold swing.

Figure 8. Plot of simulated on-state current and average SS as functions of (a) pocket doping
concentration and (b) pocket length. The NP = 1 × 1017 cm−3 and LP = 0 nm correspond to the
case of HTFET without SP structure.

Finally, it is should be noted that although an ideally abrupt and defect/trap-free heterojunction
between InAs and Si is assumed in this work to focus on a clear presentation of current model, they
are important for the analysis of TFETs. The electrons can be excited from the valence band to the
trap states arising from the very high lattice mismatch of about 11.6% between InAs and Si, and
subsequent be emitted to the conduction band or vice versa, which leads to increased leakage current
of TFETs [13,28]. In addition, this situation can be further degraded by the phonon-assisted tunneling
via the trap sates in the bandgap and enhanced recombination process resulted from the traps at or
close to the InAs/Si heterojunction [29]. Fortunately, these effects should not significantly affect our
discussion, thus, the exclusion is reasonable in the initial stage of the model development. It also
should be pointed out that this model is structure-dependent. It can be applied for TFETs made of
double gate architecture even inclding other channel materials like germanium, as long as with correct
parameters in Table A2.

5. Conclusions

In conclusion, a novel InAs/Si HSP-TFET is proposed to greatly enhance the device performance.
The TCAD simulations reveal that the proposed structure shows an on-state current 28000 times
higher than that of All-Si TFET and 2.2 times higher than that of InAs/Si HTFET with simultaneously
improved subthreshold swing. An analytical potential model with numerically calculated drain
current for the InAs/Si HSP-TFET is also developed. The proposed model provides very faster results
with acceptable accuracy compared with TCAD simulations and would be helpful to the investigation
of TFETs.
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Appendix A

Table A1. Device parameters used in the calculation and simulation.

Quantity Value

Channel length, Lg (nm) 50
Pocket length, LP (nm) 6

Source/Drain length, LSD (nm) 50
Silicon layer thickness, tSi (nm) 10

Gate dielectric thickness, tox (nm) 2
Source doping, Ns (cm−3) 1 × 1020

Pocket doping, NP (cm−3) 1 × 1019

Channel doping, Ni (cm−3) 1 × 1017

Drain doping, ND (cm−3) 1 × 1021

Table A2. Material parameters used in this work.

Quantity Value

Vacuum permittivity ε0
Silicon permittivity, εSi 11.9ε0
Oxide permittivity, εOX 3.9ε0

Source Energy band gap (InAs), Eg,Source (eV) 0.36
Channel Energy band gap (Si), Eg,Channel (eV) 1.12

Drain Energy band gap (Si), Eg,Drain (eV) 0.89
Source Affinity, χSource (eV) 4.93

Channel Affinity, χChannel (eV) 4.07
Drain Affinity, χDrain (eV) 4.18

Silicon Conduction density of states, NC,Si (cm−3) 2.58 × 1019

Silicon Valance density of states, NV,Si (cm−3) 1.94 × 1019

InAs Conduction density of states, NC,InAs (cm−3) 8.72 × 1016

InAs Valance density of states, NV,InAs (cm−3) 6.66 × 1018

References

1. Lu, B.; Lu, H.L.; Zhang, Y.; Zhang, Y.; Cui, X.R.; Lv, Z.J.; Liu, C. Fully Analytical Carrier-Based Charge and
Capacitance Model for Hetero-Gate-Dielectric Tunneling Field-Effect Transistors. IEEE Trans. Electron Devices
2018, 65, 3555–3561. [CrossRef]

2. Chen, F.; Ilatikhameneh, H.; Tan, Y.; Gerhard, K.; Rajib, R. Switching Mechanism and the Scalability of
vertical-TFETs. IEEE Trans. Electron Devices 2018, 65, 3065–3068. [CrossRef]

3. Strangio, S.; Palestri, P.; Lan, M. Benchmarks of a III-V TFET technology platform against the 10-nm
CMOS FinFET technology node considering basic arithmetic circuits. Solid-State Electron. 2017, 128, 37–42.
[CrossRef]

4. Liu, J.S.; Clavel, M.B.; Hudait, M.K. An Energy-Efficient Tensile-Strained Ge/InGaAs TFET 7T SRAM Cell
Architecture for Ultralow-Voltage Applications. IEEE Trans. Electron Devices 2017, 64, 2193–2200. [CrossRef]

5. Noor, S.L.; Safa, S.; Khan, Z.R. Dual-material double-gate tunnel FET: Gate threshold voltage modeling and
extraction. J. Comput. Electron. 2016, 15, 763–769. [CrossRef]

6. Semiconductor Industry Association (SIA). International Technology Roadmap for Semiconductors
2015. Available online: https://www.semiconductors.org/wp-content/uploads/2018/06/6_2015-ITRS-2.
0-Beyond-CMOS.pdf (accessed on 1 February 2019)

7. Ameen, T.A.; Ilatikhameneh, H.; Fay, P. Alloy Engineered Nitride Tunneling Field-Effect Transistor: A Solution
for the Challenge of Heterojunction TFETs. IEEE Trans. Electron Devices 2018, 66, 736–742. [CrossRef]

118



Nanomaterials 2019, 9, 181

8. Ambika, R.; Keerthana, N.; Srinivasan, R. Realization of Silicon nanotube tunneling FET on junctionless
structure using single and multiple gate workfunction. Solid-State Electron. 2017, 127, 45–50. [CrossRef]

9. Lu, B.; Lu, H.; Zhang, Y.; Zhang, Y.; Lv, Z.; Zhao, Y. A Novel Planar InAs/Si Hetero-TFET with Buried Drain
Design and Face-tunneling Technique. In Proceedings of the 2018 14th IEEE International Conference on
Solid-State and Integrated Circuit Technology (ICSICT), Qingdao, China, 31 October–3 November 2018.

10. Giannazzo, F.; Greco, G.; Roccaforte, F.; Sushant, S.S. Vertical transistors based on 2D materials: Status and
prospects. Crystals 2018, 8, 70. [CrossRef]

11. Sarkar, D.; Xie, X.; Liu, W.; Cao, W.; Kang, J.; Gong, Y.; Kraemer, S.; Pulickel, M.A.; Kaustav, B. A subthermionic
tunnel field-effect transistor with an atomically thin channel. Nature 2015, 526, 91. [CrossRef] [PubMed]

12. Mookerjea, S.; Krishnan, R.; Datta, S.; Narayanan, V. Effective capacitance and drive current for tunnel FET
(TFET) CV/I estimation. IEEE Trans. Electron Devices 2009, 56, 2092–2098. [CrossRef]

13. Das, G.D.; Mishra, G.P.; Dash, S. Impact of source-pocket engineering on device performance of dielectric
modulated tunnel FET. Superlattices Microstruct. 2018, 124, 131–138. [CrossRef]

14. Chang, H.Y.; Adams, B.; Chien, P.Y.; Li, J.; Woo, J.C. Improved subthreshold and output characteristics of
source-pocket Si tunnel FET by the application of laser annealing. IEEE Trans. Electron Devices 2013, 60,
92–96. [CrossRef]

15. Mahajan, A.; Dash, D.K.; Banerjee, P.; Sarkar, S.K. Analytical Modeling of Triple-Metal Hetero-Dielectric DG
SON TFET. J. Mater. Eng. Perform. 2018, 27, 2693–2700. [CrossRef]

16. Wang, P.; Zhuang, Y.; Li, C.; Jiang, Z.; Liu, Y. Drain current model for double-gate tunnel field-effect transistor
with hetero-gate-dielectric and source-pocket. Microelectron. Reliab. 2016, 59, 30–36. [CrossRef]

17. Samuel, T.A.; Balamurugan, N.B. Analytical modeling and simulation of germanium single gate silicon on
insulator TFET. J. Semicond. 2014, 35, 034002. [CrossRef]

18. Xu, W.; Wong, H.; Iwai, H. Analytical model of drain current of cylindrical surrounding gate pnin TFET.
Solid-State Electron. 2015, 111, 171–179. [CrossRef]

19. Ionescu, A.M.; Riel, H. Tunnel field-effect transistors as energy-efficient electronic switches. Nature 2011, 479,
329–337. [CrossRef] [PubMed]

20. Lu, B.; Lu, H.; Zhang, Y.; Zhang, Y.; Cui, X.; Jin, C.; Liu, C. Improved analytical model of surface potentialwith
modifiedboundary conditions for double gate tunnel FETs. Microelectron. Reliab. 2017, 79, 231–238.

21. Madan, J.; Gupta, R.S.; Chaujar, R. Analytical drain current formulation for gate dielectric engineered dual
material gate-gate all around-tunneling field effect transistor. Jpn. J. Appl. Phys. 2015, 54, 094202. [CrossRef]

22. Meshkin, R.; Ziabari, S.A.S.; Jordehi, A.R. A Novel Analytical Approach to Optimize the Work Functions of
Dual-Material Double-Gate Tunneling-FETs. Superlattices Microstruct. 2018, 126, 63–71. [CrossRef]

23. Sentaurus Device User Guide, version H-2013.03; Synopsys, Inc.: Mountain View, CA, USA, 2013; pp. 400–401.
24. Wang, C.; Wu, C.; Wang, J.; Huang, Q.; Huang, R. Analytical current model of tunneling field-effect transistor

considering the impacts of both gate and drain voltages on tunneling. Sci. China Inf. Sci. 2015, 58, 1–8.
[CrossRef]

25. Nigam, K.; Pandey, S.; Kondekar, N. A Barrier Controlled Charge Plasma-Based TFET With Gate Engineering
for Ambipolar Suppression and RF/Linearity Performance Improvement. IEEE Trans. Electron Devices 2017,
64, 2751–2757. [CrossRef]

26. Kwon, D.W.; Kim, J.H.; Park, E.; Lee, J.; Park, T.; Lee, R.; Park, G. Reduction method of gate-to-drain
capacitance by oxide spacer formation in tunnel field-effect transistor with elevated drain. Jpn. J. Appl. Phys.
2016, 55, 06GG04. [CrossRef]

27. Bessire, C.D.; Bjoörk, M.T.; Schmid, H.; Andreas, S.; Kathleen, B.R.; Heike, R. Trap-assisted tunneling in
Si-InAs nanowire heterojunction tunnel diodes. Nano Lett. 2011, 11, 4195–4199. [CrossRef] [PubMed]

28. Sant, S.; Moselund, K.; Cutaia, D.; Schmid, H.; Mattias, B.; Heike, R.; Andreas, S. Lateral InAs/Si p-type tunnel
FETs integrated on Si—Part 2: Simulation study of the impact of interface traps. IEEE Trans. Electron Devices
2016, 63, 4240–4247. [CrossRef]

29. Björk, M.T.; Schmid, H.; Bessire, C.D.; Moselund, K.E.; Ghoneim, H.; Karg, S.; Lonscher, E.; Riel, H. Si–InAs
heterojunction Esaki tunnel diodes with high current densities. Appl. Phys. Lett. 2010, 97, 163501. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

119





nanomaterials

Article

Tin, The Enabler—Hydrogen Diffusion
into Ruthenium
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Abstract: Hydrogen interaction with ruthenium is of particular importance for the ruthenium-capped
multilayer reflectors used in extreme ultraviolet (EUV) lithography. Hydrogen causes blistering,
which leads to a loss of reflectivity. This problem is aggravated by tin. This study aims to uncover the
mechanism via which tin affects the hydrogen uptake, with a view to mitigation. We report here the
results of a study of hydrogen interaction with the ruthenium surface in the presence of tin using
Density Functional Theory and charge density analyses. Our calculations show a significant drop
in the energy barrier to hydrogen penetration when a tin atom or a tin hydride molecule (SnHx)
is adsorbed on the ruthenium surface; the barrier has been found to drop in all tested cases with
tin, from 1.06 eV to as low as 0.28 eV in the case of stannane (SnH4). Analyses show that, due to
charge transfer from the less electronegative tin to hydrogen and ruthenium, charge accumulates
around the diffusing hydrogen atom and near the ruthenium surface atoms. The reduced atomic
volume of hydrogen, together with the effect of electron–electron repulsion from the ruthenium
surface charge, facilitates subsurface penetration. Understanding the nature of tin’s influence on
hydrogen penetration will guide efforts to mitigate blistering damage of EUV optics. It also holds
great interest for applications where hydrogen penetration is desirable, such as hydrogen storage.

Keywords: DFT; surface; hydrogen; ruthenium; tin; transition state; electronegativity; bond order

1. Introduction

Hydrogen interacts with metal surfaces in many varied and important technological applications.
This occurs in catalysis [1,2], as well as hydrogen separation [3,4], storage [5], and sensors [6].
The ability of the small atom to permeate metals and change their properties gives hydrogen–metal
systems added significance; for instance, embrittlement of metals remains an obstacle to the transport
and storage of hydrogen [7,8]. In this case, as in separation and purification, diffusion into the
subsurface and bulk of the metal is quite important [9]. This interaction has been studied extensively,
particularly with transition metals, and the field maintains a high level of scientific interest and
relevance [10–13]. The addition of a second metal creates a so-called bimetallic surface. This often
introduces significant changes to the electronic structure and characteristics of that surface relative to
the single metal [14–17], with consequences for its technological applications.

The use of ruthenium on reflective optics is one such application, with a bimetallic system
interacting with hydrogen. The multi-layer reflectors used in the optical systems of extreme ultraviolet
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(EUV) lithography employ a ruthenium capping layer [18,19]; this surface may be contaminated by tin
debris from the laser-pulsed tin plasma, the source of the EUV photons. Hydrogen used for cleaning
the optics comes into contact with the surface and debris. It may penetrate the surface and diffuse to
the interfaces of the multi-layer structure, where it recombines to form pockets of gas. When these
pockets reach a critical pressure, the layers separate, which results in blistering of the mirror and loss
of reflectivity [20,21]. This process appears to be facilitated by tin [22].

Ruthenium has been the subject of many studies [23], as it is used in diverse chemical processes.
The Ru-Sn bimetallic catalyst has been studied as a promising option for selective hydrogenation of
the carbonyl group [24,25], which is important in the production of unsaturated alcohols [26]. It is
also a candidate for hydrogen production via glycerol steam reforming [27]. Hydrogen does not
readily permeate ruthenium [28], but the existence of subsurface hydrogen has been demonstrated in
ruthenium [29,30] and other metals [31], and it may be considered a precursor to dissolved or hydridic
hydrogen in the bulk.

On the one hand, the undesirable effects of hydrogen penetration, i.e., blistering of the reflector,
make it necessary to study the penetration process and possible solutions. On the other, the facilitation
of diffusion into the ruthenium crystal opens the door to potential applications such as separation and
purification. The latter is made especially attractive by the significantly lower cost of ruthenium and
tin relative to palladium.

In this study, we focus on the tin-mediated hydrogen penetration of the Ru(0001) surface.
Using Density Functional Theory (DFT), we demonstrate that tin affects the energy barriers to
diffusion in a manner that facilitates penetration into the ruthenium. We show that adsorbed tin
atoms and tin hydrides cause hydrogen to bond to the surface with a more compactly distributed
charge, and also cause charge accumulation on the metal surface. The result is a lower energy barrier
to subsurface diffusion.

The article is organised as follows: in the next section, we present details of the computational
methodology employed. Thereafter, we report the results of calculations for hydrogen on the Ru(0001)
surface, and in the ruthenium subsurface and bulk. A number of relevant ruthenium-tin-hydrogen
interactions are then considered, and we discuss the changes observed upon introducing tin.
Finally, we present a comprehensive analysis of the electronic charge density distributions in the
examined interactions, and discuss the implications of the results.

2. Computational Methods

2.1. DFT Calculations

The results presented in this work are based on computations performed within the framework
of DFT, as implemented in the Vienna Ab Initio Simulation Package (VASP) [32–34]. The calculations
were performed with the generalized gradient approach as proposed by Perdew, Burke, and Ernzerhof
(PBE) [35], with the following key convergence parameters: a kinetic energy cutoff of 400 eV, residual
force criterion of 1 × 10 −2 eV/Å, and a 1 × 10 −5 eV energy convergence criterion. Slab calculations
were performed with a (9 × 9 × 1) Γ-centred k-points grid, while bulk calculations were done with
a (9 × 9 × 9) grid; all atoms were allowed to relax in the optimization process. In order to account
for long-range dispersive interactions, all calculations were performed with the DFT-D3 dispersion
correction proposed by Grimme et al. [36]. Transition state calculations were carried out using the
Climbing Image Nudged Elastic Band (CINEB) algorithm [37], with a force criterion of 1 × 10 −2 eV/Å
and three (3) intermediate geometries for the transition state search.

The calculated lattice parameters for hexagonal close-packed (hcp) ruthenium are a = 2.69 Å and
c/a = 1.58, which are in good agreement with experimental results, 2.71 Å and 1.58, respectively [38].
The surface is modelled by a slab of seven layers using a (2 × 2) cell, with ∼ 15 Å of vacuum between
the periodic images in the z-direction. The number of layers and the vacuum height were found to
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give accurate results at reasonable computational cost—the calculated surface energy for the (2 × 2)
cell changes by less than 2% from 5 layers to 11 layers.

Lattice parameters a = 5.82 Å and b = 3.17 Å for solid tin in the β-Sn crystal structure were found
to be in good agreement with measured values, 5.83 Å and 3.18 Å, respectively [38]. Slab calculations
for Sn(001) and Sn(010) surfaces were performed with (1 × 1 × 3) and (1 × 3 × 1) cells of 7-layer slabs,
with ∼15 Å vacuum.

For hydrogen, the energy of adsorption is computed per the definition

Eads =
1
n

(
EnH,sur f − Esur f − n

2
EH2

)
, (1)

where EnH,sur f , Esur f , and EH2 stand respectively for the total energies of the ruthenium slab with
n adsorbed hydrogen atoms, clean ruthenium slab, and the energy of the hydrogen molecule.
The formation energy of interstitial hydrogen, normalised to the hydrogen concentration, is calculated
according to the definition

ΔEH2 =
(

EMx Hy − xEM − y
2

EH2

)
/

y
2

, (2)

where x, y are respectively the number of metal atoms and the number of hydrogen atoms, while
EMx Hy , EM, and EH2 stand respectively for the total energy of the metal hydride, the energy of each
bulk metal atom, and the energy of a hydrogen molecule.

Jump frequencies for the hydrogen diffusion were extracted from the transition state calculations.
The jump rate for a diffusing hydrogen atom may be expressed as

v = v0e−Eb/kBT , (3)

where Eb is the energy difference between the transition state and ground state. For bulk diffusion,
the pre-exponential factor v0 in Equation (3) may be approximated by the expression [39]

v0 =
∏N

i=1 ωi

∏N−1
i=1 ω∗

i

, (4)

where ωi and ω∗
i are the vibrational frequencies in the initial and transition states respectively, obtained

by determining the the Hessian matrix (matrix of the second derivatives of the energy with respect to
atomic positions).

Due to the low mass of the hydrogen atom, its adsorption and diffusion behaviour is, in general,
influenced by zero-point energy (ZPE). The ZPE is calculated by the relation

ZPE =
∑i hvi

2
, (5)

where vi is a real normal mode frequency. The zero point energy for a hydrogen molecule
(H2) calculated thus is 0.27 eV (0.135 eV per H atom), corresponding to a vibrational mode
of 4354 cm−1, in good agreement with the experimentally-determined value of 4401 cm−1 [40].
However, ZPE contributions are not explicitly included in this work, as they do not affect the computed
energies and barriers to a significant degree, particularly in relation to one another.

2.2. Electronic Structure and Bonding Analysis

In addition to the energy calculations, we have carried out an in-depth analysis of the chemical
bonding for a thorough understanding of the interaction between species. The bonds of main interest
are those between the diffusing hydrogen atom and the surface ruthenium atoms. We investigated the
Bader atomic charges and volumes [41–44], the Density Derived Electrostatic and Chemical (DDEC6)
bond orders and net atomic charges [45,46], the electron density and Laplacian at bond critical points
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(BCP) [47], and also the Crystal Orbital Hamilton Population (COHP) and Crystal Orbital Overlap
Population (COOP) functions [48–51].

The Bader charge is a measure of the electron occupation on an atom, and indicates charge transfer,
while the Bader volume is an indication of how closely the charge associated with each atom is localised
around the nucleus. The bond-critical points (BCPs) were assigned to saddle-points of electron density
along the bond-paths. The electron density value at the BCP shows the covalent energy contribution
to the chemical bond. The covalent nature of the bond is reflected in the bond order, with a higher
value showing a stronger covalent bond. The sum of bond orders for each atom, its total bond order,
is an indication of the activity of the atom in that particular configuration. The ionic contribution of a
bond can be characterized by net atomic charge, which quantifies the charge transfer between atoms.
The Laplacian, the scalar derivative of the gradient vector field of the electron density, indicates where
the electronic charge is locally concentrated or depleted. The sign and value of the Laplacian at the BCP
provide information on the nature of a bond, with a negative sign indicating a shared interaction (e.g.,
covalent bonding), while a positive sign indicates a non-covalent interaction such as ionic, hydrogen,
or van der Waals [52,53].

The COOP and COHP enable the extraction of information about bonding in the system on the
basis of Partial Density of States (PDOS) and Bond Order Overlap Population density. They allow us to
identify bonding, non-bonding, and anti-bonding interaction domains for pairs of atoms (or orbitals).
The COOP is defined according to the formula:

COOPij(E) = SijΣncn
i c∗n

j δ(E − En), (6)

where Sij =
〈

ϕi
∣∣ϕj
〉

is the overlap of atomic orbitals ϕi and ϕj, and ci and cj are respectively
the coefficients of these atomic orbitals in the molecular orbital ψn. Positive and negative COOP
values indicate bonding and anti-bonding interactions, respectively, while a zero value represents a
non-bonding interaction. The closely-related COHP is defined thus:

–COHPij(E) = HijΣncn
i c∗n

j δ(E − En), (7)

where Hij represents the Hamiltonian matrix element between atomic orbitals ϕi and ϕj. In replacing
the Sij matrix with the Hij, the COHP values are reversed: negative for bonding and positive
for anti-bonding, with zero values again representing a non-bonding interaction. More thorough
discussions of the COOP and COHP techniques can be found in the cited literature [48–51].

Combining these analytical tools allows us to carry out a comprehensive examination of
the relevant bonds in each modelled system and reveal the underlining reaction mechanisms.
Recently, computational studies using a combination of these electronic structure analysis techniques
have led to an improved understanding of the reactivity and scaling laws on transition metal
surfaces [13].

3. Results

In this section, we present the results of DFT calculations of hydrogen adsorption and diffusion.
In the first two subsections, we report the results for hydrogen interaction with ruthenium and tin,
respectively. For the former, we show the stable configurations and their energies of formation, and also
present the results of CINEB transition state calculations for hydrogen diffusion and the corresponding
energy barriers. In Section 3.3, to show the influence of the tin on the H–Ru interaction, we present
the range of calculations performed for hydrogen–ruthenium-tin interactions on the Ru(0001) surface.
The calculations cover adsorption, surface diffusion, and subsurface penetration of hydrogen.
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3.1. Hydrogen and Ruthenium

3.1.1. Surface, Subsurface, and Bulk

We calculated adsorption energies of hydrogen atoms on the ruthenium surface to identify the
relative stability of different adsorption sites. The Ru(0001) surface is chosen as it has the lowest
surface energy γ and is therefore the most commonly-exposed; it is well-studied and represented in the
literature. We calculated the energy of adsorption of hydrogen at 1⁄4 monolayer (ML), i.e., one hydrogen
atom for four surface ruthenium atoms in our (2 × 2) cell. Four sites are considered for adsorbed
hydrogen atoms on the pure Ru(0001) surface, as shown in Figure 1: top, bridge, hcp, and fcc sites.
We have also identified the subsurface and bulk interstitial sites for hydrogen in ruthenium. The results
of the calculations are summarised in Table 1.

Figure 1. Surface adsorption and bulk interstitial sites for hydrogen on Ru(0001) and in Ru bulk.
Blue spheres represent hydrogen atoms.

For Ru(0001), the fcc site was found to be most favourable with Eads = −0.64 eV, a slight energy
advantage of 0.06 eV relative to the hcp site. The top site is the least favourable at −0.15 eV. Nonetheless,
the overall result for the four adsorption modes indicates that adsorption readily occurs on the
ruthenium surface, as all sites have negative values for Eads. The trend in energies and the preference
for the fcc site is in agreement with the results reported in the literature [54,55]; the differences can
be attributed to the different software, functionals, parameters, and convergence criteria used in
the computations.

Table 1. Energies and structure parameters for adsorbed and interstitial hydrogen on Ru(0001) and
in ruthenium bulk. Adsorption energies correspond to 1⁄4 ML hydrogen coverage, while hydride
formation energies are for hydrogen concentration (H/Ru) equal to 1⁄8 . Sites marked “*” correspond to
calculations done with one (1) Sn adatom in an hcp site; fcc_Sn is the fcc site closest to the Sn adatom in
an hcp site.

Eads [eV] ΔEH2
[eV]

This Work Other This Work Other

top −0.15 −0.14 [55], −0.09 [54] Tbulk 0.76
bridge −0.45 −0.44 [55], −0.43 [54] Obulk 0.21
hcp −0.58 −0.50 [55], −0.52 [54] Tsub 0.90 1.04 [55]
fcc −0.64 −0.59 [55], −0.55 [54] Osub 0.15 0.37 [55]

top * 0.01
hcp * −0.52
fcc * −0.58
fcc_Sn * −0.33

An interstitial hydrogen atom in ruthenium bulk can occupy one of the two sites shown in
Figure 1, octahedral or tetrahedral, within the voids found in the hcp crystal structure. The results
presented in Table 1 show that the interstitial sites have positive energies of formation with relative
to H2; therefore, interstitial hydride formation is unfavourable in ruthenium at this concentration
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(eight ruthenium atoms per hydrogen atom). This aligns with experimental data, which show very
low hydrogen solubility in ruthenium due to the highly endothermic nature of the reaction [28].

Overall, hydrogen readily adsorbs on the Ru(0001) surface, as shown by the calculated adsorption
energies. According to Luppi et al., the H2 molecule does not face a large barrier to dissociation
on the ruthenium surface: from 0.013 eV to 0.436 eV, depending on the initial configuration and
exchange-correlation functional used in the computations [56]. Therefore, dissociative adsorption of
molecular hydrogen on ruthenium occurs easily. However, our results show that interstitial hydrogen
in the ruthenium bulk is not thermodynamically favoured.

3.1.2. Diffusion

In order to acquire a more complete picture of the hydrogen–ruthenium interaction on the surface
and in the bulk of the metal, we performed transition state calculations using the CINEB method.
For a number of diffusion scenarios, we calculated transition states and energy barriers to hydrogen
diffusion, covering (i) surface diffusion, (ii) bulk diffusion, and (iii) subsurface penetration.

For surface diffusion, we have found the transition state for diffusion of an adsorbed hydrogen
atom from an fcc site to a neighbouring hcp site, and vice versa. Both transition states are found
to be more or less the bridge adsorption mode, in which the hydrogen atom is equidistant from
two neighbouring surface Ru atoms, above the axis joining the atoms. We found the energy barrier
to be 0.18 eV for the fcc to hcp jump; the barrier for the reverse transition (hcp to fcc) is even lower,
at 0.12 eV, due to the 0.06 eV difference in adsorption energies of the hcp and fcc sites. These values
indicate a largely favourable energy landscape for diffusion of adsorbed hydrogen across the Ru(0001)
surface, and this conclusion agrees with the findings reported elsewhere [57,58].

The picture for bulk diffusion is somewhat more complicated. As Figure 2 illustrates, the two
stable interstitial sites (octahedral and tetrahedral sites ) imply four diffusion paths: (i) tetrahedral
to octahedral (TO), (ii) tetrahedral to tetrahedral (TT), (iii) octahedral to octahedral (OO), and
(iv) octahedral to tetrahedral (OT). The transition state for each path has the diffusing atom passing
through a triangle formed by three ruthenium atoms. The energy barriers for all four paths are
listed in Figure 2, as are the jump frequencies derived from the vibrational analyses of the interstitial
hydrogen states and the transition states. The energy barriers for the jumps (0.21–0.75 eV) and the
jump frequencies suggest that hydrogen diffusion in the ruthenium bulk is quite rapid. For the most
important diffusion event, subsurface penetration, we have looked at one key diffusion path: from
the fcc site on the surface to the octahedral interstitial site in the subsurface. As these sites represent
the most favourable locations for hydrogen on the surface and in the subsurface void, we believe that
this is the most likely path for hydrogen penetration into the metal. The energy barrier is found to be
1.06 eV, which indicates that this diffusion step is unfavourable from a thermodynamic standpoint,
although it remains accessible. Most importantly, this is the largest energy barrier faced by a hydrogen
atom in going from the molecule in vacuum to the metal surface, across the surface, and into the
metal bulk.
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Figure 2. Interstitial hydrogen diffusion paths and transition states. Blue spheres represent interstitial
sites, while red spheres indicate transition states. O and T correspond to octahedral and tetrahedral
sites; OO, OT, TO, and TT show the corresponding diffusion path ways between these sites.
The accompanying table shows energy barriers and jump frequencies (per Equation (4)) for the
interstitial diffusion paths, for hydrogen concentration (H/Ru) equal to 1⁄16 .

3.2. Hydrogen and Tin

We evaluated hydrogen adsorption on tin surfaces by calculating adsorption energies for a
number of sites on the Sn(100) and Sn(010) surfaces. The tin slab for both surfaces is a 1 × 1 cell
of a β-Sn structure with seven layers. At 1⁄4 ML and 1⁄5 ML hydrogen coverage for the Sn(100) and
Sn(010) surfaces respectively, all adsorption sites without exception have positive energies relative to
H2, i.e., dissociation on these tin surfaces is entirely unfavourable. This points to the conclusion that
tin deposited on the ruthenium surface does not provide a site of increased dissociation/adsorption of
hydrogen molecules.

Tin, however, forms volatile hydrides. Stannane (SnH4) and possibly other hydride compounds
are formed when tin is etched from a ruthenium surface by hydrogen. Stannane readily evaporates,
adsorbs, and dissociates on the ruthenium surface, which results in the persistence of tin on the
ruthenium surface [22,59,60].

3.3. The Effect of Tin

We continue our investigation of the hydrogen-tin-ruthenium interaction on the Ru(0001) surface
by calculating the adsorption energies for 1⁄4 ML of tin on the Ru(0001) surface, finding that the hcp site
is thermodynamically most favoured at this coverage, with Eads = −1.49 eV. The adsorption energy
for the fcc site differs by 0.09 eV from that of the hcp site, while the top site is 0.55 eV higher in energy.
We found the energy barrier for tin migration from the hcp to the fcc site to be 0.13 eV. The barrier for
the reverse jump is 0.04 eV; the difference is entirely due to the relative adsorption energies of the sites.
Therefore, neither tin nor hydrogen faces a large energy barrier to diffusion on the Ru(0001) surface.

We consider the adsorption and diffusion of hydrogen on the Ru(0001) surface with tin present.
A tin atom is located at its preferred hcp site on a 2 × 2 Ru(0001) slab, and the adsorption energies are
calculated for the subsequent adsorption of hydrogen to the surface. In addition to the earlier-described
top, hcp, and fcc sites, a second type of fcc site (fcc_Sn) is found, which has the hydrogen atom in the
fcc site closest to the Sn atom. The calculated adsorption energies are given in Table 1. As with the
clean ruthenium surface, the fcc site is lowest in energy (Eads = −0.58 eV); the top site is least favoured,
with its slightly positive adsorption energy of 0.01 eV. Overall, the hydrogen atom tends to occupy
sites which are not in close proximity to the tin atom. These surface adsorption results are similar
to findings for PtSn surface alloys [61], on which hydrogen adsorption sites near tin are higher in
energy. The fcc_Sn site (−0.33 eV) is higher in energy than the hcp and fcc sites, and the barrier faced by
hydrogen in jumping to this site is higher than the barrier when jumping to a site not next to the tin
atom. This preference for ruthenium has important consequences for hydrogen diffusion across the
Ru(0001) surface in the presence of tin, as the hydrogen jump trajectory becomes more convoluted
(see Figure 3) due to the change in the energy landscape and blockage of sites by tin atoms. It follows

127



Nanomaterials 2019, 9, 129

that the surface mobility of hydrogen is reduced by this obstacle, with consequences for hydrogen
diffusion into the subsurface.

Figure 3. Example jump trajectory of H atom on Ru(0001) with 1⁄4 ML Sn. The highlighted site (dashed
circle) is the fcc site next to an Sn atom (fcc_Sn).

The presence of tin also results in a substantial change in the energy barrier to subsurface
penetration. Figure 4 shows a comparison of the energy barriers for the migration of a hydrogen
atom from the fcc site on the surface to a subsurface octahedral site in the presence and absence
of tin. These cases correspond to adsorption and dissociation of progressively more hydrogenated
tin hydrides (SnH, SnH2, SnH3, SnH4) or co-adsorption of tin and varying quantities of hydrogen.
The energy barrier drops to 0.28 eV when the stannane molecule is the source of the diffusing atom.

(a) (b) (c)
Figure 4. (a) initial, transition, and end states of hydrogen subsurface diffusion for a hydrogen atom
(top row) and for SnH4 (bottom row) on Ru(0001); (b) top view of adsorbed SnH, SnH2, and SnH3

configurations; (c) energy profiles for diffusion of a hydrogen atom from an fcc site to a subsurface
octahedral site. Negative distance values indicate that the H atom is beneath the ruthenium surface.

It is important to note that the studied scenarios are not a simple progression from low hydrogen
levels to high. The cases for SnH and SnH2 are very similar, differing only in the presence of a
second hydrogen atom at a considerable distance from the tin atom. Their transition states are similar,
with the diffusing hydrogen atom located in the centre of a triangle formed by three Ru surface atoms.
The relative position of the tin atom is unchanged. However, the SnH3 case is different from the
previous two in that its transition state and final state have the tin atom at the fcc site, above the
penetrating hydrogen atom. In this, it is similar to the transition state of the case with the stannane
molecule. Despite the clear differences in geometry and energies for all the scenarios, the initial and
final positions of the diffusing hydrogen atom are the same in all cases: fcc site and octahedral site,
respectively (see Figure 4). In all cases, the penetrating atom is found in the midst of three surface
atoms in the transition state.

One other modelled case, which differs from all of those described in the preceding paragraph,
is the case for a vertically-oriented SnH2 molecule (SnH2*), with a hydrogen atom above the fcc site.
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As shown in Figure 5, the molecule does not adsorb on the Ru(0001) surface; rather, at the end of the
relaxation calculation, the hydrogen atom which is initially closer to the metal surface is located in
the octahedral subsurface site. The tin atom ends up at the fcc site, with the second hydrogen atom
adsorbed on top of the tin atom. Therefore, what our calculations show is a more or less barrier-less
penetration through the surface when the molecule approaches the surface in this configuration.

As mentioned earlier, the energy barrier to subsurface penetration for hydrogen on an otherwise
clean Ru(0001) surface equals 1.06 eV. When tin is present, the energy barrier is lower in all the different
test cases: 0.80 eV for SnH, 0.83 eV for SnH2, 0.53 eV for SnH3, and 0.28 eV when the hydrogen atom is
taken from the adsorbed SnH4 molecule, which is a considerable drop from the value for hydrogen
on Ru(0001) with no tin present. For subsurface penetration at sites far from the tin atom, the energy
barrier is essentially unchanged. In other words, the diffusion of a hydrogen atom from the fcc site on
the Ru(0001) surface to the underlying octahedral void in the subsurface is made significantly easier
by the proximity of a tin atom.

(a) (b)
Figure 5. (a) Initial and (b) end states for SnH2* (vertically-oriented SnH2 molecule) on Ru.

3.4. Charge Density Analysis

A deeper look into the effect of tin on the subsurface penetration is obtained by analysing the
electronic charge density, based on the output of the DFT calculations. In the various penetration
scenarios, the bonds which are formed and broken affect the energy barrier to H penetration, and so
do the electronic configurations of the participating H, Sn, and Ru surface atoms. Via bond order,
Bader charge, and topological analyses, we examined the changes in charge density which accompany
the changes in the energy barriers. The main focus is on the bonds between the diffusing hydrogen
atom and the three surrounding ruthenium atoms, because of their direct relevance to the transition
from the surface fcc site to the subsurface site, and the analyses reveal trends in various characteristics
of the Ru–H bonds in the initial adsorbed state (Table 2). The salient ones—energy barrier, reaction
energy, atomic volume and bond order of the hydrogen atom—are plotted in Figure 6 for each diffusion
scenario we explored. We find that the sum of bond orders for hydrogen is inversely proportional to the
barrier to diffusion, while a smaller H atomic volume and more negative reaction energy correspond
to lower diffusion barriers. We consider these trends and their implications in more detail in the
Discussion section.

An illustration of one of the differences in bonding is provided in Figure 7. The topological
analysis of the electron density distribution shows a symmetrical allocation of bonds between the
H atom in the fcc position and three surrounding Ru atoms on the Ru(0001) surface (Figure 7a).
The central triangle shows the extent of the electron density associated with the adsorbed H atom.
When an SnH4 molecule is adsorbed on the surface, with one hydrogen atom oriented downwards,
the bonds formed between the ruthenium atoms and the hydrogen atom are nearly identical to those
formed by the lone H atom, with the important difference being the bond critical points’ location closer
to the hydrogen atom; the triangle demarcating the H atom’s basin is perceptibly smaller in area in
Figure 7c (SnH4 on Ru) than in Figure 7a (H on Ru). This indicates that the charge associated with the
hydrogen atom is located in a smaller region, and this is confirmed by the calculated atomic volume
of hydrogen (Table 2, Figure 6). In the transition state, in which the hydrogen atom is surrounded
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by three (3) Ru atoms in the plane of the Ru(0001) surface, the electron density concentrated around
the diffusing hydrogen atom is confined within similar size volumes, irrespective of the structure
considered (Figure 7d–f).

Figure 6. Energy barrier, formation energy, atomic volume and sum of the bond orders of the diffusing
hydrogen atom in the initial state for each modelled diffusion scenario.

(a) (b) (c)

(d) (e) (f)
Figure 7. Topological analysis of the electron density for (a–c) H on Ru(0001), SnH3 on Ru, and SnH4

on Ru, respectively; (d–f) transition states with H from the adsorbate (H, SnH3, and SnH4 respectively)
between three ruthenium surface atoms. The figures show the horizontal plane through the diffusing
hydrogen atom. Atomic basins are circumscribed by dashed orange lines. Within each atomic
basin, the blue dot marks the position of the nucleus. Bond paths are shown with dashed blue
lines. Along each bond path, the red dot represents the bond critical point (BCP). The green dots
represent the ring critical points.
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Table 2. Characteristics of diffusing H atom and bonds between H atom and surrounding Ru surface
atoms in the initial state. Values for SnH2* do not correspond to clearly-defined initial and transition
states (see text). Inter-atomic distances (dH−Ru), bond critical point (BCP) distances (dH−BCP), electron
density and its Laplacian at BCPs are average values for 3 Ru–H bonds. Net atomic charge (NAC) for
Ru is sum over 4 surface Ru atoms in (2 × 2) unit cell.

dH−Ru/
dH−BCP

[Å]

Total
Bond
Order

Electron
Density

Laplacian
Bader

Volume

[Å3]

NAC Reaction
Energy

[eV]

Barrier
[eV]H Ru Sn

H 1.90/0.69 1.12 0.50 2.79 11.98 −0.051 −0.01 - 0.93 1.06
SnH 1.89/0.68 1.22 0.50 3.59 6.81 −0.059 −0.26 0.22 0.55 0.80
SnH2 1.88/0.68 1.20 0.52 3.56 6.46 −0.061 −0.20 0.25 0.47 0.83
SnH3 1.89/0.68 1.28 0.51 3.53 5.65 −0.075 −0.14 0.33 −0.21 0.53
SnH4 1.82/0.63 1.38 0.56 3.86 4.19 −0.062 −0.23 0.57 −0.31 0.28
SnH2 * 1.93/0.70 1.54 0.45 3.54 3.54 −0.061 −0.20 0.25 - -

Charge density difference (Δρ) plots paint a three-dimensional picture of the influence of tin on
the charge density distribution. Figure 8 shows the charge difference for the initial and transition
states for the H, SnH3, and SnH4 cases. In Figure 8a, which shows an adsorbed H atom at the fcc site
on the Ru(0001) surface, the H atom is surrounded by a region of accumulation; this indicates a net
transfer of charge density to the hydrogen from the areas of depletion around the three surrounding
Ru atoms. There are also small regions of increased density near the Ru atoms, beneath the surface.
The transition state in Figure8d is quite similar, with smaller regions of depletion on the Ru atoms.
For the SnH4 case (Figure 8c,d), the charge density donated to the hydrogen’s 1s orbital is taken not
only from the ruthenium, but in large part from the region between the H and Sn atoms. This points to
the transfer of charge to the more electronegative hydrogen. Furthermore, the small regions of charge
accumulation on the Ru atoms are now positioned above the ruthenium surface. The transition state
shows redistribution of the charge to regions between the Ru atoms and the Sn atom, with a large
depletion region above the penetrating H atom.

(a) (b) (c)

(d) (e) (f)
Figure 8. Charge difference for (a–c) H on Ru(0001), SnH3 on Ru, and SnH4 on Ru, respectively;
(d–f) transition states with H from the adsorbate (H, SnH3, and SnH4, respectively) between three
ruthenium surface atoms. In all the figures, the yellow isosurface is for charge density −0.004 e Å−3,
and shows regions of charge accumulation, while the cyan is for +0.004 e Å−3, and shows regions of
charge depletion. The black arrow shows the location of the diffusing hydrogen atom.
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Due to the number of atoms on the ruthenium surface, SnH3 on Ru presents the most complex
interactions, which is evident from Figure 8b,e. The donation to the hydrogen is again present, but the
source of the transferred charge is different. Each ruthenium atom on the surface has several small
depletion zones, but the charge redistribution has resulted in large accumulation zones between the Sn
atom and the surrounding Ru atoms, interleaved with depletion zones above the adsorbed hydrogen
atoms, which are also surrounded by areas of increased charge density. There appears to be significant
charge transfer from the Sn atom, both to the hydrogen atoms and the surface ruthenium atoms.
In the transition state, a large depletion zone similar to that found in Figure 8f is found above the
diffusing hydrogen atom, also surrounded by zones of increased charge density. The implication is
that electron–electron repulsion in the SnH3 and SnH4 cases makes the transition state more accessible,
and makes the end state more energetically favourable, which is reflected in the exothermic nature of
the reactions.

Using the LOBSTER code [51], we performed density-of-states and COHP/COOP calculations.
We extracted the total and projected densities of states for the various cases and computed the
orbitalwise COHP and COOP for the hydrogen atom and the surface ruthenium atoms. In Figure 9,
we present the projected densities of states (PDOS) curves for the d-band electrons of the ruthenium
atoms on the surface, with different adsorbates; the COHP for the interaction between the key hydrogen
atom and one of the three surrounding ruthenium atoms are also given.

(a) (b)
Figure 9. (a) projected Density of States for d-band of ruthenium surface atoms with different adsorbates;
and (b) projected COHP for Ru–H interaction. i.e., one ruthenium atom and the adsorbed hydrogen
atom. For clarity, the COHP for the weakest interactions are not shown. In all cases, the initial structure
is considered.

The main differences in the density-of-states can be observed in the lowest energy levels (below
−5 eV), where the adsorbed hydrogen and tin atoms cause the appearance and/or shift of peaks.
The centre of the d band distribution is lower when the Sn atom is adsorbed on the Ru(0001) surface,
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and moves progressively lower with the adsorption of more hydrogen atoms. The d band width
increases as the band centre is shifted downward. In the COHP plots (–pCOHP, to be precise),
significant differences can be seen in the orbitals which contribute to the bonding between the atoms.
We show in Figure 9 the COHP for the key hydrogen atom and one of the surface Ru atoms surrounding
it. Whereas both the 5s and 4dx2−y2 orbitals dominate the bonding and very slight anti-bonding
populations for the H and SnH4 adsorbates, the 5s contribution is much reduced for the other cases
with a tin atom on the ruthenium surface, in which the 4dz2 interaction with the hydrogen comes to
prominence as more hydrogen atoms are added. The COHP for the other Ru–H pairs in the same
scenario are not necessarily identical to those in Figure 9 because the tin affects the surrounding Ru
atoms to different degrees, based on their distance and arrangement. Taken together, the COHP and
the Δρ plots of Figure 8 confirm that the electrons participating in the bonding generally originate from
different orbitals for different adsorbates. This is especially apparent when the SnH3 case is compared
to the others.

4. Discussion

A number of observations can be made upon comparing the results of the charge density analyses
with the results of the NEB calculations (Table 2). First, it can be seen that the energy barrier is
higher when the distance between the adsorbed H atom and each of the surface Ru atoms is greater;
topological analyses show that the same is true for the distance between the H atom and the bond
critical point. The difference is not stark: the adsorbed SnH4 has the hydrogen atom in the fcc site at an
average distance 4% smaller than the average distance between a lone H atom and the surrounding Ru
atoms; the difference in the H-BCP distance is 9%. The barrier–distance relationship is not necessarily
enough to predict a difference in energy barriers, since the three cases with Sn coadsorbed with H
on the surface (SnH, SnH2, and SnH3 in Table 2) have the same bond lengths and BCP distances,
but different barriers to penetration.

A second, clearer correlation can be observed between the total bond order of the hydrogen
atom and the calculated energy barrier. Taking into account all of the bonds in which the hydrogen
atom of interest participates, we have calculated the sum of bond orders, and find that the changes in
this value correspond to the changes in energy barrier quite neatly: a larger total bond order for H
corresponds to a lower subsurface penetration barrier. The total bond order of the hydrogen atom in
the SnH and SnH2 cases are quite close, 1.22 and 1.20, respectively, as are the energy barriers, 0.80 and
0.83 eV, respectively. Moreover, the inverse proportionality is maintained. The trend holds for all
the examined scenarios, suggesting that a key factor in the observed barrier differences is the state
of the adsorbed and subsequently diffusing hydrogen atom itself, as characterised by its bonds and
associated electron density.

The results of Bader charge analysis on the charge density shows a third trend, which relates
the charge density distribution and the energy barrier. Recall that Bader’s definition of an atom
uses zero-flux surfaces to divide atoms, thereby associating a certain region of the electronic charge
density with each atom in the system. In our system, the atomic volume computed for the adsorbed
H atom of interest is generally larger for the cases with higher energy barriers, with the smallest
volume corresponding to the lowest energy barrier. This supports the inference that the smaller atomic
volume of H in a certain adsorption mode leads to a lower energy barrier to subsequent diffusion into
the subsurface. We can discern yet another link when comparing the energy barriers to the reaction
energies, i.e., the total energy difference between the initial adsorbed state and the final state with
hydrogen in the subsurface. Whereas the subsurface penetration event is endothermic for a hydrogen
atom on Ru(0001), it is made progressively less so in the presence of tin, and is ultimately exothermic
when the hydrogen is taken from a stannane molecule. Moreover, as seen in Figure 4, the SnH3 and
SnH4 cases have early transition states, which contrasts with the late transition states of the other cases.

We note that some of the other characteristics we examined do not show such a clear trend when
taken in isolation. For instance, the charge on the H atom as calculated by the Bader method does
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not match the trend in energy barriers. The trend of net atomic charges (NAC) calculated via the
DDEC6 approach is also inconclusive, as are the trends of electronic density (ED) and charge density
Laplacians at the bond critical point. Nevertheless, viewed together with the trends found in the
hydrogen BCP, bond order, and atomic volume, these characteristics indicate that the hydrogen atom is
in a state with more localised charge in the scenarios with lower penetration barriers. In the transition
states, the area of the triangle formed by the surrounding ruthenium atoms is in fact smaller for the
SnH4 case than for the lone hydrogen atom. It appears that the localisation of the charge around the H
nucleus is of more importance than the actual charge on the atom.

We speculate that the lower electronegativity of tin (1.96) relative to hydrogen (2.2) leads to the
more compact localisation of charge around the hydrogen nucleus, i.e., the shared electrons are drawn
closer to the hydrogen atom, which results in the reduced atomic volume found in our calculations.
The introduction of tin results in charge transfer to the hydrogen atom, which can be seen in the more
negative values of net atomic charge (NAC in Table 2) of the hydrogen atom in the scenarios with tin.
Ruthenium’s electronegativity is 2.2, equal to that of hydrogen, and the ruthenium atoms also show
a more negative net atomic charge when tin is present. The tin atom therefore donates charge to the
hydrogen and ruthenium atoms, as made evident by its positive NAC, and the charge accumulation
above the ruthenium surface pushes the hydrogen into the surface due to electron–electron repulsion.
The charge accumulation and repulsion also account for the preference of hydrogen for adsorption
sites farther from tin, as seen in Section 3.3. The lower electronegativity of tin has also been put forward
as the key factor in the difficulty of tin removal from ruthenium using hydrogen [60].

The barrier-less penetration of the Ru(0001) surface by the hydrogen atom from the
vertically-oriented SnH2 appears to support the conclusion that the hydrogen atom is in a decisively
different state of bonding and charge localisation when the subsurface penetration is more facile.
Both the total bond order and Bader volume (see Table 2) suggest that the energy barrier would be
lower in this case than in the SnH4 scenario; the bond order is 1.54, the highest value, while the
Bader volume is 3.54, the lowest value. The charge difference (Δρ) in the initial geometry of the
relaxation also shows charge accumulation around the hydrogen and above the ruthenium surface,
in a manner similar to the transition state for SnH4. Indeed, this calculation finds its local minimum
with the hydrogen atom below the surface, showing that the hydrogen atom attached to tin is in a
most advantageous state for passing through the surface ruthenium atoms.

These results together indicate that a closer, shorter bond exists between the hydrogen atom and
the surface ruthenium atoms in the presence of tin, with a smaller atomic volume for the H atom in
the adsorbed state, which is corroborated by the trend in calculated Bader volumes. The surrounding
ruthenium atoms are moved apart to a lesser extent (smaller change in area of the triangle, see Table 2)
to arrive at the transition state, i.e., at a lower energy cost. The reduced atomic volume is likely due to
the asymmetric charge distribution relative to the less electronegative tin. The charge transfer from
tin to hydrogen and ruthenium creates areas of charge accumulation around the hydrogen atom and
on the ruthenium surface, and makes the subsurface interstitial site more energetically favourable.
These conditions are most advantageous for the adsorbed SnH3 and SnH4, with the result that the
penetration of hydrogen is easiest in these cases.

5. Conclusions

In this work, we have investigated hydrogen penetration of the Ru(0001) surface in the presence
and absence of tin, by means of DFT computations, chemical bonding, and charge density analysis.
We showed that hydrogen faces a significant barrier to subsurface penetration in the absence of tin.
We find that the energy barrier drops significantly in the presence of tin, be it as an adatom or as
part of an adsorbed tin hydride molecule. The lowest energy barriers are found when a hydride
molecule adsorbs on the Ru(0001) surface and subsequently loses a hydrogen atom. We performed
charge density analyses on systems with and without tin, which revealed changes in the bonds formed
between ruthenium and hydrogen under the influence of tin, as well as a change in charge distribution
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around the diffusing hydrogen atom, resulting in reduced energy barriers to penetration. The much
higher barrier found for a hydrogen atom with no tin present allows us to conclude that tin hydrides
play an important role in the increased blistering of EUV reflectors with tin debris on the surface.

These insights into the effect of charge transfer from tin have important implications for the
development of blistering mitigation techniques, and prolonging the operational lifetime of EUV
optics. Our findings may also have value in cases where hydrogen penetration needs to be improved,
such as hydrogen storage or separation and purification.
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Abstract: We applied first-principles electronic structure calculations to study structural,
thermodynamic and elastic properties of nanocomposites exhibiting nearly perfect match of
constituting phases. In particular, two combinations of transition-metal disilicides and one pair
of magnetic phases containing the Fe and Al atoms with different atomic ordering were considered.
Regarding the disilicides, nanocomposites MoSi2/WSi2 with constituents crystallizing in the
tetragonal C11b structure and TaSi2/NbSi2 with individual phases crystallizing in the hexagonal
C40 structure were simulated. Constituents within each pair of materials exhibit very similar
structural and elastic properties and for their nanocomposites we obtained ultra-low (nearly zero)
interface energy (within the error bar of our calculations, i.e., about 0.005 J/m2). The interface
energy was found to be nearly independent on the width of individual constituents within the
nanocomposites and/or crystallographic orientation of the interfaces. As far as the nanocomposites
containing Fe and Al were concerned, we simulated coherent superlattices formed by an ordered
Fe3Al intermetallic compound and a disordered Fe-Al phase with 18.75 at.% Al, the α-phase. Both
phases were structurally and elastically quite similar but the disordered α-phase lacked a long-range
periodicity. To determine the interface energy in these nanocomposites, we simulated seven different
distributions of atoms in the α-phase interfacing the Fe3Al intermetallic compound. The resulting
interface energies ranged from ultra low to low values, i.e., from 0.005 to 0.139 J/m2. The impact of
atomic distribution on the elastic properties was found insignificant but local magnetic moments of
the iron atoms depend sensitively on the type and distribution of surrounding atoms.

Keywords: MoSi2; WSi2; TaSi2; NbSi2; elasticity; ab initio; interface energies; Fe3Al; disorder

1. Introduction

Ever increasing demand for energy-conversion units exhibiting a higher efficiency leads to
increasing operating temperatures in these systems and, therefore, new materials, which would sustain
such conditions, are needed. Because the development of these materials is highly complex and
multi-faceted, combinations of often mutually-conflicting properties are rarely found in a single-phase
structures. Composites then represent a critically important class of materials. In particular, coherent
nanocomposites require optimum matching of constituting phases for their stability and rather low
interface energies. In our study, we addressed three nanocomposites combining materials intended for
high or elevated temperature applications: two pairs of transition-metal disilicides that are predicted

Nanomaterials 2018, 8, 1057; doi:10.3390/nano8121057 www.mdpi.com/journal/nanomaterials139
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to possess ultra-low interface energies and then a pair of two different phases from the Fe-Al system,
which are expected to have the interface energies ranging from ultra low to low values.

Regarding the transition-metal silicides, they are currently considered as very promising bases
for future high-temperature structural materials (see, e.g., Refs. [1–4]), in particular for operational
temperatures above those of Ni-based superalloys. At high temperatures, transition-metal silicides are
known to combine the ductility and thermal conductivity of metals with high strength and corrosion
resistance of ceramics. As far as composites combining them are concerned, MoSi2/WSi2 composite
powders with different phase compositions are fabricated via a self-propagating high-temperature
synthesis (SHS) method [5]. This approach is widely recognized as an effective manufacturing
strategy for the fabrication of materials applied in high-temperature fields, in particular for refractories
such as transition-metal carbides, nitrides, silicides, and borides [6]. Preparation of MoSi2/WSi2
composites using elemental powders of Mo, W and Si by the thermal explosion mode of SHS have
been theoretically calculated and investigated by experiments in Ref. [7]. Phase composition and
microchemical area analyses were conducted by XRD, SEM and EDAX methods. Pure MoSi2/WSi2
composites are fabricated by the thermal explosion mode of SHS, and MoSi2/WSi2 exists as a solid
solution of (Mox,W1−x)Si2 but the chemical elements inside of individual grains are not uniformly
distributed. As an alternative processing route, five kinds of WSi2/MoSi2 composites are fabricated
by mechanical alloying in [8]. WSi2-reinforced MoSi2 composites are successfully prepared also by
mechanical activation followed by in situ reactive spark plasma sintering of Mo, Si, and W elemental
powders in [9]. The addition of W to the reactants leads to a finer microstructure than that obtained
using pure MoSi2, resulting in a significant improvement of mechanical properties. The Vicker’s
hardness of 20 vol % WSi2/MoSi2 is as high as 16.47 GPa. Nanocomposite of (Mo,W)Si2/WSi2 was
synthesized via mechanical alloying (MA) and heat treatment in Ref. [10]. Increasing the milling time
to 80 h followed by the post-annealing at 1000 ◦C caused the complete formation of (Mo,W)Si2/WSi2
nanocomposite. MoSi2/WSi2 composites were successfully prepared by pressureless sintering from
mechanically-assisted combustion synthesized powders in [11].

Motivated by the above-mentioned studies of MoSi2/WSi2 (nano)composites containing
structurally and elastically very similar pair of materials crystallizing in the C11b structure, we
also assessed another pair of matching materials, TaSi2 and NbSi2, which are crystallizing in the
C40 structure.

Finally, as a system with rather low interface energy, we studied nanocomposites formed by two
phases from the Fe-Al binary system [12–15]. These materials are also considered as promising for
elevated-temperature applications and as such they are intensively studied [16–40]. A sub-class
of Fe-Al-based materials is represented by composites consisting of an ordered Fe3Al with the
D03 structure and a disordered Fe-Al solid solution with about 18-19 at.% Al. The existence of
these composites can be experimentally proved using, for example, Mössbauer spectroscopy [41] or
transmission electron microscopy (TEM) techniques. The latter are sensitive to anti-phase boundaries
(APBs), which have a different character in Fe3Al and the Fe-Al phase [42–45].

2. Methods

Our quantum-mechanical calculations were performed within the framework of density functional
theory [46,47] using the Vienna Ab initio Simulation Package (VASP) [48,49] and projector augmented
wave (PAW) pseudopotentials [50,51]. When studying the transition-metal disilicides, the exchange
and correlation energy was treated in the local density approximation (LDA) [52] but, in the case of
phases containing the Fe and Al atoms, the generalized gradient approximation (GGA) parameterized
by Perdew and Wang [53] (PW91) with the Vosko–Wilk–Nusair correction [54] was necessary to
correctly reproduce the ground-state D03 structure of Fe3Al. Regarding the MoSi2 and WSi2, we
used a plane-wave energy cut-off of 400 eV and the k-point Monkhorst–Pack [55] meshes contained
20 × 20 × 2 (10 × 10 × 8) k-points in the case of 24-atom supercells modeling the superlattices with
stacking along the [001] ([100] and [110]) directions. The calculations for TaSi2 and NbSi2 required the
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cut-off energy of 480 eV and the 12 × 12 × 4 k-point mesh in the case of 18-atom supercells. When
computing Fe-Al-based nanocomposites, the cut-off energy was equal to 350 eV and the sampling
of the Brillouin zone was done using Monkhorst–Pack grids with 10 × 10 × 6 k-points in the case of
computational supercells containing 32 atoms. All calculations had an estimated error-bar of about
0.001 eV/atom. Finally, the second-order elastic constants were determined using the stress-strain
method [56].

3. Results

The first type of studied nanocomposite containing transition-metal disilicides is visualized
in Figure 1a. WSi2 and MoSi2, which crystallize in the tetragonal C11b structure, form a coherent
nanocomposite where two conventional cells of each materials are stacked one on top of the other
along the [001] direction (the interfaces are perpendicular to this direction) and alternate. It should be
emphasized that, due to the periodic boundary conditions, which are applied to all nanocomposites in
our calculations, the simulated nanocomposites form so-called superlattices [57–78] when the atomic
planes continue from one phase into another.

Figure 1. Visualization of a WSi2/MoSi2 nanocomposite (a superlattice) with the stacking along
(and the interfaces perpendicular to) the [001] direction within the C11b lattice (a) accompanied with
directional dependences of the Young’s modulus of bulk WSi2 (b), bulk MoSi2 (c) and the composite
WSi2/MoSi2 (d) formed out of them. The parts (b–d) were visualized by the SC-EMA [79–81] library
(scema.mpie.de) based on ab initio computed elastic constants.

As seen in Table 1, both disilicides have very similar lattice parameters a and c describing their
tetragonal structure and also quite similar elastic properties. Our theoretical values are in excellent
agreement with both experimental data and previous calculations. The elasticity of bulk phases is
conveniently visualized in Figure 1b,c in the form of directional dependences of the Young’s modulus.
The values for this composite with an equal amount of both phases are listed in Table 1 at the line for
the composition (WSi2)4(MoSi2)4.
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As a consequence of the similarity of the elastic constants of both constituents, the overall elastic
properties of their nanocomposites are quite similar, too.

Figure 2. Schematic visualization of supercells modeling various nanocomposites with the stacking
along (and the interfaces perpendicular to) the [001] direction. The mutual ratio of the constituents
varies from 1:7, i.e., (WSi2)1(MoSi2)7, in the case of sub-figure (a), via 2:6 (b) and 3:5 (c) further for the
opposite ratios 5:3 (d) and 6:2 (e) to 7:1, i.e., (WSi2)7(MoSi2)1, in the case of sub-figure (f).

Next, we evaluated the interface energy of the nanocomposites according to the formula:

γ((WSi2)m/(MoSi2)n) =
E((WSi2)m/(MoSi2)n)− m · E(WSi2)− n · E(MoSi2)

(2 · A)
(1)

using the energy E((WSi2)m/(MoSi2)n) of the supercell modeling the nanocomposite
(WSi2)m/(MoSi2)n, which contains m formula units of WSi2 and n formula units of MoSi2,
the energies of bulk phases of each constituent E(WSi2) and E(MoSi2) and the area of the interface A.
Importantly, very probably due to the similarity of both constituents, the interface energy was found
to be ultra low, essentially zero within the error bar of our calculations, i.e., the energy differences in
Equation (1) are smaller than 0.001 eV/atom and the interface energies are then smaller than about
0.005 J/m2.

To examine how the ultra-low interface energies depend on the width of the layers containing
individual constituents within the nanocomposite as well as on the ratio of amount of both materials,
we simulated a series of seven other superlattices with varying width of the constituents, as visualized
in Figure 2. The calculated structural and elastic parameters are summarized in Table 1. The lattice
parameter a increased quite monotonously from the value calculated for bulk MoSi2 to that obtained
for bulk WSi2. The changes of the lattice parameter c are much smaller because the values found
for bulk MoSi2 and WSi2 are only very slightly different. Rather monotonous changes appear also
for the elastic constants with all of them increasing when increasing the amount of elastically stiffer
WSi2. Importantly, all the studied nanocomposites have again ultra low interface energies, which are
essentially zero within the error-bar of our calculations. Next, as seen in the Appendix, the ultra low
interface energies were nearly independent of the crystallographic orientation of the interface.
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After examining the WSi2/MoSi2 nanocomposites, which were experimentally reported to exist,
we next drew our attention to another class of nanocomposites containing transition-metal disilicides,
which were structurally and elastically very similar. The studied TaSi2 and NbSi2 crystallize in the
hexagonal C40 structure and, therefore, we simulated a superlattice based on this structure (see
Figure 3).

Figure 3. A top-view and a side-view of the computational supercell used in our calculations as a model
of TaSi2/NbSi2 nanocomposite (a superlattice) with the stacking along (and the interfaces perpendicular
to) the [0001] direction within the C40 lattice (a) accompanied with directional dependences of the
Young’s modulus of bulk TaSi2 (b), bulk NbSi2 (c) and their composite TaSi2/NbSi2 (d).

The nanocomposites have the interfaces perpendicular to the [0001] crystallographic direction.
The lattice parameters a and c and elastic constants of both constituents in their bulk phases are
summarized in Table 2. Our theoretical values are in an excellent agreement with both experimental
data and previous calculations. Both disilicides have all the parameters very similar. The elasticity of
bulk phases is conveniently visualized in Figure 3b,c in the form of directional dependences of the
Young’s modulus. As the elastic properties are quite similar, the elasticity of the studied nanocomposite
is not too different from that of the constituting phases (see Figure 3d). Importantly, the interface
energy is ultra low for this superlattice, again zero within the error-bar of our calculations.

Similar to the case of the WSi2/MoSi2 nanocomposites studied above, we examined how the
ultra-low interface energies depend on the molar ratio of the constituting phases as well as on the
width of the phases forming the superlattice (see Figure 4). We performed our calculations for a series
of six other nanocomposites with different ratio of the TaSi2 and NbSi2 (see Figure 4a–f). Out of the
six calculated superlattices shown in Figure 4, those shown in Figure 4c,d have the same ratio of the
amount of both materials but a higher number of internal interfaces, six and four, respectively.

When evaluating the interface energies, they were again found to be ultra low, namely zero
within the error-bar of our calculations. The lattice parameters a and c of the C40-based structure are
concerned were rather monotonously increasing from their lower values in TaSi2 to higher values in
NbSi2. In contrast to this trend, the elastic constants rather monotonously decreased from their higher
values in TaSi2 to lower values in NbSi2.
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Figure 4. Schematic visualization of simulated NbSi2/TaSi2 nanocomposites with the stacking
along (and the interfaces perpendicular to) the [0001] direction. The mutual ratio of the amount
of constituents varies from 1:5, i.e., (NbSi2)1(TaSi2)5 in the case of (a) via 2:4 (b), 3:3 (c,d) to 4:2 (e)
and 5:1, i.e., (NbSi2)5(TaSi2)1 in the case of (f). Variants shown in (c,d) have an equal amount of both
constituting phases (similar to the case of Figure 3a) but a different arrangement of atomic layers.
Consequently, there is a higher number of internal interfaces (6 and 4 in the case of (c,d), respectively)
and the layers with different constituents have different widths.

The last systems studied here is that containing two different phases from the binary
iron-aluminium system, in particular, an ordered Fe3Al intermetallic compound crystallizing in
the D03 structure and a disordered solid solution of 18.75 at.% of Al with a body-centered cubic (bcc)
ferromagnetic (FM) matrix, so-called α-or B2 phase. The structure of the former was is derived from
the bcc lattice and, therefore, both materials structurally match each other. The studied nanocomposite
is schematically visualized in Figure 5a. Fe3Al was modeled by a 16-atom conventional cell depicted in
the upper part of in Figure 5a. The α-phase represents a challenge for quantum-mechanical calculations
because it lacks any long-range periodicity. We used a 16-atom supercell with atoms distributed
according to so-called special quasi-random structure (SQS) concept.

Figure 5. Visualization of a Fe3Al/Fe-Al nanocomposite (a superlattice) with the stacking along (and
the interfaces perpendicular to) the [001] direction (a) accompanied with directional dependences of
the Young’s modulus of bulk Fe3Al (b), bulk Fe-Al (c) and the nanocomposite Fe3Al/Fe-Al (d) formed
out of them. Parts (b–d) were visualized by the SC-EMA [79–81] library (scema.mpie.de) based on ab
initio computed elastic constants.

The nanocomposite was formed by stacking the Fe3Al on top of the α-phase along the [001]
direction (the interfaces are perpendicular to this direction). In contrast to the above-discussed cases of
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superlattices formed by pairs of ordered transition-metal disilicides, when the both interfaces in the
simulation supercell were identical, the supercells modeling the Fe-Al-based nanocomposites have
different interfaces due to different distribution of atoms in the disordered α-phase. The interface
energies were then averaged values related to the two interfaces. As another difference between the
pairs of structurally and elastically nearly identical disilicides discussed above, the two constituting
phases have clearly distinguishable elastic properties. Again, they are conveniently visualized in
the form of directional dependences of the Young’s modulus in Figure 5b,c for the Fe3Al and the
Fe-Al α-phase, respectively. The calculated values of elastic constants for Fe3Al compound are C11 =
211 GPa, C12 = 161 GPa and C44 = 139 GPa. The elastic constants calculated for the disordered Fe-Al
α-phase were projected onto a set of elastic constants possessing a cubic symmetry according to the
rigorous mathematical theory by Moakher and Norris [87]. Similar concepts are often used in case of
systems with any form of disorder (see, e.g., Refs. [59,88–91]). The resulting cubic-symmetry elastic
constants are C11 = 217 GPa, C12 = 131 GPa and C44 = 120 GPa. Both phases exhibit 〈001〉 directions as
elastically soft and 〈111〉 directions as elastically hard (i.e., with the minimum and maximum values of
the Young’s modulus, respectively). The Fe3Al is also apparently elastically more anisotropic. The
overall elasticity of their composite is then shown in Figure 5d.

Figure 6. Schematic visualizations of different computed Fe3Al/Fe-Al nanocomposites. The computed
variants shown in sub-figures (a–f) differ by the distribution of atoms in the disordered Fe-Al phase.

Importantly, the interface energy was found to be ultra low again, only 0.005 J/m2, which
represents an energy difference appearing in Equation ((1)) smaller than 0.001 eV/atom, i.e., within
the error-bar of our calculations. To determine an impact of distribution of atoms in the disordered
Fe-Al α-phase on the interface energies, we performed a series of six additional calculations for
supercells which have the same stoichiometry but differ in distributions of atoms in the Fe-Al α-phase
(see Figure 6). In fact, the structure of coordination shells of atoms remain the same. For example,
considering the Al atoms, their distribution in the part corresponding to the Fe-Al α-phase in the
structural variants in Figure 6 are the same but the part of the supercell corresponding to the Fe-Al
α-phase is either rotated and/or the atomic planes are permuted. As far as the latter process is
concerned, if the atomic planes perpendicular to the [001] direction in the α-phase part of Figure 5a
would be numbered 1, 2, 3, 4, then by a permutation is meant, e.g., an arrangement 2, 3, 4, 1. Importantly,
if being in a single-phase bulk, such permutation of atomic planes within the periodically repeated
cell or rotations of the whole cell would not change the energy because the position of the origin
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of coordinates (and the attached coordinate frame) can be arbitrarily shifted with respect to the
crystal lattice.

Table 3. Calculated elastic constants of Fe3Al/Fe-Al nanocomposites with the stacking along (and the
interfaces perpendicular to) the [001] direction. The nanocomposites are visualized in Figure 6.

Variant
C11 C12 C13 C22 C23 C33 C44 C55 C66

(GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

Fe3Al/Fe-Al Figure 6a 188 143 134 201 139 199 120 126 124
Fe3Al/Fe-Al Figure 6b 186 134 142 185 141 199 123 123 123
Fe3Al/Fe-Al Figure 6c 197 146 145 196 145 184 129 129 124
Fe3Al/Fe-Al Figure 6d 200 151 143 199 143 200 125 125 122
Fe3Al/Fe-Al Figure 6e 183 135 138 189 136 202 117 124 123
Fe3Al/Fe-Al Figure 6f 175 141 137 189 145 200 121 126 127

The situation is, on the other hand, different in nanocomposites because the interface represents a
reference point not existing in the single-phase bulk. The calculated energies are covering a broader
range: 0.055 J/m2 (Figure 6a), 0.021 J/m2 (Figure 6b), 0.032 J/m2 (Figure 6c), 0.006 J/m2 (Figure 6d),
0.139 J/m2 (Figure 6e), and 0.014 J/m2 (Figure 6f). While this sensitivity on the atomic distribution is
rather significant, the elastic properties of nanocomposites shown in Figure 6 are very similar. The
computed values of elastic constants are summarized in Table 3.

As both phases appearing in the studied nanocomposites are magnetic, we further examined
local magnetic moments of the iron atoms in configurations visualized in Figure 6a–f. The magnitude
of local magnetic moments are shown in Figure 7 by the diameter of the spheres representing the Fe
atoms. The lowest and the highest value (1.8 μB and 2.44 μB) are explicitly mentioned in Figure 7a
to demonstrate a scaling, by which the magnitude of the local magnetic moment is indicated by the
diameter of the spheres. Importantly, the magnetic properties of the Fe atoms turned out to be very
sensitive to the distribution of atoms (they are reduced when the Al atoms are nearby).

Figure 7. Calculated local magnetic moments of iron atoms (the magnitude is indicated by the
diameter of the spheres representing the Fe atoms). The local magnetic moments shown in sub-figures
(a–f) correspond to atomic distributions of nanocomposites visualized in sub-figures (a–f) of Figure 6,
respectively.
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4. Discussion

The above-discussed ultra low interface energies in the MoSi2/WSi2 nanocomposites may also
indicate that both constituents are prone to mixing even at the atomic level. Indeed, it seems that longer
annealing times lead to formation of solid-solution phases rather than (nano)composites. For example,
MoSi2/WSi2 powders are synthesized by means of self-propagating high temperature combustion
in [92] but solid solutions of MoSi2/WSi2 and Mo5Si3/W5Si3 are found. In [93], it is also reported that
it is hard to distinguish MoSi2 and WSi2 phases and (W,Mo)Si2 mainly in solid solution is found in
Ref. [94]. The difficulties to distinguish MoSi2 and WSi2 Bragg peaks can be attributed to tetragonal
MoSi2 and WSi2 phase having a long-range structure with very similar lattice constants (a is equal to
0.3202 nm and 0.3211, c amounts to 0.7855nm and 0.7835nm, respectively) [83]. It is also confirmed
that MoSi2/WSi2 solid solution powder with nanometric (Mo,W)Si2 structure forms via combustion
synthesis method from the mechanical activated powder mixture [95].

To test the scenario of a random solid solution of Mo and W within a C11b lattice, we
performed a series of calculations for supercells modeling these states (see Figure 8a–d). The
corresponding enthalpies of mixing (evaluated with respect to the energy of MoSi2 and WSi2 as
reference end-members) are shown in Figure 8e and all of them are between zero and −0.001 eV/atom,
i.e., within the error-bar of our calculations and comparable to the energy differences obtained when
simulating the MoSi2/WSi2 nanocomposites.

Figure 8. Schematic visualization of the supercells modeling random solid solutions of Mo and W
within a C11b lattice in the case of Mo:W ratio equal to 1:7 (a), 2:6 (b), 3:5 (c), and 4:4 (d) together with
the correspondingenthalpies of mixing (e). The supercells for the Mo:W ratios equal to 5:3, 6:2 and
7:1 were obtained by swapping Mo and W atoms in the supercells shown in sub-figures (a–c). The
atoms in the 32-atom supercells (2 × 2 × 1 multiple of 6-atom conventional cell of the C11b structure)
were distributed according to the special quasi-random structure (SQS) concept [96].

149



Nanomaterials 2018, 8, 1057

The above-discussed competition between formation of two-phase nanocomposites on the one
hand and single-phase solid solutions on the other hand probably explains why a suitable preparation
route is still being searched for in the case of TaSi2/NbSi2 nanocomposites when Nb solubility in
TaSi2 extremely large [97]. Our results related to the TaSi2/NbSi2 nanocomposites are intended as a
motivation for future studies of this interesting system.

5. Conclusions

We performed a first-principles study of structural, thermodynamic and elastic properties
of nanocomposites exhibiting ultra low or low interface energies. As examples of systems with
predominantly covalent interatomic bonds, we studied two combinations of transition-metal disilicides:
(i) MoSi2/WSi2 nanocomposites with individual constituents crystallizing in the tetragonal C11b
structure; and (ii) TaSi2/NbSi2 with the two components crystallizing in the hexagonal C40 structure.
The constituents within each pair of materials exhibit very similar structural and elastic properties and
we obtained ultra low (nearly zero) interface energy for their nanocomposites (within the error bar of
our calculations, i.e., about 0.005 J/m2). The interface energy was found to be nearly independent on
the width of individual constituents within the nanocomposites and/or crystallographic orientation of
the interfaces.

As an example of a magnetic system, a pair of metallic phases containing from the Fe-Al system
with different atomic ordering was considered. In particular, we simulated coherent superlattices
formed by an ordered Fe3Al intermetallic compound and a disordered Fe-Al phase with 18.75 at.% Al,
the α-phase. Both constituents are structurally and elastically rather similar (but less than the two pairs
of studied disilicides). To estimate the interface energy in the nanocomposite containing the disordered
α-phase, which lacks a long-range periodicity, we simulated seven different distributions of atoms
in the α-phase interfacing the Fe3Al intermetallic compound. The resulting interface energies were
again either ultra low or low, from 0.005 to 0.139 J/m2. While the impact of atomic distribution on the
elastic properties was found insignificant, the local magnetic moments of the iron atoms sensitively
depended on the type and the distribution of surrounding atoms.
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Appendix A

To analyze the dependence of the ultra-low interface energies in the MoSi2/WSi2 nanocomposites
on the crystallographic orientation of the interface, we computed properties of two other superlattices
with the interfaces perpendicular to the [010] and [110] directions, respectively. The corresponding
supercells modeling these nanocomposites are shown in Figure A1a,b, respectively. The elastic
properties of these superlattices are visualized in the form of directional dependences of the Young’s
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modulus in Figure A1c,d. It is obvious that they are again very similar to each other and also very
similar to that of the superlattice with the interfaces perpendicular to the [001] direction.

Figure A1. Schematics of computational supercells of MoSi2/WSi2 nanocomposites (superlattices)
with the stacking along (and the interfaces perpendicular to) the [010] (a) and [110] (b) directions within
the C11b lattice, respectively. The interface planes are marked by orange color. The calculated elastic
constants for these superlattices are shown as directional dependences of the Young’s modulus for the
composite with the [010] stacking direction (c) as well as that with the [110] stacking direction (d). Parts
(c,d) were visualized by the SC-EMA [79–81] library (scema.mpie.de) based on ab initio computed
elastic constants.
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