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Preface to “Image Segmentation for Environmental

Monitoring”

Image segmentation, as a fundamental component of object-based image analysis (OBIA), has

become a major topic of interest in the environmental remote sensing field due to the ever-increasing

quantity of high spatial resolution (HSR) imagery acquired from satellites, airplanes, unmanned

aerial vehicles (UAVs), and other platforms. This Special Issue provides new ideas related to image

segmentation methods, strategies, and applications. In addition to new segmentation methods and

segmentation parameter optimization strategies, several thematic mapping studies for ecotope, urban

green cover, landslide, and arid-land vegetation cover mapping are included. Finally, readers will

find that this book is trying to help bridge the current gaps between segmentation methods and

environmental monitoring applications.

Brian Alan Johnson, Lei Ma

Special Issue Editors
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Abstract: Image segmentation and geographic object-based image analysis (GEOBIA) were proposed
around the turn of the century as a means to analyze high-spatial-resolution remote sensing images.
Since then, object-based approaches have been used to analyze a wide range of images for numerous
applications. In this Editorial, we present some highlights of image segmentation and GEOBIA
research from the last two years (2018–2019), including a Special Issue published in the journal Remote
Sensing. As a final contribution of this special issue, we have shared the views of 45 other researchers
(corresponding authors of published papers on GEOBIA in 2018–2019) on the current state and future
priorities of this field, gathered through an online survey. Most researchers surveyed acknowledged
that image segmentation/GEOBIA approaches have achieved a high level of maturity, although the
need for more free user-friendly software and tools, further automation, better integration with new
machine-learning approaches (including deep learning), and more suitable accuracy assessment
methods was frequently pointed out.

Keywords: GEOBIA; object-based image analysis; high-spatial-resolution; image segmentation
parameter optimization

1. Introduction

Image segmentation and (geographic) object-based image analysis (GEOBIA [1], or simply OBIA),
have been utilized in remote sensing for around two decades now [2]. Image segmentation is the first
step of GEOBIA, and involves the partitioning of an image into relatively homogeneous regions, i.e.,
“image segments” or “image objects” [3]. These image segments serve as the base unit for further
analysis, e.g., image classification or change detection, using the spectral/spatial/contextual attributes
of the segments. Image segmentation is a fundamental issue in GEOBIA research, as the quality
of segmentation results often affects the accuracy of subsequent analysis (e.g., land-use/land-cover
classification accuracy).

Originally, GEOBIA was proposed as a way to incorporate contextual information for
high-spatial-resolution image classification, which was necessary because the pixels in these images
tend to be smaller than the real-world features intended to be mapped [2,3]. Since then, it has been
used to analyze images having a wide range of spatial resolutions and from various types of sensors
(e.g., multispectral, hyperspectral, synthetic aperture radar). The first major review of this topic was
conducted in 2010 [4], and since then several others have been undertaken [5–7].

Remote Sens. 2020, 12, 1772; doi:10.3390/rs12111772 www.mdpi.com/journal/remotesensing1
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In this Editorial, we share some highlights of GEOBIA research over the last two years (2018–2019),
including a Special Issue on the topic in the journal Remote Sensing. We also present 45 researchers’
responses to an online questionnaire on the current state and future priorities of GEOBIA research.

2. Highlights from 2018–2019

2.1. Research Topics of Interest

From a search of the Scopus database (title/keyword/abstract search for papers containing the term
“object-based image analysis”), we identified 369 journal articles published on the topic of GEOBIA
over the last two years (2018–2019). From these articles, we attempted to highlight some topics of
significant recent interest based on the text in the papers’ titles/keywords/abstracts. High-frequency
terms from the text were identified using Citespace software [8], and after filtering out several overly
general terms (e.g., “object”, “based”, “image”, “analysis”, “remote sensing”, and “resolution”),
a wordcloud map (Figure 1) was generated to allow for a visualization of the frequently-used terms
(larger words in the figure were more frequently used). In Figure 1, mapping and segmentation
can be seen as the most frequent areas of interest overall, which is perhaps unsurprising. The types
of applications GEOBIA was most frequently used to support can be seen as forestry, vegetation,
wetland, and urban area analysis. Classification algorithms that were of significant interest included
decision trees (which are often incorporated in ensemble algorithms like random forests [9]) as well as
support vector machines [10]. Finally, the most frequent remote sensing datasets of interest included
Landsat images, synthetic aperture radar (SAR) data, Worldview images, Sentinel images, images
from UAVs/other airborne optical sensors, and Lidar data. This frequent interest in moderate spatial
resolution imagery (e.g., Landsat and Sentinel) as well as SAR/Lidar data suggests that GEOBIA has
moved beyond its initial sole focus on high-spatial-resolution optical data.

 

Figure 1. Wordcloud showing the frequently covered topics in geographic object-based image
analysis (GEOBIA).
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As another way of looking at the recent areas of interest in GEOBIA research, we also identified
the papers that were most frequently cited in these 369 articles (Table 1). Aside from review articles
covering the field as a whole [4,11], the remainder of the 10 most frequently cited papers all dealt with
image segmentation parameter selection [12–14] or image classification [15–18]/change detection [7].
This is similar to the result of the title/keyword/abstract text analysis, and indicates that the general
areas of interest within GEOBIA are still related to image segmentation and classification/mapping of
land-use/land-cover objects of interest.

Table 1. Ten most frequently cited papers in recent articles on GEOBIA (based on an analysis of
369 articles published in Scopus indexed journals from 2018–2019), and the focus of each paper.

Paper Title # of Times Cited Year of Publication Focus of Paper

Object based image analysis for remote
sensing [4] 74 2010 Review

Per-pixel vs. object-based classification of
urban land cover extraction using high

spatial resolution imagery [15]
39 2011 Image classification

Unsupervised image segmentation
evaluation and refinement using a

multi-scale approach [12]
34 2011 Segmentation parameter

selection

Geographic object-based image
analysis–towards a new paradigm [11] 34 2014 Review

A review of supervised object-based
land-cover image classification [16] 30 2017 Image classification

Change detection from remotely sensed
images: From pixel-based to object-based

approaches [7]
23 2013 Change detection

An assessment of the effectiveness of a
random forest classifier for land-cover

classification [18]
22 2012 Image classification

Automated parameterisation for multi-scale
image segmentation on multiple layers [13] 22 2014 Segmentation parameter

selection

Discrepancy measures for selecting optimal
combination of parameter values in

object-based image analysis [14]
20 2012 Segmentation parameter

selection

Training set size, scale, and features in
Geographic Object-Based Image Analysis of

very high resolution unmanned aerial
vehicle imagery [17]

20 2015 Image classification

2.2. Special Issue of Remote Sensing on “Image Segmen Tation for Environmental Monitoring”

In December 2019, a Special Issue on the topic of GEOBIA was published in Remote Sensing,
entitled “Image segmentation for environmental monitoring”. The eight papers published in the
special issue were largely representative of the current topics of interest within GEOBIA, covering
image segmentation algorithm development [19,20] and segmentation parameter optimization
strategies [21,22] as well as object-based image classification [23–25] and image fusion [26] methods.

On the topic of image segmentation algorithm development, Tang et al. [19] proposed a
nonparametric clustering-based segmentation approach called the edge dependent Chinese restaurant
process (EDCRP) method, which utilizes both spectral and spatial information for segmentation,
and has the benefit of automatically determining the appropriate number of segments to generate.
The EDCRP method was found to produce more accurate segmentation results than several other
state-of-the-art methods, although it was more computationally intensive. On the other hand, Shepherd
et al. [20] proposed a fast clustering-based approach which uses k-means clustering to generate initial
clusters of pixels, followed by a local elimination procedure to aggregate small clusters of pixels until
a predefined minimum mapping unit size is met. The high speed and scalability of this approach
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allowed it to be used to segment a mosaic image of the entire continent of Australia at 30m resolution.
Notably, a downloadable tool for implementing this method was made available by the authors at
https://www.rsgislib.org/.

On the topic of image segmentation parameter selection/optimization, Georganos et al. [21]
and Xiao et al. [22] both developed new methods for local (as opposed to global) optimization of
segmentation parameters. Georganos et al. [21] approached the problem by first sub-dividing a study
area image into smaller sub-regions, and then performing parameter optimization for each of these
sub-regions separately. On the other hand, Xiao et al. [22] first identified globally-optimal segmentation
parameters, and then refined this initial segmentation to better delineate different types of urban
greenery, by utilizing local information (mean pixel values and standard deviation values within
each initial segment). Both of these local approaches were found to outperform global segmentation
parameter optimization approaches.

On the topic of object-based image classification, Roodposhti et al. [24] developed a robust
rule-based ensemble framework (dictionary of trusted rules, or DoTRules) based on mean-shift
segmentation. The approach was tested on three common hyperspectral image benchmark datasets,
and found to outperform other ensemble classifiers and support vector machines in many cases.
Samat et al. [23] mapped vegetation types in an arid landscape, utilizing an object-based morphological
profile method (“extended object-guided morphological profile”) to extract contextual features and
ensemble algorithms for classification. Finally, Lu et al. [25] applied popular deep learning and transfer
learning methods in an object-based image analysis framework to detect landslides in UAV images.

On the last topic, image fusion, Radoux et al. [26] focused on the topic of ecotope mapping using
a GEOBIA workflow and multisensor remote sensing data. They found that fusion of aerial optical
imagery (blue, green, red, and near-infrared bands) and Lidar topographic data (digital height model
and hillshade maps) improved the automated delineation of ecotopes (the smallest ecologically distinct
features in a landscape classification system [26]).

We were delighted to receive many high quality papers for this special issue, and would like to
sincerely thank all of the authors who submitted their work.

3. Researchers’ Views on the Current Status and Future Priorities of GEOBIA

As a final effort of this Special Issue, we disseminated an online questionnaire to the corresponding
authors of journal articles published on the topic in the last two years (i.e., the corresponding authors
of the 369 journal articles we found in Scopus), and compiled all of the authors’ responses (Table S1).
Table 2 shows the questions asked in the survey.

Invitations to participate in the survey were sent by email in March 2020, and we received
45 responses in total. The number of years that the respondents had been using GEOBIA approaches
(Q1) ranged from 1–20, with an average of 7.18 years (Figure 2). Around half (46%) of the respondents
reported that they used GEOBIA approaches more frequently than other remote sensing image analysis
approaches, and another 40% used them about as frequently as other approaches (Q2) (Figure 3).
The responses to these two questions suggest that survey respondents were generally quite experienced
in the use of GEOBIA.

Among the topics within GEOBIA that were currently not receiving sufficient research attention
(Q3), object-based accuracy assessment was the most frequently noted (by 22 respondents), followed
by big image data analysis (indicated by 19 respondents), and multi-sensor/multi-temporal data
fusion (indicated by 17 respondents) (Figure 4). The latter two topics may be particularly important
in the context of the growing archives of free high and moderate spatial resolution satellite data
provided by different countries’ space programs. Among the types of environments that were
currently not receiving sufficient research attention (Q4), post-disaster areas was the most frequently
indicated (by 18 respondents), followed by coastal areas (indicated by 14 respondents) (Figure 5).
Interestingly, urban/built-up areas were least frequently indicated for this question, suggesting a
potential oversaturation of urban GEOBIA studies. Finally, in response to Q5, the majority of
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respondents perceived the current image segmentation and GEOBIA approaches as already having
received a relatively high level of maturity (i.e., value of 7 or 8 on a scale from 1 (“They are still at
a very early stage of development”) to 10 (“They are already good enough, and little-to-no further
improvements are required.”)) (Figure 6). That said, several remaining weaknesses of GEOBIA were
pointed out in response to Q6.

Table 2. Questions asked in online survey on image segmentation and GEOBIA.

Question Format of Response

Q1: How many years have you been using image segmentation
and GEOBIA approaches for remote sensing image analysis? Numerical (1–20)

Q2: How often do you currently use image
segmentation/GEOBIA approaches for remote sensing image
analysis, compared to other approaches?

Multiple choice

Q3: What topic(s) are, in your opinion, currently NOT receiving
sufficient research attention within the field of image
segmentation and GEOBIA? (Check all that apply)

Selected from a list (selecting “Other” allows a
free response)

Q4: What types of environments are, in your opinion, currently
NOT receiving enough research attention within the field of
image segmentation and GEOBIA? (Check all that apply)

Selected from a list (selecting “Other” allows a
free response)

Q5: On a scale from 1–10, how mature do you believe the current
image segmentation and GEOBIA approaches are for remote
sensing image analysis?

Numerical score between 1 (“They are still at a
very early stage of development”) and 10
(“They are already good enough, and little-to-no
further improvements are required”).

Q6: What do you feel is the biggest remaining weakness of the
current image segmentation/GEOBIA approaches? (Up to
~100 words)

Free response

Q7: What, in your opinion, should be a priority for image
segmentation and GEOBIA research over the next 5–10 years for
the field to further mature? (Up to ~100 words)

Free response

 
Figure 2. Responses to question 1 (Q1) of the online survey.

5



Remote Sens. 2020, 12, 1772

 

Figure 3. Responses to question 2 (Q2) of the online survey.

 

Figure 4. Responses to question 3 (Q3) of the online survey.

The replies to the free response questions on the biggest remaining weaknesses (Q6) and future
priorities (Q7) of image segmentation and GEOBIA research are all included in Table S1, and intended
to serve as the respondents’ anonymous messages to the GEOBIA community. Various views were
expressed in response to these two questions, but some common responses were that there is a need for:

• More free (and user-friendly) GEOBIA software and tools;
• Further automation of the segmentation process (especially the parameter setting process);
• More efficient algorithms for handling large image datasets (e.g., for regional/global scale analyses,

hyperspectral image analysis, or time-series image analysis);
• Better integration of GEOBIA with deep learning methods as well as 3-D image data;
• More suitable/more standardized accuracy assessment methods.
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Some of the other views expressed were unique and quite thought provoking. One interesting
response to Q7 stressed the need for greater inclusiveness and creativity, as “Right now the domain
as a whole is very centrally controlled by a few people who have clout, and there should be more
room for creative ideas.” Another interesting response to Q7 was that GEOBIA research should put
more attention on “Detecting individual animals from high spatial resolution imagery”. Most GEOBIA
research to date has focused on detection of land features or artificial features of interest, but expanding
its applicability to animal monitoring could help broaden interest in GEOBIA. Although there is not
space to highlight all of the other responses to the survey (see Table S1), we hope they can provide
some general ideas for future GEOBIA research.

 

Figure 5. Responses to question 4 (Q4) of the online survey.

 

Figure 6. Responses to question 5 (Q5) of the survey. Values range from 1-10, with a value of 1 indicating
a respondent perceived that “They are still at a very early stage of development”, and a value of
10 indicating the respondent perceived that “They are already good enough, and little-to-no further
improvements are required”.
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To conclude this Special Issue Editorial, we would like to again express our sincere thanks to
all of the authors who submitted their work, and to all of the researchers who responded to our
questionnaire survey. Much has been accomplished in the first two decades of GEOBIA research,
and we look forward to the new developments the next two will bring!

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/12/11/1772/s1,
Table S1: Responses to online questionnaire survey on GEOBIA.
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Abstract: To classify Very-High-Resolution (VHR) imagery, Geographic Object Based Image Analysis
(GEOBIA) is the most popular method used to produce high quality Land-Use/Land-Cover maps.
A crucial step in GEOBIA is the appropriate parametrization of the segmentation algorithm prior
to the classification. However, little effort has been made to automatically optimize GEOBIA
algorithms in an unsupervised and spatially meaningful manner. So far, most Unsupervised
Segmentation Parameter Optimization (USPO) techniques, assume spatial stationarity for the
whole study area extent. This can be questionable, particularly for applications in geographically
large and heterogeneous urban areas. In this study, we employed a novel framework named
Spatially Partitioned Unsupervised Segmentation Parameter Optimization (SPUSPO), which
optimizes segmentation parameters locally rather than globally, for the Sub-Saharan African city of
Ouagadougou, Burkina Faso, using WorldView-3 imagery (607 km2). The results showed that there
exists significant spatial variation in the optimal segmentation parameters suggested by USPO across
the whole scene, which follows landscape patterns—mainly of the various built-up and vegetation
types. The most appropriate automatic spatial partitioning method from the investigated techniques,
was an edge-detection cutline algorithm, which achieved higher classification accuracy than a global
optimization, better predicted built-up regions, and did not suffer from edge effects. The overall
classification accuracy using SPUSPO was 90.5%, whilst the accuracy from undertaking a traditional
USPO approach was 89.5%. The differences between them were statistically significant (p < 0.05)
based on a McNemar’s test of similarity. Our methods were validated further by employing a
segmentation goodness metric, Area Fit Index (AFI)on building objects across Ouagadougou, which
suggested that a global USPO was more over-segmented than our local approach. The mean AFI
values for SPUSPO and USPO were 0.28 and 0.36, respectively. Finally, the processing was carried
out using the open-source software GRASS GIS, due to its efficiency in raster-based applications.

Keywords: unsupervised segmentation parameter optimization; GRASS GIS; image classification;
land cover; urban areas; big data

1. Introduction

Accurate and precise Land-Use/Land-Cover (LULC) maps derived from remotely sensed imagery
are crucial for applications spanning several fields, including spatial planning, population estimation,
environmental monitoring, and socio-economic and epidemiological modelling [1–4]. These map
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products not only provide useful information on their own, but also through their use as an input to
secondary models (e.g., population distribution models [3], hydrological models [5], or LULC change
models [6–8]. As such, maximizing the accuracy of LULC maps is a critical methodological facet in
reducing error propagation and enhancing the effectiveness of science-based policy-making.

For the classification of high- and very-high resolution (VHR) imagery in particular, Geographic
Object-Based Image (GEOBIA) analysis has been established as a superior method over traditional
pixel-based approaches [9], as it produces a semantic representation of data closer to reality than
the arbitrary nature of pixels [10]. Recent studies have attempted to establish a formal ontological
framework to further advance the use of objects as spatial representation units [11]. In GEOBIA,
the most crucial step before classification is the clustering of neighboring image pixels into segments
based on spatial, spectral, and contextual criteria [12]. These segments should ideally represent real
world objects or LC categories (e.g., building rooftops, or agricultural fields) that are larger than
the original image resolution [13]. As several studies have demonstrated, GEOBIA classification
accuracy is not only affected by the classification algorithm itself [14], but also by the quality of the
extracted image segmentation [15–18]. Consequently, the selection of an appropriate segmentation
(i.e., object-creating) algorithm, as well as its parametrization, are crucial with respect to the final
output [19–21].

Region-growing (RG) segmentation techniques are the most popular in GEOBIA literature, mainly
due to their implementation through the multiresolution segmentation algorithm [22], implemented
in the popular software eCognition (Definiens) [16,23–26]. The most important parameter in RG
segmentation is the Threshold Parameter (TP; e.g., the Scale Parameter of the multiresolution
segmentation algorithm in eCognition), which governs the average size of the created segments.
The selection of the parameter is most commonly attempted through a time consuming, user dependent,
trial and error process [27,28], in which the quality of the produced segmentations is assessed
visually [29], or through a quantitative comparison against reference data (i.e., manually digitized
polygons based on visual image interpretation) [30–32]. These approaches have been criticized for
being untenable due to their subjective nature and time inefficiency, whilst at the same time, the
improvement they can offer in classification accuracy might be limited [33]. Therefore, other research
has been directed towards the development of objectively defined Unsupervised Segmentation
Parameter Optimization (USPO) techniques, which evaluate individual segmentations based on
geostatistical metrics and do not require reference data [34–36]. To do so, various USPO metrics have
been proposed, such as the rate of change in local variance implemented through the estimation of
scale parameter tool (ESP) [34,37], the optimization of objective functions such as the Global Score
(GS) [38] and the F-measure [18,39] among others, with varying degrees of success. In the comparative
study of Grybas et al. [23], the F-measure was found superior to the ESP and GS, potentially due to
its sensitivity to over and under segmentation. The GS and F-measure assess spectral values within
(i.e., Weighted Variance (WV)) and between (i.e., Global Moran’s I (MI)) segments. Ideally, an accurate
segmentation should minimize the spectral heterogeneity within segments and maximize the spectral
heterogeneity between segments, so the TP that is found to maximize the aforementioned function is
accredited to be optimal [40].

So far, the optimization of segment-creating algorithms (and in this study, the region growing
one), has been attempted mainly through the use of global methods, either at single or multiple
scales [36,37]. A global approach implies that the optimization of the TP is adequate using the whole
extent of the study area or a subset which is assumed to be representative [15,33,41]. The vast majority
of the developments in the past years operate on that assumption, a situation exaggerated from the
relatively small study areas that are used (<3 km2 in ~95% of the recent literature on object-based
land cover mapping) as pointed out in the review of Ma et al. [42]. These approaches assume
spatial stationarity—that the relationship between input data and the segment generating process
is stable across space which is reflected by having a spatially invariant TP for the whole study area.
However, this begs the question “Why is the extent of the study area in a remote sensing application
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automatically assumed to be the most appropriate scale to optimize the segmentation algorithms?”.
This is of increasing importance as it has been recently demonstrated that partitioning the study area
in smaller regions can provide significantly different results, highlighting the effect of geographic scale
in remote sensing operations [43,44]. Spatial stationarity might hold for small homogenous regions,
but perhaps is unsuitable for large and/or heterogenous scenes. It would be sensible to hypothesize
that the optimal TP would intrinsically and significantly vary across space due to local variations
in data structure, particularly for urban areas, which are known for their landscape variability even
within the same LULC class. If a global approach would be used in such a case, it might only capture
an average and potentially misleading impression of the situation and lead towards adding bias
to the segmentation model, which could be reflected both in segmentation evaluation metrics and
classification accuracy. In recent years, few studies have tackled this issue by employing more localized
or regionalized procedures.

Johnson and Xie [36] refined their global segmentation results in a two-stage procedure by
re-segmenting local outliers using geospatial metrics such as Local Moran’s I. Cánovas-García
and Alonso-Sarría [43] demonstrated improvements in segmentation quality by optimizing the TP
independently in agricultural plots, instead of selecting a single parameter for the whole dataset.
However, the spatial units were selected a priori by using land use parcel vectors, which requires
ancillary data and expert knowledge of the study area. Recently, Kavzoglu et al. [35] proposed
a regionalized multiscale approach for small, semi-urban environments where initial, broad scale
segments derived from the coarse segmentation selection of the ESP tool, defined further areas
for calibrating segmentation parameters. Classification results were shown to improve as the
parametrization of the TP was performed regionally, rather than globally. The improvement local
methods offer for urban LULC mapping has been recently demonstrated by Grippa et al. [44], where the
study area was manually delineated into morphological zones that share similar built-up characteristics,
and a separate USPO optimization was applied to each one of them. Nonetheless, the operational
capabilities of such methods are either restricted computationally or require tedious manual labor
and user expertise that is rarely available. These limitations are important given the advent of big
data, which includes the use of VHR datasets at an increasing pace [45]. As such, our effort focuses on
semi-automatically identifying and quantifying the degree of spatial non-stationarity and geographic
scale dependency between the algorithm parameters for large and heterogeneous satellite images [1].

Our main hypothesis questions the use of global methods a priori, when heterogeneous and/or
large datasets are employed. To do so, a discrimination between the observation and operating scales
between the TP and USPO optimization must be made. The observation scale corresponds to the
whole extent of the study area, whilst the operating scale can be a spatial delineation, which better
reflects the optimization of a segmentation algorithm. In simpler words, we are asking the question:
“Are the segmentation results better if we analyze the data locally rather than globally?”.

In this paper, we present a methodological framework named Spatially Partitioned Unsupervised
Segmentation Parameter Optimization (SPUSPO) in which optimization of the TP is performed in a
localized manner. The proposed methods are automated and do not require reference information.
The underlying rationale of SPUSPO is based on the first law of geography [46] that “all things are
related but near things are more related”, which suggests that objects being near each other (e.g.,
built-up characteristics of a neighborhood) have a higher degree of similarity than a set of objects far
away. The results of the local optimizations are analyzed, mapped and quantified through spatial
statistics, highlighting the variation of segmentation parameters as a function of location and spatial
scale. The presented methods are evaluated both at the segmentation and classification level. As a
proof of concept, we evaluated the procedure for the large, heterogenous city of Ouagadougou, capital
of Burkina Faso. All of the analysis was performed using the GRASS open source GIS software along
with open access processing chains suited for satellite VHR datasets [47].
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2. Materials and Methods

2.1. Study Area and Data

The study area covered the city of Ouagadougou, capital city of Burkina Faso in Sub-Saharan
Africa (SSA). Ouagadougou comprises a complex and heterogenous urban landscape of planned
and unplanned neighborhoods and buildings, of various sizes and materials [48]. The city has been
undergoing extensive and partly unregulated urban growth (i.e., rural to urban migration) over the
last decades [49,50]. To map the LULC of the city, we used a 4-band (R, G, B, NIR) WorldView-3
multispectral image (607 km2, Figure 1) from October 2015, and a normalized Digital Surface Model
(nDSM) derived from stereo image acquisitions on the same image date. The native spatial resolution
of the Worldview-3 imagery is 0.30 cm but was resampled at 0.50 cm by the provider. The value
of the elevation information was critical, as the built-up characteristics were very hard to visually
discriminate from bare soil and artificial ground surfaces, due to the presence of dust on rooftops and
the use of similar construction materials for roofs and artificial ground surfaces. Thus, this challenging
study site provided a good stress test for our methods.

 

Figure 1. (a) Study area extent illustrated from a WorldView-3 RGB composite of Ouagadougou,
(b) a typical built-up neighborhood of Ouagadougou and (c) Normalized Digital Surface Model for
the region.

2.2. Segmentation and Unsupervised Segmentation Parameter Optimization

The whole LULC classification framework was realized by employing and extending the
semi-automated processing chain proposed by Grippa et al. [1]. The chain was implemented in a
Jupyter Notebook format and integrated GRASS GIS functions with Python and R programming
languages, framing a complete procedure from the input of initial datasets to final LULC map
production. For segmentation, we utilized the RG algorithm implementation of GRASS GIS [51]
with all four bands (VNIR) used as inputs. In the GRASS implementation, the TP ranges between 0 to
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1, with 0 leading to the situation where each pixel represents a segment, while 1 unifies all image pixels
in one object. As Böck et al. [52] pointed out, the USPO metrics are sensitive to the range of candidate
segmentations used as input, so we empirically found a range that corresponded to cases of evident
over- and under-segmentations to be used as minimum and maximum possible values, as commonly
done in similar studies [18,53]. Thus, we evaluated 27 different segmentations starting with a TP of 4
and finishing at a TP of 31, guided by an incrementing step value of 1, as in previous studies, [54]. For
reader convenience, all TP values were multiplied by 1000 in the illustrative and text materials.

To evaluate the quality of each of the different segmentations, we used the inter- and intra-
segmentation heterogeneity metrics Moran’s I (MI) and Weighted Variance (WV), respectively.
MI calculates the degree of spatial autocorrelation present in the values of nearby geographic features,
and it was used in our case (and in many other USPO studies) to calculate how spectrally heterogeneous
segments are, on average, from their neighbors (i.e., in terms of the mean segment values calculated for
each spectral band). For this reason, it can provide a measure of “oversegmentation goodness”; Low MI
values for a segmentation layer indicate low spatial autocorrelation between segment spectral values,
suggesting that most segments belong to a different ground feature (with different spectral reflectance
properties) than its neighbors. WV, on the other hand, describes the average spectral variability within
segments (weighted by each segment’s area). WV can provide a measure of “undersegmentation
goodness”; Low WV values indicate little internal variation in the spectral properties of segments,
suggesting the segment does not contain a mixture of multiple ground features. MI and WV are
given by:

WV =
∑n

i ai ∗ vi

∑n
i ai

(1)

MI =
n ∑n

i ∑n
j wijzizj

M ∑n
i z2

i
(2)

where for Equation (1), n is the number of segments, vi is the variance and ai the area for each segment,
while in Equation (2), n is the number of segments, zi = xi − x, x is the mean value of segment x,
M = ∑n

i=1 ∑n
j=1 wij and wij is the element of the matrix of spatial proximity M, which indicates the

spatial connectivity for segments i and j [52,53].
To perform USPO, the oversegmentation and undersegmentation goodness values calculated

for each segmentation layer need to be combined into a single value, e.g., through addition [38] or
the F-measure [18]. We used the F-measure to combine MI and WV values in this study, as it was
demonstrated to be less sensitive to excessive over- and undersegmentation than other combination
approaches in Zhang et al. [39] and implemented in GRASS module “i.segment.uspo” [55]. To derive
an F-measure from these two components, we first need to normalize them to a similar range (0–1) [38]:

MIn =
MImax − MI

MImax − MImin
, (3)

WVn =
WVmax − WV

WVmax − WVmin
, (4)

where WVn is the normalized WV (or MI), WVmax is the maximum WV (or MI) value of all candidate
segmentations, WVmin is the minimum WV (or MI) value of all candidate segmentations and WV is the
WV (or MI) value of the current segmentation. The F-measure is a harmonic weighting of these two
features:

Fopt =
(

1 + a2
) WVmax − WV

a2 ∗ WVmax − WVmin
, (5)

where Fopt is the score of a candidate segmentation to be evaluated, ranging from 0 to 1, with higher
values indicating higher quality; and a is the relative weight factor that assigns different significance to
one metric over the other [18]. In our case we used a relative weight of 1, indicating equal weighting of
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the MI and WV components in calculating Fopt. The procedures were fully automated and parallelized
due to the flexibility of GRASS GIS for applications including large raster datasets.

2.2.1. Global USPO

The conventional global USPO approach involves using either the whole image extent as input
to the USPO procedure, or a representative subset [43]. Since our image was very large (20 GB),
we used the latter method, as depicted in Figure 2. The selected subset (10 km2) contained planned,
unplanned, and industrial built-up zones, with different kinds of vegetation, as well as bare soil, and
thus, was deemed an appropriate candidate. The TP resulting from applying USPO to that region was
12, and we consequently used that value to segment all parts of the WorldView-3 image.

 

 

Figure 2. Subset of the WorldView-3 imagery (~10 km2) where the RG’s TP was optimized for use in
the whole image. The selected area contains a distribution of land cover classes representative of the
whole study area.

2.2.2. Spatially Partitioned Unsupervised Segmentation Parameter Optimization (SPUSPO)

As mentioned in the introduction, a global optimization of the USPO might not be appropriate
due to the spatial heterogeneity within the image. As such, an alternative approach would be to
partition the study area into several subsets, and to apply the optimization procedure locally in each
subset. If the segmentation level selected as optimal by a global USPO calculation approach differs
significantly from the segmentation level selected locally (i.e., through local USPO calculation in each
partition of the study area), a spatially non-stationary process is taking place, and thus a global model
might not be the best candidate to use. To investigate this phenomenon, we partitioned the image
in three automated ways. The first two methods for partitioning were done using regularly-shaped
rectangular tiles of predefined sizes, and the third partitioning method involved automated delineation
using a cutline creating algorithm. The predefined partition was based on splitting the WorldView-3
image, into tiles of equal area and for most cases, equal geometry. The area of the rectangular image
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subsets for the first two partitioning approaches was 0.25 km2 (P1) and 0.12 km2 (P2), totaling to 2427
and 4887 subsets, respectively (Figure 3). Although the results of predefined partitioning can be fruitful
for exploratory purposes, they suffer from edge effects at their borders. Since they are predefined
and fixed in size, they arbitrarily partition the landscape, which can result in noisy/badly segmented
objects along the boundaries of the rectangular subsets as artifacts (i.e., splitting building roofs or
trees in half). To treat this issue, for the third and main partitioning approach (P3), we deployed a
cutline creating algorithm using Laplacian zero-crossing edge detection [56–58], as implemented in the
‘i.cutlines’ module of GRASS GIS [59]. In that way, the created subsets would delineate the landscape in
a more meaningful way, as they would follow linear patterns, such as roof edges and streets. The size of
the cutline-created subsets can be decided by the user with respect to the application case. In our case,
we created subsets closer to the P2 partition and as such, 4900 subsets were created. Examples of the
different spatial partitioning methods are illustrated in Figure 3. In both global and local approaches,
the minimum size of a created segment was preset at 14 pixels to avoid unnecessary oversegmentation.

Figure 3. Cont.
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Figure 3. Partitioning the WorldView-3 image into spatial subsets for local USPO optimization.
(a) Delineation by 0.250 km2 area tiles, (b) delineation by 0.125 km2 area tiles and (c) delineation
based on zero crossing cutline algorithm.

2.2.3. Spatially Partitioned Unsupervised Segmentation Parameter Optimization (SPUSPO)

One of the merits of carrying out a localized approach is that it allows for decomposing a global
process, into a wide set of useful information which is mappable. Since USPO was applied locally,
a unique TP was produced for each spatial subset. The variation of the local TP from the single TP
value of the global USPO can be quantified to assess the degree of spatial non-stationarity. If there
would be no unexpected variation in the TP, that would suggest that a global approach is indeed
adequate, ceteris paribus. Along with mapping the results, we proposed a Segmentation Parameter
Stationarity Index (SPSI), which was loosely based on the Stationarity Index of Osborne et al. [60] to
assess spatial non-stationarity in gaussian models:

SPSI =
IQR(TPL)

(TPG + TPstep) − (TPG − TPstep)
(6)

where TPG is the TP of the global USPO, TPstep is the step parameter of the USPO procedure,
and IQR(TPL) is the interquartile range of the distribution of the TP’s from a local approach.
The interquartile range was used to mask outlier TP values that could emerge from random variation.
Values equal to or smaller than 1 imply stationarity, as the variation of the local TPs is not exceeding
what one would expect from a random process. Values higher than 1 indicate that there is significant
spatial variation.

2.3. Land Use and Land Cover Classification

Ultimately, the segments were constructed with the aim of being labeled through a classification
model. As such, another method to assess the local and global USPO methods is through the accuracy
and performance of a LULC classification. The classification scheme and training data are presented
below (Table 1). The training data were collected through random and stratified random sampling,
and consisted of 2478 objects across the city, which were labeled through visual interpretation by
two experts during the same period. The amount of training data was selected in such way that the
addition of new data points did not significantly improve classification accuracy. Swimming pools
were sampled manually due to their scarcity. To evaluate the results of the classification between the
two methods, we used an expert-based manual delineation of Ouagadougou, based on building size
and density [44] (Figure 4). In each one of these built-up types, we randomly sampled 150 points
adding up to a total of 1650 points, and computed the Overall Accuracy (OA), as well as the F-score
for each LULC class. No overlapping between training and testing data was allowed.
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Table 1. Training objects for each LULC class and method.

LULC Description Training Set Size

Buildings (BU) 400
Swimming Pool (SP) 179

Artificial Ground Surface (AS) Asphalt, concrete, semi-built-up constructions 216
Bare Soil (BS) 399

Tree (TR) 191
Low Vegetation (LV) Grass, bushes, dry vegetation 702

Inland Water (IW) Lakes, ponds, rivers, wetlands 205
Shadow (SH) 186

 

Figure 4. Morphological delineation of Ouagadougou based on built-up size and density categories.

To classify the whole image, we computed several descriptive statistics for segments, based
on the values of the pixels located within the segment, i.e., the values of each spectral band, NDVI
values, and nDSM values (min, median, mean, max, range, 1st and 3rd quantiles and sum) as well
as geometrical covariates (fractal dimension, perimeter, area, compactness). An Extreme Gradient
Boosting (XGBoost, R 3.5.1) classifier was used as it was recently shown to outperform benchmark
classifiers such as Support Vector Machine in VHR LULC classifications [14]. XGBoost is an ensemble
of Classification and Regression Trees that is based in the principle of boosting [61]. The parameters of
the algorithm were tuned through Bayesian Optimization [14,62], to ensure the quality of the results.
Finally, we performed feature selection to reduce the computational burden and potentially increase
the predictive capabilities of the model by deploying the popular Variable Selection with Random
Forests (VSURF) algorithm, which is suited for tree-based classifiers such as XGBoost [63,64]. Out of the
initial 59 features, 18 were selected by VSURF to build the most discriminant, redundancy-free model.
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2.4. Segmentation Goodness Metrics

To evaluate the effect of SPUSPO on the segmentation of buildings, we compared the cutline-based
segmentation and the global approach against reference data. In detail, we manually delineated 100
buildings that were randomly selected from the pool of training data used for the LULC classification.
Finally, we computed the Area Fit Index (AFI) which is a commonly used joint index of over- and
undersegmentation [31,32,53]:

AFI =
area(xi)− area(yimax)

area(xi)
(7)

where xi is the reference object and yimax is the largest relevant segment intersecting xi. Values
closer to 0 suggest a better segmentation, values > 0 imply oversegmentation whereas values < 0
undersegmentation.

2.5. Computational Requirements and Data Availability

The computing infrastructure used for the experiments consisted of two Intel® Xeon® CPU
E5-2690 (2 processors of 2.90 GHz, 16 cores, 32 processing threads) and 96 GB of RAM. Segmenting
the WorldView-3 image with a single TP parameter (tiled) required roughly 20 h of processing time
while on average, a SPUSPO method required about 63 hours by exploiting the parallelization of the
‘i.segment.uspo’ module of GRASS [56]. The code, results and processed material is openly accessible
in the following repository (https://zenodo.org/record/1341116#.W3FSUvZuJ_t) [65].

3. Results

3.1. Threshold Parameter Variation

The spatial variation of the TP was a function of the size and geometry of the subsets used for local
optimization. Figure 5 demonstrates that the variation follows patterns of the landscape. The locations
where high TP values were selected as optimal were mainly clustered around unplanned, low elevated
neighborhoods, whereas the locations where very low TP values were selected as optimal were mostly
found in vegetated areas, potentially due to their unique spectral properties (high local variation in
the NIR band). The local outputs of each metric used for the local USPO calculations can also be
enlightening with respect to illustrating the level of spatial heterogeneity of the imagery. Figures 6
and 7 confirm that MI and WV have an inverse relationship, with MI being decisive in optimization in
the central and eastern regions of unplanned areas, and vice-versa. The SPSI value was 1.5 for P1, and
2 for P2 and P3, indicating a non-stationary variation in optimal TP values.
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Figure 5. Spatial variation of the threshold parameter (TP) across Ouagadougou. (a) WorldView-3
RGB composite, partitioning by (b) P1 (c) P2 and (d) P3 approaches, respectively. The TP controls the
average size of the created segments.
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Figure 6. Spatial variation of weighted variance (WV) across Ouagadougou. (a) WorldView-3 RGB
composite, partitioning by (b) P1, (c) P2 and (d) P3 approaches, respectively. High values of WV
indicate large intra-segment variability while low values describe more homogenous objects.
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Figure 7. Spatial variation of Moran’s I (MI) values across Ouagadougou. (a) WorldView-3 RGB
composite, partitioning by (b) P1 (c) P2 and (d) P3 approaches, respectively. The higher the MI value,
the stronger the effect of spatial autocorrelation between a created segment and its neighbors.

The variability of these parameters was also visualized in a set of boxplots in Figure 8. From this
figure, the TP parameter variation is slightly smaller for the P1 approach than for the other two
partitioning methods, possible because image partitions of P1 are larger than those of P2 and P3,
and thus do not capture as much of the local heterogeneity in urban structure. Notably, when using
smaller spatial partitions, MI tends to decrease (and WV tends to increase), which constitute the
differences in TP among the different methods.
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Figure 8. Boxplots demonstrating the variability of (a) the TP, (b) MI and (c) WV for the different
partitioning approaches (P1, P2, P3).

3.2. Land-Use Land-Cover Classification

The results of the LULC classification were found to be affected by the segmentation quality.
Figures 9 and 10 show case how SPUSPO could enhance classification accuracy by producing segments
better fitting the local environment, in various areas in Ouagadougou. Figure 9 demonstrates that
in both planned and unplanned regions, the improvement in classification results was mainly due
to the cutlines segmentation, delineating the buildings in a less oversegmenting fashion, avoiding
overestimation of built-up near the borders due to the inconsistent and “patchy” nature of the nDSM
as a predictor, that does not closely follow built-up boundaries.
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Figure 9. Example of the LULC map classification in a planned and unplanned built-up area. (a) LULC
classification with a global approach in a planned neighborhood, (b) RGB Pleiades Composite, (c) LULC
classification with a cutline approach in an unplanned neighborhood, and (d) LULC classification with
a global approach in a planned neighborhood, (e) RGB Pleiades Composite, (f) LULC classification
with a cutline approach in an unplanned neighborhood.

LULC classification based on SPUSPO was superior for vegetation and waterbodies of
Ouagadougou. Figure 10 demonstrates cases of confusion between low and high vegetation, when
using a global approach. Additionally, the misclassification of water as built-up is significantly less
with SPUSPO. Notably, a scene might be segmented with intrinsically different thresholds (Figure 10f),
which implies that the reason SPUSPO methods performed better is their incorporation of only the
spatial information of the segmented region, and not information that comes from locations far away,
which might not be useful at the local level.
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Figure 10. Example of the LULC map classification in a vegetated regions and inland water bodies. (a)
LULC classification with a global approach in a forested area, (b) RGB Pleiades Composite, (c) LULC
classification with a cutline approach in a forested area, (d) LULC classification with a global approach
in water bodies, (e) RGB Pleiades Composite, and (f) LULC classification with a cutline approach in
water bodies.

The Overall Accuracy for the SPUSPO and global optimization based on the reference set was
90.5% and 89%, respectively. Moreover, the differences among them were statistically significant,
based on a two-tailed McNemar’s test of similarity (p < 0.05). The local optimization was superior
for most cases, both when concerning the OA and per-class evaluation metrics (Table 2). The largest
improvements were found in the classification of inland water and shadows (+18% and +3% increase
on the F1 score, respectively).

Table 2. Precision, Recall and F-score metrics for each LULC class with SPUSPO and global
USPO, respectively.

Precision Recall F1

Class SPUSPO Global SPUSPO Global SPUSPO Global
Building 0.93 0.93 0.94 0.93 0.94 0.93

Artificial Ground Surface 0.83 0.83 0.88 0.86 0.85 0.84
Bare Soil 0.88 0.84 0.87 0.87 0.88 0.86

Tree 0.81 0.81 0.91 0.93 0.85 0.87
Low veg 0.94 0.94 0.89 0.86 0.91 0.90

Inland Water 0.86 0.73 0.66 0.47 0.75 0.57
Shadow 0.94 0.90 0.95 0.95 0.95 0.92
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An additional, indirect way to assess the segmentation quality is to investigate the variable
importance of the geometrical covariates. The geometrical covariates that were used in the classification
model after VSURF feature selection took place were perimeter, area, and fractal dimension. Figure 11
illustrates the improved effect a local approach has on the importance of most of these variables,
further supporting the merit of using SPUSPO. The interpretation of the results, refers to the gain in
model accuracy when a feature is used in the splits of the XGBoost tree development. The importance
of these covariates is varying, but in all cases, the local approach further enhances their predictive
power for classification, since the segments fit better the variability of the local environment.
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Figure 11. Feature importance of geometrical covariates, as derived from an XGBoost classifier, for the
global and cutline segmentation-based approaches, respectively. The method used to derive importance
is the gain in accuracy.

3.3. Segmentation Goodness Metrics

The results of the AFI for buildings are depicted in Table 3 through several descriptive statistics.
As expected, the building objects were less over segmented with SPUSPO, because the parameter was
spatially adapting to characteristics of each built-up neighborhood in Ouagadougou (Figure 12). The
AFI values of the local method were consistently closer to zero compared to their counterpart, further
promoting the use of this approach.

Table 3. Area Fit Index for building objects in Ouagadougou. Values closer to 0 suggest a better
segmentation, values > 0 imply over segmentation while values < 0 under segmentation.

Descriptive Statistics
Area Fit Index (AFI)

SPUSPO Global

1st 0.04 0.11
Median 0.22 0.38
Mean 0.28 0.36

3rd 0.53 0.62

27



Remote Sens. 2018, 10, 1440

 

Figure 12. Example segmentations of buildings in Ouagadougou. Red color indicates segments created
by a global approach, while green color indicates segments coming from SPUSPO. The decrease of over
segmentation is evident in most cases, as the parameters are derived from neighboring locations, better
fitting the data structure.

4. Discussion

The results suggested that the benefits of performing SPUSPO, are multiple. To start with, it allows
for the local variations in spectral and spatial heterogeneity within an image to be incorporated into
the segmentation parameter optimization approach, which is more intuitive because the optimization
procedure is derived using the actual locations they are being applied to and not from locations
situated afar. This supports the hypothesis that in large and heterogeneous areas, a single TP may
be inadequate, as it is simply an average expression of several non-stationary processes. The results
confirm prior analysis in another Sub-Saharan city of Dakar, where a semi-automated local approach
outperformed classical optimization methods [54]. Moreover, several other studies have described how
regionalized approaches can be of merit for urban, semi-rural, and agricultural environments [35,43,44].
Nonetheless, an important facet that has been neglected so far is how to partition the landscape in
geographically large areas in conjunction with VHR imagery, and in the absence of reference data
such as parcels or blocks. For a continuous LULC map, an appropriate delineation of the image
is important, as it must be as adjustable to landscape patterns, such as streets or roofs, as much as
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possible to avoid/reduce edge effects. Although all local approaches showed they can be of merit, the
cutline-based partition helped to specifically address these issues. Undertaking SPUSPO, produced
higher classification accuracy than using a traditional global optimization method (+1.5% increase in
OA). The results are confirmed further using AFI as a segmentation goodness metric, which showed
that building segments from applying SPUSPO are less oversegmented than their global counterparts,
with mean values of 0.28 and 0.36 for SPUSPO and global USPO, respectively. The analysis validated
our initial hypothesis that the way we look at the data can produce significantly different results, and is
related to the importance of appropriate spatial scale selection in geography, which was largely signified
through the work of Woodcock and Strahler [66] and Fotheringham et al. [67]. Additionally, a local
segmentation optimization approach is not only linked to traditional GEOBIA analysis, but might
be needed in large scale applications where deep learning classification is coupled with segments to
achieve better object delineation/extraction as demonstrated recently in References [68–70]. Another
important piece of information that we can extract from these methods is the ability to map intermediate
and final results, which can be enlightening both as a general understanding of how spatial processes
operate in the local scale, but also how to calibrate segmentation parameters in further processing if
an unsupervised multi-scale framework is selected [18]. The LULC products in SSA cities are often
used as inputs for fine scale population modelling, land use, and spatial planning, and consequently,
effective policy making, given the extreme scarcity of reference information [2,71,72]. This is significant
for the outcome of our analyses because there was better prediction of most classes by the SPUSPO
approach; it presents an additional motivation to partake of a local method to reduce error propagation
in secondary models.

The main limitation of SPUSPO is the increased computational time and experimentation to
detect a satisfactory spatial level to analyze image information, which can vary depending on
the image resolution and study area, leading to a trade-off between computational requirements
and performance. Therefore, more sophisticated methods are needed to help establish an efficient
framework to fully exploit the benefits of local optimization. Ideally, in large and heterogeneous areas,
a spatial partition should not suffer from edge effects and should meaningfully delineate the landscape
with a certain degree of intra-homogeneity. Cutline partitioning satisfies both criteria to some extent,
but its effectiveness can only be determined post-hoc, which increases the computational and time
demands as several cutline partitions may need to be evaluated. More adequate methods that can
focus in a priori determination of a suitable scale using image statistics, such as spatial dependency
among regions [73], could be of benefit to achieve this, particularly in a multi-scale context. Other
research should explore the potential of multi-resolution imagery to define operational partitions using
top down approaches. For instance, a low-medium resolution LULC product can define homogeneous
regions to apply SPUSPO using finer resolution imagery. Moreover, noise additive models could
help in better establishing a comparative framework among different segmentation approaches,
particularly for SAR or hyperspectral data [74]. A lot of the limitations that come with involving
local methods, can be significantly reduced (i) by utilizing GRASS GIS, which is highly parallelized
in the USPO optimization module and more notably, performs all the operations in a raster format
and does not require vector conversion at any moment, dramatically boosting its effectiveness for
large-scale computing; and (ii) invoking state-of-the-art segmentation algorithms, with respect to their
computational efficiency, as recently shown by Gu et al. [75].

5. Conclusions

In this study, the optimization of a region-growing segmentation algorithm was attempted
using a spatially varying parameter model, named SPUSPO. The whole framework was developed
with a focus on automation and large-scale analysis of VHR imagery. The results validated our
hypothesis that in large and heterogeneous areas, using only a single set of parameters to optimize
the region-growing algorithm was inadequate. Employing as a case study, the city of Ouagadougou,
it was demonstrated that undertaking local optimization methods was of merit and led to significantly
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better LULC classification results (+1.5% increase in OA), validated by a McNemar’s test of similarity.
Moreover, at the segmentation level, building delineation was improved with a mean Area Fit Index
of 0.28 and 0.36 for SPUSPO and global USPO, respectively. Moreover, the feature importance of
geometrical covariates is recommended as an indirect measure to assess the quality of a segmentation.
We demonstrated that geometrical features were more important and predictive when using local
approaches. Finally, GRASS GIS was heavily utilized and is promoted as an open source tool to handle
large volumes of data with advanced analysis techniques.
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Abstract: The urban green cover in high-spatial resolution (HR) remote sensing images have obvious
multiscale characteristics, it is thus not possible to properly segment all features using a single
segmentation scale because over-segmentation or under-segmentation often occurs. In this study,
an unsupervised cross-scale optimization method specifically for urban green cover segmentation is
proposed. A global optimal segmentation is first selected from multiscale segmentation results by
using an optimization indicator. The regions in the global optimal segmentation are then isolated
into under- and fine-segmentation parts. The under-segmentation regions are further locally refined
by using the same indicator as that in global optimization. Finally, the fine-segmentation part
and the refined under-segmentation part are combined to obtain the final cross-scale optimized
result. The green cover objects can be segmented at their specific optimal segmentation scales in the
optimized segmentation result to reduce both under- and over-segmentation errors. Experimental
results on two test HR datasets verify the effectiveness of the proposed method.

Keywords: multiscale segmentation; scale parameter; cross-scale optimization; segmentation
refinement; urban green cover

1. Introduction

Urban green cover can be defined as the layer of leaves, branches, and stems of trees and shrubs
and the leaves of grasses that cover the urban ground when viewed from above [1]. This term is
typically used to refer to urban green space identified from remote sensing data, as it is in this study.
Green space is an essential infrastructure in cities because it provides various products and ecosystem
services for urban dwellers that can address support to climate-change mitigation and adaptation,
human health and well-being, biodiversity conservation, and disaster risk reduction [2]. Therefore,
inventorying the spatial distribution of urban green cover is imperative in decision-making about
urban management and planning [3].

High-spatial resolution (HR) remote sensing data have shown great potential in identifying both
the extent and the corresponding attributes of urban green cover [4–8]. In order to fully exploit the
information content of the HR images, geographic object-based image analysis (GEOBIA) has become
the principal method [9] and has been successfully applied for urban green cover extraction [10–15].
Scale is a crucial aspect in GEOBIA as it describes the magnitude or the level of aggregation and
abstraction on which a certain phenomenon can be described [16]. GEOBIA is sensitive to segmentation
scale but has challenges in selecting scale parameters, because different objects can only be perfectly
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expressed at the scale corresponding to their own granularity. The urban green cover in HR images
presents obvious multiscale characteristics, for example, the size of urban green cover varies in a
large extent of scales; it can either be a small area with several square meters, such as a private
garden, or reach a large area with several square kilometers such as a park. As a result, it is be
possible to properly segment all features in a scene using a single segmentation scale, resulting in
that over-segmentation (producing too many segments) or under-segmentation (producing too few
segments) often occurs [17]. Therefore, it plays a decisive role in GEOBIA that divide the complex
features at the appropriate scale to segment landscape into non-overlapping homogenous regions [18].

In order to find the optimal scale for each object, the multiscale segmentation can be optimized
using three different strategies based on: supervised evaluation measures, unsupervised evaluation
measures, and cross-scale optimization. (1) The supervised strategy compares segmentation results
with reference by geometric [19–23] and arithmetic [21,24,25] discrepancy. This strategy is apparently
effective but is, in fact, subjective and time-consuming when creating the reference. (2) The unsupervised
strategy defines quality measures, such as intra-region spectral homogeneity [26–31] and inter-region
spectral heterogeneity [32–34], for conditions to be satisfied by an ideal segmentation. It thus characterizes
segmentation algorithms by computing goodness measures based on segmentation results without the
reference. This strategy is objective but has the added difficulty of designing effective measures. (3) The
cross-scale strategy fuses multiscale segmentations to achieve the expression of various granularity
of objects at their optimal scale [35–37]. It can make better use of the multiscale information than the
other two strategies.

Recently, cross-scale strategy has garnered much attention in the multiscale segmentation
optimization by using evaluation measures as the indicator. (1) For the unsupervised indicator,
some studies generated a single optimal segmentation by fusing multiscale segmentations according
to local-oriented unsupervised evaluation [35,38,39]. However, the range of involved scales was
found to be limited. By contrast, multiple segmentation scales were selected according to a change
in homogeneity [27–29]. (2) For the supervised indicator, multiscale segmentation optimization
has been achieved by using the single-scale evaluation measure based on different sets of reference
objects [28]. For example, some studies have provided reference objects and suitable segmentation
scales for different land cover types [40,41]. The difficulty of this strategy is preparing appropriate
sets of reference objects that can reflect changes of scales. In our previous work [37], two discrepancy
measures are proposed to assess multiscale segmentation accuracy: the multiscale object accuracy
(MOA) measure at object level and the bidirectional consistency accuracy (BCA) measure at pixel level.
The evaluation results show that the proposed measures can assess multiscale segmentation accuracy
and indicate the manner in which multiple segmentation scales can be selected. These proposed
measures can manage various combinations of multiple segmentation scales. Therefore, applications
for optimization of multiscale segmentation can be expanded.

In this study, an unsupervised cross-scale optimization method specifically for urban green cover
segmentation is proposed. A global optimal segmentation is first selected from multiscale segmentation
results by using an optimization indicator. The regions in the global optimal segmentation are then
isolated into under- and fine-segmentation parts. The under-segmentation regions are further locally
refined by using the same indicator as that in global optimization. Finally, the fine-segmentation part
and the refined under-segmented part are combined to obtain the final cross-scale optimization result.
The goal of the proposed method is to segment urban vegetation in general, for example, trees and grass
together included in one region. The segmentation result of urban green cover can be practically used
in urban planning, for example investigation of urban green cover rate [42,43], and urban environment
monitoring, for example influence analysis of the urban green cover to residential quality [44,45].

The contribution of this study is to propose a new cross-scale optimization method specifically
for urban green cover to achieve the optimal segmentation scale for each green cover object. The same
optimization indicator is designed to be used both to identify the global optimal scale and to refine
the under-segmentation. By refining the isolated under-segmented regions for urban green cover,
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the optimization result can avoid under-segmentation errors as well as reduce over-segmentation
errors, achieving higher segmentation accuracies than single-scale segmentation results. The proposed
method also holds the potentials to be applied to cross-scale segmentation optimization for different
types of urban green cover or even other land cover types by designing proper under-segmentation
isolation rule.

The rest of the paper is organized as follows. Section 2 presents the proposed method of multiscale
segmentation optimization. Section 3 describes the study area and test data. Section 4 verifies the
effectiveness of the proposed method based on experiments. Section 5 presents the discussions. Finally,
conclusions are drawn in Section 6.

2. Method

2.1. General Framework

This study proposes a multiscale optimization method for urban green cover segmentation,
which aims to comprehensively utilize multiscale segmentation results to achieve optimal scale
expression of urban green cover. Figure 1 shows the general framework of the proposed method.
First, a global optimal segmentation is selected from the multiscale segmentation results by using
an optimization indicator. The indicator is the local peak (LP) of the change rate (CR) of the
mean value of spectral standard deviation (SD) of each segment. Second, the regions in the global
optimal segmentation result are isolated into under- and fine-segmentation parts, based on designed
under-segmentation isolation rule. Third, the under-segmentation regions are refined by using the
same optimization indicator LP in a local version. Finally, the fine-segmented part and the optimized
under-segmented part are combined to obtain the final cross-scale optimization result.

Figure 1. General framework of the proposed multiscale segmentation optimization method.
The remote sensing images are shown with false color composite: red: near infrared band; green: red
band; and blue: green band. The multiscale, under-segmented, and fine-segmented regions are shown
with blue, green, and yellow polygons.

2.2. Hierarchical Multiscale Segmentation

The hierarchical multiscale segmentation is composed of multiple segments from fine to coarse
at each location, in which the small objects are supposed to be represented by fine segments at
certain segmentation scales and the large objects are represented by coarse segments correspondingly.
Furthermore, a fine-scale segment smaller than a real object is supposed to represent a part of the object,
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while a coarse-scale segment larger than a real object is to represent an object group. A preliminary
requirement for the multiscale segments is that the segments at the same location should be nested.
Otherwise the object boundaries would be conflict when combining or fusing the multiscale segments.

The hierarchical multiscale segmentation is represented using a segment tree model [46], as shown
in Figure 2. The tree nodes at different levels represent segments at different scales. An arc connecting a
parent and a child node represents the inclusion relation between segments at adjacent scales. The leaf
nodes represent the segments at the finest scale and the nodes at upper levels represent segments
at coarser scales. Finally, the root node represents the whole image. An ancestry path in the tree is
defined as the path from a leaf node up to the root node, revealing the transition from object part to
the whole scene. The hierarchical context of each leaf node is conveyed by the ancestry path, in which
a segment is gradually becoming coarser and finally reaching the whole image.

 
(a) 

 
(b) 

Figure 2. Illustration of segment tree model (b) that represents hierarchical multiscale segmentation (a).

Several region-based segmentation methods can be applied to produce the required hierarchical
multiscale segmentations, for example multiresolution segmentation method [47], mean-shift
method [48] and hierarchical method [49]. Specifically, the multiresolution segmentation method [47]
is used in the study, in which the shape parameter is set as 0.5 by default. The regions at each
segmentation scale are represented by the nodes at the same level in the segment tree. Finally,
the segment tree is constructed by recording the multiscale segmentation.

2.3. Selecting Global Optimal Scale

We need to first select a global optimal segmentation scale and then refine the under-segmentation
part for urban green cover. Thus, unlike other optimal scale selection methods for compromising
under- and over-segmentation errors, we design an indicator to select an optimal scale in which
segmentation results mainly include reasonable under-segmented and fine-segmented regions,
reducing over-segmented regions as much as possible.

Referring to the standard deviation indicator [28], we adopt the indicator focusing on homogeneity
of segments by calculating the mean value of spectral standard deviation (SD) of each segment. SD is
defined as below:

SD =

√√√√ 1
nb

b

∑
k=1

n

∑
i=1

SDki (1)

where SDki is the standard deviation of digital number (DN) of spectral band k in segment i; n is the
number of segments in the image; and b is the number of spectral bands of the image.

With the increase of the scale parameter, SD will change as following. Generally, it tends to
increase because the homogeneity of segments is gradually decreased in the region merging procedure.

38



Remote Sens. 2018, 10, 1813

Near the scale that the segments are close to the real objects, the change rate of SD will increase
suddenly because of the influence of the boundary pixels [29].

To find the scale in which the green cover segments are closest to the real objects, we propose
indicator CR to represent the change rate of SD and indicator LP to represent the local peak of CR.
They are defined respectively as below:

CR =
dSD

dl
=

SD(l)− SD(l − Δl)
Δl

(2)

LP = [CR(l)− CR(l − Δl)] + [CR(l)− CR(l + Δl)] (3)

where l is the segmentation scale and Δl is the increment in scale parameter, that is the lag at which the
scale parameter grows. The scale increment has powerful control over the global optimal segmentation
because it can smooth the heterogeneity measure resulting in the optimal segmentation occurred in
different scales [50]. Experimentally, the small increments (e.g., 1) produces optimal segmentation in
finer scales while the large increments (e.g., 100) produces optimal segmentation in coarser scales [28].
Hence, the medium increment (e.g., 10) of scale is adopted in the study.

According to the aforementioned change law of SD, near the scale that the segments are close to
the real objects, the CR will increase suddenly because of the influence of the boundary pixels of green
cover segments. Thus, a LP will appear when the global optimal segmentation scale is coming for
several segments. However, there are several LPs within a set of increased scale parameters because
not all the segments have the same optimal segmentation scale. The global optimal segmentation is
identified as the scale with largest LP, because the largest LP indicates that most of the segments in the
image reach the optimal segmentation state. Furthermore, the large LP could also be caused by the large
SD value of coarse segments, because the large SD will produce large CR and corresponding large LP,
revealing the under-segmentation state. Therefore, the next step is to optimize the under-segmentation
part of the global optimal segmentation result for green cover objects.

2.4. Isolating Under-Segmented Regions

In order to obtain the under-segmented regions for green cover from the globally optimized
segmentation result, further isolation of segments is required. When a green cover object is in the
under-segmentation state, it is often mixed with other adjacent objects and the spectral standard
deviation (SDi) is thus great. Moreover, since the normalized difference vegetation index (NDVI) has
a good performance to distinguish between green cover and other features, when other objects are
mixed with the green cover object, the NDVI value of the region is not very high, that is lower than
that of green cover objects, as well as not very low, that is higher than that of non-green cover objects.
NDVI is defined as the ratio of difference between near infrared band and red band values to their
sum [51]. Thus, NDVI of a region is calculated as below:

NDVIi =
1
m

m

∑
j=1

NIRj − Rj

NIRj + Rj
(4)

where NIRj and Rj are DNs of near infrared and red band for pixel j, respectively; and m is the number
of pixels in region i.

Therefore, a region with a high SDi value and a medium NDVIi value can be considered an
under-segmentation region for green cover. The isolation rule for an under-segmentation region with
green cover are thus defined as below:

{
SDi > TSD

TN1 < NDVIi < TN2
(5)
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where TSD, TN1, and TN2 are thresholds that need to be set by users. We set it by the trial-and-error
strategy. A segment with SDi lower than TSD is viewed as fine segment because of the high
homogeneity. If the NDVIi value of region i is higher than TN2, it is viewed as fine segmentation of
green cover; and if it is lower than TN1, it is viewed as not containing green cover and will not be
involved in the successive refining procedure.

2.5. Refining Under-Segmented Regions

For each individual region in the under-segmentation part, the segment tree is first
used to quantify the spatial context relationship of the regions at different scales and the
appropriate segmentation scale is then selected through the optimization indicator LP. Finally,
the under-segmentation part is replaced by the optimized segments. The specific steps are performed
as follows:

(1) Select one under-segmented region Ri, extract the segmentations at lower scales than the global
optimal scale in region Ri.

(2) Compute the LP of each scale and the local optimal scale of green cover is defined as scale with a
largest LP in region Ri.

(3) Replace Ri with the local optimal scale segmentation.
(4) Repeat step (1)–(3) until all under-segmented regions are refined according to Equation (5).

2.6. Accuracy Assessment

Segmentation quality evaluation strategies include visual analysis, system-level evaluation,
empirical goodness, and empirical discrepancy methods [37]. The last two methods are also known as
unsupervised and supervised evaluation methods, respectively. The unsupervised evaluation method
calculates indexes of homogeneity within segments and heterogeneity between segments [35]. It does
not require ground truth but the explanatory of designing measures and the meaning of measure
values is insufficient. The supervised evaluation method compares segmentation results with ground
truth and its discrepancy can directly reveal the segmentation quality [52]. Region-based precision and
recall measures are sensitive to both geometric and arithmetic errors. Thus, the supervised evaluation
method is used to assess the segmentation accuracy of the multiscale optimization.

Precision is the ratio of true positives to the sum of true positives and false positives, and recall is
the ratio of true positives to the sum of true positives and false negatives. Given the segmentation result
S with n segments {S1, S2, . . . , Sn} and the reference R with m objects {R1, R2, . . . , Rm}, the precision
measure is calculated by matching {Ri} to each segment Si and the recall measure by matching {Si} to
each reference object Ri. When calculating the precision measure, the matched reference object (Rimax)
for each segment Si is first identified, where Rimax has the largest overlapping area with Si. The precision
measure is then defined as [23]:

precision =
∑n

i=1|Si ∩ Rimax|
∑n

i=1|Si| (6)

where |·| denotes the area that is represented by the number of pixels in a region.
Similarly, the matched segment (Simax) for each reference object Ri is searched according to the

maximal overlapping area criterion and the recall measure is defined as [23]:

recall = ∑m
i=1|Ri ∩ Simax|

∑m
i=1|Ri| (7)

The precision and recall measures both range from 0 to 1. Using these two measures can determine
both under- and over-segmented situations. An under-segmented result will have a large recall and
a low precision. By contrast, if the result is over-segmented, the precision is high but the recall is low.
If the precision and recall values of one segmentation result are both higher than another, this result is
considered to have a better segmentation quality. However, we do not know which one is better when
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one measure in larger than another and the other measure is smaller than another. Hence, we should
combine these two measures into one. In this study, we use the harmonic average of precision and recall
called F-score [53], which is defined as:

F − score =
2·precsion·recall
precsion + recall

(8)

where an F-score reaches its best value at 1 (perfect precision and recall) and worst at 0.

3. Data

The study area is located in Nanjing City (32◦02′38”N, 118◦46′43”E), which is the capital of
Jiangsu Province of China and the second largest city in the East China region (Figure 3), with an
administrative area of 6587 km2 and a total population of 8335 thousand as of 2017. As one of the
four garden cities in China, Nanjing has a wealth of urban green spaces than many of other cities.
The urban green cover rate in the built-up area of Nanjing is 44.85% in 2018.

Figure 3. Location of the Nanjing City and the two test images.

In this study, an IKONOS-2 image acquired on 19 October 2010 and a WorldView-2 image acquired
on 29 July 2015 in Nanjing are used as the HR data. Both the images consist of four spectral bands:
blue, green, red, and near infrared. The spatial resolution of the multispectral bands of the IKONOS-2
image is improved from 3.2 m to 0.8 m after pan-sharpening. The spatial resolution of the multispectral
bands of the WorldView-2 image is 2 m.

Two test images identified as I1 and I2 are subsets of the IKONOS-2 and the WorldView-2 images,
respectively, containing urban green cover in traffic area, residential area, campus area, park area,
commercial area, and industrial area, which are the typical areas in urban. The size of I1 and I2 are
2286 × 1880 and 1478 × 974 pixels and the area are approximate 2.8 km2 and 5.8 km2, respectively.
As shown in Figure 4, there are abundant green cover objects distributed in the images and various in
size and shape.

In order to evaluate the segmentation accuracy, we randomly select some green cover objects as
reference. The reference objects are uniformly distributed in the test images and various in size and
shape. Each reference object is delineated by one person and reviewed by other to catch any obvious
errors. Finally, we collect 130 reference objects for each test image. It is noted that if there are trees
covered a road, this area will be digitized as green cover objects. The area of the smallest reference
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object is only 59.5 m2, whereas the area of the biggest reference object is 14,063.1 m2. Hence, it is not
possible to properly segment all of the green cover objects using a single segmentation scale.

 
(a) 

 
(b) 

Figure 4. Test image I1 from an IKONOS-2 image (a) and test image I2 from a WorldView-2 image
(b), containing different green cover in urban area. The images are shown with false color composite:
red: near infrared band; green: red band; and blue: green band. The reference green cover objects are
shown with orange polygons.

4. Results

4.1. Global Optimal Scale Selection

The multiscale segmentation results are produced by applying multiresolution segmentation
method. For I1, the scale parameters are set from 10 to 250 by increment of 10. Since the spatial
resolution of I2 is coarser than I1, the scale parameters are set from 10 to 125 by increment of 5.
If we set the same scale parameters for I2 as those for I1, the coarse segmentation scales (e.g., >130)
would be seriously under-segmented and the homogeneity of segments at these coarse scales would
change randomly, which could not benefit the optimization procedure and could even do harm to the
optimization procedure.

The multiscale segmentations cover apparently over-segmentation, medium segmentation,
and apparently under-segmentation. The optimization indicators SD, CR, and LP are respectively
calculated for each segmentation result and shown in Figure 5. When the scale parameter increases,
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SD gradually increases, which indicates that the regions are gradually growing and the homogeneity
decreases. Correspondingly, in the process of SD change, CR appears multiple local peaks.
The indicator LP can highlight these local peaks of CR very well. We can see that LP appears at
segmentation scales of 80, 110, 150, 170, 190, and 220 for I1, in which LP reaches the maximum at 220.
For I2, LP appears at segmentation scales of 45, 55, 60, 70, 80, 85, 95, 105, and 120, where LP is the
largest at 105. Therefore, the segmentation with the scale parameter of 220 and 105 is taken as the
global optimal segmentation scale for I1 and I2.

 
(a) (b) 

Figure 5. Changes of optimization indicator SD, CR, and LP with scale parameter for the multiscale
segmentations of test image I1 (a) and I2 (b).

Combining with the supervised evaluation results of the multiscale segmentations (Figure 6),
we can know that the selected global optimal segmentation scale is at the under-segmentation status
for green cover objects. For both I1 and I2, the precision value is apparently lower than the recall value in
the optimal scale, which indicates the under-segmentation status. To further illustrate this, the selected
I2 segmentation result at scale 105 is presented in Figure 7, in which we can clearly see that except
for several fine-segmented green cover objects with relatively large size, many green cover objects are
shown as under-segmented.

 
(a) (b) 

Figure 6. Changes of precision, recall, and F-score with scale parameter for the multiscale segmentation
results of test image I1 (a) and I2 (b).

The selected global optimal segmentation of green cover tends to appear in the case of coarse
scales. As a result, the over-segmentation errors are reduced, while some green cover objects with
small size will inevitably be in an under-segmentation state and single scale cannot achieve optimal
segmentation of green cover objects of different sizes. Therefore, it is necessary to further optimize the
global optimal segmentation by refining the under-segmented regions.
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Figure 7. Selected global optimal segmentation at the scale of 105 for I2. The segments are shown with
green polygons, the examples of fine-segmentation for green cover are shown with blue polygons,
and those of under-segmentation for green cover are marked by yellow arrows.

4.2. Under-Segmented Region Isolation

The under-segmented regions are isolated by the rule in Equation (5). The threshold values of
TSD, TN1, and TN2 are set as 40, 0.05, and 0.25 for test image I1 and as 40, 0.10, and 0.55 for test image
I2. The threshold values of NDVIi for I2 is set as different for I1, this is mainly because the different
acquisition date between I1 and I2, between which the vegetation growth status is different.

To illustrate the effectiveness of the designed isolation rule for under-segmentation with green
cover, several sample segments in the global optimal segmentations are presented in Figure 8. It can be
seen that the under-segmented regions containing green cover have medium NDVIi values and high
SDi values, as shown in Figure 8a,b,f,g. The fine-segmentation of green cover present high NDVIi values
as shown in Figure 8c,i. A special case of fine-segmentation is shown in Figure 8h, which is a segment
mainly containing sparse grass and the NDVIi value is thus not very high. However, the relatively
low SDi value of grass segment can prevent it to be wrongly identified as under-segmentation.
The segments without green cover usually present low NDVIi value as shown in Figure 8d. A special
case of segment without green cover is shown in Figure 8e, where the roof segment has a medium
NDVIi value because of the roof material. However, the relatively low SDi value can prevent it to be
wrongly identified as under-segmentation containing green cover.
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(a) U (0.16, 73) (b) U (0.10, 85) (c) F (0.34, 56) (d) N (0.01, 97) (e) N (0.11, 23) 

   
(f) U (0.30, 58) (g) U (0.41, 64) (h) F (0.50, 32) (i) F (0.62, 41) 

Figure 8. Sample segments (cyan polygons) from the selected global optimal segmentation to illustrate
the effectiveness of the designed isolation rule for under-segmentation containing green cover. (a–e) are
from the results of test image I1 and (f–i) are from the results of test image I2. U, F, and N represent
under-segmentation, fine-segmentation, and non-green-cover segmentation, respectively. The numbers
in the bracket are sequentially the NDVIi and SDi values of the segment.

To further validate the effectiveness of the isolation rule, the up-left part of the isolation results of
I1 and I2 is zoomed in Figure 9. It can be seen that the green cover and other objects are mixed in the
isolated under-segmented regions. In the fine-segmentation part, the regions are either fine-segmented
green cover or segments without green cover.

(a) Identified under-segmentation part for I1 (b) Identified fine-segmentation part for I1 

(c) Identified under-segmentation part for I2 (d) Identified fine-segmentation part for I2 

Figure 9. Isolation results of under-segmentation and fine-segmentation using the designed isolation
rule. (a,b) are the up-left part of result of test image I1 and (c,d) are the up-left part of result of test
image I2. The segments are shown with green polygons.
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4.3. Under-Segmented Region Refinement

The multiscale optimized segmentation is obtained by refining the under-segmented part of the
global optimal scale. In the refinement segmentation result, with the benefit of cross-scale refinement
strategy, the segments are at different segmentation scales to achieve the optimal segmentation scale
for each green cover object. The histogram of segmentation scales in the refinement results is shown in
Figure 10. The refined segments almost cover all the segmentation scales finer than the selected global
optimal scale. There are many segments at the small segmentation scales, for example scale 20 to 40
for I1 and scale 15 to 25 for I2, because there are many small-size green cover objects in urban area,
such as single trees.

(a) (b) 

Figure 10. Histogram of segmentation scales in the refinement results of test image I1 (a) and I2 (b).

To illustrate the effectiveness of achieving optimal scale for each green cover object, the sample
refinement results from test images are enlarged to present in Figure 11 with labels of the scale
number for each segment. Generally, it can be seen that large green cover objects are segmented at
relatively coarse segmentation scales while small green cover objects are segmented at relatively small
segmentation scales. The green cover objects, especially the small ones, tend to be segmented by a
single segment.

(a) (b) 
Figure 11. Sample refinement results of test image I1 (a) and I2 (b) labeled with optimized segmentation
scale number. The segments are shown with green polygons.

The supervised evaluation results of segmentation before and after refinement are presented in
Table 1 to quantify the effectiveness of the under-segmentation refinement. It can be seen that the
precision value is apparently improved after refinement, showing that the under-segmented green
cover objects can be effectively refined. The recall value is decreased mainly because the reduced
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under-segmentation. Therefore, the F-score after refinement is apparent improved than that before
refinement. The segmentation results before and after refinement shown in Figure 12 further prove this.

To quantify the effectiveness of cross-scale optimization, the refinement result is compared with
single-scale segmentation that has the highest F-score in the produced multiscale segmentations,
which is at scale 70 for I1 and 35 for I2. The supervised evaluation results are also presented in Table 1.
It can be seen that the precision of the refinement result is slightly lower than that of the single-scale best
result while the recall is higher, which could be caused by the over-segmentation of the large green cover
objects. Another reason for the lower precision for the refinement result could be caused by the wrong
identification of under-segmented green cover objects, which makes the under-segmentation cannot be
refined and thus lowers the precision accuracy. As a whole, the F-score of the refinement result is slightly
higher than that of the single-scale best segmentation, which could mainly be caused by the reduced
under-segmentation errors in the refining procedure. The segmentation results presented in Figure 11
further show the difference. As highlighted by the yellow rectangles, the existed under-segmentation
errors in the single-scale best segmentation can be effectively reduced by the proposed refining strategy,
which indicates the effectiveness of the refining procedure on overcoming under-segmentation errors.
According to the comparison result with single-scale best segmentation, we can safely conclude
that the proposed unsupervised multiscale optimization method can automatically produce optimal
segmentation result at least equals to single-scale best segmentation indicated by supervised evaluation.
Furthermore, the proposed refining strategy can help to reduce under-segmentation errors even in the
single-scale best segmentation.

Table 1. Comparisons of the segmentation accuracy for the result before refinement, after refinement,
and the single-scale best result.

I1 I2

precision recall F-score precision recall F-score

Before refinement 0.204 0.948 0.336 0.234 0.955 0.376
After refinement 0.764 0.811 0.787 0.766 0.859 0.810
Single-scale best 0.773 0.766 0.770 0.812 0.801 0.806
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Figure 12. Comparison of sample segmentation results of test image I1 and I2 before refinement (the
first row), after refinement (the second row), and the single-scale best segmentation result according
to F-score (the third row), which are shown with yellow, green, and pink polygons, respectively. Four
areas are highlighted for comparison using orange rectangles.

5. Discussions

5.1. Influence of Selected Global Optimal Segmentation Scale

The selected global segmentation scale is assumed to be reasonably under-segmented,
which means that a part of segments is under-segmented and others are fine-segmented with few
over-segmentation errors. This is because the successive refining procedure is designed to reduce the
under-segmentation errors rather than over-segmentation errors. The results in Section 4.1 proved
that the used optimization indicator can select segmentation scale at under-segmentation status.
However, we can see from Figure 7 that many segments in the selected segmentation are extensively
under-segmented, especially for those containing small green cover objects. Actually, the extensive
under-segmentation could make the refinement difficult because too many different objects are mixed,
which makes the segment features become erratic or random.
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Even though the automatically selected global optimal segmentation scale can result in satisfactory
refinement result, we explored whether a less under-segmentation than the selected one could further
improve the refinement performance. For test images I1 and I2, a less under-segmented scale than the
automatically selected one is input to the refining procedure and the segmentation accuracies of the
refinement results are presented in Table 2. It is noted that the less under-segmented scale is also a
local peak in Figure 5. We can see that the less under-segmented global segmentation scale could result
in higher precision and higher F-score accuracies, which is because the prevalent under-segmentation is
reduced that achieves better refinement performance. The sample segments of I1 shown in Figure 13
illustrate the difference. The segment at scale 220 in Figure 13a is prevalent under-segmented in terms
of the green cover object, the NDVIi value of which is thus very low and it is not identified as the
under-segmentation by the rule. Therefore, it is not involved in the following refinement procedure
and the under-segmentation error is presented in the refinement result. However, the corresponded
segment at scale 110 is less under-segmented and the NDVIi value is higher than that at scale 220,
which make it allowed to be refined to remove the under-segmentation error. As a whole, this example
demonstrates the importance of selecting a reasonable under-segmentation scale for the successive
refinement. Specifically, the segments should better not be prevalent under-segmented.

Table 2. Comparisons of the segmentation accuracy for the refinement results from different global
segmentation scale.

I1 I2

Global Scale precision recall F-score Global Scale precision recall F-score

220 0.764 0.811 0.787 105 0.766 0.859 0.810
110 0.826 0.788 0.807 70 0.791 0.846 0.817

(a) Segment at scale 220 (b) Segment at scale 110 (c) Refinement of (b)  

Figure 13. Sample segments (cyan polygons) of image I1 to illustrate the influence of global
segmentation scale to refinement result. The NDVIi and SDi values for the segment containing
green cover object are 0.04 and 0.91 in (a) and 0.12 and 0.89 in (b) and (c) is the refinement result of (b).

5.2. Key Role of Identifying Under-Segmented Region

Based on the global segmentation scale with under-segmentation, the identification of
under-segmented region serves as a key role to reduce under-segmentation errors once the refinement
procedure is effective. Hence, before illustrating the key role of identifying under-segmented region,
the effectiveness of refinement procedure is further judged in addition to Section 4.3.

Since the optimization indicator of maximum LP tends to select under-segmented scale, it makes
the refining procedure performed iteratively because the selected optimal scale in the refining
procedure could still be under-segmented for some segments and these segments need to be further
refined. This increases the calculations for the refinement but it can lead to the safe refinement that
avoids new over-segmentation errors.
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The segmentation accuracies in the refining procedure of image I1 are presented in Table 3,
through which we can see that the F-score is gradually increased. This is caused by the iteratively
reduced under-segmentation errors in the refining procedure, which shows the effectiveness of the
refining strategy and also the effectiveness of the isolation rule for under-segmented region. The sample
segments in Figure 14 further demonstrates the effectiveness of the refining procedure.

As discussed above, the identification of under-segmented region serves as a key role in the
proposed method. If the under-segmented regions can be correctly identified, the refinement can
achieve success on removing under-segmentation errors because the refining procedure stops when the
segment is not identified as under-segmented. Furthermore, if the under-segmented regions cannot be
correctly identified, it cannot even be involved into the refining procedure and the under-segmentation
error would be preserved in the refinement result. The proposed isolation rules of this study is still
primary, which need to set appropriate thresholds by users. Even though it is proved to be effective,
the automatic isolation of under-segmentation is still needed to be explored in the future.

Table 3. Segmentation accuracies in the refining procedure of I1.

precision recall F-score

Before refinement 0.204 0.948 0.336
First iteration 0.492 0.899 0.636

Second iteration 0.693 0.835 0.757
Third iteration 0.764 0.811 0.787

(a) Before refinement (b) First iteration 

(c) Second iteration (d) Third iteration 

Figure 14. Sample segments (green polygons) from test image I1 to show the refining procedure.
The number of optimized segmentation scale is labeled in each segment.
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5.3. Potential of Segmenting Different Types of Urban Green Cover

The proposed cross-scale optimization method aims at segment urban green cover into single
regions by reducing both the under- and over-segmentation errors. The segmentation of urban green
cover in general can be practically used in urban planning, for example investigation of urban green
cover rate [42,43], and urban environment monitoring, for example influence analysis of the urban
green cover to residential quality [44,45]. Surely, it would be more practical useful to segment different
types of urban green cover [3,12]. To achieve this by the proposed method, the key step is to adjust
isolation rule to identify the under-segmented regions containing different types of green cover.
Since the optimization indicator used in the global segmentation scale selection and local refinement is
based on the spectral standard deviation, it should be able to deal with under-segmentation for different
green cover types. Once the under-segmentation for different types of green cover can be identified,
the refining procedure is expected to be able to reduce the corresponding under-segmentation error
and separate different types of green cover.

Actually, even though the presented method is not aiming at segmenting different types of green
cover, several under-segmented segments containing different types of green cover are refined into
each type when they meet the isolation rule in this study. An example of isolating different types of
green cover based on scale 110 for image I1 is shown in Figure 15. This shows the potential of adjusting
the under-segmentation isolating rule to achieve separating different types of green cover in the future.

 

Figure 15. Sample segment from test image I1 to show the potential of discriminating different green
cover types by the proposed method. The yellow polygons represent segments at scale 110 before
refinement and the green polygons represent the new segments after refinement.

5.4. Potential of Refining Under-Segmented Regions for Other Land Cover Types

The under-segmented segments for urban green cover contain other land cover types, for example
buildings, roads, and water. These segments are also under-segmented for the non-green-cover objects
in it. When refining the under-segmentation for green cover, the under-segmentation errors for other
land cover objects are also refined, as shown in Figures 11–15. That is to say, the non-green-cover
objects in the identified under-segmented segments could also be refined along with the refinement
of green cover objects. This reveals the potential of refining other land cover objects by applying the
proposed optimization method.

As discussed above, the optimization indicator used in the global segmentation scale selection
and local refinement should be able to deal with under-segmentation for different land cover types
because it is based on the spectral standard deviation. Accordingly, if a proper isolation rule for other
land cover types is designed, the proposed method is expected to be able to optimize the segmentations
for those objects, which is also a direction of the future work based on this study.

6. Conclusions

In this paper, a multiscale optimized segmentation method for urban green cover is proposed.
The global optimal segmentation result is first selected from the hierarchical multiscale segmentation
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results by using the optimization indicator global LP. Based on this, under-segmented regions and
fine-segmented regions are isolated by the designed rule. For under-segmented regions, local LP
is used for refinement, which ultimately allows urban green cover objects of different sizes to be
expressed at their optimal scale.

The effectiveness of proposed cross-scale optimization method is proved by experiments based
on two test HR images in Nanjing, China. With the benefit of cross-scale optimization, the proposed
unsupervised multiscale optimization method can automatically produce optimal segmentation result
with higher segmentation accuracy than single-scale best segmentation indicated by supervised
evaluation. Furthermore, the proposed refining strategy is demonstrated to be able to effectively
reduce under-segmentation errors.

The proposed method can be improved and extended in the future, for example optimizing
segmentation for different types of urban green cover or even other land cover types. The key step is
to design appropriate isolation rule of under-segmentation for specific applications. To further explore
the potentials of the proposed method would be the main future work based on this study.
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Abstract: Ecotopes are the smallest ecologically distinct landscape features in a landscape mapping
and classification system. Mapping ecotopes therefore enables the measurement of ecological
patterns, process and change. In this study, a multi-source GEOBIA workflow is used to improve the
automated delineation and descriptions of ecotopes. Aerial photographs and LIDAR data provide
input for landscape segmentation based on spectral signature, height structure and topography.
Each segment is then characterized based on the proportion of land cover features identified at 2 m
pixel-based classification. The results show that the use of hillshade bands simultaneously with
spectral bands increases the consistency of the ecotope delineation. These results are promising to
further describe biotopes of high ecological conservation value, as suggested by a successful test on
ravine forest biotope.

Keywords: GEOBIA; biodiversity; LIDAR; orthophoto; segmentation; classification; biotope
distribution model

1. Introduction

1.1. Context

In order to mitigate biodiversity loss and destruction of ecosystems with heritage value around
the world, we have to know where biodiversity hotspots and threatened areas are located. Facing the
actual threats and due to a big extinction rate, the urgency leads to a race to become aware and map
theses area before they don’t exist anymore. This logic was followed at many scales. Worldwide,
biodiversity hotspots were identified and outlined in order to prioritize conservation actions [1,2].

At the European scale, two directives have defined the need for the conservation of habitats and
species with the adoption of appropriate measures. They allow to give a protection status for species
and biotopes of interest, but also defining protected areas corresponding to species habitats or group
of biotopes. Within this Pan-European ecological network known as “Natura 2000 network” of special
areas of conservation, natural habitats will be monitored to ensure the maintenance or restoration of
their composition, structure and extent [3].

Monitoring the evolution of the territory (land cover, habitats of species, biotopes, . . . ) is an
essential activity to identify major changes, economic, social and environmental issues but also to
assess the impact of public policies and private initiatives. This monitoring is held by each country and
requires a large amount of data, mainly obtained through field surveys having a high financial and time
cost. These mapping results are used to mitigate problems such as conservation measures of the kind at
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national and local level [4], planning and development of green infrastructure [5], agro-environmental
assessments [6], landscape changes monitoring [7,8], ecological forest management [9] or identification
of ecosystem services [10,11]. However, existing maps are often limited to categorical land cover
characterization which does not provide a precise legend for habitat and biotope types and are hardly
interoperable. Innovative remote sensing products could, however, facilitate the status monitoring
and the detailed characterization of large areas, even sometimes for fine scale quality indicators [12].
While it does not replace field data collection, remote sensing integration could thus be a first step
towards a more cost effective monitoring of natural habitats [13].

Because of the limitations of remote sensing, habitat suitability mapping and biotope prediction
models are necessary to fill the gaps of field observation for biodiversity monitoring. Nevertheless,
remotely sensed data are of paramount importance in providing some spatially comprehensive
information that is necessary to the prediction over large regions [14,15]. In this context, models
are often based on regular grids linked with permanent structured inventories. However, with
the democratization of geopositioning devices and the rise of citizen science, the precision of
the observation has tremendously increased. An alternative approach to grid based habitat and
biotope prediction could therefore emerge with a landscape partitioning into ecologically meaningful
irregular polygons.

1.2. Remote Sensing for Ecotope Mapping

Previous studies showed that irregular polygons were supportive of habitats model that
outperformed the standard grid-based approach with more than half of the investigated species [16].
This partition of the landscape into spatially consistent regions can be related to the concepts of
ecotopes [17] or of land use management units [18]. Ecotopes are the smallest ecologically distinct
landscape features in a landscape mapping and classification system. Mapping ecotopes therefore
enables the measurement of ecological patterns, process and change [19] with much more details than
categorical land cover classes or continuous field of a single class land cover feature.

Ecotope maps are often created by overlaying a large number of components, such as physiotope
(topographic and soil features) and biotope (vegetation) layers [20,21]. As a result, ecotope maps
are classified into hundreds of types and dozens of groups by combining biological and geophysical
variables [22]. Furthermore, the different scales and precision of the boundaries of the overlaid thematic
layers may create many artifacts which need to be handled with advanced conflation rules.

Alternatively, Geographic Object-Based Image Analysis can be used to delineate spatial
regions by grouping adjacent pixels into homogeneous areas according to the objectives of the
study [23,24]. For biodiversity research, image segmentation has been used to automatically derive
homogeneous vegetation units based on spectral [25] or a combination of spectral and structural
(height) information [16,26]. These approaches helped to reduce the number of polygons and improved
the matching of those polygons with entities derived from the field.

On the other hand, GEOBIA was also used to delineate physiotopes, which can then be overlaid
with land cover polygons to derive meaningful spatial regions [18] or directly used to map aquatic
habitats [27]. The delineation of physiotopes is a difficult task to assess because their definition depends
on the purpose of the study [28]. Different GEOBIA methods have therefore been developed, based on
curvature indices [18,29], decision rules using elevation and slope [30], network properties [28] or a
large set (70) of indices including slope, aspect and various texture indices [27]. However, the methods
designed for terrestrial landscapes focused on global to regional scales, where the relative position
(ridge, side or valley) plays a major role for the classification and do not directly take the orientation of
the slope into account.

Our study aims at improving the large scale delineation of ecotopes applied on ecological
modeling in Delangre et al. [16]. Our hypothesis is that this improvement can be achieved by
simultaneously processing the topographic information from a LIDAR DEM and the vegetation
structure information from optical image and LIDAR DHM. Topography is indeed a major driver
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of other abiotic components such as soil properties (which is more difficult to obtain at high
precision) [31,32] or insulation (depending on the orientation of the slope) [33].

2. Data and Study Area

The study area is located in the Walloon region (Southern part of Belgium). This is a very
fragmented landscape including coniferous forests (mainly spruce and other sempervirent species),
deciduous broadleaved forests (mainly oaks and beeches), crop fields, natural and managed grasslands,
peatlands, small water bodies, extraction areas as well as dense and sparse urban fabrics.

There are no mountainous terrains in Belgium, but a topography that is mainly driven by a
dense hydrological network. In order to test our hypothesis, the experimental study focuses on the
ravine maple stands, which grow on relatively steep slope and rocky soil. This biotope is particularly
sparse, but at least present in five of the biogeographical regions of Wallonia. A rectangular study area
(Figure 1) was delineated to include the majority of these biotopes present in Belgium. This region is
relatively flat (slopes smaller than 7 percents) except in the valleys.

Figure 1. Aerial orthophoto (left) and slope derived from the LIDAR images (right) on the study area.

Two types of input data were available in the study area. First, a mosaic of ortho-rectified aerial
photographs upscaled to 2 m resolution and including four spectral bands; Second, a LIDAR point
cloud dataset rasterized at 2 m resolution.

The aerial photographs cover the entire study area. This coverage was done with several flights
between March and April 2015. Image acquisition included four spectral bands (blue, green, red and
near-infrared) at a spatial resolution of 0.25 m. The images available for the analysis were already
ortho-rectified, mosaicked and rescaled in bytes. In order to avoid too much local heterogeneity, which
would affect classification process, the original images were resampled at 2 m resolution using the
mean values of all contributing pixels.

The LIDAR dataset was acquired in spring 2013 and 2014. The minimum sampling density is
of 0.8 points per square meter. First and last returns were used to extract the ground elevation and
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the vegetation canopy height. In addition, this dataset required specific mathematical morphology
analysis in order to remove some artifacts: a gray scale opening was applied in order to remove power
lines. A digital elevation model (DEM) and a Digital Surface Model (DSM) of the vegetation were
derived from the last and first returns, respectively. A Digital Height Model (DHM) was then obtained
by subtracting the DEM from the DSM.

In addition to the remote sensing data, a vector database describing the biotopes inside
Belgian protected areas from the European network of natural sites (NATURA2000) was available.
This database was produced by the Walloon administration for Nature and Forest based on expert
knowledge and exhaustive field inventories (all polygons). It is considered as the best available
information about ravine forests in Wallonia and was therefore used as a reference. In order to ensure
and improve the reliability of this map, polygons with visible clear cuts on the 2015 othophotos were
manually removed from this reference.

3. Method

The core of the proposed process is the simultaneous segmentation of the topographic, spectral
and height information. The resulting image segments are then enriched by computing a set of
attributes based on remote sensing and ancillary data. The potential of the proposed method to
automatically delineate meaningful spatial regions is assessed based on two expected properties of the
ecotopes: a large homogeneity and the ability to build high performance ecological models. These steps
are summarized on Figure 2.

LIDAR DEM
one layer

LIDAR DHM
one layer

Orthophoto
four layers

Hillshade

Hillshade
two layers

Multiresolution 
segmentation

Adjust scale parameter
 until size difference < 0.2%

test weights:
0, 0.5, 1 & 2

Segmentation

LIDAR DHM
one layer

Orthophoto
four layers

High resolution 
pixel-based land cover

Image-segments

Ancillary data

ecotopes 
with attributes 

NATURA 2000
biotopes

GAM
Random Forest

Ravine forests predictions

Homogeneity indices

Quality assessment

Enrichment

Figure 2. Overall flowchart of the proposed method.

3.1. Automated Ecotope Delineation

The three variables of interest to discriminate ecological function at the scale of the analysis are
the land cover, the topography and the soil type. However, the available soil type information was not

58



Remote Sens. 2019, 11, 354

precise enough and could be partly inferred by the topography. We therefore focused on variables that
could be directly inferred by remote sensing: topography and land cover.

The multiresolution segmentation algorithm [34] was used to automatically delineate ecotopes.
This algorithm can be tuned by a set of four parameters: the scale, the weight of the raster layer,
the shape and the compactness. The scale parameter defines the maximum acceptable value of
the change of heterogeneity when merging two neighboring image-segments. Increasing the scale
parameter therefore increases the size of the image-segments. The weight of the layers defines how
much each raster layer will contribute to the heterogeneity difference of the merged image-segments
as shown in Equation (1):

hdi f f = ∑
L

wL(n1(hmergedL − h1L) + n2(hmergedL − h2L)/ ∑
L

wL (1)

where hdi f f is the total heterogeneity difference after merging based on the raster layers, wL is the
weight of each raster layer, hmergedL is the heterogeneity of image-segments 1 and 2 for layer L; n1 and
n2 are the number of pixels in image-segments 1 and 2; h2L and h2L are the heterogeneity indices of
image-segments 1 and 2. Then, the shape parameter defines the proportion of the heterogeneity index
that is based on the shape of the image-segment. Increasing the shape parameter therefore reduces the
contribution of a large heterogeneity difference after merging the image-segment. The compactness
parameter determines if this shape index should favor compact image-segments (similar to a disk) or
smooth image-segments (similar to a rectangle).

The efficiency of a segmentation combining LIDAR height and multispectral image had already
been proven [26]. Our working hypothesis is that simultaneously combining the topographic
information with the spectral values of the orthophotos and the DHM derived from the LIDAR
would improve the delineation of the ecotopes. The segmentation results are therefore compared with
different weights to the topographic information with respect to the other layers. For the sake of a fair
comparison, the average size of the image-segments is fixed to approximately 2 ha (Two hectare on
average corresponds to smallest ecological management units according to a group of users including
biodiversity researchers and managers.) To do so, the composite image was first segmented with a
scale parameter of 50, a shape parameter of 20% and a compactness of 100%. The shape parameter was
then reduced to 10% and a larger scale parameter was obtained using binary search algorithm with a
tolerance of 0.2% on the total number of polygons obtained on the reference image segmentation (that
is 318,380). Apart from the size that was fixed after the first segmentation, no other optimization of the
segmentation was performed. The only difference between the segmentation is therefore the weight
of the topographic component that is being tested with values of zero (only spectral and structural
information), 0.5, 1 and 2 (increasing the influence of topographic information).

Including topography in segmentation required a transformation of the DEM data to highlight
the different slope types and identify breaks. Because the segmentation algorithm is based on the
minimization of the variance inside each image-segment, using DEM values would indeed tend to
create many linear spatial regions along contour lines in areas of steep slopes, even if the slope is
constant. Previous studies used the slope together with some curvature indices [18]. This is interesting
for pedomorphic mapping, but (i) it then relies on arbitrary window size to compute minimum and
maximum curvature and (ii) both sides of ridge and valley lines are in the same segment despites
different sun illumination. In the case of ecotopes, the slope and the aspect of the slope are therefore
more closely related to the functionnal homogeneity However, slope aspect could not be used by
the segmentation algorithm because (i) it is undefined when the slope is null and (ii) it is a circular
metric that jumps from 360 degrees to 0 degree for the same azimuthal direction. For those reasons,
Janowski et al. [27] used easting and northing instead of azimuth. For the ecotopes, two synthetic
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hillshade maps were derived along the North-South and the East-West transects using Equation (2),
because this is the variable that is the most directly linked with the potential solar energy.

hillshade = 255 × ((cos(SZA)× cos(Slope)) + (sin(SZA)× sin(Slope)× cos(SAA − Aspect))) (2)

where SZA and SAA are the hypothetical sun zenithal and azimuthal angles, respectively, and Slope
and Aspect are derived from the DEM using a 3-by-3 moving window. The use of 3-by-3 windows
corresponds to local hillshade at a high spatial resolution (2 m), so that only pixels with similar hillshade
values are likely grouped together by the segmentation algorithm. The shape parameter of 20% that
is used in the segmentation process aims at preserving the compacity of the image segment when
isolated pixels have a markedly different orientations than their surroundings, but image-segments
are expected not to merge when there is a change of slope.

In practice, synthetic hillshade maps were created by setting a large sun zenith angle (75°) for four
sun azimuth angles (0°, 90°, 180°, 270°). The difference between the results of both pairs of opposite
theoretical sun azimuth angles were then computed. Cast shadows were ignored in this process because
the aim of the hillshade is only to provide a continuous topographic characterization. As can be seen
on Figure 3, the values of the hillshade are equal on flat surfaces and on slopes oriented with 45° or
135° azimuths. In the case of flat areas, the value in two opposite directions is indeed equal, so that their
difference is zero for all azimuths. In the other case, the values are either positive or negative and they
are equal for the orthogonal direction because 45° is the bisector of those azimuthal angles.

Figure 3. False color composite of the hillshades along the North-South and East-West directions (left)
and slope derived from the LIDAR images (right) on a subset of the study area. Shades of grey indicate
that the hillshade values in the two orthogonal directions are equal while colored areas highlight the
differences between the two directions.

3.2. Quality Assessment

For the sake of ecological models, image-segments are enriched based on the proportion of land
cover features that they contain as well as various soil and contextual attributes [16]. With all attributes
being derived from external databases, the quality assessment focuses on the homogeneity of the
image-segments (which is a key feature for ecotopes) (Section 3.2.2) and the ability to run performant
ecological models (Section 3.2.3).

Due to the lack of other up-to-date high resolution land cover map of the Walloon region at the
time of the study, a high resolution pixel-based land cover map was produced in order to characterize
the ecotopes and build some of their homogeneity indices. While the production of this high resolution
land cover database is out of the scope of this paper, it is briefly described in Section 3.2.1.

3.2.1. High Resolution Pixel-Based Land Cover

A Bayesian classifier with automated training sample extraction method [35] was used to classify
8 land cover types: bare soil, artificial, grassland, crops, coniferous, broadleaved, water and shrubs.
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The input image was based on the same datasets as the segmentation: the 4 spectral bands of the aerial
photograph and the height information extracted from LIDAR. The a priori probability was computed
based on the frequency of each land cover type within two height classes (below and above 50 cm).
Because of the high reliability of the LIDAR DHM, this step was particularly useful to discriminate
forests, shrubs and buildings from the other land covers. The training dataset was compiled based
on existing datasets covering the study area, including a 2007 land cover map from the Walloon
Region, Open Street Map data [36] and forest inventory data from the Nature and Forest Department.
The results were then consolidated with a crop mask in order to discriminate grassland and cropland.
Furthermore, the classification of forest types was consolidated in the homogeneous region thanks to a
classification of Sentinel-2 cloud-free images of early spring and mid summer 2016 (assuming that the
forest type does not change from year to year and excluding clear cuts from the analysis).

For the validation, a simple random sample of 700 points was photointerpreted on the orthophoto
with a geolocation tolerance of 5 m and ambiguous points were verified on the ground. The estimated
overall accuracy of the consolidated product (93% with a 95% confidence) was above the other products,
therefore it was considered as our best reference in the frame of this paper.

3.2.2. Homogeneity Measures

In order to test the hypothesis of this study, different homogeneity indices have been computed.
Those indices look at the homogeneity from land cover (based on the high resolution land cover
layer), from the topography and from the soil types. They are compared with an arbitrary regular
grid with the same cell area than the average polygon size, which provides a reference considering the
segmentation ratio. Because of the specific interest towards a biotope that is mainly present in areas of
steep slopes, the homogeneity indices were not only computed for all the study area, but also for a
subset composed of the polygons with an average slope above 10 degrees.

Giving more weight to the topographic bands could affect the homogeneity in terms of land cover
delineation. In order to control a potential loss of land cover homogeneity, the average purity level was
computed for each segmentation. The proportion of each land cover class was computed inside each
polygon based on the high-resolution pixel-based land cover classification presented in Section 3.2.1.
The purity index is then defined as the average of the maximum values of land cover proportions of
each image-segment.

From the topographic point of view, the primary variable of interest is the slope. The slope
was measured on a smoothed version of the 2 m DEM in order to remove micro-topography effects
and to remove artifacts due to the noise of the dataset. Because the slope is a quantitative variable,
its heterogeneity was estimated using the standard deviation (STD) inside each polygon. For the
aspect of the slope, standard deviation could not be used because of the break between 0 and 360°.
The azimuth values were therefore converted into nine categories, including in eight directions (North,
North-East, East, South-East, South, South-West, West and North-West) plus one class for the flat areas
(where the aspect is undefined). The purity index of these nine categories is then computed like in the
case of the land cover.

Finally, an independent data source was also considered: the soil map. The purity index for soil
drainage classes and soil depth classes was used as an additional indirect indicator of the polygon
homogeneity. Those two soil classes were derived from the digital soil map of the Walloon region.
The precision of this map corresponds to a scale of 1/25,000, which is coarser than the polygons
delineation, but this uncertainty affects all polygon boundaries in a similar way.

3.2.3. Biotope Models

In addition to the homogeneity measures, a fitness to purpose analysis was implemented.
The sensitivity of two state-of-the-art algorithms, namely Random Forest (RF) and Generalized
Additive Model (GAM), has been tested for the detection of ravine maple forests. Each model was
calibrated using the same workflow for each of the segmentation results.
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First, a large set of attributes have been derived from existing database and GIS analysis. This set
includes bioclimatic variables interpolated from Worldclim [37], soil variables, topographic variables
and land cover variables obtained by zonal statistics within each ecotope. Those variables have been
selected based on expert knowledge and their contribution to habitat suitability models have been
assessed in a previous study [16].

Calibration and validation polygons were then selected by crossing the ecotope database with the
polygons of the NATURA 2000 database. An ecotope was labeled as a ravine maple forest biotope if
more than half of its area was covered by its equivalent in the Natura 2000 cartography. To obtain a
presence/absence dataset, ecotopes matching with ravine maple forests were considered as presence,
while ecotopes matching with any other forest biotope were considered as an absence.

Different quality indices were used to validate the model, including the Overall Accuracy (OA)
and the Area Under the Curve (AUC) of the model as well as producer and user accuracy (PA and
UA) of the optimal binary classification between ravine forest and other forest biotope. In order to
evaluate the accuracy of the model to detect ravine forests among all other biotopes, another overall
accuracy was calculated taking into account all surfaces covered by Natura 2000 surveys (OA_Tot).
Those indices were computed for the validation polygons which have been separated from the rest
of the dataset before the calibration step. In order to provide an unbiased estimate of the correctly
classified areas, the ecotope polygons were used as sampling units and their areas were taken into
account [38]. The optimal binary classification was automatically determined based on the best
compromise between sensitivity and specificity.

4. Results

By design, approximately 318400 image-segments were automatically created in the study area
(with a range of 500 polygons, that is less than 0.2 percent). A visual check did not catch any
macroscopic errors, but revealed most of the topographic features hidden by the vegetation on the
aerial image. Figure 4 shows a subset of the segmentation result, highlighting the impact of the
topography on the image-segments created inside patches of homogeneous land cover. As expected,
areas of homogeneous slope are well delineated in addition to the land cover induced partitioning.
Furthermore, the limits of the ecotopes are consistent with the pattern of slope curvature, which were
not used for the segmentation.

Quantitative results related to the homogeneity of the image-segments are summarized in
Tables 1 and 2. Overall, the advantage of automatically partitioned landscape against a regular
grid of the same size is obvious. The results indeed show that the heterogeneity of the topographic
attributes decreases and the separability of ecotopes increases when the partition of the landscape
is determined by topography and land cover. As shown in Figure 2, the results within the subset of
polygons with a slope above 15 percent further highlight the differences where the terrain plays a
bigger role in the definition of the polygons.

Table 1. Homogeneity of the image-segment as a function of the segmentation weights. The grid is
composed of squares with the same area as the average of image-segments. Large purity values and
low average variance of the slope indicate a good segmentation.

0 (No Topographic Layers) 0.5 1 2 Grid

Slope variance 4.21 4.00 3.90 3.83 4.82
Aspect purity 94.4 94.4 94.5 94.5 94.3
Soil depth purity 82.8 82.8 84.0 83.1 79.9
Soil drainage purity 80.1 80.9 81.3 81.7 80.4
Land cover purity 75.9 76.5 76.6 76.4 72.2
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Figure 4. Image-segment boundaries (in red) overlaid on the curvature of the DEM at 10 m resolution
(left) and the orthophoto from the Walloon Region (right, copyright SPW 2015). The images at the top
(a,b) display the segmentation with the topographic bands (weight of 1); the images at the bottom (c,d)
display the segmentation without the topographic bands. The green rectangle highlights an area where
the land use boundaries follow the topography.

Table 2. Homogeneity of the subset of image-segments with a slope greater than 15 percent. The grid
is composed of squares with the same area as the average of image-segments. Large purity values and
low average of slope variance indicate a good segmentation.

0 (No Topographic Layers) 0.5 1 2 Grid

Slope variance 10.6 8.1 7.1 6.2 11.6
Aspect purity 93.7 95.2 95.9 96.4 93.7
Soil depth purity 80.2 81.9 82.7 83.5 75.6
Soil drainage purity 79.7 81.8 82.4 82.5 78.3
Land cover purity 69.4 75.0 75.4 76.4 64.8
Mean area (m2) 20,466 17,379 16,432 15,577 19,016

The analysis of the predictive model indicate that the ecotopes are appropriate mapping units to
map ravine forest in the study area. The overall accuracy of the best model is indeed 99.9% (Table 3).
However, this value does not completely reflect the errors of the model because ravine forests are rare
in the study area and specific to the polygons with a majority of broadleaved trees. Additional indices
measured on a subset of the ecotopes with a majority of broadleaved trees are therefore more relevant
to compare the different scenarios. On this subset, the use of topographic information to delineate
polygons had a significantly positive impact on the results of the models. This confirms the results
obtained by homogeneity measures (Tables 1 and 2). However, the best prediction is achieved for the
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GAM model when the weight of the topographic information is equal to the weight of the spectral
information and the performances of the model decrease with the weight of 2.

Table 3. Results of the different models of ravine forest predictions with respect to the weight of
topography in the segmentation. Matches correspond to the number of ecotopes matching at more than
50 percent with biotopes survey polygons. The next rows show the different quality indices including
the overall accuracy of ravine forest mapping in the study area (OATot), the Overall Accuracy (OA),
Area Under the Curve (AUC), Producer Accuracy (PA) and User Accuracy (UA) of the ravine forests
for each model based on ecotopes covered by a majority of broadleaved trees.

0 0.5 1 2

Matches 17 60 87 109

RF OATot 99.7 99.8 99.8 99.7
RF OA 93.2 94.7 95.5 92.7
RF AUC 79.6 97.1 96.8 94.3
RF PA 77.9 97.0 95.3 92.7
RF UA 8.90 18.9 25.3 16.1

GAM OATot 99.8 99.8 99.9 99.8
GAM OA 96.1 95.7 97.3 95.2
GAM AUC 81.4 95.6 97.6 95.2
GAM PA 77.2 93.1 97.0 92.7
GAM UA 15.0 21.9 37.2 22.5

The number of matching polygons increases when the segmentation uses more topographic
components (Table 3). This is due to the fact that the polygon boundaries match the Natura 2000
boundaries closer than in the case without topographic contributions, but also because the polygons
become on average smaller in rugged terrain when the topography is taken into account, as shown in
Table 2.

5. Discussion

This study demonstrates that automated image segmentation simultaneously combining
topographic information from LIDAR with the spectral information from optical sensors provides
ecologically relevant polygons. Two facets of the results are discussed in this section: the technical
quality of the results and the usefulness of the model for biodiversity studies.

5.1. Consistency of the Polygons

The objective of this paper was to build homogeneous polygons that would better match the
concept of ecotopes than a delineation solely accounting for the land cover. While it was foreseen that
the addition of topographic information to the segmentation process would reduce the topographic
heterogeneity, the increased land cover homogeneity was surprising. This could be due to the long
term land management practices that optimized land use based on the topography (for example, most
crop fields are located on flat areas while steep slope are mainly covered by forests). Such patterns
have been observed in the landscape, but the causality should be further investigated.

The results of the model shows that including topographic information improves the
correspondence between ecotopes polygons and the field mapping of ravine forest biotope.
The increased number of matches is partly due to the reduction of the average polygon size inside
rugged terrain (about 25% for the weight of 2). The reduction of the size is however not sufficient to
explain the large increase in the number of matches. This could be better explained by the fact that
presence of biotope is highly dependent on the topographic situation. Indeed, contrasted situations
such as south or north hillside leads to very different abiotic features. Furthermore, even a small
difference of slope leads to different water intakes leading also to different vegetation communities.
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Even if the model weren’t created in the best conditions due to the scarcity of the biotope, we can
stress that we see a large leap in the AUC of the models (more than 16% for both RF and GAM)
by adding topographic data in the segmentation process. Concerning the model accuracy, the big
increase observed by adding topographic data is consistent with the improvement observed by the
heterogeneity indices. However, we can see that the indices of the models don’t follow the same trend
than the heterogeneity indices and are less correlated with the level of contribution of topographic
data. This is probably due to the fact that we model a rare biotope with scarce presence data. Thus, the
overall quality of the models is sensitive to the polygons selected in the calibration/validation process.

In this study, the average size was selected according to user requirements and fixed in order
to fairly compare the contributions of the models. However, the size could also be optimized based
on data driven features [39,40] In this case, the weight of the topography, the vegetation height and
the spectral values of the images should be considered to determine an optimal size. However, the
observed difference between the trend in terms of ecotope purity and the trend of the fitness-to-purpose
analysis should be further investigated as a potential issue to the use of a single optimization criteria.

On the other hand, landscape and landform analysis very much depends on the scale of the
process being addressed and a hierarchical approach could help to extract additional characteristics
from the landscape. For instance, elevation and curvature are important features at coarser scale to
identify ridges or valleys. However, ridges and valley landforms include two sides facing opposite
directions, which is not homogeneous in terms of insulation. The use of hillshade at local scale
obviously placed the emphasis on potential insulation, but it also split image-segments in places of
strong positive or negative curvature, which contributed to the improvement of characteristic soil
properties. Identifying pattern from another scales could however be necessary to cover the processes
that occur in more mountainous areas.

5.2. Usefulness of Biotope Models

The high (above 95% for both GAM and RF) AUC of the best models shows that models based
on ecotope polygons are very consistent. However, despite the high specificity and sensitivity of the
models, the user accuracy of the ravine forest class is very low. This low user accuracy can be explained
by three different factors.

First, the ravine forests are rare in the study area. As a result, even a very small proportion of
false positive had a strong impact on the user accuracy. Nevertheless, the absolute number of forest
remains small, so that the models could help field prospecting by narrowing the search area to fewer
than five percents of the total surface of forests.

Second, the models were used to test a concept and compare different segmentation strategies,
but they could be tuned for other specific purposes. The selected optimization criteria, based on the
sensitivity and the specificity, favored a solution that maximized the sensitivity because the specificity
computed on a large proportion of absences was rapidly very high (above 97%), then slowly increased.
This type of optimization is particularly useful for restraining the surveyed area in order to exhaustively
map a specific biotope. Another threshold for binary classification could seek an optimum between
producer’s and user’s accuracy based on the F-Score. With this alternative, the UA would be 0.63 and
the PA would be 0.65, which is a good compromise for a generic result but less interesting for the
identification of unknown biotopes of high biological interest.

Third, the model is limited by the available data, which does not replace field based observations.
For instance, typical ferns in the understory are not visible by remote sensing. On the other hand,
the ecotope might include all conditions for the development of maple ravine forests, but a different
type of forest could have developed because of historical land management of the ecotope. From this
point of view, a substantial proportion of the false positives could be considered priority zones for
biotope restoration.

Nevertheless, values of user accuracy that we are discussing about are dependent of the correctly
classified ravine forest among other broadleaved forests.If we take a look at total overall accuracy
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values, they show an excellent prediction of ravine forest in our study area therefore moderating the
poor user accuracy previously discussed.

Referring to the field data, forest communities don’t follow a logic of tangible frontier, but they
look like a gradient of vegetation communities mixing with another one. Limits are vague, but the
conceptual model of the geographic database uses crisp boundaries to represent those transition areas.
This conceptual mapping model into the so-called spatial regions is not specific to the GEOBIA, but it is
also performed on the field when a boundary has to be drawn. While about half of the boundaries are
matching the boundaries of the reference polygons with precision close to 10 m, diverging delineation
occurs on the other half of the boundaries (Example on Figure 5). An independent field campaign was
unable to undoubtedly and consistently arbitrate between the two datasets. Despite its limitations,
the repeatability of the automated image segmentation makes it very useful in prospective studies
or to guide interpretation on the field. However, the use of sharp boundaries could be an issue to
represent gradients of vegetation or to be associated with punctual observations. It is therefore of
paramount importance to remember that the proposed mapping strategy is a model used to represent
the landscape in a way that closely matches the definition of biotopes from the field, but that there is
no universal representation of nature.

Figure 5. Divergences of delineation of ravine forest in the Natura 2000 database (green polygons) and
the automated segmentation (red outlines).

6. Conclusions

This study demonstrates that hillshade layers can be used simultaneously with spectral
information to improve the automated delineation of ecotopes in a GEOBIA framework. The AUC
of predictive ecological models was improved by 15% when the ecotopes were delineatd using these
topographic layers. Furthermore, the inclusion of topographic features in the segmentation process
also improved the purity in terms of land cover, probably due to the indirect impact of the topography
on the land use in the study area.

The good results at small scale factor suggests that the proposed GEOBIA workflow could be
tested at larger scale factor in combination with curvature indices in order to generate homogeneous
landforms with minimal arbitrary decisions.
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The following abbreviations are used in this manuscript:

AUC Area Under the curve
DEM Digital Elevation Model
DHM Digital Height Model
GAM Generalized Additive Model
GEOBIA Geographic Object-Based Image Analysis
PA Producer’s accuracy
OA Overall accuracy
RF Random Forest
STD Standard Deviation
UA User’s accuracy
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Abstract: Image over-segmentation aims to partition an image into spatially adjacent and spectrally
homogeneous regions. It could reduce the complexity of image representation and enhance the
efficiency of subsequent image processing. Previously, many methods for image over-segmentation
have been proposed, but almost of them need to assign model parameters in advance, e.g., the number
of segments. In this paper, a nonparametric clustering model is employed to the over-segmentation
of Very High Resolution (VHR) satellite images, in which the number of segments can automatically
be inferred from the observed data. The proposed model is called the Edge Dependent Chinese
restaurant process (EDCRP), which extends the distance dependent Chinese restaurant process to
make full use of local image structure information, i.e., edges. Experimental results show that the
presented methods outperform state of the art methods for image over-segmentation in terms of both
metrics based direct evaluation and classification based indirect evaluation.

Keywords: image over-segmentation; distance dependent Chinese restaurant process; nonparametric
Bayesian clustering model; superpixels

1. Introduction

With the development of imaging techniques and the space satellite manufacturing, both spectral
and spatial resolutions of Very High Resolution (VHR) satellite images have been improved
significantly [1–3]. Consequently, VHR satellite images have been extensively applied to many
applications, such as natural disaster monitoring [4,5], land cover change detection [6,7], environmental
protection [8], and agricultural production [9], and so on [10,11]. Along with the increase in
spatial resolution, it has becomes a considerable challenge for traditional methods to extraction
information from VHR satellite images. Image over-segmentation is a common way to simplify
image representations and speed image processing, by partitioning images into spatially adjacent and
spectrally homogeneous regions [12,13].

Image over-segmentation has been widely used in many applications, including computer
vision [14,15], object recognition [16,17], image retrieval [18,19], and image classification [20,21].
The following properties might be expected for a “good” over-segmentation result: (1) pixels within an
segment should be spatially adjacent and have similar features; (2) the boundaries of segments should
adhere well to the “meaningful” image boundaries; and, (3) each segment resides within only one
real geo-object. Many over-segmentation algorithms have been used to segment everyday photos and
pictures, and they aimed to achieve abovementioned properties, including the Simple Linear Iterative
Clustering (SLIC) [22], Entropy Rate Superpixel segmentation (ERS) [23], normalized cut (NC) [24],
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edge-augmented mean-shift (ED) [25], and so on [26,27]. These methods can be roughly divided
into four categories, including threshold-based algorithms [28,29], edge-based algorithms [30,31],
graph-based algorithms [32,33], and clustering-based methods [34,35]. It is rather simple and efficient
for the threshold-based algorithms to obtain over-segmentation from images. However, it is very
difficult to choose the appropriate threshold. Although the boundary recall is often rather high in
the results of edge-based methods, the results are often sensitive to the quality of the detected edges.
It is straightforward for the graph-based algorithms to utilize the spatial constraints by measuring the
affinity in terms of spectral or structural similarity.

Clustering-based methods are widely used for image over-segmentation by embedding spatial
information. The SLIC is the most typical method to over-segmentation by clustering [22]. The Entropy
Rate Superpixel (ERS) also treats the over-segmentation as a clustering problem [23]. The main
difficulty for clustering-based methods to image segmentation is how to estimate the suitable number
of clusters before clustering. As a Bayesian nonparametric clustering model, the Chinese restaurant
process (CRP) mixture model [36], and its variants provide a principled way to infer the number
of clusters from the observed data. An underlining assumption of these nonparametric clustering
models is that the observed data in each group is modeled as an exchangeable sequence of random
variables. In order words, for an exchangeable sequence of random variables, any permutation of the
sequence has the same joint probability distribution as the original sequence [37]. If the CRP is directly
applied to image clustering, the spatial dependency among pixels would be lost. Generally speaking,
there exist three kinds of ways enhance spatial dependency among pixels when the CRP and its
variants are applied to image analysis, i.e., preprocessing, poster-processing, and directly modeling
the interdependence among neighboring variables [36]. For example, by using over-segmentation of
VHR satellite images as a preprocessing, the CRP and its variants have been successfully applied to
image or feature fusion [38], geo-object category detection [39], and unsupervised classification [40],
and so on. However, it is difficult for humans to assign an appropriate number of over-segments,
since a large number of geo-objects with different size and shapes are scattered in VHR satellite images
without uniform spatial distribution. Majority voting using neighboring pixels are often used as a
poster-processing to enhance spatial consistence of clustering labels [41]. However, the clustering
results would be strongly dependent on both the presented neighboring system.

As an extension of the CRP, the distance dependent Chinese restaurant process (ddCRP) explicitly
models the dependency between two random variables as a function of their distance [37]. The ddCRP
was originally proposed for text modeling [37]. Whether and how can the ddCRP be effectively used for
the over-segmentation of VHR satellite images? To answer this question, we systematically analyzed
characteristics of the ddCRP. Specifically, we evaluated the impact of three components in the ddCRP
model on the over-segmentation of VHR satellite images in this paper, i.e., the distance dependent
term, the sampling probability term and the connection mode. Furthermore, we present an improved
model for over-segmentation of VHR satellite images, which is termed as the Edge Dependent Chinese
Restaurant Process (EDCRP).

The rest of this paper is organized as follows. In Section 2, we described the basic principle
of the ddCRP, and analyzed the characteristics of its components. The EDCRP model was
described in Section 3. Experimental results coupled with related discussions are given in Section 4.
Some conclusions are drawn in Section 5.

2. Distance Dependent Chinese Restaurant Process

After the ddCRP is introduced in the first subsection, we systematically the characteristics of its
three components, i.e., distance dependent term, likelihood term, and connection mode.

2.1. ddCRP

The CRP is a classical representation of the Dirichlet Process (DP) mixture model, which is an
intuitional way to obtain a distribution over infinite partitions of the integers. Under the metaphor
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of the CRP, the random process is described, as follows. Customers enter a Chinese restaurant one
by one for dinner. When a customer enters the restaurant, he or she chooses a table, which has been
occupied by other customers who entered previously with a probability proportional to the number of
customers already sitting at the table. Otherwise, one takes a seat at a new table with a probability
proportional to a scale parameter α. The random process is given by

p(ti = k|T¬i, α) ∝

{
nk, k < K

α, k = K + 1
, (1)

where ti represents the index of table chosen by the ith customer; T¬i = {t1, . . . , ti−1, ti+1, . . . , tN}
denotes the table assignments of N customers with the exception of ith customer; K is the number of
tables already occupied by some customers; and, nk denotes the number of customers sitting at table k.

After all of the customers have taken their seats, a random partition has been realized. Customers
sitting at the same table belong to a same cluster. This specific clustering property indicates a powerful
probabilistic clustering method. The most important advantage of this algorithm is that the number
of partitions does not need to be assigned in advance. The reason is that the CRP treats the number
of clusters as a random variable that can be inferred from the observations by marginalizing out the
random measure function.

Please note that, although the customers are described as entering the restaurant one by one in
order, any permutation of their ordering has the same joint probability distribution of the original
sequence. This is the exchangeability property of CRP mixture model. In practice, exchangeability
is not a reasonable assumption for many realistic applications. As for image over-segmentation,
it is necessary to identify the spatially contiguous segments where the same label is allocated to the
neighbor pixels with homogeneous spectra. Therefore, the traditional CRP model is not suitable for
image over-segmentation. To introduce the dependency among random variables, Blei et al. proposed
the distance dependent Chinese restaurant process (ddCRP) in [37]. The partition, formed by assigning
the customers to tables in the CRP, is replaced with the relationship between one customer and other
customers in the ddCRP. Under the similar metaphor of the CRP, the ddCRP model states that each
customer selects another customer to sit with, who has already entered the restaurant. Given the
relationship among customers, it is easy to infer which customers will sit at the same table. Therefore,
the tables are a byproduct of the customer assignments. Let f denote the decay function, dij the
distance measure between two observations i and j, α the scaling parameter, and ci the customer
assignment of ith customer, i.e., ith customer choose to sit with ci customer. The random process is to
allocate customer assignments according to

p(ci = j) ∝

{
f
(
dij

)
, i �= j

α, i = j
, (2)

where the distance measure dij is used to evaluate the difference between the two observations i and j,
and the decay function f (x) mediates how the distance affects the probability of connecting the two
customers together. The farther the distance between the two data points, the smaller their probability
of connecting with each other. The traditional CRP is a particular case of ddCRP when the decay
function is assumed to be a constant, i.e., f

(
dij

)
= 1.

To bridge the gap of terminologies between feature clustering and image over-segmentation,
Figure 1 is employed to construct the analogy between the metaphor of ddCRP and image
over-segmentation. An image with 16 pixels is shown in Figure 1a, where each numbered square
denotes a pixel. The image is a restaurant, which accommodates 16 customers under the metaphor of
the ddCRP. Figure 1b shows a middle state during the random process of customer assignments,
where each arrow indicates a customer choose to sit with another customer. All of customers,
who chose to sit with, naturally form a cluster. In other words, they sit at a same table in the ddCRP.
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This is illustrated in Figure 1c, where the pixels with a same color belong to a cluster. Under the
terminology of image over-segmentation, a segment also consists of all of the pixels with a same
color, where every two pixels within a segment can reach to each other along the inferred customer
assignments in the ddCRP. Therefore, the inferred customer assignments are the key to derive the
results of image over-segmentation.

Figure 1. The illustration of distance dependent Chinese restaurant process (ddCRP) for image
over-segmentation; (a) an image (i.e., a restaurant) with 16 pixels (i.e., customers) where each numbered
square denotes a pixel; (b) each arrow indicates a customer choose to sit with another customer;
and (c) a segment consists of pixels with a same color and every two pixels within a segment can reach
to each other along the inferred customer assignments.

Given an image with N pixels X = {x1, . . . , xN}, the image over-segmentation is to partition pixels
into multiple regions with label Z = {z1, . . . , zN}. In the ddCRP, the label Z is a by-product of customer
assignment C, whose posterior is given by p(C|X) = p(C)p(X|C)

∑c1:N
p(C)p(X|C)

. The customer assignment, e.g., ci,

is assumed to be dependent on the distance between two pixels, e.g., dij and is independent of other
customer assignments. Therefore, the posterior of customer assignment is proportional to

p(C|X) ∝
[
∏N

i=1 p(ci|α, d, f )
]

p(X|C, G), (3)

where the likelihood of image pixels is given by p(X|C, G) . It is difficult to compute the posterior
because the ddCRP places a prior over a huge number of customer assignments. A simple Gibbs
sampling method can be used to approximate the posterior by inferring its conditional probability

p(ci|C¬i, x1:N , α, d, f , G) ∝

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f
(
dij

)
, situation 1

f
(
dij

) p
(

x(z(c¬i)=k)∪(z(c¬i)=l)

∣∣∣G)
p
(

x(z(c¬i)=k)

∣∣∣G)
p
(

x(z(c¬i)=l)

∣∣∣G) , situation 2

α , situation 3

(4)

where C¬i represent the customer assignments of all of the pixels with exception of ith pixel,
and x(z(C¬i)=k) denotes the pixels associate with kth segment derived from C¬i; G is a prior of
the parameter θ, which is utilized to generate observations using a probability p(x|θ) . In this
paper, the prior G and the probability distribution p(θ) are assumed to be Dirichlet process [36]
and multinomial distribution, respectively. The parameter θ can be marginalized out, since they
are conjugated. As a family of stochastic processes, the Dirichlet process can be seen as the
infinite-dimensional generalization of the Dirichlet distribution.

As the shown in Equation (4), there are three possible situations to generate a new assignment
ci. In situation 1, the assignment ci points to another pixel but do not make any change in the
over-segmentation result. The situation 2 means that two different segments are merged into a new
segment due to the customer assignment ci. For situation 3, the assignment ci points to itself in a
probability proportional to α.
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In the following, we analyze the characteristics of the three components in the ddCRP, i.e.,
the distance dependent term f

(
dij

)
, the likelihood of the image p(x|G), and the connection mode

among the pixels.

2.2. Distance Dependent Term

As for image over-segmentation, the dependence between the pixels can be naturally embedded
into the ddCRP by the use of a spatial distance measure and a decay function, for example,

the Euclidean distance between pixels dspatial =
√(

rowi − rowj
)2

+
(
coli − colj

)2, where (row, col) is
pixel’s location in an image. The decay function is used to mediate the effects of distance between
pixels on the sampling probability. The decay function should satisfy the following nonrestrictive
assumptions; it should (1) be nonincreasing and (2) take nonnegative finite values, and (3) f (∞) = 0.
There are several types of decay functions [37], such as the window decay function, the exponential
decay function and the logistic decay function. If the distance satisfies the preference, the decay
function returns a larger value; otherwise, it returned a smaller value.

Since over-segments consist of a set of pixels that are spatially adjacent and spectrally
homogeneous, only the neighboring pixels are considered in this paper, i.e., pixels i and j with
spatial distance dspatial ≤ 1. As shown in Figure 1, the possible assignments of the 11th pixel consist
of 7th, 10th, 12th, and 15th pixels. Therefore, the information on neighboring spatial locations has
been introduced by this setting. In order to take spectral information between neighboring pixels into
account in this model, the spectral difference between neighboring pixels is also introduced in the
ddCRP. Spectral distance can be represented by the difference dspectral =

∣∣xi − xj
∣∣, where xi is the DN

value of i-th pixel. So, the spectral difference and the spatial distance are combined to the final distance
measure, dij = dspatial + dspectral . The ddCRP model with spatial and spectral distance abbreviated
to spatial-spectral ddCRP model. In our previse work [42], empirical experiments showed that the
spatial-spectral ddCRP model exhibits a promising performance.

2.3. Likelihood Term

Let the prior and probability distribution are the Dirichlet distribution and the multinomial
distribution, respectively. Given customer assignments c, the likelihood of kth segment is

p
(

xz(c)=k

∣∣∣G)
=

τ(∑w βw)

∏w τ(βw)
÷

τ (∑w βw + n
(

xz(c)=k)
)

∏w=1 τ
(

βw + n
(

xz(c)=k = w
)) , (5)

where β denotes the parameter of the base distribution H, which is initialized while using a uniform
distribution. The τ(.) represents the gamma function. Each visual word is denoted by w. In this
paper, the visual word is a digital number (DN) value of panchromatic images. n

(
xz(c)=k

)
denotes the

number of pixels belonging to the kth segment. As shown in Equation (2), kth and lth over-segments
could be merged into a new one in a probability proportional to the production of distance dependent

term and the likelihood ratio
p
(

x(z(c¬i)=k)∪(z(c¬i)=l)

∣∣∣G)
p
(

x(z(c¬i)=k)

∣∣∣G)
p
(

x(z(c¬i)=l)

∣∣∣G) . For the sake of simplifying description,

the likelihood ratio is called the merging probability of two over-segments in the following. To reveal
the characteristics of the merging probability, we performed five simulated experiments, where a
paired of Gaussian distributions are utilized to simulate DN values of pixels within kth and lth
over-segments. Table 1 lists parameters of Gaussian distributions, i.e., mean μ and variance σ, used in
the five experiments. For each experiment, two subfigures are drawn on each row of Figure 2, where the
left subfigure shows the paired of Gaussian distributions, and the right one is the distribution of the
merging probability over the numbers of pixels within the paired over-segments. Within the right
subfigure, the z-axis is the merging probability and x-, y-axis is the number of simulated pixels within
the two over-segments, respectively.
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Table 1. Parameters of paired Gaussian distributions used in the five experiments.

(a) (b) (c) (d) (e)

kth over-segment μ = 45, σ = 0.1 μ = 45, σ = 2 μ = 50, σ = 2 μ = 55, σ = 2 μ = 58, σ = 2
lth over-segment μ = 60, σ = 0.1 μ = 60, σ = 2 μ = 60, σ = 2 μ = 60, σ = 2 μ = 60, σ = 2

It can be seen from Figure 2 that the distributions of the merging probability exhibit a similar
pattern in the first four experiments, i.e., from (a) to (d). The merging probability is always less than 1.
That is to say the two over-segments incline to remain to be separated, since they are not similar in terms
of the rather large difference between the two mean DN values. Therefore, during the inferring process
in the ddCRP, the customer assignment is allocated with a lower probability. In other words, any paired
of pixels from the two over-segments would connect with each other with a lower probability.

Furthermore, for a given number of pixels within one segment, the merging probability decreases
with the increase of number of pixels within the other segment. The underlining reason is that
the dissimilarity between the two over-segments can be furthermore verified with more and more
observations. In other words, a reliable state of customer assignments would be expected only when
the number of pixels within each segment is up to some level. As shown in Figure 2a–d, the merging
probability would be lower than 0.1 and become stable when the number of pixels is larger than about
eight. This observation motivate us to use a number of pixels instead of individual pixel as a descriptor
of each pixel in the improved model in Section 3.

As shown in Figure 2d, explicit local fluctuations occur in the distribution of merging probability
since the two segments become more similar in terms of mean DN values. It can be seen from
Figure 2e that the merging probability of experiment (e) looks very different from the other four
experiments. The merging probability is significantly larger than 1 for most cases. This results show
that the two over-segments would incline to be merged when they are similar in terms of mean DN
values. This argument could also be verified furthermore when the number of pixels become more and
more. It can be seen from Figure 2 that, if two segments are generated from dissimilar distributions,
the merging probability will be less than 1, otherwise larger than 1. This suggests that it would be a
good choice to let the parameter α equal to 1 in the ddCRP.
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Figure 2. Five experiments are shown in subfigures (a–e), respectively. As for each experiment, the left
subfigure shows a paired of Gaussian distributions, which are utilized to generate DN values of
two over-segments, respectively; the right one is the distribution of the merging probability over the
numbers of pixels within the two over-segments.

2.4. Connection Mode

In the ddCRP, the customer assignment is always allocated from some candidates that satisfy
pre-specified constraints, which is called the connection mode in this paper. As shown in Figure 3a,
the assignment of the 11th pixel is connected with one of its nearest neighbors (i.e., 7th, 10th, 12th,
and 15th pixels) or itself according to the Gibbs sampling formula Equation (4). This setting implies
a competition among the candidates and decreases the connecting probability of each candidate to
some extent. Actually, it may be unnecessary to compare the connection relationship between pixels
and other neighboring pixels. As shown in Figure 3b,c, each pixel might point to multiple pixels,
i.e., multiple arrows. To discriminate different cases, one arrow that a pixel points to another pixel,
is termed as “one-connection mode” (CM1), two arrows “two-connection mode” (CM2), and four
arrows “four-connection mode” (CM4), respectively. Under the metaphor of CRP, the number of
arrows indicates how many customers one could select to sit with during the inferring process.

Figure 3. Three kinds of connection modes, (a) the one-connection mode (CM1), (b) the two-connection
mode (CM2), and (c) the four-connection mode (CM4).

Figure 4 shows the results of over-segmentation over three kinds of geographic scenes,
i.e., Suburban (S), Farmland (F), and Urban (U) areas, using the three type of connection modes.
The suburban area contains sparse buildings, roads, and fields. The area of farmland consists of
cultivated lands with similar shapes and slightly different spectra. In contrast, the urban area displays
a large spectral variation, contains many buildings and roads, and has a complex structure. The images
come from panchromatic TIANHUI satellites, which have a size of 200 × 200 pixels and a resolution of
approximately 2 m.

Four metrics are employed to quantitatively evaluate the quality of image over-segmentations,
i.e., the boundary recall (BR) [43], the achievable segmentation accuracy (ASA) [44],
the under-segmentation error (UE) [45], and the degree of landscape fragmentation (LF) [42].
The BR is to measure how many percentage of real object boundaries have been discovered by an
over-segmentation method. Based on the overlap between segments and real object regions, the ASA
and UE is the percentage of pixels within or out of object regions, respectively. The last metric is to
measure the degree of fragmentation for an over-segmentation result.

It can be seen from Table 2 that the CM1 is the best connection mode in terms of both BR and
ASA for all of the three scenes. In contrast, the CM4 is the best one in terms of LF for all of the three
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scenes. The CM2 is in the middle among the three connection modes for all of the experiments with the
exception of the UE of urban area. Please note that the metrics of both BR and ASA could increase with
the number of segments. This also can reflected by the measurement of LF. The FL under CM1 is the
highest among the three connection mode for all of three scenes. It also can be seen from Figure 4 that,
under the CM1, there exist many segments of very small size, even many isolated points. In contrast,
the size of segments is rather large under the CM4 and there explicitly exist under-segmented results.
For example, many long and narrow objects, e.g., roads, are often incorrectly merged into larger regions
under the CM4. To make full use of characteristics of different connection modes, both CM1 and CM2
will be utilized in our proposed method in Section 3.

Table 2. The quantitative evaluation of over-segmentations using the ddCRP over three type of
geo-scenes, i.e., Suburban (S), Farmland (F), and Urban (U) areas, under three kinds of connection
modes, i.e., one-connection mode (CM1), two-connection mode (CM2), and four-connection mode
(CM4), respectively. For every evaluation metric, the best performance among different connection
modes was marked as red or blue bold.

Suburban Farmland Urban

CM1 CM2 CM4 CM1 CM2 CM4 CM1 CM2 CM4

BR 0.8 0.67 0.5 0.79 0.70 0.57 0.81 0.66 0.51
ASA 0.84 0.67 0.64 0.87 0.6 0.55 0.89 0.59 0.59
UE 0.07 0.09 0.15 0.11 0.12 0.15 0.09 0.07 0.09
LF 0.85 0.54 0.42 0.92 0.73 0.41 0.42 0.68 0.48

 (a) VHR satellite images (b) CM1 (c) CM2 (d) CM4 

S 

    

F 

    

U 

    

Figure 4. Over-segmentation of Very High Resolution (VHR) satellite images using the ddCRP
with different connection modes: (a) VHR satellite images of three kinds of scenes, i.e., Suburb (S),
Farmland (F), and Urban (U) areas, and corresponding over-segmentations using the ddCRP with
(b) one-connection mode (CM1), (c) the two-connection mode (CM2), and (d) the four-connection mode
(CM4), respectively.
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3. Edge Dependent Chinese Restaurant Process

Based on the analysis about the ddCRP in Section 2, we present an improved method for the
over-segmentation of VHR satellite images in this section, which is called Edge Dependent Chinese
Restaurant Process (EDCRP). As shown in Figure 5, the EDCRP consists of three parts. The first part is
edge detection from VHR satellite images. The second part is the selection of the feature descriptor and
the connection mode that is based on these detected edges. The third part is image over-segmentation
while using the spatial-spectral ddCRP.

Neighboring Gray Histogram Descriptor Single Gray Value Descriptor

VHR Satellite Image Boundaries Information

Spatial-Spectral ddCRP  Model

Edge Pixel?

Two-Connection Model One-Connection Model

NO YES

The Over-segmentation Result

Feature descriptor and 
connection mode

Edge detection

Image over-segmentation

 
Figure 5. The flowchart of Edge Dependent Chinese Restaurant Process (EDCRP) for image over-segmentation.

3.1. Edge Detection

There exist many methods to extract edge information from images, e.g., the Sobel operator,
the Roberts operator, the Prewitt operator, the Laplacian operator, or the Canny operator [46]. All of
these methods can be utilized in the proposed method in order to improve the structure integrality
of image over-segmentation. In this paper, the Canny operator was adopted since it works better by
simultaneously considering both strong and weak edges.

Although the distance between neighboring pixels in the ddCRP could reflect the strength of a
potential edge to some degree, there often exist many locations without meaningful edges, while the
distance is rather large. Therefore, the detected edges could provide important prior knowledge of
image structures for the ddCRP to work better. Given a pixel on an edge, the one-connection mode
could provide an opportunity to motivate the model to choose a neighboring pixel with the shortest
distance between them in the highest probability (under the assumption that the likelihood is the same
value). Consequently, multiple over-segments would occur nearby the pixel in a higher probability.
Meanwhile, if the one-connection mode is used everywhere, there would exist many segments of very
small size, even many isolated points, as shown in Figure 4. Therefore, the two-connection mode
coupled with a gray histogram descriptor is designed to remove these tiny over-segments, in particular
isolated points.
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3.2. Feature Descriptor and Connection Mode

As for each pixel, there exist two options for feature descriptors and connection modes, which is
dependent on whether the pixel is on an edge or not. As for a pixel on an edge, its DN value is
used as a feature descriptor and one-connection mode is used to decide which pixels could be tied
together. A gray histogram based on neighboring pixels is used to describe a pixel, which is not on
any edge and the two-connection mode is used. As shown in Figure 3, the gray histogram descriptor
of 6-th pixel in Figure 3 will be constructed by the nine values of 1-th, 2-th, 3-th, 5-th, 6-th, 7-th, 9-th,
10-th, and 11-th pixels. The neighboring gray histogram descriptor is to remove the isolated points
in the over-segmentation results. As discussed in the Section 2.3, the merging probability would be
approximated to the scaling parameter α, when a segment has only a small number of pixels. As shown
in Figure 2a–d, the merging probability would be lower than 0.1 and become stable when the number
of pixels is larger than about 8. This observation motivate us to use nine pixels instead of individual
pixel as a descriptor in the proposed model.

3.3. Spatial-Spectral ddCRP

As discussed in [42], the distance that was constructed with spatial and spectral features is better
than only spatial distance. Therefore, both spatial and spectral distances are used in the proposed
method. For the sake of clarity, it is called spatial-spectral ddCRP.

4. Experimental Results

In this section, we first described the experimental data. Then, we analyzed the effect of both
feature descriptor and connection mode on image over-segmentations. Furthermore, the EDCRP
is compared with state of the art methods in terms of quantitative evaluation matrices. At last,
we discussed the efficiency and the possible extension of the EDCRP.

4.1. Experimental Data

As shown in Figure 6, two panchromatic images from different sensors are used in our experiments.
The top-left image is a panchromatic TIANHUI image, which is in Mi Yun district of Beijing, China.
The imaging time is 25 July 2013, the resolution is about 2 m, and the size of the image is 800 × 800 pixels.
As shown in Figure 6a–d, four subareas of the TIANHUI image, coupled with real boundaries of
interested geo-objects, will be employed to illustrate the qualitative effect of both the feature descriptor
and the connection mode on over-segmentations in Section 4.2. The bottom-right image in Figure 6 is a
panchromatic QUICKBIRD image, which was acquired on 22 April 2006. The area is located in Tong Zhou
district of Beijing, China. The size of the image is 900 × 900 pixels with a resolution of 0.60 m.

4.2. Effect of Feature Descriptor and Connection Mode over Over-Segmentations

As shown in Figure 5, the EDCRP can be regard as a mixture of two kinds of feature descriptors
and connection modes based on the spatial-spectral ddCRP model. In order to validate the necessary
of this kinds of mixture, we compared the results of EDCRP with that of the spatial-spectral ddCRP
model under two kinds of combination of both feature descriptor and connection-mode. Specifically,
the first combination is that the DN value of each pixel is used as its feature and the one-connection
is used. The second combination is that the feature descriptor of each pixel is the gray histogram of
its neighboring pixels and the two-connection mode is used. For the sake of simplifying the notation,
the two combinations are denoted by ddCRP_1 and ddCRP_2, respectively.

Only the TIANHUI image is used for the analysis in this section. Specifically, we first analyzed
the over-segmentations of the two kinds of different combinations from the viewpoint of qualitatively
visual inspection. Furthermore, we compared them with that of the proposed method. At last,
four quantitative metrics are employed to measure the quality of these over-segmentations.
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TIANHUI image  

  

 

(a) Subarea A (b) Subarea B 

  

(c) Subarea C (d) Subarea D QUICKBIRD image 

Figure 6. Two VHR satellite images used in our experiments, where subfigures (a–d) show the subarea
A, B, C, and D coupled with boundaries of interested geo-objects, respectively.

4.2.1. ddCRP_1

Figure 7 shows the boundaries of over-segments by using the ddCRP_1. Generally speaking,
there exist many tiny segments, even isolated points. As shown in the two subfigures, individual
geo-objects, e.g., water and building, are over-segmented into many segments. In addition, most of
the over-segments wriggle their way along the real boundaries of geo-objects. The structure of
over-segments is not very good. For example, there exist two edges along the top-right boundary of
the building in subarea D of Figure 7.

4.2.2. ddCRP_2

Figure 8 shows the boundaries of over-segmentation using the ddCRP_2. It can be seen that the
ddCRP_2 significantly outperforms over the ddCRP_1 in term of structure of over-segment’s boudary.
On the one hand, from the viewpoint of overall visual inspection, boudaries of over-segments shown
in Figure 8a–d correspond well to boudaries of real geo-objects. For example, as shown in Figure 8c,d,
respectively, the boundaries of both water and building look very similar to the real one in terms of the
shape of geo-ojects. On the other hand, over-segments of the ddCRP_2 have been pushed into two
different directions relative to that of the ddCRP_1. As for the homogeneous regons, over-segments
become bigger. Heterogeneous regions have been partioned into more segments of ralative small
size. These two kinds of situation can be simultaneously seen in Figure 8d. The top-right part of the
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building have been merged into a rather large segment, and its bottom-left part have been segmented
into multiple small segments with regular boundaries.

Subarea C 

The boundaries of over-segments Subarea D 

Figure 7. The boundaries of over-segments obtained by using the ddCRP_1 from the TIANHUI image.
Both subareas C and D coupled with over-segments are shown in the two right-side subfigures.

(a) Subarea A (c) Subarea C 

(b) Subarea B The boundaries of over-segments (d) Subarea D 

Figure 8. The boundaries of over-segments obtained by using the ddCRP_2 from the experimental
image. The subfigures (a–d) are zoomed results from subareas A, B, C, and D, respectively.

In terms of the weakness of the ddCRP_2, on the one hand, there exist too much tiny segments
over heterogeneous regions. On the other hand, some different geo-objects have been merged into
a large segment. For example, it can be seen from Figure 8a that both the water and part of the land
have been merged into a segment. In Figure 8b, the road also be merged with the vegetation along the
road into a segment. These objects in Figure 6a,b are expected to be separated by over-segmentation
algorithms. However, the ddCRP_2 did not achieve the expected result.

4.2.3. EDCRP

The result of EDCRP is shown in Figure 9. The result of EDCRP is similar with that of the
ddCRP_2 in terms of the “shape” of over-segments. We argue that it is reasonable, since the EDCRP
can be regarded as a mixture of both the ddCRP_1 and ddCRP_2, which are choosen dependent on
pixels on edges or not. Generally speaking, the number of pixels on edges is explicitly less than that
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of pixels out of edges. Therefore, the EDCRP inherits the strongth of the ddCRP_2, i.e., well struture
of over-segments’ boudaries. Fortunately, the EDCRP also rules out the weakness of the ddCRP by
using the ddCRP_1 over pixels on detected edges. In other words, the EDCRP would keep two regions
being seperated where the ponits have been identified as a point on edges. For example, two different
geo-objects in Figure 9a,b have been well seperated into different segments. It is very different from
that in Figure 8a,b, which have been merged into large segments.

(a) Subarea A (c) Subarea C 

(b) Subarea B The boundaries of over-segments (d) Subarea D 

Figure 9. The boundaries of over-segments obtained by using the EDCRP from the experimental image.
The subfigures (a–d) are zoomed results from subareas A, B, C, and D, respectively.

4.2.4. Quantitive Evaluation

Four metrics are adopted to quantitatively evaluate the quality of over-segmentations, i.e., BR,
ASA, UE, and LF. As shown in Table 3, the EDCRP obtains the highest rate of boundary recall (i.e., BR)
and achievable segmentation accuracy (ASA). Meanwhile, the EDCRP achieve the lowest error of
under-segmentation (UE). As for landscape fragmentation (LF), the ddCRP_2 is the lowest one, with
exception of the category building. This result can be explained by the observation in Figure 8 that
there exist a large number of tiny segments. For a given image, both BR and ASA would often increase
with the number of over-segments. In other words, both BR and ASA would increase with the decrease
of LF for a given image. However, both BR and ASA of the EDCRP is the highest one, even when its
LF is high than that of the ddCRP_2. In a word, the EDCRP outperforms both ddCRP_1 and ddCRP_2
in terms of all of the four quantitative metrics.

Table 3. The quantitative evaluation of over-segmentation.
Building Water Bare Land Road

ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP

BR 0.891 0.8946 0.9027 0.857 0.8436 0.8839 0.8405 0.8424 0.8918 0.9029 0.9030 0.9461
ASA 0.3834 0.4957 0.5023 0.1979 0.2013 0.2154 0.2057 0.3473 0.3619 0.2481 0.279 0.3619
UE 0.4698 0.4523 0.4016 0.3019 0.3024 0.2714 0.5467 0.5647 0.5183 0.4688 0.4636 0.4258
LF 0.0304 0.0214 0.0204 0.0595 0.0387 0.033 0.8405 0.0258 0.8918 0.0286 0.0231 0.0254

4.3. Comparative Experiments

In this subsection, the EDCRP is compared with three state-of-the-art methods,
i.e., Turbo Pixels [47], SLIC [22], and ERS [23] while using the two panchromatic images with
different resolutions. These methods are compared from the two viewpoints of both direct and
indirect performance evaluation [48,49]. On the one hand, four metrics are utilized to directly evaluate
the quality of over-segmentations, i.e., BR, ASA, UE, and LF. On the other hand, the quality of
over-segmentations is indirectly evaluated in terms of image classification accuracy.
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Both the SLIC and ERS achieve image over-segmentation by clustering. Turbo Pixels [47] uses a
geometric-flow-based algorithm for acquiring an over-segmentation of an image. For the sake of fairly
comparing, the number of clusters for other methods is assigned by the number of all over-segments
inferred by the EDCRP. As shown in Figure 10, both SLIC and Turbo pixel generated over-segments
with similar size and a more or less convex shape. Their boundaries do not exhibit image structure
information. Over-segments produced by ERS have some structure information, but the result has
higher complexity in flat area, especially in the water area.

    

    
(a) Turbo pixel (b) SLIC (c) ERS (d) EDCRP 

Figure 10. The over-segmentation results over both TIANHUI (first row) and QUICKBIRD (second row)
images using four over-segmentation methods, i.e., (a) Turbo pixel, (b) Simple Linear Iterative
Clustering (SLIC), (c) Entropy Rate Superpixel segmentation (ERS), and (d) Edge Dependent Chinese
Restaurant Process (EDCRP).

4.3.1. Metrics Based Direct Evaluation

Table 4 lists the values of four metrics of the three approaches for over-segmentation of the
TIANHUI image. The ERS achieved the highest rate of boundary recall (i.e., BR) and achievable
segmentation accuracy (ASA) among the three methods for all of four kinds of geo-object categories.
As for the under-segmentation error (UE), the ERS is the lowest with the exception of the category
water. The ERS also obtained a relative low value of LF. Based on these quantitative evaluation, the ERS
outperform both the Turbo pixel and SLIC.

However, when compared with the EDCRP, the ERS achieved a lower value of both BR and
ASA, and a rather higher value of both UE and LF. In other words, the EDCRP outperform all of the
sate-of-the-art methods for over-segmentation in terms of four quantitative metrics. As for visual
inspection, the over-segmentation result that is produced by ERS is similar with that of the EDCRP in
terms of structure of over-segments. The significant difference is that ERS still produces rather small
segments, even for homogeneous regions, e.g., water.

Table 4. The evaluation of over-segmentations of TIANHUI image while using Turbo Pixel (TP), SLIC
and ERS.

Building Water Bare Land Road

TP SLIC ERS TP SLIC ERS TP SLIC ERS TP SLIC ERS

BR 0.6675 0.6563 0.8723 0.625 0.6461 0.8327 0.6461 0.6229 0.8369 0.719 0.6847 0.8884
ASA 0.188 0.1766 0.2039 0.0112 0.0095 0.0141 0.0782 0.0715 0.0899 0.0956 0.0877 0.1009
UE 0.662 0.689 0.478 0.3247 0.3001 0.3197 0.6844 0.701 0.5772 0.5983 0.6226 0.4639
LF 0.0448 0.0372 0.0403 0.0672 0.0671 0.0648 0.0426 0.0385 0.0419 0.0482 0.0395 0.033
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Table 5 lists the values of four metrics of the four approaches to the over-segmentation of the
QUICKBIRD image. The EDCRP exhibits the best performance in terms of three metrics, i.e., BR,
UE and LF. As for the achievable segmentation accuracy, EDCRP is only lower than the ERS, and higher
than both Turbo pixel and SLIC.

Table 5. The quantitative evaluation of different over-segmentations of QUICKBIRD image.

Metric Turbo Pixel SLIC ERS EDCRP

BR 0.6953 0.7979 0.7675 0.8452
ASA 0.8912 0.8810 0.9191 0.8978
UE 0.0799 0.0679 0.0592 0.0542
LF 0.013 0.015 0.014 0.008

4.3.2. Classification Based Indirect Evaluation

Image over-segments are often used as objects for classification. In our experiments,
random forests with 100 trees are trained as classifiers using randomly selected 50% over-segments.
Table 6 lists both the Overall Accuracy (OA) and kappa of the classifier. The EDCRP outperforms other
three approaches for image over-segmentation in terms of classification accuracy.

Table 6. The Overall Accuracy (OA) and kappa of the classifier over both the TIANHUI and
QUICKBIRD images.

Image Metric Turbo Pixel SLIC ERS EDCRP

TIANHUI
OA 0.7551 0.7706 0.7796 0.7878

Kappa 0.6751 0.7012 0.7056 0.7152

QUICKBIRD
OA 0.8171 0.8116 0.7753 0.8189

Kappa 0.7740 0.7681 0.7251 0.7759

Figure 11 shows the classification maps of the TIANHUI image. It can be seen from the
classification maps that there exists rather explicit fingerprints of the over-segments. For example,
the building in the subarea D, there exist misclassified blobs with convex shape in the subfigure (d)
and (e) of Figure 11. In the subarea C, there exists explicit wriggled boundary of water in the subfigure
(f) of Figure 11. In contrast, the classification map of EDCRP exhibits very good structure integrality
for almost geo-objects. Specifically, as shown in the subarea B of Figure 11c, the wriggled path has been
well classified.

   
Legend (a) TIANHUI image (b) Ground-truth (c) EDCRP 

  
(d) Turbo Pixel (e) SLIC (f) ERS  

Figure 11. Classification maps of the TIANHUI image based on the over-segments; (a) is the TIANHUI
image; (b) is the ground-truth of the image; (c–f) are the classification maps based on the over-segments
produced by the EDCRP, Turbo Pixel, SLIC, and ERS, respectively. The legend shows the class labels in
both the ground-truth and classification maps.
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4.4. Discussions

In this section, we disscuss the efficiency and possible extensions of the EDCRP.

4.4.1. Efficiency

Since the number of clusters is also a random variable to be inferred in a nonparametric Bayesian
clustering model, the process of clustering need more time than the parametric clustering method to be
a convergence state. As shown in Equation (4), the posterior of customer assignments are approximated
by using Gibbs sampling. A reliable sample would be generated only when the process of sampling
reach a stable state. It can be seen from Table 7 that the efficiency of the proposed method is explicitly
lower than that of the state of the art methods for image over-segmentation. Therefore, it deserves
investigation as to how to significantly enhance the efficiency of the EDCRP in the future.

Table 7. The running time of different approaches for image over-segmentation.

Turbo Pixel SLIC ERS EDCRP

Time (s) 374 75 416 4981

4.4.2. Possible Extensions

Although the present model has only been applied to the VHR panchromatic image in this paper,
it is straightforward to extend the EDCRP to the over-segmentation of multi-spectral images [50–52].
It can be seen from Equation (4) that the posterior of customer assignments can be approximated if
both the likelihood and distance dependent terms can be well defined. Given a multispectral image,
the likelihood in Equation (5) can be defined by replacing the multinomial distribution for discrete DN
values with Gaussian distribution for multi-spectral satellite images.

5. Conclusions

In this paper, we systematically analyzed the characteristics of components in the ddCRP for VHR
panchromatic image over-segmentation, i.e., distance dependent term, likelihood term, and connection
mode among neighboring pixels. Furthermore, we present an improved nonparametric Bayesian
method, which is called Edge Dependent Chinese Restaurant Process (EDCRP). Experimental results
show that the presented methods outperform the state of the art over-segmentation methods in
terms of both four evaluation metrics, i.e., under-segmentation error (UE), the boundary recall
(BR), the achievable segmentation accuracy (ASA), and the degree of landscape fragmentation (LF)
and classification accuracies. In the future, we would investigate how to speed the process of
inferring customer assignments, and extend the present method to over-segment VHR multi-spectral
satellite images.
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Abstract: This paper assesses the performance of DoTRules—a dictionary of trusted rules—as a
supervised rule-based ensemble framework based on the mean-shift segmentation for hyperspectral
image classification. The proposed ensemble framework consists of multiple rule sets with rules
constructed based on different class frequencies and sequences of occurrences. Shannon entropy
was derived for assessing the uncertainty of every rule and the subsequent filtering of unreliable
rules. DoTRules is not only a transparent approach for image classification but also a tool to map
rule uncertainty, where rule uncertainty assessment can be applied as an estimate of classification
accuracy prior to image classification. In this research, the proposed image classification framework
is implemented using three world reference hyperspectral image datasets. We found that the overall
accuracy of classification using the proposed ensemble framework was superior to state-of-the-art
ensemble algorithms, as well as two non-ensemble algorithms, at multiple training sample sizes.
We believe DoTRules can be applied more generally to the classification of discrete data such as
hyperspectral satellite imagery products.

Keywords: image classification; ensemble; mean-shift; entropy; uncertainty map

1. Introduction

Image classification is a vital tool for generating maps for environmental monitoring [1]. While
for decades, multispectral imagery archives have been used to produce thematic maps, hyperspectral
imagery is potentially a better option because of the higher spectral resolution. Hyperspectral images,
which often contain more than 50 bands of continuous spectral information [2], can provide considerably
more spatial and spectral information about the visible objects in their recorded field of view than
multispectral imagery [3]. Because of the quality of information, hyperspectral images are widely
used in applications such as precision agriculture [4], biotechnology [5], mineral exploration [6],
and land-cover investigations [7]. These various types of applications have generated interest in
hyperspectral image classification that has grown rapidly during the past two decades, with significant
progress [8].

Up to now, many popular machine-learning algorithms have been applied in hyperspectral
image classification. These include instance-based [9], regression [10], regularization [11], decision
tree [12], probabilistic [13], reinforcement learning [14], dimensionality reduction [15], ensemble [16],
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Bayesian [17], maximum margin [18], evolutionary [19], clustering [9], association rule learning [20],
artificial neural network [12,21,22] and deep learning [23] methods (see Figure 1). Regardless of the
classification performance, many of these algorithms act as black-boxes, resulting in a poor recognition
of the classification structure and robustness owing to the high-dimensionality of the data [24,25].

Figure 1. A visual illustration of different categories of machine learning methods used for
image classification.

Recently, ensemble classification methods have received more attention from the machine learning
community, resulting in their increased popularity in different applications such as hyperspectral
image classification [26–28]. Nonetheless, as opposed to other black-box classification algorithms,
rule-based ensembles have demonstrated the ability to inform the interpretation of classification
schemes [29]. Rules are very general structures that offer an easily understandable and transparent
way to find the most reliable class allocation [30]. The inferred logic of the model structure obtained by
rule-based methods can be dissected, deciphered and applied out-of-the-box to new homogeneous
classification problems. This is a major motivation, and it makes rule-based approaches more desirable
compared with black-box approaches, even at the potential cost of a reduced classification accuracy [31].
This paper presents a simplified and novel rule-based ensemble framework based on the mean-shift and
uncertainty assessment as a hyperspectral image classification tool, and we compare its performance
against other state-of-the-art ensemble algorithms, where the mean-shift application is exclusive to the
proposed framework. For the sake of simplicity throughout the paper, the proposed framework is
referred to as DoTRules (Dictionary of Trusted Rules).

Here, we present DoTRules for hyperspectral image classification to provide a better and more
transparent understanding of classification schemes, as well as accurate and robust classification
performance. This adds to the growing literature of ensemble methods applied to the classification
of hyperspectral data [32–34], especially those aimed at improving the performance of classification
with acceptable clarity [35]. DoTRules is based on rules and uncertainty assessment. It was first
introduced and applied to the calibration of land-use/cover change simulation models [36]. We assess
the performance of the DoTRules algorithm as a novel rule-based classification framework modified
to employ a bagging approach in order to boost accuracy. This accuracy boost is implemented by
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applying a thresholding assignment in order to extract trusted rules and then employing a novel voting
approach to extract the class label recommended by the more trusted rules.

DoTRules extracts different subsets of training data from the full dataset, which can then be
incorporated into boosting accuracy using a bagging approach designed to improve stability and
accuracy. DoTRules has been found to perform well at modelling discrete data [37]. Since satellite
imagery products inherently contain discrete digital numbers (DNs), DoTRules can work natively
with them, quantifying the likelihood of belonging to a certain map class. It identifies classification
rules and quantifies their frequencies so that some will be more influential than others. It also handles
null values, which originate from unmatched rules between training and test samples. In addition,
the uncertainty of every recognised classification rule is quantified using Shannon entropy. In simple
terms, it scrutinises the uncertainty of each classification rule prior to assigning class labels based
on their uncertainty value, so that the overall accuracy of classification can be improved. This not
only results in boosting accuracy but also enables data analysts to spatially map every unique rule’s
uncertainty. In terms of applying DoTRules, every pixel of the target hyperspectral dataset corresponds
to one rule from each rule set, and, after quantifying uncertainty, only the most competitive one is
selected among all of the corresponding rules for a target pixel. Thus, as opposed to many other
methods, DoTRules is not a black-box method, as the attributes and characteristics of every single
rule can be openly observed. In addition, by quantifying the uncertainty of every rule we can then
anticipate their hit ratio. This provides a tool for the spatial segregation of more reliable/accurate
classified boundaries from less reliable/accurate ones prior to image classification.

The main objectives of this study are to: (1) demonstrate DoTRules as an accurate and transparent
rule-based ensemble framework for hyperspectral image classification; (2) map the uncertainty of every
unique classification rule as an estimate of the rules’ hit ratio. This highlights the contribution of this
paper, i.e., developing an accurate and transparent rule-based ensemble algorithm that provides a prior
estimate of classification accuracy at the pixel level. Mapping the spatial distribution of classification
accuracies is considered extremely beneficial for enhancing the capabilities of a classifier used as a
land-use and land-cover map production tool based on satellite imagery [38,39]. Here, we describe
the modified version of DoTRules for hyperspectral image classification, before demonstrating its
application in three different study areas. We quantify the accuracy of DoTRules for hyperspectral image
classification, and compare the results against some popular state-of-the-art ensemble approaches,
i.e., extreme gradient boosting (XGBoost) [40,41], random forest (RF) [1,42–45], rotation forests
(RoFs) [46–49], regularised random forest (RRF) [50,51], as well as two non-ensemble algorithms,
namely, support vector machine (SVM) [52–56], and deep belief network (DBN) [57,58] as the classic
deep learning method. Although SVM and DBN are not ensemble methods, they are included in our
comparison because of their popularity, as they have been repeatedly used in recent hyperspectral image
classification studies using Indian Pines, Salinas and Pavia University datasets. Finally, we discuss the
advantages and disadvantages of the proposed approach for hyperspectral image classification.

2. Methods and Datasets

2.1. DoTRules

DoTRules is based on a dictionary of trusted rules. It is designed for prediction when a large
amount of discrete data are involved. However, it may also be applied to continuous data after
discretisation. This is similar to the RF [59,60] method insofar as rule sets are used to select the mode
response (i.e., most frequent class label). However, instead of generating random trees, DoTRules
operates by constructing many corresponding rules for every pixel (i.e., feature vector), which are
derived from different rule sets. Each rule set is generated from a different combination of predictor
variables in the ensemble run. For every unique rule, the most frequently occurring class label, which
carries the highest probability of occurrence, is assigned [37,61]. However, as there are many rule
sets, there may be many matching rules with defined class labels for a single data sample. To get the
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best (i.e., final) class label, a weighted majority filter (weighted mode) is applied on every available
corresponding rule for a single data sample after the elimination of unreliable rules. The weighted
majority filter puts more emphasis on those rules that are assembled by more components (i.e., matching
variables) with less generalised class labels. The DoTRules procedure consists of the following steps
implemented in R [62]:
STEP 1: Segmentation analysis

First, a data segmentation or segmentation analysis should be applied to each predictor variable
J={j1,j2, . . . , jn} before classification, where J is a defined set of spectral bands/band combinations, but not
necessarily every spectral band or a possible combination. These homogeneous digital numbers
(DNs) of the hyperspectral satellite image are then converted to segments. This is intended to
partition m observations of the original image into S segments for each j in J, in which each DN in
each segment (ideally) shares some common trait. Although various types of segmentation or even
clustering algorithms can benefit the proposed classification framework, here we applied a mean-shift
segmentation algorithm [63]. The mean-shift algorithm [63,64] is a recursive algorithm that allows us
to execute a nonparametric mode-based segmentation. This is performed by a data segmentation based
on a kernel density estimate of the probability density function associated with the data-generating
process. The main motivation for applying a mean-shift algorithm is the fact that it is model-free and
does not assume any prior distribution shape for data segments. Furthermore, it is robust to outliers
and does not require a pre-specification of the number of segments.

In its standard form, the mean-shift algorithm works as follows. We observe a set of DN values
from x1, . . . ,xm, for each spectral band J={j1,j2, . . . , jn}. We fix a kernel function ker f and a bandwidth
parameter σ, and we apply the update rule:

x←
∑m

i=1 ker f
(
‖ xi−x
σ ‖

)
xi∑m

i=1 ker f
(
‖ xi−x
σ ‖

) (1)

where σ is a bandwidth parameter. The fundamental parameter in mean-shift algorithms is the
bandwidth σ, which determines the number of segments [65]. Furthermore, regions with less than
some pixel-count C may be optionally eliminated. To account for different spatial and spectral variances
it is practical to choose a kernel window of size σ = σs, σr with differing radii. σs is in the spatial
domain, and σr is in the range domain. The statistics literature has developed various ways to estimate
the bandwidth. One of them is the adaptive mean-shift where you let the bandwidth parameter vary
for each data point. Here, the σ parameter is calculated using the kNN algorithm [66]. If xi,S is the
k-nearest neighbour of xi, then the bandwidth is calculated as:

σi = ‖xi − xi,S‖ (2)

Here, the aim of the segmentation analysis is to summarise the input data and then minimise
the required number of rules for correctly classifying pixels to their corresponding class label.
As more accurate segments will improve the classification results, it is beneficial to apply the
segmentation analysis on spectral band compositions composed of less similar spectral bands (i.e.,
within multidimensional space). Thus, a pairwise dissimilarity measure dis(ji, jn) between spectral
bands ji and jn, for 1 ≤ i, j ≤ n [67] can be applied to achieve more robust segments.
STEP 2: Formatting the data

In order to avoid mixing segment (S) values during the concatenation phase for the rule
implementation in later steps, data segments should be formatted. Following the data segmentation,
considering the maximum number of segments (S), the obtained data from step one should preferably
be converted to two-digit (i.e., S < 100) or three-digit (i.e., 100 <= S < 1000) numbers, or more. This is a
requirement prior to the rule implementation. Hence, if a maximum value of S is under 100, the data
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should be formatted in a two-digit format (e.g.,3 = 03, 26 = 26), while if the maximum value of S is
=>100 and < 1000, then the data should be in a three-digit format (e.g., 3 = 003, 26 = 026), and so forth.
STEP 3: Splitting data into training and test samples

Both our training and test sets will be in a tabular form, consisting of a set of pixels I={i1,i2, ..,
im}. Each pixel i in I has a value xij for each predictor variable J. Simply, xij is the converted segment
value of the sample i in I and j in J. Thus, for each predictor variable j, xij can adopt one of a fixed
set of possible values ≤ S. Each pixel i has a corresponding class label li ∈ L={l1, l2, . . . , lh}, which
are also discrete semantic attributes from the global set of class labels, such as corn, grass, oats, etc.
It should be noted that to implement ensemble learners using DoTRules, we need to derive z sub-sets
of our training dataset to construct different rule sets D containing individual classification rules d.
This consists of all the available pixels in the primary training dataset but includes a different (random)
combination of j in the feature vector.
STEP 4: Creating a rule set

For every zth sub-set of the training set, we will concatenate values of a pixel xij for every j in J to
form a rule set D. The concatenation of two or more characters is the string formed by them in a series
(i.e., the concatenation of 001, 020, and 200 is 001020200). Equation (3) illustrates the pixel values for
the segmented predictor variables concatenated for each pixel (row) i, thereby creating a rule for each
pixel in the corresponding subset of the training dataset.

Dz =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x11

x21
...
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Note that following the concatenation and extraction of rules (Equation (3)), every rule within a
specific rule set has maintained its single class label li ∈ L. We then aggregate duplicate rules where
pixels have exactly the same values for all criteria, leaving an efficient new rule set of unique rules D′z.
The frequency of occurrence of all potential class labels li ∈ L is then calculated for each unique rule d′
in D′z: ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

L1
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f (l1) f (l2) f (l2) · · · f (lh)

...
...

...
...

...
f (l1) f (l2) f (l3) · · · f (lh)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

where v is the number of unique rules in Dz. The class label from the set L with the highest frequency
(i.e., the mode) is then assigned to each corresponding unique rule d′. The total number of rule sets
D = [1, . . . , z] and the number of components in each rule set (i.e., the length of a rule) is user-defined.
Although the classification accuracy may increase by using more rule sets, it will be at the expense of
the computation cost. In terms of rule length, the accuracy of classification may not increase necessarily
by the implementation of longer rules, where longer rules with more conditional components from
the J set will model the training data too well (i.e., overfitting), resulting in less generalised responses
for estimations of class labels, and vice versa (i.e., underfitting). Overall, as the quantity of matching
pixels in the test dataset is inversely proportional to the length of rules, the longer rules with more
components are more specific with fewer matches, while the shorter rules with fewer components are
more general with many matches in the test dataset.

To ensure a more accurate estimation, the default value of z is set to 100 rule sets. Then, to avoid
overfitting and underfitting issues, the number of predictor variables (j) used in every rule d within a
specific rule set (length of rules within a considered rule set) is defined by a random function with
a lower and upper bound defined by the user. This random function is called once, before creating
every single rule set, to define the number and combination of components within that rule set. As the
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optimal combination of predictor variables is unknown, random band selection helps reduce the
potential for the overfitting of the classifier. In this way, rules with various length will be implemented.
The lower (min) and upper bound (max) for the length of rules (λ) in each rule set D = [1, . . . , z] is a
positive natural number defined by:

λ

{
max(λ) ≤ n
min(λ) > 0

(5)

where n is the number of selected predictor variables in J set. The number of rule sets, min and max
values of λ can be further optimised using cross-validation.
STEP 5: Calculating and mapping rule entropy.

The aim of this step is to assess the uncertainty value of each rule. In information theory, entropy is
the quantitative measure of system disorder, instability and uncertainty, and may be used to forecast
the trend of a specified system. Entropy indicates the expected amount of information contained [68].
Here, the entropy value of every unique rule d′ from a rule set Dz

′ is calculated based on the frequencies
of each possible class label (Equation (4)) as:

ed′ = −
h∑

i=1

pli
log2 pli

(6)

where ed′ is the entropy of the unique rule d′ and Pli is the probability value of the class label li ∈ L.
Here, h is the number of class labels in L. The general idea is that for a given rule, which may cover one
or many pixels, the greater the probability of a class membership for a given class label, the less the
uncertainty associated with that class. This provides a quantitative estimate of uncertainty for every
single rule within different rule sets prior to assigning class labels. These estimates of uncertainty values
can be applied to both the spatial mapping of rule uncertainty in classification, and to eliminating
those unreliable rules with a high entropy from different subsets and/or rule sets before combining
votes. The spatial distribution of uncertainty is quantified by mapping the entropy of each unique rule
back to the corresponding pixels. These estimates of uncertainties are extremely beneficial and can
be considered even prior to assigning class labels to pixels. Every time that DoTRules is applied to a
training data subset, a class label of the highest frequency is allocated, and the entropy of that rule
is calculated.
STEP 6: Eliminating unreliable rules within all rule sets.

After assessing the uncertainty of each individual rule, unreliable rules (i.e., rules with a high
entropy) should be eliminated to improve the quality of the voting outcome, which directly affects the
classification accuracy. Thus, every such rule d′ (in D′z), for which the ed′ is greater than the user-defined
threshold, is eliminated. In our study, we specified that if ed′ is > 0.3 for a rule, and its corresponding
pixel’s frequency is < α (to avoid randomness), then the rule is considered to be unreliable and is
eliminated accordingly. α is calculated as follows, keeping the random chance for a resultant entropy
value under 0.05%:

α = Ceil
(

ln(0.05)
ln(1/h)

)
f or h > 1 (7)

where h is the number of class labels.
STEP 7: Classifying the test dataset.

Above, we described the process of creating DoTRules and allocating the most likely class label
for each rule based on the frequency. In the same way, class labels can now be assigned for the study
area using another subset of the primary training dataset (i.e., implementing more rule sets). Every
time a new rule set is implemented, the same procedure is followed to establish rules for the test
dataset. We then match each test data rule with its equivalent training rules in the DoTRules using a
many-to-one matching algorithm and allocate the most likely class label to each test data rule. This will
be repeated every time that a weak learner is being implemented from every single rule set.
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STEP 8: Handling null values
There is always a possibility of encountering null records in the test dataset while using DoTRules.

In this situation, new pixels in the test dataset present combinations of states for criteria not encountered
in the training data, which may increase the out of bag error. Handling null values is inevitable for
maintaining the classification accuracy, where in the proposed ensemble framework using mean-shift it
is a combined procedure. First, all rules are sorted based on their similarity, then every single null value
is assigned to the class label of its closest (i.e., most similar) rule, based on the alphanumeric similarity
of the constructed rules. However, the influence of these rules in combining votes is minimised as they
are characterised by null entropy values.
STEP 9: Combining votes

In order to fulfil the classification procedure, this step is used to assign a final label to each pixel.
To combine votes of each set of learners, we first remove all unreliable rules (with low or null entropy
records) within every rule set using a thresholding approach. Afterwards, a mode filter is applied to
the resultant class labels coming from sets of corresponding rules for each pixel. This mode function
not only considers the frequency of class labels, but also considers the length of a rule as a weighted
function. Since a rule is formed by concatenating n number of predictor variables (j), a rule that
contains more predictor variables as components therefore has a higher weight in the mode function.
Nonetheless, if none of the recognised reliable rules, for a certain pixel in the test dataset, is matched
by any corresponding rule from the various training rule sets (derived from subsets of the training
data), then the mode function will be applied to the corresponding labels of unreliable rules explained
in STEP 8 with the same mode function.
STEP 10: Calculating and mapping the hit ratio

Calculating and mapping the hit ratio helps to visualise the spatial distribution of the classification
error. Similar to the entropy value, which is calculated for every unique rule based on the frequencies
of each possible class label, we map the hit ratio of every unique rule in our combined results back to
the original pixels. DoTRules is rule-based, where every unique rule d′ from a rule set D′z corresponds
to one or many pixels; thus, we can calculate the classification hit ratio of those rules using Equation (8):

Ad′ =
h∑

i=1

li
+

/ h∑
i=1

li (8)

Here, li
+ is the sum of the correct classified labels.

2.2. Rule Uncertainty Threshold

In using DoTRules for the classification of hyperspectral imagery, the class label of a rule is also
described by both its entropy value and the frequency of all potential class labels (Figure 2). Therefore,
a rule can be considered reliable if its entropy is less than 0.3 bits, which is calculated at least for n
potential class labels (frequency > α). However, it is important to note that among the reliable rules
coming from the various rule sets for a certain pixel, those with a longer concatenated string (rule) will
have more impact in combining final votes. This is mostly due to the fact that they are composed of
more variables but meet the same uncertainty threshold, and hence can make more robust predictions.
In other words, longer rules have fewer pixels with a specific class label, while shorter rules have more
pixels belonging to multiple class labels. The fewer the pixels shared between different rules, the more
accurate the classification results will be.
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Figure 2. Schematic demonstration of (a,b) reliable and (c,d) unreliable rules extracted using DoTRules.
The black circles represent the segment values of randomly selected spectral bands composing different
rules for one target pixel. Considering rule sets number #1 and #2, the latter will have more impact in
combining votes due to its larger length.

As the estimated entropy values for the distribution of response variables (class labels) with
low frequencies are less reliable (Figure 2d) and may result from random chance, a second threshold
is applied to the frequencies of potential labels. This will further improve the quality of the rule
elimination process.

2.3. Comparing DoTRules with Other Methods

To measure and quantify DoTRules’ performance, we implemented different classification
algorithms, including XGBoost, RF, RoF, RRF, SVM, and DBN on the same datasets. These six
algorithms are among the most popular methods for hyperspectral image classification, and they
belong to three different categories of machine-learning methods. The first four algorithms are
state-of-the-art ensemble methods, while SVM is a maximum margin classifier and DBN is a deep
learning method. Thus, these methods provide appropriate benchmarks for assessing the performance
of the DoTRules. XGBoost is an algorithm that has recently been dominating applied machine
learning [69], and RF, RoF and RRF were selected because of both their natural similarity to DoTRules
and performance in hyperspectral data classification [1,42–45]. They are also computationally efficient
and suitable for large training datasets with many variables and can solve multiclass classification
problems [70]. Furthermore, SVM [9,18,71] and DBN [57,58] algorithms have demonstrated promising
results in previous studies. We compared the overall accuracy (OA) and kappa coefficient (k) of
DoTRules with these various algorithms for hyperspectral image classification, using three different
datasets from Indian Pines, Salinas and Pavia University (Figure 3).
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Figure 3. False color composites and ground truth images of the datasets used to illustrate the
image classification using DoTRules, including the (a,b) Indian Pines, (c,d) Salinas and (e,f) Pavia
University datasets.

After tuning the required parameters of the above algorithms using the CARET package in R [72],
a training process was implemented. In order to make a valid comparison, not only applicable to
different study areas but also robust to variations of the portion of training and test sample sizes,
different sample sizes of 1%, 5% and 10% were used. In addition, the overall accuracy value was taken
as an average of five consecutive runs of each combination of algorithm and sample size. This was to
avoid a sudden change in the overall accuracy value arising from changes in the training sample.

2.4. Datasets

DoTRules was tested using three hyperspectral image datasets (Figure 3), namely, the Indian
Pines [22,73], Salinas [74,75] and Pavia University datasets [22,71]. Both the Indian Pines and
Salinas datasets contain noisy bands due to water vapour, atmospheric effects, and sensor noise.
All three datasets are available at http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_
Remote_Sensing_Scenes. The mean spectral signatures of the three datasets is also demonstrated
in Figure 4.
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Figure 4. The mean spectral signatures of the (a) Indian Pines, (b) Salinas Valley and (c) Pavia
University datasets.

The Indian Pines dataset is an AVIRIS image collected over the Indian Pines test site location,
Indiana, USA. This dataset consists of 220 spectral bands in the same wavelength range as the Salinas
dataset; however, four spectral bands are removed as they contain no data. This scene is a subset of a
larger scene, and it contains 145 × 145 pixels covering 16 ground truth classes. We removed 20 spectral
bands affected by water absorption and noise.

The Salinas image consists of 224 bands, and each band contains 512 × 217 pixels covering
16 classes. It was recorded by the AVIRIS sensor over Salinas Valley, CA, USA, with a spatial resolution
of 3.7 m, and the spectral information ranging from 0.4 to 2.5 μm. We used 204 bands, after removing
the water absorption bands.

The Pavia University dataset was collected by the Reflective Optics System Imaging Spectrometer
(ROSIS) system that is a compact airborne imaging spectrometer. It consists of 103 spectral bands
after removing the noisy bands, and 610 × 340 pixels for each band with a pixel resolution of 1.3 m.
The ground truth image consists of nine classes.
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3. Results

3.1. Simulation Experiments

For all three hyperspectral datasets, DoTRules was superior to all other algorithms in terms of the
overall accuracy and kappa coefficient. However, considering the very low sample size (i.e., 1%) of the
small-sized datasets (i.e., Indian Pines and Pavia University) it was not the most accurate approach.
This is confirmed by the results of the accuracy assessment for the different sample sizes, which are
averaged from five consecutive runs for a target sample size (Table 1).

Table 1. The accuracy assessment results of three applied datasets, including the overall accuracy (OA%)
and kappa coefficient (κ) for all applied methods including support vector machine (SVM), deep belief
network (DBN), extreme gradient boosting (XGBoost), random forest (RF), rotation forests (RoFs),
regularised random forest (RRF), as well as Dictionary of Trusted Rules (DoTRules). The maximum
values are highlighted in bold.

Train Test SVM DBN XGboost RF RoF RRF DoTRules

In
d

ia
n

P
in

e
s

1% 50%
62.2 56.0 52.9 64.8 70.5 58.8 68.6

0.558 0.486 0.453 0.593 0.650 0.521 0.640

5% 50%
75.0 73.0 69.8 69.3 77.9 64.6 87.3

0.708 0.689 0.656 0.644 0.725 0.588 0.855

10% 50%
81.0 78.6 75.0 73.4 84.9 72.3 93.2

0.781 0.755 0.710 0.693 0.788 0.675 0.928

S
a

li
n

a
s

1% 50%
90.6 87.7 89.0 86.6 89.9 88.1 91.5

0.895 0.862 0.877 0.850 0.881 0.867 0.906

5% 50%
92.3 92.2 90.8 90.3 91.9 90.1 97.2

0.914 0.913 0.898 0.892 0.908 0.888 0.969

10% 50%
93.3 92.3 92.1 91.5 92.9 90.6 98.7

0.925 0.914 0.912 0.905 0.918 0.895 0.986

P
a

v
ia

1% 50%
92.0 86.7 81.6 81.8 84.9 81.6 79.1

0.893 0.820 0.748 0.749 0.790 0.732 0.720

5% 50%
93.0 93.0 88.7 87.6 88.2 87.3 93.1

0.907 0.906 0.849 0.833 0.871 0.817 0.909

10% 50%
94.4 94.2 91.2 89.4 91.4 88.9 96.2

0.925 0.920 0.882 0.857 0.895 0.850 0.951

The classification results also demonstrate that the DoTRules classification was able to closely match
the spatial pattern of the ground truth image (Figure 5). These results were consistent across all three
hyperspectral datasets. DoTRules was not only an accurate but also a transparent rule-based approach
where the reliability (based on uncertainty) of each rule can be mapped. This is a desirable feature in
remote sensing applications where the visual investigation of classification rules is informative.

101



Remote Sens. 2019, 11, 2057

In
di

an
 P

in
es

    

1% train 5% train 10% train 

   

de > 0.3 = 4254  de > 0.3 = 2098  de > 0.3 = 1609  

Sa
lin

as
    

1% train 5% train 10% train 

   

de > 0.3 = 13083  de > 0.3 = 2561  de > 0.3 = 1685  

Pa
vi

a 1% train 5% train 10% train 

 
de > 0.3 = 30453  de > 0.3 = 4136  de > 0.3 = 2612  

Figure 5. The DoTRules classification results and estimated pixel-based ed′, for the Indian Pines,
Salinas and Pavia datasets. The red pixels show the location of unreliable rules according to entropy
thresholding (ed′ > 0.3, for α = 0.05), while the grey pixels are reliable rules above the threshold. The red
pixels are counted for each sample size.
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3.2. Uncertainty Mapping

As DoTRules is rule-based, and each unique rule with its specific entropy value corresponds to
one or more pixels, it is possible to estimate and map the uncertainty of every unique rule back to
those pixels. This is a preliminary product of DoTRules, before assigning a class label to every pixel.

To illustrate the applicability of the entropy map to locate areas belonging to a low versus high
classification accuracy, entropy values above and below the applied threshold (ed ’= 0.3, Equation (7))
were mapped to segregate regions which have more reliable and less reliable classification responses
(Figure 5). In this way, the DoTRules spatial uncertainty map can facilitate a better understanding of
uncertainty in the classified product and the segregation of more and less reliable geographic areas
before assigning class labels to every pixel of the test sample dataset. This provides clear spatial insight
into the uncertainty of the classification at an early stage of the classification process.

In developing and applying DoTRules, we have found that a larger sample size offers a higher
classification accuracy where the number of less reliable rules with higher levels of uncertainty is
reduced. Conversely, a smaller sample size, with fewer rules detected in our rule sets, was less able
to capture the complexity of the hyperspectral image classification. This is mainly due to the fact
that for DoTRules, training samples should be enough to cover all possible forms of rules. Figure 5
demonstrates the rule uncertainty for the Indian Pines, Salinas and Pavia University datasets using 1%,
5% and 10% training sample sizes.

3.3. Correspondence Between Uncertainty and Hit Ratio of Rules

In general, where there is low entropy (i.e., low uncertainty) for a rule within our rule set,
the classification also tends to be more accurate. Simply, a lower entropy means there is just one clear
answer (the mode class label) for a rule, while a high entropy indicates a more uniform distribution of
the map class frequencies for that rule, which indicates a less reliable classification. Plotting hit ratio
values against entropy values of every constructed rule among our various rule sets demonstrates that
the hit ratio of rules can be defined by a polynomial function of their entropy value (Figure 6), which is
supported by a strong coefficient of determination for all three datasets.

  
(a) (b) (c) 

Figure 6. Entropy versus the hit ratio of rules for the (a) Indian Pines, (b) Salinas Valley and (c) Pavia
University dataset 10% training sample sizes. The bubble sizes show the frequency of each rule among
all corresponding rules from different rule sets before combining votes.

To further demonstrate the applicability of DoTRules’ uncertainty product for the anticipation of
the rule-exclusive hit ratio, we then applied the derived functions based on the correspondence of
the hit ratio and entropy of the training data to predict the hit ratio of rules within the test datasets.
The root mean square error (RMSE) values of the predicted hit ratios based on the entropy polynomial
function were <1 for all three datasets (Table 2). Table 2 demonstrates that the uncertainty product
of DoTRules may be applied to estimate the hit ratio of the classification rules in the context of the
hyperspectral image classification.
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Table 2. The prediction of rules’ hit ratio based on the corresponding entropy values for a 10% training
sample size.

Dataset R R-Squared p-Value Train RMSE Test RMSE

Indian Pines 0.978 0.958 2.20 × 10−16 0.3261 0.0972
Salinas Valley 0.996 0.993 2.20 × 10−16 0.0195 0.1087
Pavia University 0.985 0.971 2.20 × 10−16 0.0142 0.0628

4. Discussion

In this paper, we have presented a rule-based ensemble framework based on a mean-shift
segmentation and uncertainty analysis, referred to as DoTRules (a Dictionary of Trusted Rules),
for hyperspectral image classification. DoTRules constructs many rule sets composed of corresponding
rules for each pixel in a hyperspectral image to predict the class of the test samples. When applied to
different datasets and sample sizes, DoTRules proved to be an effective strategy for the classification of
hyperspectral imagery, with promising results compared to other established algorithms. Furthermore,
DoTRules enables both rule uncertainty and hit ratio mapping, which is an advantage for the users
of classified land-use and land-cover maps created from remote sensing imagery. Below, we discuss
improvements in hyperspectral image classification achieved using DoTRules.

4.1. The Overall Accuracy of Classification

According to our results, for all three applied hyperspectral datasets, the DoTRules ensemble
framework was more accurate than the other applied classification algorithms for most training sample
sizes (Table 1). This is due to the robust rule detection framework using mean-shift segmentation,
where Shannon entropy is used to assess the uncertainty of individual rules for classification purpose.
Here, the segmentation is done in a way where each DN in each segment (ideally) shares some common
trait. This bears similarities with an object-oriented classification that involves the categorization of
pixels based on the spatial relationship with the surrounding pixels. While pixel-based classification is
exclusively based on the information in each pixel, object-based classification is based on information
from a set of similar pixels (i.e., objects or image objects). Image objects are groups of pixels that are
similar to one another based on the spectral properties (i.e., colour), size, shape, and texture, as well as
context from a neighbourhood surrounding the pixels, in an attempt to mimic the type of analysis
done by humans during visual interpretation. In addition, passing segment information to pixels and
extracting reliable rules (i.e., low uncertainty rules) using minimum entropy through a voting system
further preserves the high classification accuracy, especially when a representative training sample
size is applied.

The observed increase in the overall accuracy of DoTRules’ estimates when applying larger sample
sizes may be due to an extra number of rules being detected and relatively fewer null records. Rules
are very general structures that offer an easily understandable and transparent way to find the most
reliable class allocation for a pixel [30]. As opposed to decision trees, every rule corresponds to only
one pixel. This is unique to DoTRules and a common criticism of XGboost, RF, RoF, RRF and similar
black-box algorithms [76,77]. Users can access all rules and their corresponding information, such as
the rule ID, components of a rule (segment class for every selected band), true class label, probability
(relative frequency) of every potential class label, rule entropy and hit ratio (accuracy) (Figure 2),
while they are always connected to their corresponding pixels. This beneficial trait is highly valued
in geoscience and remote sensing applications, especially in the context of land-use and land-cover
mapping applications [38,78,79]. To be able to assign every pixel to a map class, each pixel should have
at least one matching rule from various rule sets. Logically, the number of recognised rules within each
individual rule set will be increased by a consequent increase in the training sample size (i.e., 1% to
10%), while the number of null records derived from unmatched rules between the test and training
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dataset will be reduced. Therefore, the greater the number of trusted rules, the greater the capability of
our proposed framework to allocate test pixels into their true class labels.

4.2. Quantifying and Mapping the Uncertainty of Rules

While a few studies have successfully mapped the uncertainty of classification before image
classification [38,80], one strength of DoTRules in hyperspectral image classification is its demonstrated
ability to quantify the uncertainty of every identified transition rule using entropy values prior to the
final classification (Figure 5). In other words, DoTRules was able to report the uncertainty of rules
based on Shannon entropy, independent from the test dataset. The results from different hyperspectral
datasets show that the lower the entropy value, the higher the hit ratio (Figure 6). Thus, considering
the strong relationship between the entropy and hit ratio, it is possible to apply the entropy values
as estimates of the hit ratio. The estimation of the rule uncertainty prior to the classification of a
hyperspectral dataset aids in understanding the specific strengths and weaknesses of a classifier dealing
with pixels containing a range of spectral information.

4.3. Quantifying Hit Ratio of Rules

DoTRules demonstrated the ability to quantify the rule-exclusive hit ratio using their corresponding
entropy values (Table 2). Thus, the uncertainty product based on the entropy values can be applied to
segregate areas of less and more reliable prediction independently of the test data availability. Thus,
in the absence of a proper test dataset for the validation of classification results, rules’ uncertainty
values can be applied to represent their corresponding hit ratio. The collection of reliable ground
truths for validation purposes is usually an expensive task in terms of time and economic costs [81].
Consequently, in many cases, it may not be possible to rely on test data to ensure good performance of
a classifier. Accordingly, aside from using traditional accuracy metrics as a single number derived from
a confusion matrix, mapping and thresholding the rule-exclusive hit ratio in a classification scheme is
worthwhile for visualising general patterns of high and low accuracy values within the classified map
and quantifying the accuracy of prediction in specific targeted locations.

4.4. Limitations of DoTRules and Future Work

Although the results obtained by DoTRules are encouraging, further comparative experiments
with additional hyperspectral imagery datasets should be implemented. This can be more useful
with a particular focus on assessing the classification performance at higher levels of disaggregation,
such as a class-level accuracy assessment. As some of the required parameters for the DoTRules
implementation are subjective, such as 1) the rule uncertainty threshold, 2) the minimum and maximum
length of random rules and 3) the optimum number of rule sets, more research may be beneficial in the
computational optimisation of DoTRules parameters. Our further work is focusing on the development
of more computationally efficient schemes for the ensemble framework.

Another limitation of the proposed ensemble framework is the fact that the proposed framework
is less efficient for very low sample sizes (i.e., 1% or less). DoTrules usually needs a larger training
set to extract the underlying relationships between variables. This is a common requirement for all
ensemble methods except RoF. Although RoF is the best performing algorithm for the 1% sample size
of Indian Pines, it benefits from the transformation of the hyperspectral data.

5. Conclusions

We have applied DoTRules—a Dictionary of Trusted Rules—as an innovative ensemble framework
for classifying hyperspectral data with high accuracy estimates compared with other popular classification
algorithms. DoTRules’ classification accuracy was superior to six other popular and state-of-the-art
ensemble and non-ensemble algorithms. In the case of DoTRules, every rule within any rule set can be
accessed, and their corresponding uncertainty value may be observed. This feature is unique to DoTRules
and the absence of this ability underpins a common criticism of many ensemble algorithms (including
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many of the algorithms applied here) as black-box classifiers. Furthermore, DoTRules is also capable of
quantifying and mapping the uncertainty of these classification rules, prior to the image classification
where the uncertainty values can be applied as an estimate of the hit ratio. While the entropy product
of DoTRules provides spatial insights, including the location of less reliable classification rules as well
as more reliable ones, regardless of the test sample dataset availability, it can also certify and locate less
accurate rules using the estimated hit ratio. The spatial exploration of rule uncertainty in hyperspectral
image classification is beneficial for the early prediction of success or failure of a classifier in specific
geographic locations. The uncertainty maps may also serve to enhance the application of map products by
alerting map users to the spatial variation of rules’ hit ratio over the entire mapped region. This, together
with the simplicity and accuracy of DoTRules, indicates that the methodology offers new features and is
ready for operational use by the remote sensing community.
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Abstract: Image classification and interpretation are greatly aided through the use of image
segmentation. Within the field of environmental remote sensing, image segmentation aims to identify
regions of unique or dominant ground cover from their attributes such as spectral signature, texture
and context. However, many approaches are not scalable for national mapping programmes due
to limits in the size of images that can be processed. Therefore, we present a scalable segmentation
algorithm, which is seeded using k-means and provides support for a minimum mapping unit
through an innovative iterative elimination process. The algorithm has also been demonstrated for
the segmentation of time series datasets capturing both the intra-image variation and change regions.
The quality of the segmentation results was assessed by comparison with reference segments along
with statistics on the inter- and intra-segment spectral variation. The technique is computationally
scalable and is being actively used within the national land cover mapping programme for New
Zealand. Additionally, 30-m continental mosaics of Landsat and ALOS-PALSAR have been segmented
for Australia in support of national forest height and cover mapping. The algorithm has also been
made freely available within the open source Remote Sensing and GIS software Library (RSGISLib).

Keywords: image segmentation; remote sensing; land cover; iterative elimination; RSGISLib

1. Introduction

The classification and analysis of remotely-sensed optical data has become a key technology for
the mapping and monitoring of land cover [1,2]. Traditionally, such analysis has been performed on
a per pixel basis, but over the last 20 years, there has been a significant movement to embrace context
and segment-based classifications [3] due to observed improvements in classification accuracy [3–7].
A significant driver for this adoption has been the availability of the eCognition software [8], which has
provided user-friendly tools for these operations and made them widely available to the community.
For national mapping programs, high-resolution remotely-sensed data such as RapidEye, Sentinel
1 and 2, SPOT (4–5) and Landsat (TM, ETM+, OLI), provide the majority of data. These data
typically have a resolution of 5–30 m, thereby providing sufficient detail for monitoring land cover,
such as forestry, agriculture and grasslands. The use of segmentation for land cover mapping at
this resolution aims to identify spatially-homogeneous units such as fields and forestry blocks as
single objects, or a small number of large objects. However, any under-segmentation will result in
a poor classification result, as features are merged and cannot be identified. Therefore, where errors
occur within the segmentation result, a small amount of over-segmentation is preferable to retain
classification accuracy [9].
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Building on the extensive literature on image segmentation (e.g., [10–14]) within the image
processing and medical imaging communities, there have been a significant number of publications
devoted to segmentation of remotely-sensed imagery. These can be categorised as either top-down
or bottom-up approaches. Top-down approaches, such as multi-scale wavelet decomposition [15],
start with a single region and progressively break the image into smaller regions until a termination
condition is met. Bottom-up methods, such as region growing and spectral clustering [16], start with
individual pixels and group them until a termination condition is met. Termination criteria vary
between approaches, but they are generally a combination of the colour similarity, shape, and size of
the regions generated. To group pixels within a bottom-up approach, a number of methods have been
proposed, but include region growing [17], thresholding [18], statistical clustering [19], Markov random
field models [20], fuzzy clustering [21], neural networks [22] and image morphology watersheds [23].
Thresholding techniques are generally applied to extract features from a distinctive background,
with histograms commonly being used to identify the threshold values automatically [24]. Region
growing techniques require seeds, which are difficult to generate reliably automatically and are time
consuming to provide manually. Soille [17], Brunner and Soille [25] used an automated seeding
method based on quasi-flat zones, as did Weber et al. [26], who applied it to multi-temporal imagery.
Watershed techniques are one of the most commonly applied, but these are often over-segmented
and, due to the filtering used to generate the gradient image(s) boundaries between features, are often
blurred and poorly defined at the pixel level.

Segmentation techniques are often designed for specific applications, such as tree crown
delineation [27], requiring considerable parameterisation that can be difficult to define and
optimise [28]. The termination criteria used are also a common differentiating factor in the results,
which are generated by the segmentation algorithm. For example, Baatz and Schäpe [28] aimed to
minimise the spectral homogeneity of the image regions while creating regions of similar size and
compact shape [8] to allow accurate statistical comparison between features for later classification.
The key parameter within the eCognition multi-scale segmentation algorithm is the scale factor f [28].
The user-defined threshold of f controls the termination for the segmentation process where f is
defined as:

f = w · hcolour + (1 − w) · hshape
hcolour = ∑nbands

b=1 wb · σb
hshape = ws · hcmpct + (1 − ws) · hsmooth
hcmpct =

pl√npxl

hsmooth = pl
pbbox

(1)

where w is a user-defined weight (range: 0–1) defining the importance of object colour versus shape
within the termination criteria, nbands is the number of input image bands, wb is the weight for the
image band b, σb is the standard deviation of the object for band b, ws is the user-defined weight (range:
0–1) defining the importance of compactness versus smoothness, pl is the perimeter length of the
object, npxl is the number of pixels within the object and pbbox is the perimeter of the bounding box of
the object.

Others have used k-means clustering as an alternative approach. Lucchese and Mitra [29] used
k-means clustering and median filtering for post-processing. While the method is simple and effective,
some of the objects with sharper edges were over-smoothed from the median filtering. Wang et al. [19]
first initialised the segmentation using a k-means clustering to remove noise and reduce the feature
space from single pixels to clumps. The clumps were then merged using a combination of spectral
colour (weighted by object size) and object shape. The resulting segmentation is similar to that derived
from the eCognition software. Likewise, Brunner and Soille [25] executed a single merge of clumps
based on spectral similarity.

Computational constraints are another issue commonly encountered with many segmentation
algorithms. The size of the scene that can be processed is in some cases significantly limited. Often,
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one whole satellite image cannot be processed in a single step, due to memory constraints. Additionally,
methods commonly deployed within the field of computer vision expect either one (greyscale)
or three (red, green and blue) image bands, or spectral measurements, and it is assumed that these
data channels are scaled to the same range (i.e., 0–255). In remote sensing, this is commonly not the
case, with many satellites having multi-spectral capabilities with at least four spectral wavelengths,
including the near-infrared (NIR), which over vegetation, results in considerably larger range of values
than other channels due to leaf cell structure [30].

Assessing the quality and effectiveness of a segmentation result has proven difficult [31]. In this
context, the aim of segmentation is to subdivide the landscape into units of the same land cover or
spectral colour, where ideally, the entire feature, such as a single species forest block, will be captured
as a single segment so that these units can be classified within an appropriate context. However,
if the scene is under-segmented, that is, multiple features of interest are contained within a single
segment, then classification of these features is not possible. Therefore, under-segmentation is to be
avoided. Therefore, a degree of over-segmentation is generally accepted, as the following classification
of neighbouring objects of the same class can be merged. Additionally, the scale of the imagery and
result being sought will significantly impact segmentation requirements. Segmentation quality can
be assessed for specific tasks, such as delineation of tree crowns or buildings, with respect to a set
of reference data. The generation of a reference set is a clear task with a relatively clear answer for
specific features, but for more general segmentation tasks, such as splitting a whole SPOT 5 scene
into units for land cover classification, where a large number of land covers, uses and vegetation
conditions are present, there is no one “best” solution. In an attempt to quantify the differences
between different segmentation results, various approaches exist [32] where parameters such as shape
(e.g., shape index [33]), comparison to a set of reference features [34–36], synthetic images [37] and
colour metrics [31,38] have been used.

Our aim was to provide a segmentation technique that is scalable to support the national
land cover mapping program of New Zealand, while only using a few understandable parameters.
Segments needed to be of uniform spectral response (i.e., colour) with a minimum size and suitable
for land cover and land cover change classification, while boundaries between land covers should be
sharp and accurate. The algorithm needs to be efficient over large datasets (i.e., multiple mosaicked
scenes) and applicable to a wide range of sensors and image pixel resolution. We have therefore
proposed a new iterative elimination algorithm to meet these aims. We describe and apply the method
on Landsat ETM+ and SPOT5 imagery of typical landscapes in New Zealand.

2. Methods

The iterative elimination method we present here has four steps (Figure 1). First, is a seeding
step, which identifies the unique spectral signatures within the image, second a clumping process to
create unique regions, third an elimination process to remove regions below the minimum mapping
unit, and, finally, the regions are relabelled so that they are sequentially numbered, providing the final
segmentation. These steps require two parameters, the initial number of cluster centres to be produced
and the minimum mapping unit defined for the elimination process.

When processing imagery with a large number of highly-correlated image bands (i.e., time series
and hyper-spectral imagery), it is recommended that a subset or derived compression of the image
data (e.g., principle component analysis) of the available input image bands be used to both minimise
auto-correlation between the bands and reduce processing time. In this study, the segmentation of
SPOT-5 data from two dates was undertaken using the near-infrared (NIR), shortwave infrared (SWIR)
and red wavelengths (i.e., the green band was not included due to the significant correlation with the
red band). Images were processed from DN to standardised reflectance before segmentation to reduce
scene complexity [39].
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Figure 1. Flowchart for the segmentation algorithm.

2.1. Seeding

The first step in the algorithm is to seed an initial set of unique spectral signatures to represent
the image. To seed, in an unsupervised fashion, the k-means [40] clustering algorithm was used.
While there are many clustering algorithms within the literature such as Iterative Self-Organising
Data (ISOData [41]), mean-shift [42], hierarchical clustering [43] and fuzzy k-means [44], it was found
that k-means produced the best results while being computationally efficient. The k-means clustering
algorithm is an iterative procedure requiring calculations in the order of nc (O(nc)) where n is the
number of pixels and c is the number of cluster centres. To minimise the number of calculations,
the image was subsampled before clustering. It was found that subsampling to 10% or 1% of the image
pixels was sufficient to provide similar cluster centres to those derived from the whole input dataset
(Figure 2), while providing a significant performance improvement in computation time (Table 1).
Another advantage of k-means is that it allows development of the model on one dataset (i.e., a subset)
and application to another. As with any statistical sampling, a sufficiently large sample is required
to ensure representativeness and that no features are missed. Experiments where carried out using
a number of scenes (5 Landsat-7, 5 SPOT-5 and 3 WorldView-2) from each of the sensors to cover
a range of environments.
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Figure 2. Demonstration that k-means cluster centres generated using 50%, 10%, 1% and 0.1%
subsampled image data result in cluster centres close to the original data with considerably less
computing time. The imagery used is Landsat ETM+, SPOT-5 and WorldView-2.
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Table 1. Timing experiment generating 60 clusters using k-means employing resampling. Experiments
were carried out on a 2.93-GHz Intel Xeon processor with 8 GB of RAM running Mac OSX 10.7 using
a SPOT 5 scene with 60 million pixels and 4 images bands.

Sampling (Pixels) Time (Minutes:Seconds)

100% 17:14
50% 11:10
20% 04:03
1% 02:39

0.1% 00:08

Within the k-means clustering process, the Euclidean distance metric is used to calculate the
distance between features and cluster centres within feature space. Therefore, due to the differences
in dynamic range between the input wavelengths (i.e., near-infrared has a larger range than red),
some channels could be weighted higher than others and need to be rescaled. A number of options exist
for rescaling the data, but it was found that normalising each image band (wavelength) independently
within a range of two standard deviations from the mean, thresholded by the image minimum and
maximum, produced the best results, increasing the contrast between the land cover classes.

2.2. Clumping

The k-means-classified pixels are then clumped to define a set of geographically uniquely-labelled
regions. This result is over-segmented in many regions of the scene due to the per-pixel nature of the
processing and spectral confusion between units. It is common that over half of the resulting clumps
are only a single pixel in size (Figure 3).

Figure 3. The number of clumps of each size at each elimination step from 1–100 pixels (1 ha) on
a 10 × 10 km SPOT5 image (see Figure 4).

2.3. Local Elimination

The next stage eliminates these small clumps up to a minimum size, which will correspond
with the minimum mapping unit for subsequently derived mapping products. The elimination is
an iterative process (Algorithm 1) where regions are eliminated based on size, starting with the smallest
(i.e., 1 pixel). To eliminate, a region is merged with its spectrally-closest (colour) neighbour, which must
be larger than itself, but does not need to be larger than the minimum mapping unit. If there are
no neighbouring regions larger than the region being eliminated, then it is left for the next iteration,
thereby ensuring that regions are eliminated naturally into the most appropriate neighbour. A critical
consideration of the elimination is that the elimination itself (i.e., merging of clumps) is not performed
until the end of each iteration. Otherwise, the elimination will result in region growing from the first
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clump reviewed for elimination as the clump spectral mean will change. Upon merging, the clump
statistics are updated to provide the new mean spectral values used within the next iteration.

Algorithm 1 Pseudocode for the elimination process.

List elimPairs
for size = 1 → minunitsize do

clumps ← GetUnitsOfSizeLessThan(size)
for all clump ← clumps do

neighbors ← GetNeighborsAreaGtThan(clump, size)
if neighbors.size() > 0 then

neighbor ← FindSpectrallyClosestNeighbor(neighbors, clump)
elimPairs ← pair(neighbors, clump)

end if
end for
for all pair ← elimPairs do

pair.neighbor ← MergeRegions(pair.neighbor, pair.clump)
end for

end for

One problem with the elimination process is that features, which are highly spectrally distinct
from their neighbours, such as water bodies, with an area smaller than the minimum clump size will
be merged. This can result in undesirable spectral mixing and potentially reduces the likelihood of
correct classification of land cover. To resolve this issue, an optional threshold was introduced that
prevents clumps with a spectral distance (d) above the defined threshold from being merged with
their neighbour, hence allowing regions below the minimum size to be retained. The spectral distance
threshold was set at 0.1 reflectance. Whenever clumps differ by more than that, they do not merge.
We found the 0.1 threshold effective, but this might need to be reviewed depending on the types of
features found in some scenes.

As shown in Figure 3, the elimination process reduces the number of clumps representing
a 10 × 10 km SPOT5 scene from over 170,000 to less than 4000. Before elimination (Figure 4a),
there were 1137 segments over the 100-pixel (1 ha) threshold of the object size. Therefore, 31% of
segments in the final result (Figure 4b) were based on a clump directly originating from the k-means
clustering with the rest amalgamated from the smaller clumps, which will not correspond directly
with the spectral regions defined by the k-means clustering.

The first step, which removes single pixels, results in a significant removal of clumps
(170,000–80,000). For single pixels, a memory-efficient approximation of the elimination process
can be adopted. Using a 3 × 3 window, all single pixel clumps can be identified and stored as a binary
image mask. The single pixels can be iteratively eliminated by merging each pixel with the clump
of the spectrally-closest pixel that is part of a larger clump (i.e., at least two pixels). If there is no
neighbouring clump of at least two pixels, then the single pixel is considered in the next iteration.
The spectrally-closest pixel may occasionally differ from the spectrally-closest clump, but this has not
been found to be significant and greatly reduces the memory requirements of the elimination process,
thus allowing larger datasets to be rapidly processed.
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(b)
Figure 4. (a,b) Elimination from 1–100 pixels on a 10× 10 km SPOT5 image (10-m resolution). Segments
are coloured with their mean spectra.
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2.4. Relabelling

During elimination, the features below the minimum mapping unit are removed and merged
with their spectrally-closest larger neighbour. This results in a gap within the attribute table for each
eliminated unit. Therefore, a relabelling process to collapse the attribute table is undertaken to ensure
the feature identification numbers are sequential. Sequential numbering minimises the number of
required rows within the attribute table and makes later classification more efficient.

2.5. Parameterisation

Using k-means seeding, the algorithm has two main parameters: (1) the number of seeds (k)
(i.e., initial clusters in feature space) and (2) the minimum segment size for the elimination. There are
no hard and fast rules for identifying these parameters, as with all segmentation algorithms, it is
difficult to define a metric that completely quantifies the quality of the segmentation [31]. Nevertheless,
the selection process may be guided by observing the resulting number of segments, their size, and their
internal and inter-neighbour spectral variation [38]. It is worth noting that smaller segments will
provide lower spectral variation both within the segments and to their neighbours.

The number of clusters selected for the k-means to be produced as seeds is the key parameter
governing the spectral separation of the features. Too few clusters and features, which are close to
one another within the feature space, will be under-segmented, while too many clusters will result
in an over-segmented scene. Through experimentation, it was found that between 30 and 90 seeds,
depending on the level of detail required by the user, were generally sufficient for multi-spectral
imagery, such as RapidEye, Sentinel-2, SPOT5, WorldView-2 and Landsat (TM, ETM+, OLI), regardless
of the number of image bands or the use of multi-date image stacks. Although, in some use cases, such
as segmenting bright objects on a dark background (e.g., ships on the ocean), a significantly smaller
number of seeds (e.g., 2 or 3) may be more suitable. For vegetation studies, a value of 60 seeds has
been consistently used across a range of studies (e.g., [45,46]) using Sentinel-2, SPOT5 and Landsat
data, either at a single or with multiple dates and found to produce good results.

The minimum segment size for the elimination can be related to the minimum mapping unit of
the output product being derived using the resulting segments. Where a minimum mapping unit is not
defined by the project, the user needs to assess the size of the smallest features they are interested in
within the image. For example, if isolated trees within paddocks are of interest within high resolution
imagery (i.e., WorldView2), then the minimum segment size needs to be set such that the isolated trees
are above this threshold, otherwise they will be eliminated in the larger paddock segment.

3. Results

Assessment of segmentations was aided through the establishment of a set of reference regions,
which were manually drawn with reference to the original satellite imagery. We also observed key
features and the overall appearance of the segmentation result compared with input image. In this
context, segmentation can be thought of as a means of image compression. Therefore, when segments
are coloured with their mean spectral values, the resulting image should retain the same structures
as the original image (i.e., as shown in Figure 4). We segmented a range of optical imagery, and the
resulting number of segments, their size and their spectral variation were assessed to ascertain whether
the segmentation results were fit for the purpose of land cover classification, including change.

3.1. Visual Assessment

Segmentations were produced using SPOT-5 scenes for the whole of New Zealand, and Figure 5
shows an example. The NIR, SWIR and red image bands were used and segmented with k = 60 and
a minimum segment size of 100 pixels.

118



Remote Sens. 2019, 11, 658

2 km

N

(a)

(b)
Figure 5. Example segmentation on a SPOT 5 scene (a), using a colour composite of red = NIR,
green = SWIR and blue = Red. Segmented with 60 seeds and eliminated to a minimum mapping unit
of 1 ha (b). The spatial pattern of land cover is well represented with the number of clumps being 0.6%
of the number of pixels.

Figure 5 demonstrates the application of the segmentation process on a region of New Zealand
typical to the North Island with forest, scrub, agricultural fields and grasslands at various conditions.
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As demonstrated, the algorithm has maintained the spectral homogeneous forest and scrub blocks as
larger continuous segments, while regions of higher spectral heterogeneity, such as the grasslands,
have been segmented into smaller units. Overall, it is considered that this segmentation provides
an ideal basis for a subsequent land cover classification. There is some moderate over-segmentation,
particularly within the grasslands and some spectrally-heterogeneous forest, but this is often desirable
to ensure under-segmentation is not present, which prevents the correct classification of those segments.

Where small spectrally-distinct features need to be retained, the spectral distance threshold on
the elimination, which prevents features too far away from one another in the feature space from
being merged, can be used. As demonstrated in Figure 6c, where a threshold of 0.1 reflectance has
been applied, the small ponds and some additional shelter belts have been retained that are below the
minimum mapping unit of 2.5 ha. This produces a segmentation result that more closely corresponds
to the original image (Figure 6a) compared to the segmentation without the application of the threshold
(Figure 6b).

3.2. Parameterisation

To understand the effect of the number of seeds, a number of tests were undertaken for a range of
sensors. The datasets used for these experiments (Table 2) were a pair of multi-spectral WorldView2
scenes for Wales, U.K., spectrally transformed to top-of-atmosphere reflectance. A pair of SPOT5 scenes
and Landsat (L4/L7), covering regions of North Island, New Zealand, scenes were all corrected to
surface reflectance and standardised for Sun angle and topography [39]. For each of these sensors,
experiments were undertaken for an image at a single date and the combined multi-date pair. For the
single date tests, all the image bands were used, while for the multi-date tests, a subset of the image
bands deemed optimal for visualisation was used. For the SPOT5 and Landsat data, these were the red,
NIR and SWIR (SWIR1 for Landsat) image bands; while for WorldView2 images, bands NIR (Band 8) ,
red edge (Band 6) and blue (Band 2) were used. The minimum segment size was defined as 100 pixels
for the WorldView2 and SPOT5 data and 30 pixels for Landsat 4/7 data.

2 km
N

(a) The original SPOT-5 image before segmentation.

Figure 6. Cont.
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2 km
N

(b) The segmented SPOT-5 image, shown as the mean-reflectance for a segment, without using a spectral distance
threshold to allow smaller features to be retained.

Segmentation on SPOT 5 Data with Spectral Threshold of 0.1

2 km
N

(c) The segmented SPOT-5 image, shown as the mean-reflectance for a segment, where a threshold to allow smaller
features to be retained has been used.

Figure 6. (a) The original SPOT 5 image, (b) the segmentation applied without a spectral distance
threshold (60 seeds and eliminated to the 2.5-ha minimum mapping unit) and (c) the segmentation
applied with a spectral distance threshold of 0.1 reflectance. Images are displayed with a band
combination of NIR, SWIR and red.
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Table 2. Datasets used for parameter testing. * indicates the image used for the single date tests.

Sensor Year (s) Image Size Pixel Resolution

Worldview2 July 2011 *, November 2011 3539 × 3660 2 m
SPOT5 2008, 2012 * 7753 × 7703 10 m

Landsat 4/7 1990, 2002 * 12, 000 × 12, 000 15 m

Figure 7 shows the number of segments required to characterise 50% of the total area of the
scenes. If a large number of segments are required to make up 50% of the area, it is likely the scene
is over-segmented, while if small, it is likely to be under-segmented. These plots therefore provide
an understanding of the relationship between the number and size of the segments with respect to
the number of k clusters, from which the recommendation that the suitable range of values for k is
30–90 can be made. A concurrent visual examination of segments is important.

For the SPOT scenes (Figure 7A,B), the number of segments increased rapidly before plateauing.
This shape suggests there is limited benefit in increasing the size of k once the plateau has been reached.
In the test datasets, it was observed that a typical range of k was from 30–90 clusters (shown by the red
lines). The 50% cumulative area profile (Figure 7C) for the WorldView2 scene (Figure 8) is a straight
line. This is due to the number of large features within the scene, specifically the raised bog (Borth Bog,
Wales, U.K.) in the centre of the scene, the estuary and sea, which even at high values of k, generated
large segments due to their spectral homogeneity. When higher values of the cumulative area were
considered (Figure 7D), the normal profile was seen, and the range of k from 30–90 clusters when
visually assessed was still found to be appropriate.

3.3. Comparison to Other Algorithms

To compare the performance of the algorithm detailed in this paper to those of others,
four alternatives were identified. The algorithms used for the comparison were the mean-shift
algorithm [42] implemented within the Orfeo toolbox [47], as it is widely cited (e.g., [48–50])
as an approach that produced good results on a wide variety of Earth Observation (EO) data,
the eCognition multi-resolution segmentation algorithm [28], as the algorithm most commonly used
within the literature (e.g., [1,2,51]), and the Quickshift algorithm of Vedaldi and Soatto [52] and the
algorithm of Felzenszwalb and Huttenlocher [53], implemented within the scikit-image library and
interfaced within the RSGISLib library [54], as examples of more recent approaches from the computer
vision community applicable to EO data. A SPOT-5 scene (a subset of which is shown in Figure 10A),
which represents a range of land covers and uses, was used for the experiment. To identify the
parameters for each of the segmentation algorithms, a grid search was performed for each algorithm
across a range of parameters (Table 3).

Table 3. Parameters used for each of the segmentation algorithms.

Algorithm Parameters Number of Segmentations

eCognition scale: [10–100], shape: [0–1], compact.: [0–1] 1210
Mean-Shift range radius; [5–25], convergence thres.: [0.01–0.5], max.

iter.: [10–500], min. size: [10–500]
625

Felzenszwalb scale: [0.25–10], sigma: [0.2–1.4], min. size: [5–500] 343
Quickshift ratio: [0.1–1], kernel size: [1–20], max. dist.: [1–30], sigma:

[0–5]
1500

Shepherd et al. k: [5–120], d: [10–10,000], min. size: [5–200] 540
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A)

B)

1 km
N

1 km
N

Figure 8. (A,B) Example segmentation on a WorldView2 scene, with a value of k = 60 and a minimum
mapping unit of 0.4 ha, using a colour composite of red = NIR, green = red edge and blue = blue.
The spatial pattern of land cover is well represented with the number of clumps being 0.2% of the
number of pixels.

To compare the parameterisations and segmentation quality, two quantitative approaches were
adopted. The first used a set of 200 reference segments (Figure 9), manually drawn on the SPOT-5
image, to calculate the precision and recall metrics of Zhang et al. [36]. The precision and recall metrics
were combined to produce the f metric [36] as follows using an α of 0.5:

f =
1

α 1
precision + (1 − α) 1

recall

(2)

The second approach was to use the metrics of Johnson and Xie [38] for estimating the over-
and under-segmentation within the result. For this study, the metrics of Johnson and Xie [38] were
calculated with all four spectral bands of SPOT-5 to create the overall global score (gs). To combine f
and gs to generate a single ranked list, gs was normalised to a range of 0–1 (gs_norm) and added to f ,
using a weight ω:

gs_ f = ωgs_norm + (1 − ω) f (3)

For this analysis, ω was set at 0.25, giving more weight to reference segments metric f . The top
parameter sets and metrics for each segmentation algorithm are given in Table 4.
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Figure 9. (A–D) Examples of the reference segments that were manually drawn.

Table 4. Comparison of the segmentation results.

Algorithm Parameters Rank gs_ f f Precision Recall gs gsgreen gsred gsnir gsswir

Shepherd et al. k: 60, d: 10,000, min.
size: 10

1 0.74 0.85 0.84 0.86 0.97 1.01 0.90 0.99 0.98

Quickshift ratio: 0.75, kernel size:
10, max. dist.: 5, sigma:
0, lab colour space.

86 0.64 0.73 0.80 0.68 0.94 0.92 0.86 0.99 0.98

Mean-Shift range radius; 15,
convergence thres.: 0.2,
max. iter.: 100, min.
size: 10

253 0.56 0.61 0.55 0.70 0.93 0.95 0.87 0.96 0.94

eCognition scale: 10, shape: 0.7,
compact.: 0.2

411 0.49 0.52 0.57 0.48 0.95 0.99 0.92 0.95 0.93

Felzenszwalb scale: 10, sigma: 12,
min. size: 20

539 0.47 0.46 0.49 0.43 1.10 1.14 1.04 1.17 1.04

The rank refers to the position in the order list of all performed segmentations. Therefore, using
the gs_ f metric, there were 85 segmentations using different parameterisations of the Shepherd et al.
algorithm (from this article) that were ranked higher than the highest Quickshift segmentation. For the
mean-shift, there were 252 Quickshift and Shepherd et al. segmentations ranked higher than the highest
mean-shift. Of those Shepherd et al. segmentations, the parameters, particularly k, were clustered with
a k value of 60 being identified for the top 38 segmentations, corresponding with the analysis shown in
Figure 7.

Figure 10 illustrates the segmentation results from the comparison using the parameters outlined
in Table 4. The results were similar; however, two were visually more appropriate, these being the
Shepherd et al. (Figure 10B) and mean-shift (Figure 10D), as they both captured the majority of the
homogeneous regions as continuous segments while sub-dividing the areas of spectral variation.
Both the Shepherd et al. (Figure 10B) and mean-shift (Figure 10D) algorithms demonstrated some
artefacts associated with the smooth gradient transitions, as do the other methods tested. In regions of
transition, the Quickshift algorithm (Figure 10C) produced a large number of very small segments,
and these are not desirable within a segmentation approach; however, the homogeneous regions were
well delineated with good correspondence with the reference regions. The eCognition multi-resolution
segmentation (Figure 10E) aims to produce segments of similar size, and therefore, had some
over-segmentation of the homogeneous features present in the Shepherd et al. (Figure 10B), Quickshift
(Figure 10C) and mean-shift (Figure 10D) segmentations.
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4. Discussion

It is difficult to compare segmentation algorithms because comparison involves multiple criteria
and depends on the specific application and scale [51]. However, we have demonstrated that
the algorithm proposed in this paper compares favourably in most assessment metrics with the
commonly-used mean-shift [42] and multi-resolution [28] segmentation approaches when applied
to a typical rural and forest landscape in New Zealand. In addition, our algorithm has attributes
that make it more useful in certain applications. It is readily scalable to large areas, such as nations
or regions (e.g., [55]), which is desirable for preventing hard boundaries on tiles. It uses a small
number of parameters, which may be consistently used across a large range of geographic areas and
data types. It permits the direct setting of a minimum mapping unit, and it is freely available in
open-source software.

The technique presented in this paper is being used operationally for national land-cover and
land-cover change mapping of New Zealand using a single parametrisation (60 seeds and 100-pixel
minimum mapping unit) on SPOT-5 and Sentinel-2 data. This is because the iterative elimination
algorithm is highly scalable, being operationally applied to each of the regions of New Zealand,
the largest of which is Canterbury. The Canterbury regional mosaic comprised 36 SPOT5 scenes
and produced a single image with 36,533 × 35,648 pixels. Computationally, the segmentation of the
Canterbury region required 12 GB of RAM and ran in approximately three hours on a 3-GHz x86
processor running Linux, producing 1,222,885 segments. This level of scalability is advantageous for
operational use, as image tiling is not required, thus avoiding complex and time-consuming operations
to merge tile boundaries, and the results are consistent across the scene. However, for larger areas,
we have also implemented a tiled version of the algorithm [56], which has been used to produce
a single segmentation for the Australian continent [55] using a mosaic (141,482 × 130,103 pixels) of
Landsat and ALOS PALSAR. This resulted in 33.7 million segments.

In hilly and mountainous terrain topographic shadowing can significantly affect the result of
the image segmentation, as the shadowing alters the spectral response of those pixels. We therefore
recommend that imagery be standardised to a consistent Sun and view angle before segmentation [39].
For example, a SPOT5 scene of 7753 × 7703 pixels, segmented with 60 clusters and eliminated to
100 pixels, generated 7715 fewer segments when standardised imagery was used, but more significantly,
the distribution of those features only corresponded with patterns in land cover as opposed to land
cover and topographic shadowing.

We have also successfully applied our segmentation algorithm to multi-date imagery. In this case,
the segmentation is required to capture the information present in both scenes and the change between
the scenes for subsequent classification. The change segments can be easily differentiated from the rest
by the change in spectral reflectance between early and later dates. Automatic identification of these
change segments has proven useful in developing a semi-automated method for updating land cover.

Segments are now being successfully provided across large regions using this algorithm.
Therefore, new methods of assessing the quality of segmentation results are required, so that optimal
parameters can be estimated. This will become increasingly important as datasets for segmentation
become larger. Additionally, when segmenting large regions, the number of segments being generated
is large, and their classification remains challenging, primarily due to the significant memory
requirements for attribution. Existing software and methods are commonly unable to cope with
this number of segments. Therefore, a new and advanced attribute table file and image format
(using HDF5, called KEA [57]) and software API have been implemented within the RSGISLib [54]
(http://www.rsgislib.org) to support rule-based object-oriented classification of the segments. For full
details, see Clewley et al. [56].

5. Conclusions

This paper has outlined a new technique for the segmentation of remotely-sensed imagery,
which is highly scalable through an innovative iterative elimination process. It is being used
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operationally at national scales across New Zealand. The technique has clear and simple parameters
and can be consistently applied across a large range of geographic areas and data types. Segmentation
quality is similar to that achieved by other commonly-used algorithms such as mean-shift implemented
within the Orfeo toolbox and the multi-resolution segmentation algorithm widely used within
the eCognition software. The algorithm provides good performance in both memory usage and
computation time. The algorithm is recommended for segmenting all modalities of remotely-sensed
imagery, although pre-processing of SAR data for speckle reduction is required. Additionally, a free
and open implementation of the algorithm has also been provided as part of the remote sensing and
GIS software library (RSGISLib; [54]) and can be downloaded from http://www.rsgislib.org.
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Abstract: To facilitate the advances in Sentinel-2A products for land cover from Moderate Resolution
Imaging Spectroradiometer (MODIS) and Landsat imagery, Sentinel-2A MultiSpectral Instrument
Level-1C (MSIL1C) images are investigated for large-scale vegetation mapping in an arid land
environment that is located in the Ili River delta, Kazakhstan. For accurate classification purposes,
multi-resolution segmentation (MRS) based extended object-guided morphological profiles (EOMPs)
are proposed and then compared with conventional morphological profiles (MPs), MPs with
partial reconstruction (MPPR), object-guided MPs (OMPs), OMPs with mean values (OMPsM),
and object-oriented (OO)-based image classification techniques. Popular classifiers, such as C4.5,
an extremely randomized decision tree (ERDT), random forest (RaF), rotation forest (RoF), classification
via random forest regression (CVRFR), ExtraTrees, and radial basis function (RBF) kernel-based
support vector machines (SVMs) are adopted to answer the question of whether nested dichotomies
(ND) and ensembles of ND (END) are truly superior to direct and error-correcting output code (ECOC)
multiclass classification frameworks. Finally, based on the results, the following conclusions are
drawn: 1) the superior performance of OO-based techniques over MPs, MPPR, OMPs, and OMPsM
is clear for Sentinel-2A MSIL1C image classification, while the best results are achieved by the
proposed EOMPs; 2) the superior performance of ND, ND with class balancing (NDCB), ND with data
balancing (NDDB), ND with random-pair selection (NDRPS), and ND with further centroid (NDFC)
over direct and ECOC frameworks is not confirmed, especially in the cases of using weak classifiers
for low-dimensional datasets; 3) from computationally efficient, high accuracy, redundant to data
dimensionality and easy of implementations points of view, END, ENDCB, ENDDB, and ENDRPS
are alternative choices to direct and ECOC frameworks; 4) surprisingly, because in the ensemble
learning (EL) theorem, “weaker” classifiers (ERDT here) always have a better chance of reaching the
trade-off between diversity and accuracy than “stronger” classifies (RaF, ExtraTrees, and SVM here),
END with ERDT (END-ERDT) achieves the best performance with less than a 0.5% difference in the
overall accuracy (OA) values, but is 100 to 10000 times faster than END with RaF and ExtraTrees,
and ECOC with SVM while using different datasets with various dimensions; and, 5) Sentinel-2A
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MSIL1C is better choice than the land cover products from MODIS and Landsat imagery for vegetation
species mapping in an arid land environment, where the vegetation species are critically important,
but sparsely distributed.

Keywords: ND; END; ECOC; MRS; Extended object-guided morphological profiles; Multiclass
classification; Arid-land vegetation mapping; Sentinel-2A MSIL1C; Central Asia

1. Introduction

Arid and semiarid lands encompass approximately 30–40% of the Earth’s surface, and Central
Asia contains one of the world’s largest arid and semiarid areas. These areas have harsh climatic
conditions and they are under high pressure to produce food and fibers for their rapidly increasing
populations, which include a wide range of land utilization and management regimes, which results in
a reduction in arid ecosystem quality. Understanding the effects and responses between landscapes
and regional environments is fundamental to maintain their ecological and productive value in such
circumstances. Hence, the effects and responses of landscape heterogeneity on the local and regional
atmosphere, the surface energy balance, the carbon exchange, and climate changes are major topics that
have attracted widespread interest [1–5]. Among these responses, the vegetation species, distribution,
diversity, and biomass in these lands typically undergo wide seasonal and international fluctuations,
which are largely regulated by water availability and impacted by both climatic shifts and human
activities [6–8]. Thus, monitoring the vegetation status of these lands is an essential part of identifying
problems, developing solutions, and assessing the effects of actions.

However, large-scale and long-term field sampling of vegetation information is challenging when
considering the sampling efforts and costs. Moreover, the samples are often very sparsely distributed,
and site revisits remain infrequent, while the success of any monitoring of vegetation dynamics depends
on the availability of up-to-date and spatially detailed species richness and distribution at a regional
scale [9–11]. Fortunately, satellite-based remote sensing (RS) data can address these challenges by
identifying and detailing the biophysical characteristics of vegetation species’ habitats, predicting the
distribution and spatial variability in the richness, and detecting natural and human-caused changes at
scales that range from individual landscapes to the whole world [1,9,12–18]. Therefore, an increasing
number of geologists, ecologists, and biologists are turning to rapidly develop RS data sources for
vegetation-based ecological and environmental research at local, regional, and global scales [19–24].

Regarding applications of RS data in vegetation studies, high- and moderate-resolution optical
RS sensors, including IKONOS, Satellite for Observation of Earth (SPOT), Thematic Mapper ™,
Enhanced Thematic Mapper (ETM), ETM+, Operational Land Imager (OLI), Sentinel-2, and Moderate
Resolution Imaging Spectroradiometer (MODIS), are widely accepted and are considered to be
adequate for vegetation species, diversity, distribution, and biophysical information extraction in
different settings [25–32]. Creating land cover maps that detail the biophysical cover of the Earth’s
surface is among the oldest and ongoing hot applications. Land cover maps have been continuously
suggested proven especially valuable for predicting the distribution of both individual plant species
and species assemblages across broad areas that could not otherwise be surveyed in more quantitative
ways with respect to vegetation index (VI)-based approaches [9,33–35]. In particular, after various land
cover products that are derived from RS data at the regional and global scales have been produced,
and they are freely available at spatial resolutions from 30 m to 1 km. Solid proofs can be found for
extensive applications of representative products, including the 1 km University of Maryland (UMD)
land cover layer [36], the Global Land Cover 2000 (GLC2000) products [37], the MODIS products [38],
the 500 m MODIS [39], the 300 m GlobCover [40], and the 30 m global land cover maps [41] for
vegetation studies at the regional and global scales [42–49]. However, most of the existing land cover
products are coarse, not only in the spatial resolution and land cover type details, but also in the

132



Remote Sens. 2019, 11, 1953

update frequency. For example, the 30 m global land cover maps are only available for 2010, 2015,
and 2017 with a maximum of 10 land cover types (only eight types for our study area), while the
MODIS products are only available for 2000, 2005, 2010, and 2015 with a maximum 300 m resolution
(only 15 types for our study area). Furthermore, the differences between these products are very large,
as shown in Figures 1b and 1c.

 

Figure 1. (a) Geographic location of the study area, (b) 2015 Moderate Resolution Imaging
Spectroradiometer land use and cover change (MODIS LUCC), (c) 2017 GLC30, (d) blue rectangle,
(e) blue rectangle, and (f) green rectangle. Sentinel-2 RGB image of the study area with in situ points
(red dots) and the corresponding land cover types.
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The Sentinel-2 mission comprises a constellation of two polar-orbiting satellites placed in the
same orbit with a five-day revisit time over land and coastal areas. Each satellite carries a MultiSpectral
Instrument (MSI) with 13 bands spanning from the visible and the near-infrared (VNIR) portion of
the electromagnetic spectrum to the short wave infrared (SWIR) portion of the spectrum and features
four bands at a 10 m spatial resolution, six bands at a 20 m spatial resolution, and three bands at
a 60 m spatial resolution with a 290 km field of view [50]. Since Sentinel-2A and Sentinel-2B were
successfully launched on June 23, 2015, and March 7, 2017, respectively, their products (Level-2A,
which covers the bottom-of-atmosphere reflectance in cartographic geometry; Level-1B, which covers
the top-of-atmosphere (TOA) radiance in sensor geometry; and, Level-1C, which covers the TOA
reflectance in fixed cartographic geometry) have been widely applied for monitoring land cover
changes, agricultural applications, monitoring vegetation and retrieving biophysical parameters,
observing coastal zones, monitoring inland water, monitoring glaciers and ice and mapping snow,
mapping floods, and management [51–56]. However, these products have not been used for detailed
vegetation mapping in arid land environments. Hence, the first objective of this paper is to investigate
the performance of the Sentinel-2 MSIL1C product for vegetation mapping in an arid land environment.

Producing any substantial land cover/use maps always requires a specific classification method
or ML algorithm. Although many methods and algorithms have been developed for satellite data
classification applications, the search for advanced classification methods or algorithms is still a hot
filed [57–60]. There are no supper classification methods or algorithms that could universally work at
high performance, due to facts that classification performance not only controlled by robustness of
adopted methods or algorithms, but also affected by discrimination and identification quality, size and
distribution quantity of provided data [61,62]. According to the literatures from RS data classification
community, the commonly used ML algorithms are artificial neural networks (ANNs) [63], support
vector machine (SVM) [64,65], extreme learning machine (ELM) [66], decision trees (DTs) [67], ensemble
methods, such as bagging, adaboost, and RaF [57,68,69], and deep neural networks (DNNs) [70,71].
In most scenarios, these algorithms involve a nominal class variable that has more than two values
problem, because the real-world land surface usually recorded by EO sensors with simultaneous
discrimination of numerous classes. In general, there are two approaches for addressing this type
of problem: 1) adapting the binary algorithm to its multiclass counterpart to deal with multiclass
problems directly (e.g., DTs, ANNs, ELMs, RaFs); and, 2) reduce the multiclass problem into several
binary subproblems first, then form a multiclass prediction based on the results from several binary
classifiers, such as AdaBoost, multiclass SVMs, and ND [72–74]. When compared with the direct
approaches, the latter approach is appealing, because it does not involve any changes to the underlying
binary algorithm [75]. In particular, a structural risk minimization (SRM) rule-based SVM can
successfully work with limited quantities and quality of training samples and it often achieves a higher
classification accuracy than linear discriminate analysis (LDA), DTs, ANNs, bagging, AdaBoost,
and RaFs [64–66,76–78].

Well-known examples of the second approach are ECOC and pairwise classification, which often
result in significant increases in the accuracy [72,75,79]. However, many studies have explicitly proven
that ECOC works better than pairwise classification mainly due to its more advanced decoding
strategies [80–82]. The ECOC framework consists of two steps: coding and decoding. Popular
coding strategies include one-versus-all, one-versus-one, random sparse, binary complete, ternary
complete, original and dense random coding, while the most frequently applied decoding designs are
Hamming decoding, inverse Hamming decoding, Euclidean decoding, attenuated Euclidean decoding,
loss-based decoding, probabilistic decoding, β-density-based distribution decoding, and loss-weighted
decoding [72,82]. While the one-versus-one and one-versus-all strategies have been widely adopted in
RS data classification, only a few works [83,84] have focused on applications of the ND and its ensemble
variants, which have been proven to outperform the direct multiclass, ECOC, and pairwise classification
methods while using C4.5 and logistic regression as the base learners [75,85,86]. Additionally, the most
recent and more advanced direct multiclass classification methods may also see improved accuracy
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by interacting with ND and END. Thus, the second objective of this paper is to investigate the
performance of the popular ND algorithms, including NDCB, NDDB, NDRPS, NDFC, and their
ensemble versions (i.e., ENDCB, ENDDB, ENDRPS, and ENDBC, respectively) by setting C4.5 and
bagging [87], AdaBoost [88], an RaF [89], a RoF [90], ExtraTrees [91], and an SVM [92] as the base learners.

The discrimination and identification quality of the provided data is another critical factor that
controls the classification performance of the adopted classifier. Over the years, many approaches have
been proposed to increase the discrimination and identification ability of the provided data. Among
these approaches, structural filtering, MPs, random fields, object-based image analysis (OBIA) and
geographic OBIA (GEOBIA), sparse representation (SR), and deep learning (DL)-based contextual
information extraction are the most undertaken families of methods [77,93–96]. In the last ten years,
mathematical morphology (MM)-based operators, such as MPs, EMPs, APs, and MPs with partial
reconstruction (MPPR), have been the most widely accepted approaches in the RS image classification
community, mainly due to their advanced and proven performances in contextual information
extraction from HR/VHR RS imagery [68,77,93,96,97].

However, the SE sequences or attribute filters (AFs) that are necessarily adopted in the above
operators always result in computationally inefficient and redundant high-dimensional features,
which may become prohibitively large data processing cases. Additionally, the sequences of SE and
AFs, with limited sizes and shapes, cannot match all of the sizes and shapes of the objects in an image;
specifically, a single SE is not suitable for an entire image in each operation case [97,98]. MSER-MPs,
SPMPs, and multi-resolution segmentation (MRS)-OMPs have been proposed for the spectral-spatial
classification of VHR multi/hyperspectral images with the ExtraTrees, ForestPA, and ensemble extremely
randomized decision trees (EERDTs) ensemble classifiers in our previous works to overcome such
challenges [98,99]. MSER_MPs(M), SPMPs(M), and OMPs(M) were also proposed by considering the
mean pixel values within regions, such as MSER objects, superpixels, and MRS objects, to foster effective
and efficient spatial FE. The improvements from taking the mean values were clear. Specifically, the
size of the regions generated was on a reasonable scale, which was mainly controlled by the spatial
resolution and a readily available landscape image [99]. However, as hybrid methods of MPs and
OBIA, comparison studies between SPMPs and OBIA, and between OMPs and OBIA were not carried
out in our previous works. In addition, as generally known from the OBIA and GEOBIA communities,
there are plenty of spectral, statistical, spatial, and geometrical measures of regions (i.e., objects) that
can be adopted to further improve the classification accuracy [27,100–102]. Thus, extending the OMPs
by considering more advanced object measures is interesting, especially when using Sentinel-2A
MSIL1C data for vegetation mapping in large coverage areas in arid land environments, which is the
last objective of this paper. In Table 1, we provide the acronym with corresponding full names that are
used in this paper.

Table 1. Acronyms with corresponding full names used in this paper.

Acronyms Full Name Acronyms Full Name

AA Average accuracy MSIL1C MultiSpectral Instrument Level-1C

AFs Attribute filters MSER-MPs Maximally stable extremal region-guided MPs

ANNs Artificial neural networks ND Nested dichotomies

AVHRR Advanced VHR Radiometer NDBC ND based on clustering

CBR Closing by reconstruction NDCB ND with class balancing

CVRFR Classification via RaF
regression NDDB ND with data balancing

DL Deep learning NDFC ND with further centroid

DNNs Deep neural networks NDRPS ND with random-pair selection
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Table 1. Cont.

Acronyms Full Name Acronyms Full Name

DTs Decision trees OA Overall accuracy

ECOC Error-correcting output code OBIA Object-based image analysis

EERDTs Ensemble of ERDTs OBR Opening by reconstruction

EL Ensemble learning OBPR Opening by partial reconstruction

ELM Extreme learning machine OLI Operational Land Imager

END Ensembles of ND OMPs Object-guided MPs

ENDBC Ensemble of NDBC OMPsM OMPs with mean values

ENDCB Ensemble of NDCB OO Object-oriented

ENDDB Ensemble of NDDB OOBR Object guided OBR

ENDRPS Ensemble of NDRPS PCA Principal component analysis

END-ERDT END with ERDT RaF Random forest

EOMPs Extended object-guided MPs RBF Radial basis function

ERDT Extremely randomized DT ROI Region of interest

ESA European Space Agency RoF Rotation forest

ETM Enhanced Thematic Mapper SE Structural element

ExtraTrees Extremely randomized trees SEOM ESA’s Scientific Exploration of Operational
Missions

EVI Enhanced vegetation index SNAP Sentinel Application Platform

GEOBIA Geographic OBIA SPOT Satellite for Observation of Earth

GPS Global positioning system SR Sparse representation

HR High resolution SRM Structural risk minimization

LDA Linear discriminate analysis SVM Support vector machine

LR Logistic regression SVM-B SVM with Bayes optimization

ML Machine learning SVM-G SVM with grid-search optimization

MM Mathematical morphology SWIR Short wave infrared

MPs Morphological profiles UA User accuracy

MPPR MPs with partial
reconstruction UMD University of Maryland

MRFs Markov random fields TOA Top-of-atmosphere

MRS Nulti-resolution
segmentation VHR Very high resolution

MODIS Moderate Resolution
Imaging Spectroradiometer VI Vegetation index

MSI MultiSpectral Instrument VNIR Visible and the near-infrared

2. Materials and Methods

2.1. Materials

2.1.1. Study Region

Our study area is located at the Ili River delta, in the central-western part of the Balkhash Lake
basin, in the southeastern part of Kazakhstan (Figure 1a). The Balkhash Lake basin is one of the
largest internal drainage areas in the arid and semiarid region in Central Asia; it is located between
72.44◦–84.99◦E and 42.24◦–49.14◦N, covering an area of approximately 500,000 km2 and it is shared by

136



Remote Sens. 2019, 11, 1953

the Republic of Kazakhstan (approximately 60%) and the People’s Republic of China (approximately
40%) [103]. Balkhash Lake is the world’s fifth-largest inland water reservoir (605 km long and 4–74 km
wide), with a volume of 87.7 km3 and a catchment area of 15,730 km2 [104]. All of the inflow to the
Balkhash Lake is received from the western Tien-Shan and the Dzungarsky Alatau and the runoff
from their ridges. The two largest rivers flowing into the lake are the Ili River and Karatal River,
accounting for approximately 78% and 15% of the total inflow, respectively [105]. Balkhash Lake
and several plentiful wetlands in its inflow deltas are considered to be very sensitive ecosystems,
whose existence depends on variable climate conditions and extensive human activities, especially in
the form of water abstractions from inflows. During the Soviet era, the inflow waters were largely
used for irrigation (mainly for rice crops), industry, the water supply to populated areas, and the
fishing industry, which resulted in a significant decrease in the water level and the degradation of the
surrounding environments [103,105]. After the collapse of the Soviet Union, most of the social and
economic activities in the Balkhash Lake basin rapidly diminished, which causes drastic changes in the
land cover/use and broad rehabilitation of the ecosystem. Understanding the effects and responses
between such drastic changes and the regional environment is crucial for the sustainable development
of this basin, which can only be accomplished by the sustainable monitoring of entire environments.
Many efforts have been made in recent decades; however, while most studies have focused on water,
e.g., water resource management, water level and surface changes, chemical properties, regional-scale
land cover/use changes, ecosystem services, and vegetation activity [106–111], only a few studies have
focused on basin-level studies while using RS datasets [104]. In almost all of the above studies, datasets
from Landsat, the Advanced Very-High-Resolution Radiometer (AVHRR), and MODIS were mainly
used. Hence, it is of interest to use more advanced Sentinel-2A MSIL1C products with more advanced
spatial FE and ML techniques for vegetation mapping in this area.

2.1.2. Datasets

• Sentinel-2 data collection and preprocessing

In this study, Sentinel-2A geolocated TOA reflectance (L1C) products were acquired from the
Copernicus Open Access Hub (https://scihub.copernicus.eu). We selected a total of six images with zero
or near-zero (< 10%) cloud coverage, taken between 25 July and 8 August, 2017. Only the visible bands
of blue (band 2), green (band 3), red (band 4), and the near-infrared (band 8) region with a 10 m spatial
resolution were used. All of the images of the study region were projected to WGS 84/UTM zone 43N
and then mosaicked while using the SNAP (v6.0), which is a free, open source software program that
is distributed by the ESA under the GNU General Public License and was founded through the ESA’s
Scientific Exploration of Operational Missions (SEOM) Program. In Figure 1d, Figure 1e, and Figure 1f,
true RGB color images were composited by setting band 4 to red, band 3 to green, and band 2 to blue,
respectively, for real-world land surface illustration purposes.

• In situ data collection

In total, 120 valid in situ sites (red dots in Figure 1d) were visited on July 27, 28, 29, and 30, 2017.
Specifically, 46 field sites were visited on July 27 in the Bakanas irrigation area (Figure 1e), 23 field
sites were visited on July 28 in the Ili River delta region, six field sites were visited on July 29 on
the way back from Balkhash city to Bakanas District, and 45 field sites were visited on July 30 in
the Bakbakty irrigation area (Figure 1f). For all of the field sites, the coordinates were determined
while using a differential global positioning system (GPS) and the Chinese BeiDou navigation system,
which has a 2 m positioning accuracy. Additionally, the land cover type among 23 possibilities with 19
vegetation types was recorded (Figure 1), between 10 AM and 6 PM local time. Moreover, field sites
are determined at locations with only large and uniform spatial coverage of the same land cover type
for a more objective and representative in situ site selection. Figure 2 shows the ground photos of
representative land cover types in our study area. According to the collected in situ information and
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further referring to the high-resolution optical images in Google Earth, 582 regions of interest (ROIs)
were selected for model training, validation, and data classification for vegetation mapping. Detailed
ROI, training sample, and validation sample information are listed in Table 2.

 

(a) Clove 

 

(b) Clove stubble 

 

(c) Wheat and clove stubble 

 

(d) Wheat stubble 

 

(e) Corn 

 

(f) Rice 

 

(g) Reeds 

 

(h) Alhagi sparsifolia 

 

(i) Haloxylon ammodendron 

 

(j) Tamarisk 

 

(k) Narrow-leaved oleaster 

 

(l) Populus diversifolia 

 

(m) Halimodendron 

halodendron 

 

(n) Artemisia lavandulaefolia 

 

 

(o) Iris lactea Pall. & 

Sophora alopecuroides 

 

(p) Carex duriuscula 

 

 

(q) Rank grasses 

 

(r) Sophora alopecuroides 

 

(s) Saline alkali soil 

 

(t) Sparse vegetation desert 

 

(u) Sparse vegetation desert 

 

(v) Sparse vegetation desert 

 

(w) Water 

 

(x) Open land 

Figure 2. Ground photos of the land cover types.

138



Remote Sens. 2019, 11, 1953

T
a

b
le

2
.

D
et

ai
ls

of
th

e
la

nd
co

ve
r

ty
pe

s
in

th
e

tr
ai

ni
ng

an
d

va
lid

at
io

n
sa

m
pl

es
in

th
e

te
st

da
ta

se
ts

.

L
C

T
y

p
e
s

1
2

3
4

5
6

7
8

9
1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

2
3

T
o

ta
l

R
O

Is
25

3
39

30
17

30
13

6
7

16
1

4
20

9
33

7
6

2
5

19
15

5
8

37
58

2
Tr

ai
n

14
7

23
0

29
5

14
4

32
5

22
5

12
8

19
30

4
12

92
16

4
42

27
7

11
7

45
27

75
97

6
17

1
30

23
8

47
5

45
58

Te
st

27
94

43
66

56
00

27
26

61
80

42
69

24
28

35
2

57
68

21
8

17
53

31
13

79
4

52
56

22
26

85
2

51
6

14
29

18
54

2
32

46
56

0
45

23
90

21
86

53
2

To
ta

l
29

41
45

96
58

95
28

70
65

05
44

94
25

56
37

1
60

72
23

0
18

45
32

77
83

6
55

33
23

43
89

7
54

3
15

04
19

51
8

34
17

59
0

47
61

94
96

91
09

0

139



Remote Sens. 2019, 11, 1953

2.2. Methods

2.2.1. Related Methods

• Ensemble of nested dichotomies

In the area of statistics, ND are a standard technique for solving certain multiclass classification
problems with logistic regression (LR). Generally, ND can be represented with a binary tree structure,
where the set of classes is recursively split into two subsets until there is only one (Figure 3). In other
words, the root node of the ND contains all of the classes that correspond to the multiclass classification
problem, and each node contains a single class, which means that, for an n-class problem, there are n
leaf nodes and n-1 internal nodes. To build an ND approach based on such a tree structure, we perform
the following steps: 1) at each internal node, store the instances pertaining to the classes associated with
current node but no other instances; 2) group the classes pertaining to each node into two subsets to
ensure that each subset holds the classes that are associated with exactly one of the node’s two successor
nodes; and, 3) train the binary classifier at each node for the resulting binary class problem [75,85].
If the adopted binary classifier at each node can compute the class probability, the ND can compute
class probability in a natural way, which is a convenient feature in real-world applications [112].
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Figure 3. Overall technical flowchart for the methodology.
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After an ND approach is built, one critical question is how to combine the probability estimates
from individual binary problems to obtain class probability estimates for the original multiclass problem.
Multiclass probability estimates can be obtained by simply multiplying the probability estimates
returned from the individual binary learners because the individual dichotomies are statistically
independent as they are nested. More specifically, let Ci1 and Ci2 be the two subsets of classes generated
by a split of the set of classes Ci at internal node i of the tree structure, and let p(c ∈ Ci1|x, c ∈ Ci ) and
p(c ∈ Ci2|x, c ∈ Ci ) be the conditional probability distributions that are estimated by the binary learner
at node i for a given instance x. Subsequently, we can have the estimated class probably distribution
for the original multiclass problem by [85]:

p(c = C|x) =
n−1∏
i=1

(I(c ∈ Ci1)p(c ∈ Ci1
∣∣∣x, c ∈ Ci) + I(c ∈ Ci2)p(c ∈ Ci2|x, c ∈ Ci )) (1)

where I(·) is the indicator function and the product is over all the internal nodes. Notably, not all of
the nodes must be examined to compute the probability for a particular class value, which makes the
evaluation of the path to the leaf associated with that class sufficient.

Ever since the basic form of the class subset split criterion was originally proposed by
Frank and Kramer [85], many other sophisticated criteria, such as random selection, random-pair
selection, clustering, multisubset evaluation, class-balanced-based optimization, data-balanced-based
optimization, and genetic algorithm-based optimization, have been proposed and proven to have
superior performance on the classification accuracy and model training efficiency, especially with END,
which use common EL algorithms such as bagging, boosting, and RaFs [74,75,85,86,112–114].

According to the formation by Frank and Kramer [85], there are T(c) = (3c − (2c+1 − 1))/2
possible dichotomies for a c-class problem, which is very large and not ideal for efficient model
training. Especially when large amounts of data are readily available, advanced, but computationally
inefficient learners (e.g., ANNs and SVMs) are adopted in an ensemble scenario. One simple solution
is using random selection dichotomies instead of complete selection dichotomies, which reduces
the number of possible dichotomies to T(c) = (2c − 3) × T(c − 1), where T(1) = 1. Briefly, all the
distinct dichotomies for a given n-class problem were uniformly sampled with replacement, and the
class probability estimates for a given instance x were obtained by averaging the estimates from
the individual END members. According to statistical theory regarding EL, reduced numbers of
dichotomies are still large enough to ensure that there is a high level of diversity among END members
to facilitate the improvement by the ensemble. One drawback of random selection is that it can produce
very imbalanced tree structures, which results in a negative effect on the training time of the full
model while the number of internal nodes remains the same in any ND for the same number of classes
because an unbalanced tree often implies that the internal binary learners are trained on large datasets
near the leaves. Dong et al. [75] proposed class-balanced and data-balanced versions of ND, namely,
the NDCB and NDDB, respectively, to mitigate the effect of this issue. When compared with NDCB,
NDDB can avoid the potential problem from multiclass problems with imbalanced samples. Empirical
experiments have shown that NDCB and NDDB have little effect on the accuracy in most cases, but they
have great benefits in reducing the time needed for model training, particularly for problems with
many classes in ensemble NDCB and NDDB (ENDCB and ENDDB, respectively). The growth function
for NDCB is [75]:

T(c) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

1
2

(
c

c/2

)
T
(

c
2

)2
, i f c is even

(
c

(c + 1)/2

)
T
(

c+1
2

)
T
(

c−1
c

)
, i f c is odd

(2)

where T(2) = T(1) = 1.

141



Remote Sens. 2019, 11, 1953

When constructing an effective EL system, one is always faced with a dilemma between high
classifier diversity and excellent performance, which is hard to satisfy in practice. Unfortunately,
the above END methods are deterministic when generating subclass groups that cannot maintain the
benefits of high diversity. Additionally, errors that are made by binary classifiers at earlier nodes can be
inherently spread to lower nodes of the ND tree and they cannot be easily corrected. For these reasons,
it is important to generate the dichotomies in a nondeterministic way to reach the high diversity
requirement on the one hand and reduce the number of errors in and the size of the upper nodes of the
ND tree on the other hand. NDBC, NDRPS, and their ensemble versions are good examples for this
intension [74,112]. However, as compared with NDCB, NDRPS is more direct, easily discovers similar
classes, and exhibits a degree of randomness, which leads to more diversity and a higher-performing
ensemble. The growth function of the NDRPS was empirically estimated by [112]:

T(c) = p(c)T
( c

3

)
T
(2c

3

)
(3)

where p(c) represents the size of the dichotomies from the base learner and T(2) = T(1) = 1.

• Multiresolution segmentation

OBIA is a classic technique in RS image interpretation that integrates the spatial and spectral
features and it splits RS images into a set of nonoverlapping homogeneous regions or objects, depending
on the segmentation method that was specified. During recent decades, OBIA has gained widespread
attention in the RS community, mainly because it can overcome the limitations of pixelwise analysis,
such as the neglect of geometric, contextual, and semantic information, particularly in the processing
of HR/VHR RS imagery [100–102,115]. Over the years, many image segmentation methods have been
proposed and extensively examined while using various RS imagery. Among these methods, MRS is
one of the most frequently used methods, which is mainly due to its capability to produce high-quality
segments at different scales [69,102,116,117].

MRS is a bottom-up region-merging-based segmentation technique that starts with one-pixel
objects and it merges the most similar adjacent pixels or objects provided that the internal heterogeneity
of the resulting object does not exceed a user-defined threshold [118]. The heterogeneity measure
in eCognition considers the spectral heterogeneity, which allows for multivariant segmentation by
adding weights to the image channels, and the shape heterogeneity, which describes the improvement
in the shape with regard to the smoothness and compactness. In any OBIA, the segmentation scale
determines the average size and number of segments that were produced. Defining an optimal
scale segmentation to avoid oversegmentation and undersegmentation issues is always challenging
because of the spectral similarity between different objects and landscape complexity in the real
world [101,102,119]. For MRS, numerous studies demonstrate the importance of the scale parameter,
because it controls the dimensions and the size of the segments, which may directly affect subsequent
results [101,117,119]. A successful research result on scale optimization is to combine the local variance
(LV) and the rates of change of the LV (ROC-LV) to determine the appropriate segmentation scales
for a given resolution [120]. The automated selection of scale parameters is basically an automation
of the ESP tool, where the production of a graph is replaced by an iterative procedure that segments
an image at the first threshold that occurs in the LV graph. The readers are referred to the original
works by [118] and [120] for more detailed information.

2.2.2. Proposed Method

MPs are composed of morphological opening and closing profiles, which consist of an ensemble
of OBR and CBR operators. According to the definition of MPs, OBR and CBR operators are connected
operators that satisfy the assertion of removing the structures that cannot contain the SE and preserving
those structures that can contain the SE [121–123]. While applying such operators with a sequence of
SEs of increasing size, one can extract information regarding the contrast and the size of the geometrical
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structures that are present in the image. Originally, the formulation of the spatial information that
was included in the MPs refers to a single-band image; therefore, the direct construction of MPs is not
straightforward for multi/hyperspectral images. Several approaches have been considered to overcome
this shortcoming [77,93,94,124,125]. Among these approaches, one simple, and yet efficient, approach
is to use a few images that contain most of the spectral information that was obtained by some FE
method, namely, the EMPs [121]. If we consider the first m principal components that were extracted
from the multi/hyperspectral images with principal component analysis (PCA), the EMPs are obtained
by stacking all of the MPs that are built on all m components.

According to the definition from MM and our previous works [98,99], the MRS object-guided
morphological OBR operators can be obtained by first eroding the input image while using segmented
objects (where ΘλS represents the numbers (S) of objects from MRS with scale λ) in the SE approach
and by using the result as a marker in geodesic reconstruction by a dilation phase:

OOBR( f ) = RD
f

[
f 	 (∃Θλj, j∈S ∈ ΘλS)

]
(4)

Similarly, we have

OCBR( f ) = RE
f

[
f ⊕ (∃Θλj, j∈S ∈ ΘλS)

]
(5)

where the object-guided CBR (OCBR), which was obtained by complementing the image fC, contains
the object-guided OBR (OOBR) with SEs ∃Θλj, j∈S and it complements the resulting procedure:

OCBR( f ) = RDC
f

[
f C 	 (∃Θλj, j∈S ∈ ΘλS)

]
(6)

In MM, the erosion of f by b at any location (x, y) is defined as the minimum value of all the pixels
in its neighborhood, denoted by b. In contrast, dilation returns the maximum value of the image in
the window that was outlined by b. Subsequently, we can have the following new formations for the
erosion and dilation operators:[

f 	 (∃Θλj, j∈S ∈ ΘλS)
]
(x, y) = min

(s,t)∈Θλj, j∈S

{
f (x + s, y + t)

}
[

f ⊕ (∃Θλj, j∈S ∈ ΘλS)
]
(x, y) = max

(s,t)∈Θλj, j∈S

{
f (x + s, y + t)

} (7)

By substituting Equation (13) into Equations (10) and (12), we have the formations of the OOBR
and the OCBR as:

OOBR( f ) = RD
f

⎡⎢⎢⎢⎢⎢⎢⎣ min
(s,t)∈Θλj, j∈S

{
f (x + s, y + t)

}⎤⎥⎥⎥⎥⎥⎥⎦
OCBR( f ) = RE

f

⎡⎢⎢⎢⎢⎢⎢⎣ max
(s,t)∈Θλj, j∈S

{
f (x + s, y + t)

}⎤⎥⎥⎥⎥⎥⎥⎦ = RDC

f

⎡⎢⎢⎢⎢⎢⎢⎣ min
(s,t)∈Θλj, j∈S

{
fC(x + s, y + t)

}⎤⎥⎥⎥⎥⎥⎥⎦
(8)

If the SEs ∃Θλj, j∈S are specified by MRS objects with a sequence of scale parameter λ, then the MRS
object guided morphological profiles (OMPs) of an image f can be defined as:

OMPs( f ) =
[
OOBR( f )(∃λ∈{λ

∗
1,λ∗2,...,λ∗Q}), OCBR( f )(∃λ∈{λ

∗
1,λ∗2,...,λ∗Q})

]
(9)

where {λ∗1,λ∗2, . . . ,λ∗Q} represents the sets of Q numbers of the user-specified scale parameter λ.
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By further considering the extensively proven performance from object profiles in OO-based
image classification, the extended OMPs (EOMPs) can be calculated, as follows:

EOMPs( f ) =
[
OOBR( f )(∃λ∈{λ

∗
1,λ∗2,...,λ∗Q}), OCBR( f )(∃λ∈{λ

∗
1,λ∗2,...,λ∗Q}), ( f )

(∃λ∈{λ∗1,λ∗2,...,λ∗Q})
OO

]
(10)

where

( f )
(∃λ∈{λ∗1,λ∗2,...,λ∗Q})
OO =

[ (
O
λ∗k
Min, O

λ∗k
Mean, O

λ∗k
Max, O

λ∗k
Std, O

λ∗k
Roun., O

λ∗k
Comp., O

λ∗k
Asym., O

λ∗k
Rect., O

λ∗k
MeanIn., O

λ∗k
Density, O

λ∗k
BorderI., O

λ∗k
ShapeI., O

λ∗k
Elliptic

)∣∣∣∣∣
k=1,...,Q

]
(11)

represents the collections of 13 object features, including pixel value-based measures, such as the
minimum, the maximum, the mean, the standard deviation, and the mean of the inner border,
and geometrical measures, such as the roundness (O

λ∗k
Roun.), the compactness (O

λ∗k
Comp.), the asymmetry

(O
λ∗k
Asym.), the rectangular fit (O

λ∗k
Rect.), the border index (O

λ∗k
BorderI.), the shape index (O

λ∗k
ShapeI.), and the

elliptic fit (O
λ∗k
Elliptic).

Finally, Figure 3 shows the overall technical flowchart for the proposed method.

2.2.3. Experimental Setup

To analyze the performance of the introduced the multiclass classification methods ND and END,
state-of-the-art and classic ML algorithms, including C4.5 [87], END with ERDT (END-ERDT) [91],
RaFs [89], ExtraTrees [91,98], classification via random forest (CVRaFs) [126], RoFs [90], and an SVM [64],
were also applied in direct- or ECOC-based multiclass classification. The considered ECOC methods
include one-versus-one (ECOC:1vs1), one-versus-all (ECOC:1vsAll), random correlation (ECOC:RC),
dense random (ECOC:DR), sparse random (ECOC:SR), and ordinal (ECOC:Ordinal) methods. Critical
tree parameters of C4.5, END-ERDT, RaF, RoF, CVRaF, and ExtraTrees classifiers are set by default,
while the ensemble size is set to 100 by default for RaF, RoF, CVRaF, and ExtraTrees. The involved
parameters of the radial basis function (RBF) kernel-based SVM were tuned by using Bayes optimization
(SVM-B) and 10 by 10 grid-search optimization (SVM-G) [127].

We applied a disk-shaped SE with n = 10 openings and closings by conventional and partial
reconstructions to obtain the MPs and MPPR from the four raw bands of MSIL1C and the first
three PCA-transformed components, ranging from one to ten with a step-size increment of one.
These parameters mean that we obtain 84 = 4 + 4 × 10 × 2 dimensional datasets using four raw
bands and 63 = 3 + 3 × 10 × 2 dimensional datasets using the first three PCA-transformed components,
which are represented by Raw_MPs, Raw_MPPR, PCA_MPs, and PCA_MPPR in the graphs in
the experimental parts. For fair evaluations from dimensionality, we set the MRS segregation scale
parameter λ with 10 different values in the FE phase for OMPs and EOMPs. In other words, we obtained
84 = 4 + 4 × 10 × 2 and 63 = 3 + 3 × 10 × 2-dimensional datasets for the raw and PCA-transferred data,
respectively, while using OMPs and 524 = 4 + 4 × 13 × 10 and 393 = 3 + 3 × 13 × 10 dimensional OO
feature datasets from the raw and PCA-transformed data, respectively. Naturally, there are 604 = (524
− 4) + 84 and 453 = (393 − 3) + 63 dimensional datasets for raw and PCA-transferred data, respectively,
while using EOMPs.

In the experiment, the average accuracy (AA), the overall accuracy (OA), the CPU running time
(CPUTime), and the kappa statistic were used to evaluate the classification performance of all the
considered methods. All of the experiments were conducted while using Oatave 5.1.0 on a Windows
10 64-bit system with an Intel Core i7-4790 3.60 GHz CPU and 64 GB of RAM.
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3. Results

3.1. Subsection Assessment of the Feature Extractors

3.1.1. Accuracy Evaluation

Figure 4 illustrates the OA values from the ensemble methods, including RaF, ExtraTrees,
and END-ERDT while using MPs, MPPR, and EOMP features that were extracted from the raw and
PCA-transformed datasets. Each point on the x-axis represents the MRS scale sets for OO, OMPs,
OMPsM, and EOMPs feature extractors (e.g., 50-500-50 means the scale parameter λ of MRS that starts
with 50 and stops at 500 with total 10 steps by step 50), while the y-axis representation the OA values.
First, the superiority of the proposed FE method EOMPs is obvious when compared with that of the
MPs, MPPR, OMPs, and OMPsM, and the superiority of OO as compared with that of the MPs, MPPR,
and OMPs. Specifically, the best improvements were achieved by EOMPs across all three classifiers
with two datasets (see the dark green lines). Moreover, the superiority of MPPR compared to MPs and
OMPs and the superiority of OMPsM when compared to MPPR is clear, which again supports the
findings by Liao et al. [97] and Samat et al. [98]. Additionally, the performance of OO and OMPs could
actually be limited by setting the segmentation scale parameter λ to very large values. For example,
a decreasing trend in the OA values from OMPs can be observed after the starting scale is larger than
100 with 100 or 50 scale steps (see the brown lines).

(a) (b) (c) 

(d) (e) (f) 

Figure 4. Overall accuracy (OA) values from RaF (a and d), ExtraTrees (b and e), and END-ERDT (c
and f) using morphological profiles (MPs) (disk, 1-10-1), MPs with partial reconstruction (MPPR) (disk,
1-10-1), and extended object-guided MPs (EOMP) features extracted from the raw bands.

3.1.2. Visual Evaluation

In Figure 5, a 600 × 800 image patch was selected from the south-central area of the Bakbakty
irrigation area (Figure 1f) to show the differences between the OBR, opening by partial reconstruction
(OBPR) and object guided OBR (OOBR) operators with different scale parameter settings while using
the first raw band. According to the graphs in the first row of Figure 4, the image becomes slightly
grayer as the size of the SEs increases in OBR, with most of the small details, such as boundaries
between objects, still remain. In contrast, boundaries between different objects become too blurred and
indistinguishable as the size of the SEs increases in OPPR; many large objects, such as the urban area in
the central-western area that should appear at a certain scale of the area attribute, remain at a low scale,
and disk shapes, such as new objects, are created with large SE size after OPPR (see the last image in row
2 of Figure 4). For the proposed EOMPs, the target image becomes slightly grayer as the scale parameter
λ, which controls the total number and individual scales of segments, increases. Furthermore, most of
the boundaries between the different land cover types remain exactly as in the original, which is mainly
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due to the EOMPs only filtering the areas within the corresponding boundaries. However, when the
segments are too large and are composed of many different objects, the performance of OOBR could be
limited by returning profiles of only one object. In addition, different segments could have the same
minimum and/or maximum pixel values; as a result, OOBR could return similar, or even the same,
profiles for different objects. For example, a very bright and rectangular building in the center of the
target image cannot be distinguished from its surroundings when the value of λ is greater than 600
(see the last row of Figure 4).

 

Figure 5. Examples of OBR (row 1), opening by partial reconstruction (OBPR) (row 2), multi-resolution
segmentation (MRS) segments (row 3), object-guided OBR (OOBR) (row 4) computed from band 1 (first
image at row 1) at the center-bottom of Figure 1f (the numbers in the table in row 3 show the disk sizes
in OBR and OBPR and the segmentation scale λ in MRS).

3.2. Evaluation of ND and END

3.2.1. Classification Accuracy

As mentioned in Part 1, the second objective of this paper is to investigate the performance
of popular ND algorithms and their ensemble versions. Hence, Figure 6 presents the OA values
from various classifiers that were adopted in direct, ND, ECOC, and END multiclass classification
frameworks by using all of the considered features.

If we simply compare the OA bars from all of the adopted classification algorithms while using
various features in all three multiclass classification framework scenarios, the results of MPPR are
superior to those of MPs and OMPs, and the results of OMPs are superior to those of MPPR, OO is
superior to MPs and MPPR, EOMPs is superior to all others, and are uniformly shown in almost all of
the classification scenarios, which confirms the superiority of our proposed method.
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

     (e)                                            (f) 

Figure 6. OA values from various classifiers in different multiclass classification frameworks (Direct
and ND: a, b; ECOC: c, d; END: e, f) using all the considered features.
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When comparing the OA bars in Figures 6a and 6b from C4.5, ERDT, RaF, and ExtraTrees in direct
and ND multiclass classification, improvements from ND, NDCB, NDDB, NDRPS, and NDFC over the
direct framework is not clear. Interestingly, the performance of the weak, direct multiclass classification
algorithm can be reduced in the case of readily available low-dimensional data with low discrimination
capability. For instance, the C4.5 classifier reached OA values that were greater than 82% and 80%
individually while using the original raw bands and the PCA-transformed datasets, respectively, in the
direct multiclass classification framework; moreover, C4.5 in ND, NDCB, NDDB, NDRPS, and NDFC
multiclass classification frameworks uniformly reached OA values that were less than 82% and 79%
while using the original raw bands and the PCA-transformed datasets, respectively. Similar results can
also be found for ERDT not only using the original raw and PCA-transformed datasets, but also using
MPs and MPPR features from the original raw and PCA-transformed datasets, whereas the ERDT has
proven much weaker than C4.5 [98]. When comparing the OA bars of ensemble classifiers, such as RaF
and ExtraTrees, there are no obviously increased or decreased OA values observed for ExtraTrees in the
direct and ND, NDCB, NDDB, NDRPS, and NDFC multiclass classification frameworks, but a slightly
decreasing trend is shown by RaF in the ND, NDCB, NDDB, NDRPS, and NDFC frameworks while
using the original raw and PCA-transformed datasets.

According to the results that are shown in Figures 6c and 6d, there are no obvious increases or
decreases in the OA for the same classifiers with different ECOC techniques, except for ERDT and
C4.5 in the one vs. all (1 vs. all) and C4.5 in ordinal multiclass classification cases while using original
raw and PCA transformed datasets. Additionally, differences in OA values from ECOC techniques
using OO and spatial features are smaller and more stable than those from the ND frameworks.
Take the C4.5 classifier as an example, 95%–99% and 93%–98% OA value ranges for ND multiclass
classification framework becomes into 98%–99.80% and 97.5%–99.80% OA values for ECOC RC.
Additionally, more interestingly in comparing with direct and ND frameworks, better OA results can
always be reached for weak classifiers (e.g., C4.5, ERDT) in ECOC one vs. one, random correlation,
dense random, and sparse random multiclass classification techniques. For instance, a minimum
larger than 82% (ECOC 1vs all) and maximum around 86% (ECOC RC, DR and SR) OA values are
shown by C4.5 in ECOC frameworks while using original raw bands, while minimum larger than
81% (NDRP) and maximumly larger than 82% (ND) OA values are shown in ND, NDCB, NDDB,
NDRP, and NDFC frameworks. On the contrary, when the stronger classifiers, such as RaF, ExtraTree,
and SVM are adopted, differences between them in direct, ND, and ECOC frameworks are much
smaller, especially from those using high dimensional datasets with high discrimination capabilities.
In contrast with RaF and ExtraTrees, better OA values could be reached by SVM in ECOC frameworks
while using low dimensional datasets with low discrimination capabilities in the original raw bands
and PCA-transformed datasets.

By comparing the results in Figures 6e and 6f with the results in Figures 6a and 6b, we can clearly
observe the superiority in the OA values of END, ENDRPS, ENDCB, and ENDDB over ND, NDRPS,
NDCB, and NDDB, respectively, which is in accordance with the findings from Frank and Kramer [93],
Dong et al. [83], and Rodríguez et al. [94]. Interestingly, the OA values of ERDT in the END, ENDRPS,
ENDCB and ENDDB frameworks always reached better OA values than C4.5 and RaF (except for
ENDRPS) with the same multiclass classification sets, even when using the original raw bands and
PCA-transformed datasets with low discrimination capabilities (see the bars in light blue in Figures
6e and 6f). When better data with high discrimination capabilities are available, the END, ENDRPS,
ENDCB, and ENDDB multiclass classification frameworks are capable of reaching better OA values
while using weak but simple classifiers (e.g., C4.5 and ERDT) than direct and ECOC when using
stronger but more complex classifiers (e.g., RaF, ExtraTrees, and SVM). For example, the OA values for
C4.5 and ERDT are approximately 98% larger in the END framework, while the OA values for SVM-B
and SVM-G are approximately 97% larger in the ECOC:Ordinal framework while using various spatial
features that were extracted from the original raw bands.
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In Figure 7, we present the OA curves from the direct and END-based multiclass classification
frameworks with incrementally increased ensemble size. The conventional C4.5 and ERDT classifiers
are adopted in direct multiclass classification approaches RaF and ExtraTrees, respectively. C4.5, ERDT,
RaF, and ExtraTrees are adopted as the base learners in the END, ENDCB, ENDDB, and ENDRPS
frameworks. Note that the size of RaF and ExtraTrees are set to 100 in the END, ENDCB, ENDDB,
and ENDRPS frameworks. Based on the results, the superiority of ENDCB and ENDDB over END
is not obvious in the context of the OA values, as shown in a study by Dong et al. [75]. In contrast,
ENDRPS showed the worst results while using the C4.5 and ERDT classifiers. Additionally, the END,
ENDCB, and ENDDB frameworks with the ERDT classifier can achieve classification accuracy results
that are better than those attained by RaF, by using both the original raw bands and the MPs features
that were extracted from raw bands (see the results in Figures 7a and 7e). However, optimum results
can be reached by feeding the ExtraTrees to the END, ENDCB, ENDDB, and ENDRPS frameworks.
For effects from the ensemble size, increasing the ensemble size beyond 80 does not yield obvious
improvements in the OA values for the END, ENDCB, ENDDB, and ENDRPS frameworks with C4.5
and ERDT while using the considered features, while increasing the ensemble size beyond 30 does
not yield obvious improvements in the OA values for the END, ENDCB, ENDDB, and ENDRPS
frameworks with RaF and ExtraTrees.

 

            (a)                   (b)                   (c)                     (d)  

 

           (e)                   (f)                    (g)                  (h) 

Figure 7. OA values versus the ensemble size of the END, ENDCB, ENDDB, and ENDRPS frameworks
with ERDT (a, e), C4.5 (b, f), RaF (c, g), and ExtraTrees (d, h) classifiers while using the original raw
bands (a, b, c, d) and the MPs (e, f, g, h).

3.2.2. Computational Efficiency

Computational efficiency is always considered to be another key factor after the classification
accuracy when evaluating a classifier’s performance. In accordance with Figures 6 and 7, Figure 8
shows the CPUTime (in seconds) in the training phase for various classifiers in different multiclass
classification frameworks and using all of the considered features, while Figure 9 shows the results for
the END, ENDCB, ENDDB, and ENDRPS frameworks with different ensemble sizes.

When comparing the charts in Figure 8, direct ERDT is at least 10 to 1000 times faster than the
C4.5, RaF, ExtraTrees, CVRaF, and RoF classifiers, ExtraTrees is faster than RaF, CVRaF, and RoF,
which is in accordance with our previous findings [98]. The extremely fast operability of ERDT is
inherently available in the ND, NDCB, NDDB, NDFC multiclass classification frameworks, and in
their ensemble versions, as shown in Figures 8e and 8f. Specifically, using ERDT in the ND, NDCB,
NDDB, NDFC multiclass classification frameworks is at least 10 times faster than using C4.5 and at
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least 100 times faster than using RaF and ExtraTrees. It is reasonable that the ensemble size of RaF and
ExtraTrees is set to 100 as the default in those frameworks.

In contrast with results from the ECOC frameworks, as shown in Figures 8c and 8d, C4.5, ERDT,
RaF, and ExtraTrees in the ND, NDCB, NDDB, NDRPS, and NDFC frameworks are slightly faster
than their corresponding frameworks in the ECOC:1vs1, ECOC:1vsAll, and ECOC:RC frameworks.
As expected, the worst computational efficiency is shown by the ECOC frameworks with SVM-B
and SVM-G parameter optimization techniques. Specifically, SVM-B is 10 times faster than SVM-G,
whereas the former is at least 1000 times slower than ERDT in the ND frameworks and at least 100
times slower than ERDT in the END frameworks.

Critical tree parameters, including the minimum leaf size and the maximum depth, are also tuned
using Bayes optimization in the ECOC:DR, ECOC:Ordinal, and ECOC:SR frameworks to identify the
computational effects from parameter optimization. As shown in Figures 8c and 8d, the computational
burden from the parameter tuning process is also severe for C4.5. For instance, the ECOC:SR framework
with C4.5 took approximately 1000 seconds of CPUTime on the four original raw bands, while less than 5,
10, and 100 seconds are usual in the direct, ND, NDCB, NDRPS, NDDB frameworks, and their ensemble
version frameworks. If we correspondingly look back at the OA results that are shown in Figure 6,
obvious improvements in the OA values are not indicated. In other words, the computational complexity
that was brought by parameter optimization could be further eliminated in more sophisticated ECOC
multiclass classification frameworks without an obvious reduction in the accuracy.

According to the results that are shown in Figure 9, it is clear that the direct classifier
ExtraTrees is faster than RaF, and RaF is faster than the END, ENDCB, ENDRPS, ENDDB multiclass
classification frameworks while using C4.5, ERDT, RaF, and ExtraTrees as the base learners. Moreover,
the computational efficiency of ENDCB and ENDDB over END is also clear, while all of the
computational costs of END, ENDCB, ENDRPS, and ENDDB frameworks linearly increase as the
ensemble size increases. Interestingly, both the adopted classifier and the ND frameworks can influence
the computational efficiency. For instance, the worst computational efficiency is shown by ENDRPS
with ERDT while using both the regional raw and MPs datasets (see Figures 9a and 9e), while END
with C4.5, RaF and ExtraTrees showed the worst computational efficiency. According to the results
that are shown in Figure 7, ENDRPS with ERDT might not be the optimal choice for both accurate and
efficient classification with respect to the performance of the END, ENDCB, and ENDDB frameworks.
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e)                                                (f) 

Figure 8. CPU running in seconds for various classifiers in different multiclass classification frameworks
(Direct and ND: a, b; ECOC: c, d; END: e, f) using considered features.
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           (a)                   (b)                    (c)                   (d)  

 
          (e)                     (f)                    (g)                   (h) 

Figure 9. CPU runtime in seconds versus the ensemble sizes of the END, ENDCB, ENDDB, and ENDRPS
frameworks with the ERDT (a, e), C4.5 (b, f), RaF (c, g), and ExtraTrees (d, h) classifiers using the
original raw bands (a, b, c, d) and features from the MPs (e, f, g, h).

3.2.3. Robustness to the Data Dimensionality

Data quality is also a critical factor that controls the classification performance of adopted
classifiers, and many approaches can be used to increase the discrimination and identification
quality of the provided data by introducing new features. However, increasing the number of data
dimensions by introducing new features could limit the training samples large enough to mitigate
the Hughes phenomenon on the one hand and increase the computational complexity of feature
space splitting-based classifiers (e.g., C4.5, RaF, and RoF) on the other hand. Hence, it is of interest to
comparatively investigate the robustness of ND and END to the data dimensionality.

According to the results in Figures 6 and 7, the improved data quality by introducing new features
is clear. For various single and ensemble methods, direct and ND-based classifiers, C4.5 is more
robust than ERDT to the data dimensionality in the direct, ND, NDCB, NDDB, NDRPS, and NDFC
frameworks. For example, ND with ERDT achieves OA values between 92% and 99% after features
from MPs, MPPR, OMPs, OMPsM, and EOMPs are introduced, while ND with C4.5 achieves OA
values that are between 95% and 99% (see Figure 6a). The ensemble versions of C4.5 and ERDT are less
robust than the RaF, RoF, CVRaF, and ExtraTrees, both in direct and various ND. When compared with
the results from direct and various ND frameworks, uniformly better robustness to data dimensionality
is shown by all of the ECOC frameworks, especially with the RaF, ExtraTrees, and SVM classifiers.
Taking the ECOC:RC framework with C4.5 as an example, the OA values range between 95% and 99%
for ND with C4.5 and they shrink to a range between 98% and 99% after features from MPs, MPPR,
OMPs, OMPsM and EOMPs are introduced.

As expected, the ECOC frameworks with SVM show better robustness to data dimensionality
than the ECOC frameworks with C4.5, ERDT, RaF, and ExtraTrees, whereas the SVM is capable of
overcoming the Hughes phenomenon that is caused by the data dimensionality with kernel trick [64,65].
When comparing the OA values from various END-based multiclass classification frameworks, it is
clear that 1) various END frameworks have better robustness to the data dimensionality than various
ND frameworks; 2) differences in the robustness to the data dimensionality between C4.5 and ERDT,
C4.5, and RaF, and ERDT and ExtraTrees in various END frameworks are much smaller than those from
various ND frameworks; and, 3) similar and even better than ECOC frameworks on the robustness
to the data dimensionality can be reached by the END frameworks. For instance, END with C4.5
showed an OA ranging between 98% and approximately 99.8% after various considered features are
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introduced, while most of the ECOC frameworks with SVM show an OA that ranges between 97% and
approximately 99.8%.

As shown in Figure 8, the computational complexity that was brought by the data dimensionality
is clear for all classifiers in all of the multiclass classification frameworks. Especially for the C4.5,
ERDT, ExtraTrees, RoF, and CVRaF classifiers that adopt feature splits or selection criteria in feature
spaces that control the complexity of adopted DTs. For example, a higher computational cost is always
shown for ERDT and ExtraTrees in the END frameworks by using Raw_OO (with 524 dimensions) and
Raw_EOMPs (with 604 dimensions) features, while a similar and lower computational cost is shown
by using Raw_MPs, Raw_MPPR, Raw_OMPs, and Raw_OMPsM features (see Figure 8e). RaF is
more robust than the C4.5, ERDT, ExtraTrees, RoF, and CVRaF classifiers to the data dimensionality.
From a computational efficiency point of view, the best robustness to the data dimensionality is always
shown by ERDT in the direct, ND, ECOC and END frameworks. Additionally, because of the kernel
trick, differences in the robustness to the data dimensionality from SVM in ECOC frameworks are
smaller than those from the DT-based classifiers that were adopted in the END frameworks.

3.3. Final Vegetation Map

Figure 10 shows the classification map using the proposed method and the considered products to
show the superiority of the Sentinel-2 MIL1C products over the MODIS LUCC and GLC30 datasets in
arid region. To further compare the findings of END-ERDT capable of reaching the best classification
accuracy with a very high computational efficiency, Table 3 reports the classification accuracy values
(the user accuracy (UA), AA, OA, and kappa statistics) with CPUTime in seconds for END-ERDT and
ECOC:1vsAll with SVM-G optimization.

According to the results in Figure 10, it is apparent that Sentinel-2A MIL1C is better than MODIS
LUCC and GLC30 for vegetation diversity mapping in arid regions in Central Asia. Specifically,
19 different vegetation types were recorded by Sentinel-2A MIL1C for our study area, while 15
and eight land cover types were recorded by MODIS LUCC and GLC30 products without specific
vegetation taxonomic names. For instance, vegetation species, such as Alhagi sparsifolia, Haloxylon
ammodendron, and Artemisia lavandulaefolia are classified as shrubs or herbaceous, while Iris lactea
Pall. & Sophora alopecuroides and Sophora alopecuroides are classified into grassland in the MODIS
LUCC and GLC30 products. From a vegetation species taxonomy and distribution mapping point
of view, the land cover taxonomy classification system might not be appropriate. For example,
the vegetation species richness, which is defined as the numbers of different species that are present
in a certain study zone, for the Bakanas and Bakbakty irrigation zones that are depicted by blue
and green rectangles, respectively, in Figure 10a is four (crops, forest, grass, and shrubs) from the
GLC30 product (see Figures 10f and 10g), five (crops, tree, grass, herbaceous, shrubs) from the MODIS
LUCC product, and 12 (rice, cloves, wheat, corn, reeds, Alhagi sparsifolia, Carex duriuscula, shrubs,
Haloxylon ammodendron, grass, tamarisk, Iris lacteal Pall., and Sophora), and 13 (rice, cloves, wheat,
corn, desert steppe, reeds, Alhagi sparsifolia, Carex duriuscula, shrubs, Haloxylon ammodendron,
grass, tamarisk, Iris lacteal Pall., and Sophora alopecuroides) from the Sentinel-2 MIL1C classification
with END-ERDT while using spectral and spatial features.

Based on the results in Table 3, again, it can be clearly seen that the END-ERDT method is capable
of achieving the best results (OA = 99.85%) while using the stacked raw and EOMPs features with the
highest model training efficiency (15.20 seconds) with respect to the results from RBF kernel-based
SVM-G optimization teaching in the ECOC:1vsAll multiclass classification framework, which confirms
the previous findings that END-ERDT could be an alternative to an SVM for generalized classification
accuracy, computationally efficient operations, and easy to deploy points of view, especially in the
case of sufficient samples with advanced features that are readily available. When the original
raw data were adopted, OA values of 87.80% and 88.71% were achieved by the END-ERDT and
SVM classifiers, respectively. Furthermore, END-ERDT showed the worst UA of 15.14% for Alhagi
sparsifolia, while SVM showed the worst UA values of 2.75% for Alhagi sparsifolia and 1.79% for
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Sophora alopecuroides. After the advanced features were included, almost all of the land cover
classes were correctly classified with a > 95% UA value by both classifiers, and especially after the
OO and EOMPs were included. However, only on the raw data, the END-ERDT model was trained
in several to more than ten seconds, the optimum RBF kernel-based SVM model took more than ten
thousand seconds.

 

Figure 10. Final vegetation distribution map using Sentinel-2 MSIL1C products with the END-ERDT
classifier for our study area (a) and subareas (b, c) and corresponding examples from the 2015 MODIS
LUCC products (d, e) and the 2017 GLC30 (f, g) products (for the legends, refer to that in Figure 1).
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4. Discussion

For arid land vegetation mapping while using Sentinel-2 MSIL1C image task, the superior
performance of the proposed EOMPs over conventional OO, MPs, MPPR, OMPs, and OMPsM is
confirmed, both statistically and visually. Additionally, as expected, possible side effects from very
large segments could be controlled and even overcome by simply containing the mean pixel values of
the objects and the object profiles, such as the compactness, roundness, and shape index. To overcome
these potential drawbacks, multiple scale parameter λ should be provided in OOBR and OCBR. On the
other hand, those that have been repeatedly proven effective object profiles should also be considered.

With respect to the results from various classifiers in direct, ECOC, ND, and END frameworks,
END with ERDT (END-ERDT) always capable of reaching the highest OA values. This finding could
be explained by the “diversity” foundation for constructing an effective EL system, which says that
“weaker” classifiers (ERDT here) always have a better chance of reaching the trade-off between diversity
and accuracy than “stronger” classifies (C4.5 here) [85,128,129]. Additionally, according to statistical
theory regarding EL, reduced numbers of dichotomies in ENDCB, ENDDB, and ENDRPS are still large
enough to ensure that there is a high level of diversity among END members to facilitate improvement
by the ensemble. Hence, investigating the performance of other weak classifiers in END framework
will be an interesting topic.

Ensembling randomly generated ND is an effective approach to multiclass classification problems,
as proven by the results in Figure 6 and by the works of Frank and Kramer [85]. However, the equal
sampling strategy that was adopted in END could limit the classification accuracy by generating a very
limited depth of trees that is controlled by the number of classes; moreover, a very unbalanced tree can
negatively affect the runtime. To remedy such limitations, NDCB, NDDB, and their ensemble versions
(ENDCB and ENDDB, respectively) were proposed by Dong et al. [75]. According to their results,
the runtime efficiency of ENDCB and ENDDB were slightly better than that of END in the same cases,
and no obvious improvements were observed by setting the ensemble size to a constant value. Hence,
it is of interest to comparatively investigate the performances of END, ENDCB, ENDDB, and ENDRPS
with various sets of ensemble sizes. Our experiments confirmed that the positive effects from ensemble
size are larger for END frameworks with weak classifiers than those with strong classifiers.

In studies that involve RS for biodiversity searches, land cover classification is considered the
first-order analysis for species occurrence and mapping [10,23]. In general, coarse-spatial-resolution
satellite imagery (e.g., MODIS, TM, and ETM+) and land cover products (e.g., the MODIS land use
and cover change (LUCC) and Global Land Cover 30 (GLC30) datasets) are useful in detecting and
evaluating ecosystems and habitat structures on a large scale, while HR/VHR satellite imagery products
are useful for estimating habitat quality, predicting taxonomic groups, determining species richness,
and mapping diversity [130–132]. In arid and semiarid regions, sparsely distributed vegetation species
are crucially important in regional ecosystems, but they are easily mixed into dominant land cover
types (e.g., bare land) in coarse-resolution satellite imagery. Spectral unmixing and subpixel mapping
techniques could eventually solve these problems; however, vegetation species diversity mapping
at a fine scale using coarse-resolution satellite images from MODIS, TM, ETM+, and OLI sensors is
still quite challenging. For example, spectral unmixing can determine the fractions of classes within
mixed pixels, but it fails to predict the spatial location. Our experiment also showed that the Sentinel-2
MIL1C products proved to be a more valuable data source than MODIS LUCC and GLC30 datasets for
arid land vegetation mapping. Hence, Sentinel-2 products with 10m, 20m, and 60m spatial resolution,
13 bands spanning from the visible and the near-infrared (VNIR) to the short-wave infrared (SWIR)
portion of the spectrum 12 spectral bands, and with a five-day revisit time over land and coastal areas,
are better choice than MODIS, TM, ETM+, and OLI for arid land vegetation mapping.

Based on this work, we also envisage future perspectives. Further calculating more advanced
vegetation species diversity indices, such as the spectral variation hypothesis (SVH), alpha-diversity,
and beta-diversity, to show the superiority of Sentinel-2 MSIL1C images over MODIS and Landsat
images should be an interesting future direction, especially at large regional or national scales.
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Since END-ERDT showed a state-of-the-art classification performance, statistical and more empirical
experiments should both also be conducted. Finally, we will deploy the END-ERDT method on a Spark
platform to support big data processing to facilitate its application.

5. Conclusions

Sentinel-2 MSIL1C images of the Ili River delta region of Kazakhstan were classified while
using spectral and EOMPs to investigate the performance of the Sentinel-2A MSIL1C products for
vegetation mapping in an arid land environment with respect to land cover products from MODIS
and Landsat and to answer the question of “is ND and END are superior to state-of-the-art direct and
ECOC-based-multiclass classification approaches?” and an accurate classification purposes.

According to the results, several conclusions can be drawn. First and foremost, the proposed
EOMP features are better than all of the features, while the OO features are better than the spatial
features from the MPs, MPPR, OMPs, and OMPsM for Sentinel-2 MSIL1C image classification.
Furthermore, some previous findings of the ND, NDCB, NDDB, NDRPS, and NDFC frameworks
showed superiority to direct multiclass classification, and the ECOC approaches are arguably useful
in the Sentinel-2 MSIL1C image classification task. This finding can be explained by the fact that
the final classification performance is controlled not only by the robustness of the adopted classifier
but also by the discrimination capable of providing data. Additionally, the superiority of the END,
ENDRPS, ENDCB, and ENDDB frameworks over the ND, NDCB, NDDB, and NDRPS frameworks
is confirmed, and one can obtain compatible and even better OA results than the direct and ECOC
frameworks by using weak and simple classifiers in the END, ENDRPS, ENDCB, and ENDDB
frameworks. For example, END-ERDT can be an alternative to RBF kernel-based SVM in the ECOC
framework from the generalized classification accuracy, computationally efficient model training,
and easy deployment points of view. Finally, from both greater numbers of species identification and
a high classification accuracy point of view, the Sentinel-2A MSIL1C product is more suitable than
the global land cover products that are generated from MODIS and Landsat imagery for arid-land
vegetation species mapping.
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Abstract: How to acquire landslide disaster information quickly and accurately has become the
focus and difficulty of disaster prevention and relief by remote sensing. Landslide disasters are
generally featured by sudden occurrence, proposing high demand for emergency data acquisition.
The low-altitude Unmanned Aerial Vehicle (UAV) remote sensing technology is widely applied to
acquire landslide disaster data, due to its convenience, high efficiency, and ability to fly at low altitude
under cloud. However, the spectrum information of UAV images is generally deficient and manual
interpretation is difficult for meeting the need of quick acquisition of emergency data. Based on this,
UAV images of high-occurrence areas of landslide disaster in Wenchuan County and Baoxing County
in Sichuan Province, China were selected for research in the paper. Firstly, the acquired UAV images
were pre-processed to generate orthoimages. Subsequently, multi-resolution segmentation was carried
out to obtain image objects, and the barycenter of each object was calculated to generate a landslide
sample database (including positive and negative samples) for deep learning. Next, four landslide
feature models of deep learning and transfer learning, namely Histograms of Oriented Gradients
(HOG), Bag of Visual Word (BOVW), Convolutional Neural Network (CNN), and Transfer Learning
(TL) were compared, and it was found that the TL model possesses the best feature extraction effect,
so a landslide extraction method based on the TL model and object-oriented image analysis (TLOEL)
was proposed; finally, the TLOEL method was compared with the object-oriented nearest neighbor
classification (NNC) method. The research results show that the accuracy of the TLOEL method is
higher than the NNC method, which can not only achieve the edge extraction of large landslides,
but also detect and extract middle and small landslides accurately that are scatteredly distributed.

Keywords: landslides information extraction; unmanned aerial vehicle imagery; convolutional neural
network; transfer learning; object-oriented image analysis

1. Introduction

Human beings are facing, and will continue to face, challenges that affect the harmony and
sustainable development of the society for a long time, such as population, resources, and environment.
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Among all environmental problems, geological environment is one of the most prominent [1–3].
For one thing, the geological environment is a necessary carrier and a basic environment for all
human life and engineering activities. For another, it is fragile and difficult, or even impossible
to restore. Landslide is a dire threat to people’s lives and property and social public safety [4–6].
Geological disasters very frequently occur in China and cause tremendous loss, especially in the
western mountainous areas with complex topographic and geological conditions. Landslides in these
areas are generally characterized by suddenness. There is no forewarning that can be directly observed
and perceived beforehand since landslide is triggered by external factors (such as heavy rainfall,
earthquakes, etc.). Therefore, quick and automatic information extraction of sudden landslides has
become a hot topic, also a hot potato, of the day in the landslide research in the world [7,8].

In the field of remote sensing, the extraction of landslide information that is based on satellite
images or aerial images is mainly realized through the spectrum, shape, and texture features of
landslides that are shown in images that are different from other surface features [9]. In the early
application, the identification of landslide information and boundary extraction were mainly actualized
by means of manual digitization. This method is featured by high accuracy, but, when it is necessary to
process the data of a large region or to meet the disaster emergency demand, the manual digitalization
operation mode is of no advantage in time and cost. In addition, if the region is segmented into
several regions for different interpreters to interpret, it is inevitable that the subjectivity of different
interpreters will be brought into the interpretation results [10,11]. With the development of digital
image processing technology, increasing image classification algorithms have been applied to the
extraction of landslide information. The reflectivity difference (spectrum information) of different
surface features on the remote sensing image is used to extract the landslide region and non-landslide
region. Generally, the landslide region shows a high reflectivity on the remote sensing image, which is
easy to be distinguished from surface features with low reflectivity, but it is easy to be confused with
bare land because the bare land also has high reflectivity [12]. Additionally, this kind of pixel-oriented
method makes the classification result easily produce "salt and pepper" noise. In recent years, with the
launch of more and more earth observation satellites with high-resolution sensors, the data sources
for research are more and more abundant, and the object-oriented image analysis method comes into
being. In the object-oriented image analysis method, the available information, such as spectrum,
shape, texture, context semantics, and terrain on remote sensing images are comprehensively selected
to extract the information of surface features [13–17].

In recent years, with the development of machine learning technology, more and more algorithms
have been applied to the remote sensing identification of landslides. At present, the widely used
machine learning algorithms include support vector machine (SVM), random forest (RF), artificial
neural network (ANN), convolutional neural network (CNN), deep convolutional neural network
(DCNN), etc. [18–23]. The conventional object-oriented image analysis method requires acquiring
a large number of image features for subsequent classification, and carrying out a large number of
feature selection experiments, which is very time-consuming and difficult to obtain accurate features
completely. Deep learning (DL) and transfer learning (TL) are the fastest-developing machine learning
methods that are applied to remote sensing image classification in recent years, which can automatically
extract features from the original images and the extracted deep features are often very effective for
processing complex images [24–26]. However, the problem is that the features outputted by the deep
learning method are highly abstract, and the boundaries of actual surface features cannot be accurately
obtained, and the classification result is different from the boundaries of the actual surface features.
However, the object-oriented image analysis method is based on homogeneity to segment and obtain
the boundaries of surface features, usually the results of segmentation are consistent with the actual
boundaries of surface features. Therefore, a method integrating transfer learning and object-oriented
image analysis is proposed in this paper by combining the respective advantages of the two methods.
Firstly, the multi-resolution segmentation algorithm obtains an irregular segmented object, and then
a regular image block is generated according to the barycenter of the segmented object, so that the
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segmented object that is obtained by the object-oriented method is combined with the transfer learning.
The rest of this paper are organized, as follows: In Section 2, three research sites selected in the
experiment are introduced. In Section 3, the availability of four deep learning models Histograms of
Oriented Gradients (HOG), Bag of Visual Word (BOVW), CNN, and TL) for landslide feature extraction
were compared, and the realization process of the proposed method and the experiment steps are
described in detail. The experiment results are given in Section 4 and discussed in Section 5. Finally,
the full text is summarized in Section 6.

2. Study Sites

The experimental area is located in Wenchuan and Baoxing counties in Sichuan province, China.
The experimental data contains high-risk areas of geological hazards UAV images. The images with
spatial resolution of 0.2 m were taken in May 2017. The UAV that is used in the experiment is a fixed
wing, which is equipped with SONY Cyber shot DSC RX1 digital camera. The relative flying height
predetermined for this experiment is 600 m, the longitudinal overlap is 70%, and the lateral overlap
is 40%. Small squares (marked in green, blue, and red) are selected for the experimental purpose,
as shown in Figure 1.

 

Figure 1. Location of study area.

3. Methods

Firstly, the acquired UAV images were pre-processed to generate orthoimages. Subsequently,
the image objects were obtained by multi- resolution segmentation, and calculating the barycenter
of each object was undertaken to generate the samples for deep learning landslide (including
positive and negative samples). Next, HOG, BOVW, CNN, and TL landslide feature models were
compared, and found that the TL model had the best feature extraction effect. Therefore, TL model
and object-oriented image analysis (TLOEL) method based on TL model and object-oriented image
analysis was proposed. Finally, the TLOEL method was compared with the NNC method. Figure 2
shows the research process of this paper.
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Figure 2. The workflow of landslides information extraction from high-resolution UAV imageries.

3.1. Preprocess of High-Resolution Images

The digital camera on UAV is of non-metric type, so the images are subject to serious lens distortion.
Therefore, distortion correction shall be carried out based on distortion parameters of the camera.
Meanwhile, the exposure time intervals and different weather conditions in the flight course will result
in chromatic aberration, so color and light uniformizing shall be carried out with the mask method.
Preliminary image sorting and positioning can be carried out for matching homologous points of
adjacent image pairs based on the aircraft attitude parameters recorded by the flight control system.
After the matching of homologous points, block adjustment can be made based on the conditions of
collinearity equation. After that, the coordinates of ground control points may be incorporated to
realize absolute orientation, so as to obtain the corrected orthoimages [27,28].
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3.2. Segmentation

Image segmentation is the first step of the experiment to form a basic classification unit (object)
with high homogeneity. Multi-resolution segmentation has proved to be a successful segmentation
algorithm in many applications. In the research stated in this paper, the multi-resolution segmentation
algorithm of uniform rule is used in the eCognation 9.0 software to generate the segmented objects
for the three experiment areas [29]. Using the multi-resolution segmentation algorithm requires
setting three parameters: segmentation scale, color/shape ratio, and smoothness/compactness ratio.
Among them, the most important parameter is segmentation scale, which determines the heterogeneity
inside the object. Specifically, when the segmentation scale is too large to the classification target object,
undersegmentation occurs, and small objects are "submerged" by large objects, thus resulting in mixed
objects. When the segmentation scale is too small to the classification target object, over-segmentation
occurs, which causes the segmentation result to be "broken" and increases the calculation burden of
the subsequent classification process. The color/shape ratio reflects the ratio of spectral uniformity to
shape uniformity. The smoothness/compactness ratio is used to define the smoothness or compactness
of each object.

3.3. Constructing Landslide Sample Library

Image objects with irregular boundaries must be transformed into image blocks with regular
shapes and fixed sizes in order to combine the TL model with the object-oriented image analysis
method. The size of image block is related to the depth of CNN and it is limited to computer hardware
(e.g., memory capacity). Through experiments and comparative literature, it is found that it is
most suitable to choose 256 × 256 pixels as the size of image block instead of the super large CNN
learning frame [30].

During the experiment, it is found that there is a lot of work to manually build a landslide sample
library with positive and negative samples, so this paper studies how to realize automatic batch cutting
of image blocks that are based on ArcGIS Python secondary development package (ArcPy). The image
blocks after cutting are divided into positive and negative samples by visual interpretation.

The specific process flow for building a landslide sample library is as follows:
(1) Calculate a barycentric point position of each segemented objects, and take the barycentric

point position as the center of the image block.
(2) Automatically generate the boundary of image block on the ArcPy platform, and clip to

generate an image block according to the boundary and store it.
(3) Visually identify and distinguish an image block containing a landslide, storing the image

block as a positive sample, and storing the remaining image blocks as negative samples, and removing
the image blocks with no practical significance or the image blocks with too cluttered surface features.

3.4. Building Landslide Interpretation Model

3.4.1. Landslides Feature Extraction Based on HOG Model

Dalal proposed HOG on CVPR in 2005 [31]. When compared with deep learning, it is a common
shallow feature that is used in computer vision and pattern recognition to describe the local texture of
an image, applied as a feature descriptor to perform object detection. Figure 3 shows the process of
HOG feature extraction.

First, divide the images into several blocks by statistics. Afterwards, calculate the distribution of
edge intensity histogram separately. Finally, assemble the block histograms together to get feature
descriptors of the images. As HOG operates on the local grid unit of the image and the space field is
small, it can keep well the original image geometry and optical deformation. The combination of HOG
features and SVM classifiers has been widely used in image identification. The HOG feature can be
used to distinguish them while considering that there is a gradient change between the landslide area
and the surrounding environment in a high-resolution image.
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Figure 3. The flow chart of Histograms of Oriented Gradients (HOG) feature extraction.

3.4.2. Landslides Feature Extraction Based on BOVW Model

BOVW is an image representation model using Bag of Words (BOW). It can map two-dimensional
image information into a set of visual keywords, which effectively compresses the description of the
image and saves the local features of the image. The BOVW model extracts low-level features from
images in the sample library, and then, given the number of cluster centers, clusters these low-level
features with an unsupervised algorithm, such as K-means [32]. Here is a sequence of observations
(x1, x2, . . . , xn). Each of the observed value is a d-dimensional real-value vector. The goal of K-means is
to divide these n observations into k sequences s = (s1, s2, . . . , sk), k < n, such as:

argmin
k∑

i=1

∑
xj∈Si

‖xj − μi‖ (1)

where μi is the average of si.
Visual keywords (“vocabulary: represented by w1, w2, ..., wp, wr, ..., wm” in Figure 5) are obtained

through the cluster centers, mapping each feature extracted from the images to the nearest visual
vocabulary, where the image can be represented as a histogram feature descriptor. Figure 4 shows the
feature extraction process.

3.4.3. Landslides Feature Extraction Based on CNN Model

CNN was mainly used to identify distortion-invariant (e.g. displacement, scaling) two-dimensional
graphics in previous applications [33]. As CNN’s feature detection layer learns with training data,
implicit feature extraction is adopted instead of the explicit one when CNN is used. Neurons of the
same feature map are set to have the same weights, so the network can learn in parallel, which is a big
advantage of CNN relative to a simple neural network [34,35].

Feature extraction is to abstract the image information and obtain a set of feature vectors that can
describe the image. Extraction is the key to image classification and selection determines the final result
of classification. Manual visual interpretation can produce good classification results for new data and
tasks, accompanied by large workload, low efficiency, subjective randomness, and non-quantitative
analysis [36]. The middle and low-level features perform well in specific classification and identification
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tasks. However, high-resolution image is a far cry from an ordinary natural image—the spatial spectrum
changes greatly, so the middle and low levels feature extraction is not able to produce a good result
in high-resolution images. With the continuous advancement in deep learning, by inputting data to
extract the features layer-by-layer from bottom to top, mapping the relationships between bottom
signals and top lexemes can be established, so that the high-level features of the landslide can be
obtained to better present the landslide in a high-resolution image [37].

 

Figure 4. The flow chart of Bag of Visual Word (BOVW) feature extraction.

CNN avoids explicit feature sampling and learns implicitly from the training data,
which distinguishes it from other neural-network-based classifiers. Feature extraction is integrated into
the multi-layer perceptron through structural reorganization and weights reduction, so that gray-scale
images can be directly processed and, therefore, CNN can be directly used to process image-based
classification [38]. It has many advantages in image processing. (1) Input images match network
topology perfectly. (2) Feature extraction and pattern classification are performed simultaneously and
simultaneously generate results in training. (3) Weight sharing reduces the training parameters of the
network and makes the structure of the neural network simpler and more adaptable [39,40]. A basic
convolutional neural network structure can be divided into three layers, namely feature extraction layer,
feature mapping layer, and feature pooling layer. A deep convolutional network can be established
by stacking multiple basic network structures, as shown in Figure 5. Conv1 and conv2 represent
convolutional layer 1 and convolutional layer 2, and pool1 and pool2 represent pooling layer 1 and
pooling layer 2.

 

Figure 5. Construction of deep convolution neural network.
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(1) Feature extraction layer: This layer is the feature extraction layer. The input of each neuron is
connected with the local receptive field of the previous layer and extracts the local features. Assume
that the input image I is a two-dimensional matrix, the size of which is γ× c, use a trainable filter group
k, the size of which is w ×w, to compute the convolution, and the step size is l. Finally, there is a Y
output of ((γ−w)/l + 1) × ((c−w)/l + 1) size. Where:

yi = bi +
∑

i

ki j ∗ xi (2)

where xi represents the input convolutional layer, kij represents the convolutional kernel parameters,
bi represents the deviation value, and * represents the convolution operation. Each filter corresponds
to a specific feature.

(2) Feature mapping layer: A nonlinear function is used to map the results of the filter layer to
ensure the validity of the feature, and the feature map F is obtained.

fi = δ(bi +
∑

i

ki j ∗ xi) (3)

where, δ is the activation function. Tanh, sigmoid, and softplus are common activation functions.
Tanh is a variant of sigmoid, whose value range is [0,1]. The linear correction unit ReLU is the closest
to the activation model of biological neurons after stimulation and has certain sparsity. The calculation
is simple, which is helpful to improve the effect [41].

(3) Feature pooling layer: Theoretically, features can be acquired through convolution and
then directly used to train the classifier. However, the feature dimensions of any medium-sized
image are in millions after convolution, and the classifier is easily overfitted after direct training.
Therefore, the pooling of convolution features, or downsampling, is needed. F is the convolution
feature map, which is divided into disjoint regions with a size of m ×m, and then calculate the
average value (or maximum value) of these regions and taken as the pooling feature P, whose size is{
((γ−w)/l + 1)/m

}× {
((c−w)/l + 1)/m

}
. The pooled feature dimension is greatly reduced to avoid

overfitting and it is robust. Figure 6 is the flow chart of the CNN-based landslide interpretation model.

 

Figure 6. The flow chart of the convolutional neural network (CNN)-based landslide interpretation model.
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3.4.4. Landslides Feature Extraction Based on TL Model

In the process of training a deep learning model, problems, such as insufficient training samples,
often occur. The emergence of TL has aroused extensive attention and research. Technologies that
are related to machine learning and data mining have been used in many practical applications [42].
In traditional machine learning framework, the task of learning is to learn a classification model with
sufficient training data. In the field of image identification, the first step is to label a large amount of
image data manually and, then, based on the machine learning method, obtain a classification model,
which is used to classify and identify the test images. Traditional machine learning needs to calibrate
a lot of training data for each field, which will cost a lot of manpower and material resources. However,
without a large number of labeled data, many studies and applications that are related to learning
cannot be carried out. Generally, traditional machine learning assumes that training data and test data
obey the same data distribution. However, in many cases, this assumption cannot be met, which might
lead to the expiration of training data. This often requires re-labeling a large number of training data
to meet the needs of training, but it is very expensive to label new data because it requires a lot of
manpower and material resources.

There are many connections between the target detection of remote sensing image and natural
image in nature; in many ways, they are thought of as the same problem. The goal of transfer
learning is to transfer knowledge from the existing priori sample data and use the knowledge learned
from an environment to help the learning task in the new environment. Moreover, there is no strict
assumption, as traditional machine learning theory requires that the training data and test data
should have the same distribution [43]. The weight of a new category and a classification model
applicable to the target task are obtained through pre-training models in the existing classification
data set, removing the neural network on top of the training model, and retraining an output layer
through the target task data set. This method can shorten the training time of the model and improve
work efficiency [44,45]. At present, there are many labeled natural image libraries. For example, the
typical ImageNet library labeled by Stanford University, which contains millions of labeled images,
includes more than 15 million high-resolution images with labels. These images are divided into more
than 22,000 categories, thus making it the largest labeled image library in image identification field.
The pre-training model is obtained by learning the method of image feature extraction from ImageNet
library with the method of transfer learning on features.

Figure 7 is the framework of the landslide interpretation model that is described in this paper,
which is obtained through transfer learning. It mainly includes three parts, namely feature learning,
feature transfer, and landslide interpretation model training. Source task is the scene classification in
the original deep learning. The classification model of the target task is built by transferring the network
parameters and the results of the source task to the optimized target task. In Figure 7, conv represents
convolutional layer, pool represents pooling layer, and FC represents the fully-connected layer.

3.4.5. Reliability Evaluation of Landslide Feature Extraction Model

There are many methods for evaluating the landslide feature extraction results. The Confusion
Matrix is used to verify the accuracy of the interpretation model, in accordance with the quantitative
research needs of this paper [46]. Table 1 shows the evaluation indicator system.
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Figure 7. Feature extraction of landslides by transfer learning.

Table 1. Related indicators of confusion matrix.

Prediction
Total

1 0

Actual
1 True Positive

(TP)
False Negative

(FN)
Actual Positive Prediction

(TP+FN)

0 False Positive
(FP)

True Negative
(TN)

Actual Negative Prediction
(FP+TN)

Total
Positive Prediction

(TP+FP)
Negative Prediction

(FN+TN)
Total

(TP+FP+FN+TN)

Where TP represents the positive is predicted to be a positive value; TN indicates that the negative
is predicted to be a negative value; FP means that the negative is predicted to be a positive value;
and, FN indicates that the positive is predicted to be a negative value. Precision, ACC, and Recall rate
are defined, as shown in Formula (4).

FPR =
FP

FP + TN
;

TPR =
TP

TP + TN
;

ACC =
TP + TN

Total
.

(4)

3.5. Combination of Object-oriented Image Analysis and TL Model

The core concept of the object-oriented classification method is that the single pixel is taken as the
minimum cell under a specific scale and calculated with its neighborhood pixels in the principle of
being the most suitable for each other to obtain the object of segmentation with the best homogeneity;
when the segmentation on a certain scale has been completed, the new object of segmentation is
taken as a cell to continue the calculation of adjacent objects and then merge to generate the object
under the new scale until merging under such scale has been completed [47]. As the object-oriented
classification method regards the body as an integral object, such body also has such features as spatial
form, geometric length, and neighborhood relationship, in addition to the spectral characteristic under
this ideological system and, therefore, its accuracy is lifted to a certain extent in comparison with that
of the pixel-oriented method. Although making use of object-oriented image segmentation technology
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can effectively realize segmentation in ground object target, it is difficult to obtain the specific attribute
information on the ground object. The structure of landslide has certain space geometry and texture
features, yet it is very difficult to accurately identify the landslide from mass and abundant remote
sensing data by the traditional classification method and it possesses obvious advantages to realize the
structural features of a complex system by CNN interpretation.

In the process of landslides information extraction from high-resolution images, the feature
extraction determines the final accuracy. A great number of samples are required to support the feature
extraction due to the huge difference between high-resolution images and ordinary natural images and
great change in spatial spectrum, but there is a limited number of landslides in the research region and
less collectible samples and, hence, this article combines the aforesaid TL model and the object-oriented
image analysis to establish a method for landslide information extraction from high-resolution UAV
images that can realize large-scale scattered landslide information extraction. The process of TLOEL
method is as shown in Figure 8.

 

Figure 8. The flow chart of landslides extraction by the transfer learning model and object-oriented
image analysis (TLOEL) method.

3.6. Landslide Information Extraction by NNC Method

The NNC method is a mature classification method in view of its simple operation, high
efficiency, and wide application scope [48]. The control group researched in the paper is the nearest
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neighbor classification method. The specific process is as follows: First, the sample object is selected
and statistically analyzed to obtain relevant feature values, such as texture, spectrum, shape, and
neighborhood information, so as to build a multi-dimensional feature space. Afterwards, the distance
difference between the object to be classified and the sample is calculated, and the object to be
classified is classified into the class according to the distance relationship of the features and the
membership function to determine which sample class is nearest to the object to be classified. As shown
in Formula (5).

d =

√√√√√√√∑
f

⎡⎢⎢⎢⎢⎢⎢⎢⎣
v(s)f − v(σ)f

σ f

⎤⎥⎥⎥⎥⎥⎥⎥⎦
2

(5)

Where, d is feature distance, f is the feature, s is the sample object, σ is the object to be classified,
σ f is the standard deviation of feature f value, v(s)f is the feature value of feature f of sample object s,

and v(σ)f is the feature value of feature f of object to be classified σ.

3.7. Accuarcy Evaluation

The accuracy of information extraction from different ground objects is known as the classification
accuracy, and it is a common standard for testing the degree of advantages and disadvantages of
the classification rules. We usually modify the final classification results according to the result of
assessment on the classification accuracy, and if such assessment is low, it is necessary to improve the rule
definition. The methods for assessment on the classification accuracy generally fall into two categories:
one refers to the qualitative accuracy assessment methods by artificial visual interpretation and the
other refers to the quantitative accuracy assessment methods [49]. The artificial visual interpretation
method gives consideration to certain reliability on the premise of rapid assessment, but only
interpretation professionals can carry out related operation, which results in large subjectivity of the
assessment results; serious divergence between the results evaluated by field investigation and visual
interpretation, respectively, indicates an undesirable classification, so it is required to set the feature
rules for reclassification and the accuracy assessment will not be made until the classification results
are relatively identical. The accuracy assessment is usually shown in percentage and the accuracy
assessment method widely applied at present is called the confusion matrix method, which is defined,
as follows:

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m11 m12 . . . m1n
m21 m22 . . . m2n

...
. . .

...
mn1 mn2 . . . mnn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)

where mij represents the total number of pixels which are assigned to Category j from those subordinate
to Category i in the research region and n represents the total number of categories. In the confusion
matrix, the greater value in the leading diagonal indicates a higher reliability in the classification results.

The common indexes of assessment on classification accuracy include overall accuracy, product’s
accuracy, user’s accuracy, and Kappa coefficient in addition to the confusion matrix.

(1) Overall Accuracy (OA) refers to the specific value of a total number of all correct classifications
and that of samplings and reflects the degree of correctness of all categories in the classification results
of images. It is calculated in the following formula:

OA =

n∑
i=1

mii

n∑
j=1

n∑
i=1

mij

(7)
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(2) Product’s Accuracy (PA) refers to the specific value of the number of pixels in correct
classification from a single category and the total number of pixels in reference data of such category.
It is calculated in the following formula:

PA =
mii

n∑
j=1

mij

(8)

(3) User’s Accuracy (UA) refers to the specific value of the number of pixels in correct classification
from a single category and the total number of pixels in such category and it indicates the probability
that a classified pixel authentically represents such category. It is calculated in the following formula:

UA =
mii

n∑
j=1

mji

(9)

(4) The Kappa coefficient refers to an assessment index to judge the extent of coincidence between
two images and range from 0 to 1. It indicates how much the classification method selected is better
than the method that the single pixel is randomly assigned to any category. It is calculated in the
following formula:

K =

N
n∑

i=1
mii −

n∑
i=1

mi+m+i

N2 − n∑
i=1

mi+m+i

(10)

where n represents the total number of categories, mij represents the pixel value at Line i and Row j in
the confusion matrix, N represents the total number of samples, and m+i and mi+ are, respectively,
sums of rows and lines in the confusion matrix. The Kappa coefficient is calculated by comprehensive
utilization of all information in the confusion matrix and, therefore, can be used as a comprehensive
index for an assessment on classification accuracy.

4. Results

4.1. Preprocessing of High-Resolution Images

First, make a correction of the image distortion based on the camera’s distortion parameters,
and then conduct uniform color and light processing by mask method and carry out preliminary
sequencing and locating for homonymy points matching of adjacent image pair by virtue of aircraft
attitude parameter data recorded in the flight control system. Finally, make the block adjustment
according to the collinearity equation condition. After the completion of the block adjustment, add the
coordinates of ground control points to achieve absolute orientation and then obtain the corrected
orthoimage. Figure 9 shows the preprocessed UAV images.

   

(a) (b) (c) 

Figure 9. The preprocessed UAV imageries. (a) Experimental image 1; (b) Experimental image 2; and,
(c) Experimental image 3.
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4.2. Segmentation Results

This paper uses eCognition 9.0 software for multi-resolution segmentation of the experimental
regions and an ESP tool determined the optimal dimension in the process of segmentation. Table 2
shows the optimal image segmentation parameters and Figure 10 shows the segmentation results.

Table 2. Optimal image segmentation parameters.

Experimental Images Segmentation Scale Color/Shape Smoothness/Compactness Number of Image Objects

Experimental image 1 50 0.4/0.6 0.5/0.5 490
Experimental image 2 40 0.4/0.6 0.5/0.5 434
Experimental image 3 60 0.4/0.6 0.5/0.5 330

   

(a) (b) (c) 

Figure 10. Segmentation results. (a) Segmentation result of experimental image 1; (b) Segmentation
result of experimental image 2; and, (c) Segmentation result of experimental image 3.

4.3. Establishment of Landslide Sample Library

Based on the principle that is mentioned in Section 3.3, establish the batch of items by ArcPy for
batch processing of the images from the research region. Take the barycentric point position as the
center of the image block to automate clipping, numbering, and storage. Figure 11 shows the partial of
sample examples clipped and stored.

 

Figure 11. Partial of sample examples clipped and stored.
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It should be illustrated that the landslide samples are naturalized to a size of 256*256 in
the experiment for the convenience of rapid computer processing (feature calculation) by giving
consideration to both the computer processing ability in the identification process and the spatial
resolution of landslide sample images. This article makes the certain screening of the samples collected
by the visual interpretation method. A large number of positive and negative samples were marked for
different types of landslide in the experimental region, and the samples were expanded by means of
rotation and mirroring. With the increase in the number of positive samples of landslides in different
types and structures, the deep learning algorithm can express the landslide features in a deeper
level, and then obtain the landslide information in a more accurate and effective manner from the
image, thus providing higher accuracy of recognition. Finally, the sample library established includes
5000 positive and 10000 negative samples of landslides, which are all zoomed to a pixel size of 256 × 256.
Figure 12 shows the sample examples obtained by the above method.

 
(a) (b) 

Figure 12. Example sample library. (a) Positive samples (b) Negative samples.

4.4. Results of Landslide Interpretation Model Construction

The HOG parameters in the experiment are as follows: Bin with eight histograms are used for the
gradient histogram projection, a single cell is in a size of 32 × 32 pixels, each Block is composed of
2× 2 Cells, the sample size is unified as 256× 256 pixels, and the length of feature vector finally obtained
by merging is 1568. Figure 13 shows the visualization results of the HOG feature of experimental
landslide samples.

 

         
(a)                                       (b) 

         
(c)                                       (d) 

Figure 13. The visualization results of HOG feature of experimental landslide samples. (a) landslide
sample 1 and HOG feature; (b) landslide sample 2 and HOG feature; (c) landslide sample 3 and HOG
feature; (d) landslide sample 3 and HOG feature.
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BOVW parameters in the experiment are as follows: 128-dimension Surf feature is extracted from
local features in the experiment, the “dictionary” is established based on K-means in the process of
dictionary learning and the number of dictionaries is set as 400 [50]. Finally, find the Surf feature in the
dictionary to generate statistics of its histogram distribution as the BOVW feature of the image.

This article uses the ImageNet classification model Decaf pre-trained by the computer vision
research group of the University of California Berkeley in establishment of TL feature at the stage of
feature learning and it is composed of three convolutional layers and three fully-connected layers.
At the stage of feature transfer, the output of fc6 layer is selected as the feature on the conditions that the
parameters of three convolutional layers and the fc6 layer of the whole model are kept constant, as the
research results of such group indicate that the output of fc6 layer has a better generalization ability
when compared with that of other layers and the feature vector is in a proper length (4096). The feature
vector that is obtained based on transfer learning serves as the training input of SVM and it is used for
training of landslide information extraction model. This article establishes a landslide interpretation
model that is based on feature transfer and makes a feasibility analysis of whether the transferred
feature extraction method is suitable for landslide interpretation in consideration of the landslide data
of the research region. The experiment uses t-SNE (t-Distributed Stochastic Neighbor Embedding)
method to achieve the visualization of sample clustering of TL landslide interpretation model; as a data
dimension reduction method, t-SNE can offer a visual representation of data point positions of high
dimensional data in two-dimensional or three-dimensional space, similar to PCA, and it is widely
applied for high dimensional visualization in the fields of computer vision and machine learning.

Figure 14 shows the t-SNE visualization result of the landslide interpretation model feature based
on transfer learning feature. Here the feature vector in 4096 dimensions is mapped into two-dimensional
space by the t-SNE method to obtain the distribution model of the transfer learning feature. It can be
seen from the red circle region in Figure 14 that, in the transfer learning feature space, the landslide
samples have presented obvious aggregation, and it is believed that the feature extraction method that
is obtained from training and learning of original image library has explored the mapping relation
between natural and landslide images, which indicates that it is feasible to establish the landslide
interpretation model based on transfer learning.

Figure 14. The t-Distributed Stochastic Neighbor Embedding (t-SNE) visualization result of landslide
interpretation model feature based on TL feature.

The experiment uses the SVM as the output classifier and it takes the square root error L2 as a loss
function by use of linear kernel function and L2 regularization. 10% samples (500 positive and 1000
negative samples) are left for testing in the process of training. The training results are as follows:
the optimal parameters for cross validation of HOG, BOVW, CNN, and TL features are, respectively,
{’C’: 8000}, {’C’: 6000}, {’C’: 3000}, and {’C’: 4000}, and the key parameter C is obtained by six-fold
(six folders) cross validation. Table 3 shows the confusion matrix.
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Table 3. Confusion matrix.

Parameters
HOG BOVW CNN TL

Landslides Non-landslides Landslides Non-landslides Landslides Non-landslides Landslides Non-landslides

Landslides 376 124 431 69 489 11 492 12
Non-landslides 189 811 117 883 25 975 18 978

Precition/% 66.5 78.6 95.1 96.4
Recall rate/% 75.2 86.2 97.8 97.6

ACC/% 79.1 87.6 97.6 98

It can be seen from the training results in Table 2 that CNN (Precision: 95.1%, ACC: 97.6%) and TL
(Precision: 96.4%, ACC: 98%) have certain advantages in high-resolution images when compared with
BOVW (Precision: 78.6%, ACC: 87.6%) and HOG (Precision: 66.5%, ACC: 79.1%), so this article selects
CNN and TL as the extraction features to establish the landslide extraction model.

4.5. Landslides Information Extraction

Based on the principle that is mentioned in Sections 3.5 and 3.6, Figure 15 shows the results of
NNC method and the TLOEL method in the three experimental areas.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  Landslides 

Figure 15. Results of landslide information extraction based on two methods. (a) Experimental
image 1, based on NNC; (b) Experimental image 1, based on TLOEL; (c) Experimental image 2, based
on NNC; (d) Experimental image 2, based on TLOEL; (e) Experimental image 3, based on NNC;
and, (f) Experimental image 3, based on TLOEL.
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While considering the high spatial resolution of UAV images, the validation data can be directly
obtained by visual interpretation combined with field investigation. For experimental image 1,
280 landslide data verification points and 320 non-landslide data verification points were randomly
acquired by manual visual interpretation and field investigation. 320 landslide data verification
points and 350 non-landslide data verification points were randomly acquired by manual visual
interpretation and field investigation for experimental image 2. For experimental image 3, 160 landslide
data verification points and 200 non-landslide data verification points were randomly acquired by
manual visual interpretation and field investigation. The validation points were superimposed with
the extracted results to determine whether the extracted landslide results are correct or not. It can be
obtained through the statistical calculation that the overall accuracy of landslide information extraction
from the experimental image 1 by NNC method is 89.5%, with the Kappa coefficient is 0.788, and the
overall accuracy by TLOEL method is 90.7%, with Kappa coefficient is 0.812. Table 4 shows the specific
results. The overall accuracy of landslide information extraction from the experimental image 2 by
NNC method is 90.3%, with the Kappa coefficient is 0.838, and the overall accuracy by the TLOEL
method is 91.9%, with the Kappa coefficient is 0.862. Table 5 shows the specific results. The overall
accuracy of landslide information extraction from the experimental image 2 by the NNC method is
88.9%, with the Kappa coefficient is 0.842, and the overall accuracy by TLOEL method is 89.4%, with
Kappa coefficient is 0.871. Table 6 shows the specific results.

Table 4. Confusion matrix of experimental image 1.

Parameters NNC Method TLOEL Method

Landslides Non-landslides Landslides Non-landslides

Landslides 239 22 241 17
Non-landslides 41 298 39 303

Producer’s precision /% 85.4 86.1
User’s precision /% 91.6 93.4
Overall precision /% 89.5 90.7

Kappa coefficient 0.788 0.812

Table 5. Confusion matrix of experimental image 2.

Parameters NNC method TLOEL method

Landslides Non-landslides Landslides Non-landslides

Landslides 273 18 287 21
Non-landslides 47 332 33 329

Producer’s precision /% 85.3 89.7
User’s precision /% 93.8 92.9
Overall precision /% 90.3 91.9

Kappa coefficient 0.838 0.862

Table 6. Confusion matrix of experimental image 3.

Parameters NNC method TLOEL method

Landslides Non-landslides Landslides Non-landslides

Landslides 132 12 138 16
Non-landslides 28 188 22 184

Producer’s precision/% 82.5 86.2
User’s precision/% 91.7 89.6
Overall precision/% 88.9 89.4

Kappa coefficient 0.842 0.871
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5. Discussion

It can be found that the landslides in experimental images 1 and 2 are secondary disasters caused
by earthquakes through analysis and field investigation. Most of them are rock landslides, and the
spectral and texture characteristics of rock landslides are very similar to those of bare rock masses.
This leads to the NNC method misclassifying some bare rock masses into landslides. The TLOEL
method has missing classification situation when extracting such landslides. Some of them are muddy
landslides; the spectral characteristics of these landslides are similar to those of bare land. NNC method
misclassifies some bare land into landslides. Although the TLOEL method has fewer misclassification,
it also has some missing classification. The landslide in experiment image 3 is a landslide caused by
rainfall. It is difficult to extract the landslide from turbid water and bare rock. The NNC method has
the situation of missing classification and misclassifying bare rock into landslides. The TLOEL method
has less misclassification, but there are also some missing classifications.

Generally speaking, TLOEL method has certain universality after the completion of sample
database construction. For the same task workload, when compared with visual interpretation,
this method has obvious advantages in interpretation efficiency, and it has higher accuracy than NNC
landslide extraction method. However, in the process of object-oriented image analysis, simple image
segmentation will obtain a large number of image objects, and subsequent information extraction
will have a large amount of calculation. Landslides usually occur in areas with large topographic
fluctuations. In the process of landslide extraction, the Digital Elevation Model (DEM) and slope
stability model (e.g., shallow land sliding stability model) can be used to calculate the stability degree
of the surface in the certain area [51]. By assigning the stability degree as a weight to the segmented
image object, the region with high stability can be eliminated, and the number of objects participating
in the subsequent operation can be reduced.

Through the above calculation results, it can be seen that the TLOEL method that is proposed in
this paper has advantages for large-scale and scattered distribution landslide extraction, but, at the
same time, it is still a complicated work to obtain training samples. In fact, many regions have historical
images and historical thematic maps. If these historical data can be used in current interpretation tasks,
it will inevitably improve the accuracy and efficiency of interpretation. In future research, besides
feature transfer learning, we can also consider design a transfer method for surface feature category
labels (associated knowledge) based on two temporal invariant object detection, so as to realize the
transfer of "category interpretation knowledge of invariant surface features" from the source domain to
the target domain, and to establish a new feature-object mapping relationship.

6. Conclusions

In the paper, wide hazardous areas of landslides in mountainous areas in southwestern China
were researched, a landslide sample database was set up, the optimal feature extraction model, namely
the transfer learning model, is selected by comparison, and a high-resolution remote sensing image
landslide extraction method is proposed by combining this model with the object-oriented image
analysis method. This method effectively combines the deep learning in the field of computer with
the field of disaster remote sensing, and then improves the automation of landslide information
acquisition in the field of high-resolution remote sensing. In addition, the landslide sample database
that was established in the paper will provide important data reference for the research of the same
type of landslides in southwestern China. While considering that historical archived images and
surface feature category maps are available for some researched areas, how to further explore the
relationship between historical data and current images and establishing the knowledge transfer
framework between historical data and current images will be the key research items in the next step.
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